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Abstract—This paper presents the results of plasmochemical synthesis of fullerene derivatives with hydrogen,
iodine, iridium, platinum, and scandium. The synthesis is carried out under atmospheric pressure in a carbon–
helium plasma stream formed by an ac arc in the rf range. © 2002 MAIK “Nauka/Interperiodica”.
The synthesis of fullerene derivatives with H2, I2,
Sc, Ir, and Pt was carried out in a plasmochemical reac-
tor developed earlier in [1, 2]. The reactor differs con-
siderably from the widely used Kretschmer reactor in
that the synthesis occurs under atmospheric pressure in
a stream of carbon–helium plasma generated by an ac
arc in the rf range. The reactor makes it possible for par-
ticles of the introduced substance to stay for a long time
in the carbon plasma jet and, hence, become atomized
completely. Consequently, this reactor can be used for
the synthesis of fullerenes both with light elements and
with refractory metals.

In accordance with the concept of the effect of the
electron concentration on the formation of fullerenes
and fullerene derivatives in a carbon plasma, which was
developed in our earlier work [3], we synthesized
fullerene derivatives by adding both donors and accep-
tors of electrons (hydrogen, iodine, scandium, iridium,
and platinum). The initial metallic powder or metal
wire was placed in a hole (d = 1.2 mm) made in one of
the electrodes between which the plasma jet of carbon
with a metal was formed. Hydrogen and iodine were
introduced into the reactor in the form of a gas flow and
vapor, respectively, in different temperature regions of
the plasma. We tested fullerene-containing soot and
fullerenes extracted from it.

An analysis of the x-ray spectra revealed that Ir, Pt,
and Sc metals are present in a fullerene-containing soot
only in the amorphous state.

The fullerene yield increased upon the introduction
of a metal from 4 to 12%. The introduction of iodine
virtually nullifies the concentration of fullerenes in the
soot.

The electronic absorption spectra for the fullerene
extract from soots obtained during the synthesis with
the introduction of hydrogen exhibited the following
1063-7834/02/4404- $22.00 © 20601
changes (as compared to the spectrum for a fullerene
mixture): a new band appeared at 434 nm and the band
at 334 nm was displaced to the UV region by 17 nm.
This variation is usually attributed to fullerene com-
plexes with hydrogen of the C60H2 type [4, 5].

Emission spectroscopy revealed the presence of Sc
at a content of the order of 10–3% in the fullerene-con-
taining extract.

Highly effective chromatographic separation of the
fullerene mixture prepared by extraction from Ir- and
Pt-containing soots was carried out in a Cosmosil
Buckyprep column. The mass spectra of the separated
fractions were measured. It was found that the given
extract contains 55% C60, 25% C70, 15% higher
fullerenes (mainly, C76, C78, C82, C84, and C86), and 5%
oxidized fullerenes C60 and C70.

Mass spectrometry did not reveal the presence of
any platinum or iridium derivatives in the extracts sep-
arated from Ir- and Pt-containing soots. This can be due
to poor volatility of the formed metal compounds.
Moreover, Pt- and Ir-containing derivatives involved in
soots may be insoluble in organic solvents. In this con-
nection, we made an attempt to convert them into vola-
tile chelate complexes of metals, which are soluble in
organic solvents and similar to those described in [6].
Fullerene-containing soots with Pt and Ir (samples I
and II, respectively) were treated with acetylacetone
(Hacac) in solutions of HF (a) and HCl (b) acids during
heating, and, then, reaction products (Ia, IIa, Ib, and
IIb) soluble in organic solvents were extracted from the
reaction systems.

The electronic absorption spectra of products Ia and
IIa are shifted to the UV region as compared to samples
I and II. The x-ray diffraction pattern of the toluene
extract of the Ir-containing product IIa contains reflec-
tions of fullerene (for small angles) and reflections of
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an unknown substance (for large angles); the latter
reflections can be associated with Ir complexes.

Toluene extracts of the synthesis products contained
fractions of greenish yellow and yellow color which
were soluble in protogenic solvents (acetone and alco-
hol). The electronic absorption spectra of compounds
obtained from fullerene-containing soots and the spec-
tra of halogenated iridium acetylacetonates contain
bands at 270–280 nm, which are similar to the bands of
iridium γ-fluoroacetylacetones but are displaced by 10–
15 nm toward the long-wavelength range. The presence
of other bands can be associated with the presence of
fullerenes in the metal complexes; in addition, the for-
mation of carbon-bonded acetylacetonates and mixed
halogenacetylacetonates of metals is also possible.

The results obtained demonstrate that, in the irid-
ium- and platinum-based fullerene-containing soots,
iridium and platinum are in the chemically active form.
This follows from the fact that the aforementioned reac-
tions with acetylacetone do not occur with the familiar
metallic forms of iridium and platinum (compact metal,
metallic sponges, and powders). It can be assumed that
the active form of Ir and Pt is their oxidized state in the
form of insoluble fullerides; however, the results of
x-ray diffraction analysis indicate the presence of
amorphous particles of a metal in soots, which proba-
bly exhibit a high chemical activity.

The experiments described here indicate that the
synthesis of metallocomplexes of fullerenes in prepara-
tion amounts is a complex problem associated with the
donor and acceptor properties of the substances being
introduced. Further investigations are required for
determination of the relation between the magnitude
and the variation of the electron concentration in a
plasma upon the introduction of various elements, on
PH
the one hand, and the yield of the resulting fullerene
derivatives, on the other. This will be the next step
toward the controlled synthesis of fullerene derivatives.
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Abstract—Multishell fullerenes are the smallest among multishell carbon clusters, such as the larger graphitic
onions or multishell nanotubes. Unlike classical fullerenes, which have a cage structure and are known to have
been synthesized in a variety of sizes (C60, C70, C84, C102, etc.), multishell fullerenes have a cage-inside-cage
concentric structure, such as double-shell C60@C240 or triple-shell C60@C240@C560. We report on the synthesis
of multishell fullerenes by laser vaporization of C60-containing composite carbon targets. Transmission elec-
tron microscopy, Raman scattering spectroscopy, and other methods were used for characterization of the prod-
uct. The yield of the process reaches up to 40%, which permits production in gram amounts even in laboratory
conditions. © 2002 MAIK “Nauka/Interperiodica”.
1 Multishell fullerenes are the smallest among multi-
shell carbon clusters, such as the larger graphitic onions
[1, 2] or multiwall nanotubes [2, 3]. Unlike classical
fullerenes, which have a cage structure and are known
to have been synthesized in a variety of sizes (C60, C70,
C84, etc.), multishell fullerenes have a cage-inside-cage
concentric structure, such as double-shell C60@C240 or
triple-shell C60@C240@C560. These cage-inside-cage
structures were foreseen by Kroto et al. [4] as early as
in 1988, i.e., shortly after his pioneering discovery of
the basic buckminster fullerene C60 [5]. The first obser-
vation of several double-shell and triple-shell mole-
cules was, however, reported only recently [6, 7]. In
works [6, 7], the double-shell C60@C240, double-shell
C240@C560, and triple-shell C80@C240@C560 were
found as products of 3000°C high-temperature treat-
ment of laser pyrolysis carbon blacks. The content of
multishell fullerenes was less than 0.01%, while most
of the material was dominated by hollow graphitic par-
ticles ~20 nm in size and ordinary, single-shell
fullerenes.

Though multishell fullerenes possibly possess inter-
esting and attractive properties [7], no measurements
could be performed until these fullerenes had been iso-
lated in, at least, milligram amounts. Therefore, the first
priority of the research in this field was to find an effi-
cient synthetic route of the production of multishell
fullerenes.

It is difficult to improve the method of high-temper-
ature treatment of laser pyrolysis carbon black [7].

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20603
Also, it seems reasonable to suggest that the actual
growth of additional shells around C60 cores takes place
not during 3000°C treatment but during the cooldown
after the heat treatment. If this suggestion is correct, the
successful synthetic route should be comprised of at
least two steps: (1) the formation of carbon vapor con-
taining many C60 molecules and (2) cooling down at the
appropriate substrate. A hypothetical growth sequence
is shown in Fig. 1. We hypothesized that the method of
laser vaporization would meet the above conditions.
Another attractive feature of this method is that it
allows flexible control of different key parameters of
the process.

The purpose of the present work was to find an effi-
cient synthetic route to the creation of multishell
fullerenes using the laser vaporization method.

1. EXPERIMENTAL

For laser vaporization, a KrF excimer pulse laser
(λ = 248 nm) was used. The typical laser fluence and
repetition rate were 1.5 J/cm2 and 10 Hz, respectively.
Two different targets were used for vaporization. Both
targets contained 40 wt % fullerene C60, but the remain-
ing components were different: amorphous laser pyrol-
ysis carbon black or, alternatively, carbon nanofibers.
The carbon nanofibers were vapor-grown carbon fibers
with a nanotube-like concentric multishell structure
[3]. The experiment was performed in a helium atmo-
sphere, with the He pressure varying in the range from
1 to 200 Torr. Substrates of stainless steel SUS304,
quartz glass, and pyrolytic graphite were used to collect
002 MAIK “Nauka/Interperiodica”



 

604

        

MORDKOVICH 

 

et al

 

.

                                                                  
(a) (b) (c) (d)

Fig. 1. Hypothetical growth sequence of multishell fullerene evolving from (a) a fullerene molecule and a fullerene/nanotube frag-
ment, through (b) and (c), in which the shell fragment deposited onto a fullerene forms the embryo in which the second shell forms.
The sequence leads, in a natural way, to multishell fullerenes (d).
the deposit. The substrate temperature was 300°C. The
deposits were studied by transmission electron micros-
copy (TEM), Raman spectroscopy, and other methods.
Vacuum sublimation was used to separate the fractions
of the deposit. The details of the vacuum sublimation
technique can be found elsewhere [7].

2. RESULTS AND DISCUSSION

The deposits obtained by vaporization of either of
the targets at different He pressures were thin yellow
films (~500 nm thick after 20 000 pulses). The films
could not be dissolved in organic solvents such as tolu-
ene, xylene, or chloroform. Though the yellow color
implies the absence of graphite or graphitic particles,
the TEM study showed that the latter actually did occur
in small amounts in the deposits.

The main result of the TEM study was, however, the
observation of large amounts of double and triple
fullerenes. The yield was higher at lower He pressure,
in the range of 1–4 Torr. Vaporization of C60/nanofiber
targets always gave a 3- to 5-times higher yield than
that of C60/carbon black targets. The best samples,
received by vaporization of a C60/nanofiber target at
1 Torr, contained 40% multishell fullerenes. At least
two varieties were observed: two-shell 14 Å in size, and
three-shell 20 Å in size. The two-shell fullerenes are
easily seen in Fig. 2. From the fullerene diameter it is
possible to calculate mass [2], though the uncertainty in
the carbon–carbon bond length and other factors pro-
duce an inevitable error, which we estimate as ±5%. As
a result, it is possible to assign the following chemical
formulae to the observed fullerenes: C60@C240 to the
double fullerene 14 Å in size, and C60@C240@C560 to
the triple fullerene 20 Å in size.

The multishell fullerene fraction can be easily sepa-
rated by vacuum sublimation, though this requires at
least 1200°C in a vacuum of 10–7 Torr. Therefore, the
high sublimation temperature is in sharp contrast with
P

that of C60, which can be easily sublimated at 400°C.
The sublimate film has a yellow color and predomi-
nantly contains multishell fullerenes.

The comparison of Raman scattering spectra of
laser vaporization deposits and the sublimated films
(Fig. 3) shows how the strong “disordered graphite”
features at 1360 and 1590 cm–1 disappear after sublima-
tion. The sublimated film does not contain graphitic
nanoparticles with strong, overwhelming spectral lines,
and its spectra (Fig. 3b) clearly display three strong
broad peaks at 1430, 1464, and 1569 cm–1 and a num-
ber of weaker peaks below 1000 cm–1. This pattern is
very similar to that of C60 (1426, 1469, and 1573 cm–1

features) [8]. Four of the weaker peaks, 530, 737, 757,
and 880 cm–1, cannot be identified with the vibrations
of the C60 molecule, even though the peaks at 730 and
757 cm–1 were earlier observed in the spectra of a “pho-
totransformed” C60 solid [8], i.e., the C60 solid after
photoinduced immobilization of C60 molecules in the
polymer network.

It is reasonable to suppose that most of the peaks in
Fig. 3b are produced by the core C60 molecules immo-
bilized inside the multishell fullerenes. No peaks, with
the possible exception of the 530 and 880 cm–1 features,
can be assigned to the outer shells, because the latter
produce many weak Raman peaks due to their gener-
ally lower symmetry, larger number of degrees of free-
dom, and/or possible isomers. Also, it was predicted by
Iglesias-Groth et al. [9] that the strongest vibrational
lines of the outer shells lie at much lower frequencies,
65–120 cm–1.

The growth of the outer shells is probably deter-
mined by the mechanism shown in Fig. 1 and discussed
above. This hypothesis is supported by the above-men-
tioned fact that laser vaporization of the C60/nanofiber
targets gave a much higher yield of multishell
fullerenes than that of the C60/carbon black targets.
Indeed, the difference between the targets is in the pres-
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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Fig. 2. TEM images show multishell fullerenes in large amounts. The concentric dark rings are the electron images of multishell
fullerenes.
ence of nanofibers. Those nanofibers, comprised of
multiple curved shells, are a good source of shell frag-
ments for initiation of the multishell fullerene growth
process according to Figs. 1a, 1b. On the other hand, the
vaporization of the C60/carbon black target cannot pro-
duce the shell fragments; hence, even if the embryos of
multishell fullerenes do appear, this happens due to the
much less probable process of spontaneous nucleation
of corannulene-like carbon networks from the carbon
vapor, as was suggested by Kroto et al. [4].

Apparently, the uncertain stage of the hypothetical
growth mechanism is the shell closure (Figs. 1c, 1d).
The growth may well lead to elongation of the outer
shell with the formation of a tubulene, as shown in
Fig. 4a. Indeed, we observed such objects more than
once in the laser vaporization deposits; see, for exam-
ple, Fig. 4b. This kind of nanocluster, called a “bucky-
shuttle,” represents a nanometer-sized, two-level sys-
tem which can be used as a computer memory element
and was recently discovered in the products of heat
treatment of nanodiamond [10]. We have good reason
to believe that the laser vaporization method can be
controlled so as to selectively synthesize buckyshuttles
in high yields.

In conclusion, a method of large-scale synthesis of
multishell fullerenes was found. The method of laser
vaporization of composite C60-containing carbon tar-
gets gives a yield of up to 40%, which permits produc-
tion in gram amounts even under laboratory conditions.
The results suggest that the method can be controlled so
as to selectively synthesize certain types of multishell
fullerenes and other multishell carbon clusters.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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Fig. 3. Raman scattering spectra: (a) laser vaporization
deposit on stainless steel; (b) sublimated film. The spectrum
of the deposit (a) is dominated by two overwhelming “dis-
ordered graphite” features: the peak at 1590 cm–1 is identi-
fied with the well-known E2g vibrational mode of graphite,

upshifted by ~10 cm–1 from the position 1582 cm–1

reported for single-crystal graphite [2]; the peak at
1360 cm–1 is identified with symmetry-forbidden modes
associated with the maximum in the graphite density of
states (activated lattice disorder and/or small crystalline
size) [2]. For features of the (b) spectrum, see comments in
the text.
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(a)

(b)

Fig. 4. A buckyshuttle (fullerene molecule enclosed in a tubulene) as a result of deviation from the normal growth sequence of a
multishell fullerene: (a) hypothetical growth sequence after deviation from the path, which is shown in Figs. 1c, 1d; (b) TEM image
of a deposit, showing a buckyshuttle.
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Abstract—The DC and AC conductivities and the magnetoresistance and thermopower of carbyne samples
were studied over the temperature range 1.8–300 K at frequencies 10 MHz–1 GHz. It was established that a
variation in the fraction of sp2 bonds in carbynes induces a transition from one- to two- and then to three-dimen-
sional conduction. The physical properties of the new carbyne-based solids may be understood within the
model treating carbyne as a nanocluster material based on linear carbon chains and having a characteristic clus-
ter size of 1 to 10 nm. © 2002 MAIK “Nauka/Interperiodica”.
1 1. Carbyne is an allotropic carbon form based on
sp-type bonds and possesses a pronounced linear-chain
structure [1–3]. Contrary to other allotropic modifica-
tions with sp2 (graphite) or sp3 (diamond) bonds, car-
byne cannot be synthesized as a perfect crystal, because
its chains contain “built-in” disorder, probably due to
the instability of large linear carbon clusters [3].
Although to date there is no commonly accepted model
structure of carbyne, it is customarily believed that lin-
ear sp segments of the polymeric carbon molecule in
carbyne alternate with sp2-hybridized carbon atoms [1–
3]. The sp2-centers give rise to chain kinks, and the dan-
gling bonds appearing at the kinks may attach to impu-
rity atoms or form interchain links (in the absence of
sp2-defects, the carbon chains are bonded by weak van
der Waals forces). As a result, the carbon chains may
form complex globular structures.

The fraction of sp2-bonds in carbyne can be varied
smoothly by applying high pressure and temperature
[1]. An increase in the synthesis temperature Tsyn under
pressure induces the sp  sp2 transition, i.e., the for-
mation of a disordered 2D graphite-like network from
the structure dominated by 1D chains. Therefore, car-
bynes synthesized under high pressure open an intrigu-
ing opportunity of creating experimental systems with
variable dimensionality [4]. In the present work, we
report on results of studying DC and AC conductivity
and magnetoresistance and thermopower measured in

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20607
the temperature, frequency, and magnetic field domain
1.8 < T < 300 K, 1 MHz < ν < 1 GHz, and B < 7 T.

2. A carbyne with chains …=C=C=C=C=… of the
cumulene type was synthesized at the Nesmeyanov
Institute of Organoelement Compounds, Russian Acad-
emy of Sciences, and used as the starting material.
Samples were prepared by the method used in [1]. Syn-
thesis was carried out at a pressure of 7.7 GPa. At dif-
ferent Tsyn values, the sample structure was identical to
that described in [1]. The temperature dependences
ρ(T) for different Tsyn temperatures are shown in
Fig. 1a. In the coordinates  = f (T–α), linear seg-
ments characteristic of the variable range hopping
(VRH) conductivity are clearly seen in the curves at
T < T* ~ 40 K down to T ~ 1.8 K. The index α, which,
for a constant density of states and space dimension d,
is given by [5]

(1)

increases with decreasing synthesis temperature
(Fig. 1). The value of 1/4 found for this parameter for
Tsyn = 890°C corresponds to the 3D Mott’s law, while
the reduction in Tsyn to 800°C increases α to 1/3, which
is characteristic of 2D hopping conduction (Eq. (1)). In
the vicinity of Tsyn ~ 700°C, the exponent changes to
1/2 (Fig. 1, Tsyn = 690°C), which suggests a transition
to 1D hopping transport.

Thus, one can assume that the rise in the tempera-
ture of synthesis under pressure induces a crossover
from 1D to 3D hopping conduction. In the transition
region 700 < Tsyn < 800°C, the carbyne matrix repre-

ρ( )log

α 1/ d 1+( ),=
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Fig. 1. Temperature dependence of the conductivity (a) and hopping conduction exponent (b) for carbyne samples synthesized at
different temperatures.
sents a set of mutually noninteracting 2D carbon layers.
Such an interpretation qualitatively agrees with the data
[1] on the sp  sp2 transition, because the “degree of
crosslinking” between the carbon chains increases with
Tsyn and the effective dimensionality of the system
should increase. Note that, according to [1], carbyne
samples undergo “graphitization” at Tsyn ~ 700°C, so
that the crossover first to 2D and than to 3D conduction
at Tsyn > 700°C seems to be quite natural.

At the same time, it was assumed in [1] that a quasi-
one-dimensional structure occurs in carbyne at Tsyn <
500°C, while in the samples obtained at higher temper-
P

atures, the fraction of sp2-bonds is appreciable.
Because of this, the interpretation of the data in Fig. 1
as a 1D  2D  3D transition is not unique. For
example, the α = 1/2 value may be explained by the
appearance of a Coulomb gap in a 2D hopping system
[4, 5].

The latter possibility is eliminated from analyzing
the AC conductivity data. In the 2D or 3D case with
Coulomb correlations, the hopping conductivity σ(ω) =
σ1(ω) + iσ2(ω) at frequency ω is given by [4, 6]

, (2)σ1 σ2 ωsTα∼,
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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with an effectively temperature-independent index s.
Contrary to this expectation, the experiment shows a
strong s(T) dependence (Fig. 2) characteristic of 1D
systems. Indeed, according to Hunt’s calculation for the
1D system [7, 8],

(3)

where T0 is the same as in the temperature dependence
of DC conductivity lnσ ~ –(T0/T)α while parameter A
depends on the length of linear hopping chain L and
localization radius a: A ≈ exp(2)L/a. Comparison of
Eq. (3) with the experiment shows that Hunt’s theory
well describes the observed s(T) data, assuming the rea-
sonable value L/a ~ 680 (curve 4 in Fig. 2).

An additional argument against opening of the Cou-
lomb gap in carbynes obtained at Tsyn < 700°C is pro-
vided by thermopower measurements. In the VRH
regime at T < T*, thermopower is proportional to the
first derivative of the density of states (DOS) [6]. There-
fore, for the Coulomb gap regime where DOS is sym-
metric with respect to the Fermi level, the Seebeck
coefficient should be equal to zero. At the same time,
we find that for all the samples studied, including those
with α = 1/2, the thermopower remains finite in the
hopping region. The observed behavior is consistent
with the above explanation of the values a > 1/4 in
terms of the 1D  3D crossover and disagrees with
the opening of the correlation gap at the Fermi level.

3. Study of the VRH regime opens the opportunity
of determining the localization radius. The shrinkage of

s T( ) AT0/T( )1/2 2–[ ] / AT0/T( )1/2 2+[ ] ,=
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the wave function in a magnetic field gives rise to pos-
itive magnetoresistance:

(4)

where coefficient td depends on the space dimension: in
2D, t2 = 1/360 [9], and in 3D, t3 = 5/2016 [10]. Experi-
mental ρ(B) data at T = 4.2 K are shown in Fig. 3a; it is
seen that Eq. (4) provides a good approximation of the
magnetoresistance of carbynes synthesized at different
Tsyn. Taking slopes of linear parts in the coordinates
lnρ = f (B2) together with the T0 values calculated from
Fig. 1a, we found localization radius values for Tsyn >
700°C (see Fig. 3b, regions 2D, 3D). In the 1D case
(i.e., at Tsyn < 700°C), the exact value of td is unknown;
therefore, we used t2 to get an estimate (Fig. 3b).

The obtained a(Tsyn) data demonstrate a clear
increase in localization radius with synthesis tempera-
ture. In the 1D case, we find a ~ 60 Å, whereas for
the 2D case, the localization radius reaches ~80 Å. The
region of 3D VRH (Tsyn > 840°C) is described by a ~
140 Å; it is 2.3 times higher than in 1D (Fig. 3b). It is
worth comparing the obtained data on the localization
radius with the structural characteristics of the disor-
dered carbyne matrix. X-ray structural analysis gives a
medium range order length LMRO ~ 8–10 Å for the ini-
tial carbyne powder, and, for the samples studied in the
present work, LMRO is about 10–12 Å. These values are
of the same order of magnitude as expected for the
maximal stable linear cumulene fragments in the car-
byne structure [2, 3] but are 5–14 times lower than the
observed values of the localization radius. Therefore,
the localization in the disordered potential of the car-
byne matrix has a multicenter nature.

ρ B( )/ρ 0( )[ ]ln tda4B2 T0/T( )3α /c2
"

2,=
2



610 DEMISHEV et al.
40

0
700

Tsyn, °C

80

120

160
(b)

3D2D1D

650 750 800 850 900

0.12

0

5
B2, T2

0.08

0.04

(a)

0 10 15 20 25 30

690°C

800°C

890°C

ln
[ρ

(H
)/

ρ(
0)

]
a,

 Å

Fig. 3. Magnetoresistance (a) and localization (b) for carbyne samples synthesized at different temperatures. 

35
On the other hand, in a strongly disordered solid,
like carbyne, the spatial scale a @ LMRO may be relevant
to some structural elements of the disordered network
[11]; for instance, it may correspond to clusters or
physical inhomogeneties of size ~a with a higher con-
ductivity formed from linear fragments of size ~LMRO.
Verification of this hypothesis requires further struc-
tural study of carbynes synthesized under high pres-
sure.

The obtained results allow one to refine the scenario
of the sp  sp2 transition [1]. Since the 1D conduc-
tion persists up to Tsyn ~ 700°C, the appearance of new
sp2-centers likely leads to the disorder and bending of
individual chains in this range of synthesis tempera-
tures. At Tsyn > 700°C, the increase in the fraction of the
P

sp2-bonds induces crosslinking between the chains,
rendering the conduction two-dimensional. With a fur-
ther increase in Tsyn raising the concentration of sp2-
centers in the carbyne matrix, the topology of quasi-
two-dimensional carbon layers becomes more compli-
cated and they start to interact with each other, leading
to the 3D character of conduction.

The obtained values of the localization radius and
x-ray structural data suggest that the carbyne matrix
can be likely treated as a nanocluster material with a
characteristic cluster size of 1 to 10 nm and based on
linear fragments of carbon chains. The complicated
spatial hierarchy of the disordered carbyne matrix
together with the intriguing possibility of varying the
effective dimension of space where charge carriers
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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move from 1D to 3D via 2D makes future fundamental
and applied studies of these solids prospective.
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Abstract—The synthesis and characterization of several fullerene-based organometallic complexes containing
Mo and W is reported. © 2002 MAIK “Nauka/Interperiodica”.
1 Since the time the crystal structure of the first orga-
nometallic complex of fullerene (η2-C60)Pt(PPh3)2 ·
C4H8O was first reported in [1], several other com-
plexes have been synthesized and characterized by the
x-ray diffraction method. However, among them, most
are metals from group VIII, such as Pt, Ir, Pd, Rh, etc.
Only a few molybdenum or tungsten complexes of C60

have been described in the literature, such as
[M(η2-C60)(CO)3(dppb)] (M = Mo, W) [2], [M(η2-
C60)(CO)3(dppe)] (M = Mo, W) [3], [Mo(η2-
C70)(CO)3(dppe)][3], etc. with phosphorous-containing
ligands.

The key problems in growing single crystals of
fullerene-based complexes are the instability of their
solution and low solubility. We synthesized four air-
table organometallic C60 derivatives of molybdenum
(0) and tungsten (0) with nitrogen-containing ligands
(η2-C60)M(CO)3LL (M = Mo, W, LL = 2,2'-bipyridine or
1,10-phenanthroline) [4]. They are only slightly soluble
in chlorobenzene and o-dichlorobenzene. No crystals
suitable for x-ray diffraction studies were obtained.
However, when one carbonyl group of (η2-
C60)M(CO)3(o-phen) was displaced by dibutyl fuma-
rate (dbf), the resulting complexes had good solubility
in a number of organic solvents, even much better than
C60 itself. Here, we report on the syntheses, crystal
structure, and properties of novel molybdenum and
tungsten complexes of C60 and C70.

A series of Mo/W complexes of fullerenes (η2-
Cx)[M(CO)2(o-phen)(dbf)]n (x = 60 or 70, M = Mo or
W, n = 1, 2, 3, phen = 1,10-phenanthroline) were syn-
thesized by heating a solution of fullerene (C60 or C70)
with [M(CO)2(o-phen)(dbf)2] in toluene followed by
column chromatography over silica gel. They are
remarkably stable in air and have unusually good solu-
bility. The complexes were characterized by chemical

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20612
analysis, IR, UV/vis, 1H, and 13C NMR spectroscopy
and single crystal x-ray diffraction analysis [5, 6].

The x-ray structure analysis indicates that molybde-
num and tungsten complexes of C60 are isomorphous
compounds, (η2-C60)M(CO)2(o-phen)(dbf) · 2C6H6 ·
C5H12 (M = Mo (1) or W (2)). The molecular structure
of unsolvated complexes is shown in Fig. 1 [5].

In the molecules of complexes (1) and (2), the Mo or
W atom coordination is distorted octahedrally with the
two CO groups cis to each other and each trans to a
nitrogen atom of o-phenanthroline. The metal (M)
atom, two CO groups, and o-phen are in the equatorial
plane. They are coplanar within 0.050 Å. The M atom
binds in an η2 fashion to the C–C bond [C(1)–C(2)]
between two six-member rings of C60. The distances of
W–C(1) and W–C(2) are almost equal (2.30(2),
2.30(3) Å). The M atom binds also in an η2 fashion to
the C–C bond [C(85)–C(91)] of dibutyl fumarate
(W−C(85) 2.28(3) Å and W–C(91) 2.29(3) Å). The two
C–C bonds (C(1)–C(2) and C(85)–C(91)) are almost
orthogonal, and each alkene ligand eclipses an N–M–
CO vector (av. 171.4°). The coordination about the
metal atom closely resembles that observed in the
molybdenum complex of methyl acrylate (η2-
CH2=CHCOOMe)2Mo(CO)2(bipy) (3), the structure of
which has been determined by us. Actually, we pre-
pared complex (3) as an electronic model for the corre-
sponding C60 compound [7].

The molecular structure of the molybdenum com-
plex of C70 (η2-C70)Mo(CO)2(o-phen)(dbf) · 2C3H8O ·
2.5H2O (4) is shown in Fig. 2 [6]. The Mo atom binds
in an η2 fashion to the Ca–Cb bond of C70 (C(1)–C(2)),
and the distances of Mo–C(1) and Mo–C(2) bonds are
very close (2.29 and 2.28 Å). Typical distances can also
been found in other molybdenum complexes of
fullerenes. For example, the distances of Mo–C(1) and
Mo–C(2) are 2.31 and 2.32 Å in complex (1), 2.33 and
2.31 Å in [Mo(η2-C60)(CO)3(dppb)] [2], 2.31 and
2.31 Å in [Mo(η2-C60)(CO)3(dppe)] [3], and 2.29 and
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Perspective view of the structure of [M(η2-C60)(CO)2(phen)(dbf)] (M = Mo, W).

Fig. 2. Perspective view of the structure of [Mo(η2-C70)(CO)2(phen)(dbf)]. 
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2.28 Å in [Mo(η2-C70)(CO)3(dppe)] [3]. Crystal struc-
ture analysis indicates that the molecular configuration of
complex (4) is similar to that of Mo–C60 of complex (1).

The electrochemical behavior of these complexes
has been studied in a dichloromethane solution, and the
EPR spectra of electrogenerated monoanions have also
been studied [8, 9]. The electrochemistry of complexes
(1) and (2) shows that they undergo four sequential
reduction processes. As with free C60, the first three
electrons add reversibly (even if the relevant potentials
are shifted ca. 0.15 V toward negative values), whereas
the fourth reduction features chemical irreversibility
[8]. Comparison with the redox behavior of the
C70-analog reveals significant differences, namely,
complex (4) exhibits two reversible one-electron reduc-
tions followed by a single two-electron reduction, all of
these reductions being centered on the fullerene ligand.
A further cathodic step centered on the metallic frag-
ment is present, which, also in this case, causes frame-
work destruction, which releases the C70 ligand. Under
the same experimental conditions, the cathodic shift
induced by appending the Mo(CO)2(phen)(dbf) unit to
C70 is lower than for C60 (0.10 vs. 15 V), thus suggest-
ing that the extent to which the double bond conjuga-
tion is broken by the coordination to C70 should be
lower than that with C60 [9].

The optical limiting property of molybdenum com-
plexes of fullerenes C60 and C70 was investigated under
irradiation of a 10-ns laser pulse at 532 nm. The exper-
imental results demonstrated that the complexes per-
formed with better optical limiting behavior than the
parents C60 or C70. The absorption of each
(η2-C60)[Mo(CO)2(phen)(dbf)] molecule was as much
as 3 times that of a C60 C60 molecule [10], whereas each
(η2-C70)[Mo(CO)2(phen)(dbf)] molecule absorbed as
P

much as 1.7 times more than a C70 molecule [11]. An
explanation based on the enhanced triplet-state absorp-
tion being caused by the intramolecular charge transfer
was put forward.
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Abstract—The methods of synthesizing fullerene-containing polymer composites are analyzed. It is estab-
lished that the technique of determining the intrinsic viscosity can be used for evaluating the effect of the
fullerene involved in the polymer composite on the polymer chains. The influence of the synthesis procedure
on the fullerene content in a water-soluble fraction is demonstrated using the poly(N-vinylpyrrolidone)–C60
(PVP–C60) system as an example. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Synthesis of fullerene-containing polymers is a new
line in the production of polymer materials. The
increasing urgency of this method is due to the fact that
composites, for example, of polyconjugated polymers
with a fullerene, possess electron conduction, magnetic
properties, and photoinduced charge transfer [1–3].
The basic problem concerning the production of com-
posites is associated with the dispersion and mixing of
initial components on the molecular level. It is found
that fullerenes manifest the highest activity when they
are introduced into composites without aggregation.
The development of special techniques providing a
means for the molecular dispersion of fullerenes in
composites is a topical problem. Moreover, it remains
unclear how the complex formation in polymer–
fullerene systems affects the flexibility of polymer
chains, the segment dynamics, the ball size, and the
ability to associate and form supramolecular structures.

2. SAMPLES 
AND EXPERIMENTAL TECHNIQUE

In this work, the polymer–fullerene composites
were synthesized from widely used initial polymers,
such as poly(2,6-dimethyl-1,4-phenylene oxide)
(PPhO), linear and cyclic poly(acrylonitriles) (PAN)
and their copolymers, poly(methyl methacrylate)
(PMMA), and poly(N-vinylpyrrolidone) (PVP). The
synthesis was performed according to two basic meth-
ods: (1) vacuum evaporation of a mixture of solvents
from a solution of the components or their sedimenta-
tion and (2) the solid-phase reaction between the com-
ponents under vacuum.
1063-7834/02/4404- $22.00 © 200615
3. RESULTS AND DISCUSSION

The low solubility of C60 fullerenes, as a rule, leads
to the formation of aggregates when using synthesis
method 1. In method 2, as was shown in [4], the disper-
sion can proceed up to the formation of small-sized
aggregates.

The PPhO composites with C60 at a fullerene con-
tent in the range from 0.5 to 4% were studied using IR
spectroscopy (a shift of the 525- and 575-cm–1 absorp-
tion bands by 1.5 cm–1) and photoluminescence (a shift
in the maximum toward the high-energy range). These
measurements revealed the complex formation in the
given system. In recent works [5, 6], the PPhO complex
with C60 (0.5 wt %) in benzene was examined by high-
rate sedimentation, free diffusion, and viscometry. It
was demonstrated that, in this system, the complex for-
mation manifests itself in a decrease in the intrinsic vis-
cosity of the initial PPhO polymer by approximately
14%. This finding agrees with the inferences regarding
both the local nature of the interaction within a single
macromolecule and the lack of association of the poly-
mer complexes in the solution. It can be stated that the
C60 fullerene has a restructuring effect on the PPhO
chain units (distant chain units included), for which the
hydrodynamic radius of the equivalent sphere in an iso-
lated state is almost 50 times larger than the radial size
of the C60 molecule.

The simplest method of testing for the formation of
polymer composites turned out to be viscometry. In the
case when the composites were examined by viscome-
try, the dilution was accomplished with both a solvent
and a fullerene solution in the solvent in order to dis-
place the equilibrium toward complex formation (see
table). The observed decrease in the intrinsic viscosity
of the studied composites permits intramolecular com-
02 MAIK “Nauka/Interperiodica”
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Viscometric characteristics of polymers and their complexes with C60 fullerene

No. Sample Solvent [η], cm3/g

1 PMMA Toluene 0.34

2 PMMA–C60 Toluene (+C60) 0.25

3 PAN Methylpyrrolidone 1.55

4 PAN–C60 Methylpyrrolidone (+C60) 1.40

5 PAN (cyclization) Methylpyrrolidone 0.25

6 PAN (cyclization)–C60 Methylpyrrolidone (+C60) 0.25

7 Copolymer (PAN–BA)* Methylpyrrolidone 2.70

8 Copolymer (PAN–BA)*–C60 Methylpyrrolidone (+C60) 2.00

9 PAN Dimethylformamide 3.70

10 (PAN–C60)** " 2.90

  * The copolymer (PAN–BA) contained 8 mol % butyl acrylate.
** The composite was preliminarily prepared by precipitation in water from a dimethylformamide–toluene solution with the volume ratio 5 : 1.
plex formation, a decrease in asymmetry, and compac-
tion of the polymer chain involved in the complex. The
lack of the effect for the cyclic PAN and a weaker effect
for the homo-PAN indicate a larger inflexibility in this
polymer. A comparison of the results of the dilution
(when determining the intrinsic viscosity) with the sol-
vent and the fullerene solution allows us to make an
inference regarding the relative intensity of the interac-
tion between the components in the system under inves-
tigation.

It was found that the PAN composites with C60
(0.5 wt %) in solutions of dimethylformamide in the
form of films are capable of decreasing laser radiation
(by 5–7%) and retain no less than 50% of their transpar-
ency in the process. At a higher content of the fullerene,
the ability to limit laser radiation decreases, which indi-
cates the presence of C60 aggregates in these systems.

It should be noted that a system such as water-solu-
ble complexes of PVP and C60 is of considerable inter-
est both from the practical standpoint (this system is
capable of suppressing virus activity [7]) and with
respect to investigation of the properties of C60
fullerenes. The use of porphyrine (TPhP) admixtures in
the preparation of PVP–C60 complexes according to
method 1 makes it possible to increase the relative con-
tent of the fullerene (6 wt %). Elucidation of the mech-
anism of the interaction in the ternary PVP–C60–TPhP
system demonstrated that an increase in the fraction of
C60 in this system is achieved at an optimum content of
water that is strongly bound to PVP and affects the
polymer conformation. Apparently, TPhP prevents
aggregation of the fullerene during the synthesis of the
composites. 13C NMR solid-state spectroscopy
revealed the formation of complexes between C60 and
TPhP in the ternary system (a shift of the C60 signal
from 143 to 142 ppm). In the solution free of PVP, the
C60–TPhP complex was not detected by the NMR tech-
P

nique. The preparation of PVP–C60 composites accord-
ing to method 2 in a vacuum system with an admixture
of anhydrous KBr increases the relative fraction of the
fullerene in the water-soluble fraction to 3%. The intro-
duction of KBr favors a decrease in the fraction of
fullerene aggregates in the composite. This can be
judged from a comparison of the electronic spectra of
water solutions of the PVP–C60 and PVP–C60–KBr
composites.
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Abstract—Experimental results on the gas-phase formation of neutral and cationic phosphorus clusters are
presented. The clusters were synthesized by visible (532 nm) or UV (193 nm) laser ablation of crystalline red
phosphorus under high vacuum conditions and were analyzed using TOF mass spectrometry. Neutral Pn clusters

produced by 532-nm ablation are found to be even-numbered while  cations are mainly odd-numbered, with
 and  being the most abundant ions. For UV laser ablation, stable compound clusters, neutral P7H3 and

P23H5, and cations P23  were synthesized for the first time. The formation of Pn clusters by thermal vapor-
ization of red phosphorus into a cold He gas was also investigated and only small clusters (n < 6) were found.
Possible structures of the observed phosphorus clusters, as well as their formation mechanisms under different
conditions, are discussed. © 2002 MAIK “Nauka/Interperiodica”.
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1 The discovery of fullerenes has naturally raised the
question as to whether carbon is unique or other ele-
ments can also form stable closed cages. Recently,
there has been renewed interest in the study of phos-
phorus clusters [1–3], which are expected to display a
variety of structural forms. Two main structural fami-
lies have been considered theoretically, chains and
cages (polyhedra) [1, 3–9]. A number of closed-shell
structures for Pn clusters have been proposed to be
probably energetically more stable then tetrahedral P4.
Also, the viability of phosphorus nanotubes has been
theoretically predicted [10].

These theoretical suggestions, however, still have
not been confirmed by experiment. Only a few experi-
ments have been performed on clusters larger than P4
[11–13]. Recently, a wide spectrum of neutral and cat-
ionic phosphorus clusters were synthesized in the gas
phase by visible laser ablation of crystalline red phos-

phorus [2]. The cationic  cluster was found to be the
most abundant ion. Based on a topological analysis, it
was suggested that dodecahedral fullerene-like P20, sta-
bilized with an additional phosphorus ion in the laser
plasma, could be particularly stable. It was also specu-
lated that the efficient generation of cagelike Pn clusters

1 This article was submitted by the authors in English.
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could be explained by the presence, in the laser plume,
of their building blocks, which are already formed in
the target and ejected from its surface under irradiation.

In this paper, we continue our investigations on the
gas phase formation of phosphorus clusters. This work
is focused mainly on the role played by particles
directly ejected (vaporized) from red phosphorus.
Three vaporization regimes, principally different in
terms of their particle ejection mechanisms, were stud-
ied: ablation by visible (532 nm) and UV (193 nm)
laser light and thermal vaporization in a carrier gas.
Possible structures of the observed Pn clusters, as well
as their formation mechanisms under different condi-
tions, are discussed.

1. EXPERIMENTAL

The apparatus used for laser ablation and cluster
generation and detection was described earlier in [14–
16]. In brief, the target was placed in a rotating holder
in a vacuum chamber (base pressure 10–5 Pa) and irra-
diated at normal incidence by a 13-ns FWHM laser
pulse at 532 nm (the second harmonic of a Nd:YAG
laser) or at an incidence angle of 45° by a 15-ns FWHM
ArF laser pulse at 193 nm. Crystalline red phosphorus
(also called Hittorf’s phosphorus) of 99.999% purity
002 MAIK “Nauka/Interperiodica”
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(with respect to metals) was used as the target. The laser
fluence on the target was varied in the range
0.02−0.8 J/cm2 at a fixed spot area of about 0.4 mm2

with the Nd:YAG laser and about 6 mm2 with the
ArF laser.

The relative abundance of neutral and positively
charged particles in the laser-ablation plume was ana-
lyzed using a reflection time-of-flight mass spectrome-
ter (RETOF MS). When ions were studied, the plume
was allowed to expand under field-free conditions,
while the neutral particles of the plume were analyzed
using a simple plasma suppressor [14]. The latter con-
sisted of a pair of deflection plates placed along the
plume axis in front of the ion source of the MS, where
neutral particles were pulse-ionized by 90-eV elec-
trons. The 900 V/cm deflection field was sufficient for
removal of the plasma ions throughout the studied laser
fluence range. At a distance of 6 cm (with 532-nm abla-
tion) or 7 cm (with 193-nm ablation) from the target,
the ions, either ablated or post-ionized, were sampled
perpendicular (at 532 nm) or parallel (at 193 nm) to the
plume axis by a 500-V repeller pulse after a time delay
td following the laser pulse.

Pn cluster formation during thermal vaporization in
a gas aggregation source [17, 18] has also been investi-
gated. In this source, phosphorus vapor was created in
an oven at 570–620 K and quenched in an aggregation
chamber in a cold He gas at a pressure of about 1 Torr.
The outer mantel of the chamber was cooled with liquid
nitrogen. The high efficiency of this type of cluster
source has been demonstrated previously for a number
of materials [11, 17–19]. The clusters condensed out in
the quenched vapor were transported by the gas stream
through a nozzle at a temperature of 80–100 K. They
crossed a differentially pumped region and were then
pulse-ionized with 90-eV electrons and analyzed with a
RETOF MS.

All spectra reported here represent an average over
~200 pulses.

2. RESULTS AND DISCUSSION

Figure 1a shows the TOF mass spectra of cation spe-
cies in the plume with 532-nm ablation under “opti-
mum” conditions corresponding to the maximum yield
of large  clusters (n > 9). Figures 1b, 1c illustrate
typical mass spectra of  cations obtained with 193-
nm ablation. Clearly, the spectra are quite different.
With visible laser ablation, large Pn clusters are gener-
ated in abundance and their concentration in the plume
is found to be comparable to that of molecules and
small clusters. The mass distribution comprises mainly
odd-numbered  clusters and is rather smooth with
few magic numbers (Fig. 1a). The strongest peaks cor-
respond to  and  cations.
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+
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In contrast, with UV laser ablation, Pn clusters are
presented in minor amounts in the plume. Even under
“optimum” conditions, the intensities of the strongest
cluster peaks are less by about two orders of magnitude
than those of molecular peaks (n = 2–5). The abundance
spectra represent only a few individual peaks corre-
sponding, presumably, to the most stable clusters under
these conditions. These stable species consist mainly of
compound (oxidized and phosphane) clusters, again in
contrast to 532-nm ablation in which pure Pn clusters
dominate. The O and H atoms appear to come from
trace impurities in the red phosphorus. More efficient
generation of compound clusters under UV light irradi-
ation may be attributed to photodissociation and photo-
dissociative ionization of the surface impurities in this
case. The generated O and H atoms and ions react in the
near-surface region with the ablated Pn clusters, which
leads to the formation of stable structures.

The most intriguing feature of the mass spectra
obtained with UV laser pulses is the strong dominance

of the P23  cluster cation, which was not observed
with visible lasers. It is particularly abundant at a very
low fluence of 0.06 J/cm2 (Fig. 1b) and is the only clus-
ter that survives in the n > 15 range when the laser flu-
ence is doubled (Fig. 1c).

A study of the ablation plume dynamics by varying
the time delay td also revealed different cluster expan-
sion behavior for the two considered cases. With
532-nm ablation, large clusters (n > 9) are found to have
approximately the same expansion velocity (about
1.6 km/s for the conditions shown in Fig. 1a) in spite of
the large difference in their mass. This implies a gas-
phase condensation mechanism of cluster formation
rather than their direct ejection. In the latter case, one
would expect the same kinetic energy of the plume par-
ticles rather than the same velocity. However, smaller
Pn species (n < 9), and also oxidized clusters, are
mainly ejected directly from the target [2]. With
193-nm ablation, the most probable velocities of the
observed clusters (Figs. 1b, 1c) are found to decrease
gradually with increasing cluster size, implying the
direct ejection mechanism of cluster generation. The
ejection of “building blocks” (P7–P9) of larger Pn clus-
ters is much less efficient than in the case of 532-nm
ablation and does not seem to be sufficient for gas-
phase cluster growth.

Figure 2 shows mass spectra of neutral clusters
obtained for the three experimental situations consid-
ered. Relatively large Pn clusters are generated in abun-
dance during visible laser ablation (Fig. 2a). The clus-
ters are mainly even-numbered with “magic sizes” at
n = 10, 14, and 40 (the latter is not shown in Fig. 2a). In
the n = 16–26 range, there is a prominent local mini-
mum at n = 22. The analysis of cluster velocity distri-
butions indicates again the gas-phase condensation
mechanism of their formation. For UV laser ablation,

H6
+
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Fig. 1. TOF mass spectra of phosphorus cluster cations produced by laser ablation: (a) 532-nm laser ablation, laser fluence E =
0.3 J/cm2, time delay td = 37 µs; (b) 193-nm laser ablation, E = 0.06 J/cm2, td = 62 µs; and (c) same as (b) but E = 0.13 J/cm2.
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the plume consists mostly of atoms and small mole-
cules, among which P2 dominates (Fig. 2b). In the
larger mass region, only two neutral compound clusters
P7H3 and P23H5 were registered.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
Figure 2c shows a mass spectrum of particles pro-
duced during thermal vaporization of red phosphorus in
the gas aggregation source. Only atoms and small mol-
ecules have been registered with such a source when the
2
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Fig. 2. TOF mass spectra of neutral phosphorus cluster produced under different conditions; (a) 532-nm laser ablation, E =
0.3 J/cm2, td = 37 µs; (b) 193-nm laser ablation, E = 0.06 J/cm2, td = 62 µs; and (c) gas aggregation source, oven temperature of 590 K.
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initial vapor consists mainly of P2 dimers [4]. The
strongest peak corresponds to the P4 molecule. Obvi-
ously, the aggregation process in this case is terminated
by the formation of the stable tetrahedral P4. The key
role of the ejection of small Pn clusters (n = 7–9) for the
gas-phase growth of larger clusters is thus again dem-
onstrated. It also seems likely that such a termination of
the aggregation process can be avoided by adding a
reactant gas into the chamber [11].

Of particular interest is the question of the possible
structures of the observed phosphorus clusters and, spe-

cifically, of the abundant  and P23  cations and
P7H3 and P23H5 neutrals. Note that the availability of
compound clusters, both neutral and ionized, can pro-
vide additional information on the structures of the
phosphorus skeletons. In particular, the presence of an

additional H atom in cationic P23 , as compared to
the corresponding neutral cluster, support recent calcu-

lations [1, 3, 12] suggesting that  cations adopt struc-
tures with one four-coordinated atom.

The local abundance minimum at n = 22 for neutral
phosphorus clusters (Fig. 2a) provides convincing cir-
cumstantial evidence of the presence of fullerene-like
Pn clusters in the plume induced by a 532-nm laser
pulse. In fact, all the even-numbered polyhedra can be
geometrically realized from P20 up to P60 (some in more
than one form) except P22 [20]. The chain structure is
still possible for P22 [7] (a plausible stable structure is
shown in Fig. 3a). One would thus speculate that
dodecahedral fullerene-like P20, stabilized in the
plasma with an additional fourfold coordinated atom
(as shown in Fig. 3b), could be especially stable and
explain the magic number of 21 in the cation spectra
obtained from visible laser ablation (Fig. 1a).

Since the observed compound clusters are ejected
directly from the target, they should adopt structures
with skeletons corresponding to the structural groups of
red phosphorus. We believe that the stable P7H3 neutral
is a cagelike cluster constituting 3 five-membered rings
and a triangle with three bridge P atoms and three H
atoms satisfying the dangling bonds (Fig. 3c). This
structure has been identified by x-ray spectroscopy as
the most stable P7-based skeleton in polyphosphides
[5]. Assuming the direct ejection mechanism to be in
effect, one can also easily design the structure of the

magic clusters P23  and P23H5. Their phosphorus
skeleton should represent the main unit of an infinite
double “tube” of crystalline red phosphorus built from
successive translation of the chain P23 cluster [21]. Fig-

ure 3d shows a plausible structure for the P23  ion,
which needs six H atoms to satisfy the dangling bonds

P21
+ H6

+

H6
+

Pn
+

H6
+

H6
+
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(assuming that one P atom is four-connected). In the
neutral P23H5 cluster, all P atoms are threefold.
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Abstract—The structure of a carbon crystal formed by (6, 0) nanotubes is simulated. The electronic spectrum
of the crystal is calculated by the crystalline-orbital method in the valence approximation. The band gap of the
studied crystal is found to be equal to 1.3 eV. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The discovery of single-walled carbon nanotubes
(SWNTs) and their synthesis in large amounts [1, 2]
have lent impetus to a great number of interdisciplinary
investigations. Quite recently, Schlittler et al. [3] pre-
pared molecular crystals with close-packed SWNTs
according to a special technology using SWNTs of the
same diameter D (1.4 ≤ D ≤ 2.3 nm in each crystalline
stack). In recent works [4–6], the properties of similar
materials were investigated under high pressure. Popov
et al. [6] synthesized a material consisting of polymer-
ized nanotubes in a diamond chamber under shear load
(~10–20 GPa).

The possible formation of the dimer and trimer
SWNT structures connected by covalent bonds was
considered already in the first works concerning the
structure of SWNTs [7, 8]. Some variants of the forma-
tion of crystal phases from polymerized SWNTs were
analyzed in [9].

Since the synthesis of bundles of small-diameter
(D < 1 nm) nanotubes has already been reported in [2],
in the present communication, the primary attention is
focused on the polymerization of SWNTs that should
polymerize at relatively low pressures and temperatures
owing to a large surface curvature. This assumption is
based on the fact that the layered polymer structures
were synthesized from C60 fullerenes with a diameter
D = 0.7 nm under a pressure of 2–5 GPa at tempera-
tures ranging from 200 to 300°C [10]. The main struc-
tural transformations in these materials occur through a
simple reaction widely known in organic chemistry,
namely, the (2 + 2) cycloaddition.
1063-7834/02/4404- $22.00 © 20623
2. SIMULATION 
TECHNIQUE AND RESULTS

In this work, we simulated the structure and elec-
tronic properties of a covalent crystal composed of (6, 0)
nanotubes of the zigzag type with a hexagonal unit cell
(Fig. 1a). Single-walled carbon nanotubes are aligned
parallel to each other. Each nanotube is connected to its
six neighbors through covalent bonds. In the crystal
structure, four-membered and six-membered rings
alternate along the bonds between the nanotubes. The
cross sections of the nanotubes in the plane perpendic-
ular to the tube axes form a close-packed structure. This
crystal structure is described by the space group
P6/mmm with 24 atoms per unit cell.

The unit cell of the crystal was simulated in the
framework of the MNDO/PM3 quantum-chemical
method using the GAMESS software package [11].
Note that, in our earlier work [12], we applied this
method to the description of the structure of a covalent
crystal consisting of (D6h)–C36 fullerenes. The parame-
ters of the hexagonal unit cell of the nanotube structure
and atomic coordinates were chosen by optimizing the
energy of a C252H108 hydrocarbon molecule with D6h

symmetry. This fragment of the lattice was cut out from
the crystal structure by a cylinder, whose axis coincided
with the symmetry axis of the central nanotube, and
two planes perpendicular to the axis of the cylinder. The
C–C dangling bonds were replaced by the C–H bonds.
The coordinates of the nonequivalent atoms in the crys-
tal unit cell were found to be as follows (in Å): 0.402,
0, 0.181 for C(1) and 0, 0.359, 0.340 for C(2). The unit
cell parameters of the hexagonal lattice are a = 6.684 Å
and c = 4.206 Å (the c axis is aligned parallel to the tube
axes). This structure has four nonequivalent types of C–
C bonds: (i) the C1–C1' bonds (1.522 Å) are aligned par-
002 MAIK “Nauka/Interperiodica”
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allel to the tube axes and participate in the formation of
the four-membered ring, (ii) the C2–C2' bonds (1.350 Å)
are aligned parallel to the tube axes and are involved in
the formation of the six-membered ring, (iii) the C1–C2
bonds (1.503 Å) are perpendicular to the tube axes, and
(iv) the C1–C1'' bonds (1.605 Å) link the atoms of the
adjacent tubes.

The electronic spectrum of the crystal structure was
calculated in the valence approximation of the extended
Hückel method within the crystalline-orbital formalism
according to the program described earlier in [13]. Fig-
ure 1b represents the band structure of the energy spec-
trum and the Brillouin zone of the crystal. As is seen
from Fig. 1, this crystal is a semiconductor with a band
gap of ≈1.27 eV.

3. CONCLUSIONS

Thus, we simulated the geometric and electronic
structures of a new crystalline carbon form (D6h sym-
metry) composed of covalently bonded (6, 0) nano-
tubes. It was demonstrated that, upon changing over
from isolated nanotubes in a molecular crystal to the
polymer structure, the electronic spectrum of the semi-
metal transforms into the spectrum of a semiconductor.

–12
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Fig. 1. (a) Crystal structure consisting of polymerized car-
bon (6, 0) nanotubes and (b) the Brillouin zone and the elec-
tronic spectrum of the crystal.
P

Since half the total number of atoms in the crystal struc-
ture under consideration are bound by double bonds,
the crystal should exhibit high values of the elastic con-
stants; consequently, the hardness should also be high
(comparable to the diamond hardness), as is the case
with the three-dimensional polymerization of C60 [14].

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research, the State Scientific and Technical
Program “Fullerenes and Atomic Clusters,” and the
International Association of Assistance for the promo-
tion of cooperation with scientists from the New Inde-
pendent States of the former Soviet Union, project
INTAS no. 00-279.

REFERENCES
1. A. Thess, R. Lee, P. Nikolaev, et al., Science 273, 483

(1996).
2. C. Journet, W. K. Maser, P. Bernier, et al., Nature (Lon-

don) 388, 756 (1997).
3. R. R. Schlittler, J. W. Seo, J. K. Gimezewski, et al., Sci-

ence 292, 1136 (2001).
4. S. A. Chesnokov, V. A. Nalimova, A. G. Rinzler, et al.,

Phys. Rev. Lett. 82, 343 (1999).
5. J. Tang, Lu-Chang Qin, T. Sasaki, et al., Phys. Rev. Lett.

85, 1887 (2000).
6. M. Popov, M. Kyotani, Y. Koga, and R. J. Nemanich,

Phys. Rev. B (2001) (in press).
7. L. A. Chernozatonskii, Phys. Lett. A 209, 229 (1992).
8. Z. Ya. Kosakovskaya, L. A. Chernozatonskiœ, and

E. P. Fedorov, Pis’ma Zh. Éksp. Teor. Fiz. 56, 26 (1992)
[JETP Lett. 56, 26 (1992)].

9. L. A. Chernozatonskii, E. G. Gal’pern, N. R. Serebrya-
naya, and I. V. Stankevich, in Electronic Properties of
Novel Materials—Science and Technology of Molecular
Nanostructures: Proceedings of the XIII International
Winterschool, Kirchberg, Tirol, Austria, 1999, Ed. by
H. Kuzmany, J. Fink, M. Mehring, and S. Roth, AIP
Conf. Proc. 486, 284 (1999).

10. M. Nunez-Regueiro, L. Marques, J.-L. Hodeau, et al.,
Phys. Rev. Lett. 74 (2), 278 (1995).

11. M. W. Schmidt, K. K. Baldridge, J. A. Boatz, et al.,
J. Comput. Chem. 14, 1347 (1993).

12. E. G. Gal’pern, A. R. Sabirov, V. V. Stankevich, et al.,
Pis’ma Zh. Éksp. Teor. Fiz. 73, 556 (2001) [JETP Lett.
73, 491 (2001)].

13. D. A. Bochvar, E. G. Gal’pern, and V. V. Stankevich, Zh.
Strukt. Khim. 29, 26 (1988).

14. L. Chernozatonskii, N. Serebryanaya, and B. Mavrin,
Chem. Phys. Lett. 316 (3–4), 199 (2000).

Translated by O. Moskalev
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002



  

Physics of the Solid State, Vol. 44, No. 4, 2002, pp. 625–628. From Fizika Tverdogo Tela, Vol. 44, No. 4, 2002, pp. 601–604.
Original English Text Copyright © 2002 by Meletov, Arvanitidis, Assimopoulos, Kourouklis.

                                                                           

PROCEEDINGS OF THE V INTERNATIONAL WORKSHOP 
“FULLERENES AND ATOMIC CLUSTERS”

 

(St. Petersburg, Russia, July 2–6, 2001)
Pressure-Induced Transformations in Two-Dimensional 
Polymeric Phases of C60

1

K. P. Meletov*, **, J. Arvanitidis*, S. Assimopoulos*, and G. A. Kourouklis*
* Physics Division, School of Technology, Aristotle University of Thessaloniki, 

GR-540 06 Thessaloniki, Greece
** Institute of Solid State Physics, Russian Academy of Sciences, 

Chernogolovka, Moscow oblast, 142432 Russia
e-mail: mele@issp.ac.ru

Abstract—The structural stability of the tetragonal and rhombohedral two-dimensional (2D) polymeric phases
of C60 was studied under pressures up to 27 GPa at room temperature by means of in situ Raman scattering
spectroscopy. The results show that the tetragonal 2D phase undergoes an irreversible transformation in the
region of 20 GPa while no pressure-induced transitions were observed for the rhombohedral 2D phase. The
obtained data are discussed within the framework of recent numerical calculations, which predict the pressure-
induced transformation of the 2D polymeric phases of C60 into three-dimensional (3D) polymers in the pressure
range 14–20 GPa. © 2002 MAIK “Nauka/Interperiodica”.
1 Pristine C60 in the condensed phase has great poten-
tial for polymerization due to the existence of 30 double
C=C bonds in the fullerene molecular cage. Covalent
polymeric bonds between adjacent molecules are usu-
ally built up by the [2 + 2] cycloaddition mechanism,
which results in an sp3-like four-fold coordination of a
number of carbon atoms of the molecular cage [1]. The
crystal structures of the known polymeric phases of C60

were identified as one-dimensional (1D) orthorhombic,
2D tetragonal, 2D rhombohedral, and 3D cubic [2–4].
These phases, as well as the so-called hard fullerite
phases of 3D polymeric nature [5], can be prepared
under various conditions of high pressure and high tem-
perature treatment. Recent theoretical calculations have
predicted that the 2D polymeric phase of C60 can be
transformed, at room temperature, by uniaxial com-
pression into a 3D polymeric phase [6]. This polymer-
ization will take place at P ≈ 20 GPa and results in the
formation of a stable metallic phase having 24 sp3- and
36 sp2-like coordinated carbon atoms in each C60 mol-
ecule. Another theoretical study [7] predicts that uniax-
ial compression up to ~14 GPa perpendicular to the
chains in 1D or the planes in 2D polymers of C60 leads
to 3D polymerization with 52, 56, or even 60 sp3-like
coordinated carbon atoms per molecule. To explore
these predictions, we studied the pressure response of
the 2D tetragonal and rhombohedral polymeric phases
of C60 at pressures up to ~27 GPa by means of in situ
Raman scattering using the diamond anvil cell (DAC)
technique.

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20625
1. EXPERIMENTAL

The 2D polymeric phases of C60 were obtained by
high pressure and high temperature treatment of
99.99% pure pristine C60 at T = 820 K, P ≈ 2.5 GPa and
T = 773 K, P ≈ 5 GPa for the tetragonal and rhombohe-
dral polymers, respectively. Raman spectra were
recorded using a triple monochromator (DILOR XY-
500) equipped with a CCD liquid-nitrogen-cooled
detector system. The 514.5 nm line of an Ar+ laser with
a beam power of 2–10 mW, measured before the cell,
was used for excitation. Measurements of the Raman
spectra at high pressure were carried out using a DAC
of the Mao–Bell type. A 4 : 1 methanol-ethanol mixture
was used as the pressure transmitting medium, and the
ruby fluorescence technique was used for pressure cal-
ibration. The specimens had dimensions of ~100 µm
and were selected from a batch material by checking
their Raman spectrum such that they were spatially uni-
form and typical of the corresponding phase.

2. RESULTS AND DISCUSSION

The Raman spectra of the 2D tetragonal polymer of
C60 at pressures up to ~27 GPa and room temperature
are illustrated in Fig. 1. The initial spectrum (Fig. 1a),
taken under normal conditions, is identical to the spec-
tra of this material reported earlier [8]. The spectrum is
richer than that of the pristine C60 due to the lower sym-
metry of the molecule, which, in turn, results in the
splitting of degenerate phonon modes and/or the activa-
tion of silent modes. As the pressure increases, the
Raman peaks shift to higher energies and their band-
width gradually increases (Fig. 1b, P ≈ 14.1 GPa). Dra-
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Raman spectra of the tetragonal 2D polymeric phase of C60 at high pressure and room temperature. Spectra (a), (b), (c), (d)
are related to an increase in pressure from ambient to 14.1, 20.7, and 27.5 GPa, respectively. Spectra (e) and (f) are related to a
decrease in pressure from 12 GPa to ambient. Spectrum (g) is related to the principal part of the detonated sample after the pressure
is released.
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matic changes are first recorded at a pressure of
~20.7 GPa (Fig. 1c). New features appear which grow
rapidly in intensity with increasing pressure up to the
highest pressure attained in this study (Fig. 1d, P ≈
27.5 GPa). The transformation of the Raman spectrum
is associated with the appearance of new intense peaks
near ~1000 and ~1920 cm–1, as well as the disappear-
ance of some old ones. The total number of Raman
active modes in the new spectrum is smaller than,
whereas the intensity and position of other peaks differ
considerably from, those in the initial spectrum. The
majority of the peaks can be tracked back to the peaks
observed in the tetragonal polymeric phase of C60 and
may be related to the fullerene molecular cage. The
decrease in pressure (Fig. 1e, P ≈ 12 GPa) up to its total
release to ambient pressure (Fig. 1f) results in a gradual
shift of the Raman peaks to lower energies, as well as
in preservation of the spectrum to ambient pressure.
The pressure dependence of the Raman modes of the
tetragonal 2D polymeric phase of C60 in the high-
energy region is shown in Fig. 2. The shaded area marks
the pressure region around ~20 GPa where drastic
changes in the Raman spectrum took place. Similar
changes, at ~20 GPa, are shown also in the pressure
dependence of almost all Raman modes. The decrease
in pressure from ~27 GPa to ambient pressure, in a time
period of about two weeks, does not lead to any observ-
able changes in the Raman intensity distribution, and
the new high-pressure phase remains stable. It is impor-
tant to note that the recovered sample was in fact in a
metastable phase, which was detonated by the probing
laser beam during the Raman measurements after a
time period of a few days from the moment of its expo-
sure to air. The main part of the detonated sample is
related to pristine or partially dimerized C60 (Fig. 1g),
but there was also a small part related to “diamond-like
graphite” that has strong Raman peaks at 1339 and
1595 cm–1 resembling those of diamond and graphite,
respectively.

The Raman spectrum of the rhombohedral 2D poly-
meric phase of C60, under normal conditions, is shown
in Fig. 3. As in the case of the other polymeric phases
of C60, the lowering in symmetry results in a very rich
Raman spectrum, especially in the low energy region
[9]. The spectrum differs in many details from that of
the tetragonal 2D polymer of C60. An important differ-
ence is related to the frequency of the pentagonal-pinch
(PP) mode, which is gradually softened in the poly-
meric phases of C60 in accordance with the increasing
number of sp3-like coordinated carbon atoms per C60
molecule. Thus the frequency of the PP-mode
decreases from 1469 cm–1 for pristine C60 to 1465,
1450, and 1408 cm–1 for dimerized C60, tetragonal, and
rhombohedral polymeric phases, respectively. The
pressure dependence of the Raman modes of the rhom-
bohedral polymeric phase of C60, studied up to 10 GPa,
is shown in the insert to Fig. 3. The behavior of the
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
material is reversible with pressure (open and closed
symbols indicate increases and decreases in pressure,
respectively) and does not show any peculiarity in the
pressure range investigated.

The obtained experimental data provide a strong
indication that the tetragonal 2D polymeric phase of
C60 undergoes a phase transition at ~20 GPa. The trans-
formation is irreversible and takes place via an interme-
diate disordered pretransitional state. The retention of
the phonon modes of the C60 cage and the reduction of
the total number of Raman active modes in the high-
pressure phase are indications that this phase may be
related to a 3D polymerized phase. This agrees well
with the expected higher symmetry for the 3D poly-
meric phase. Another argument in favor of the 3D poly-
merization is the metastability of the high-pressure
phase, which is transformed after a period of time into
pristine or partially dimerized C60. The most intriguing
feature of the new phase in its Raman spectrum is the
presence of a very intense peak at ~1840 cm–1, which
cannot be related to any of the fullerene molecular cage
modes. The appearance of this peak may be associated
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Fig. 2. Pressure dependence of the Raman frequencies of
the 2D tetragonal polymeric phase of C60 in the high-energy
region. Open (closed) symbols are related to the increase
(decrease) in pressure. The shaded area near 20 GPa indi-
cates the pressure region of the irreversible transformation
of the material.
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Fig. 3. Raman spectrum of the rhombohedral 2D polymeric phase of C60 under normal conditions. Insert shows the pressure depen-
dence of Raman frequencies; open (closed) symbols are related to an increase (decrease) in pressure. 
with the considerable distortion of the PP-mode of the
pristine C60 molecule due to the breakdown of a large
number of double C=C bonds and the sp3-like hybrid-
ization of the carbon atoms involved in the intermolec-
ular covalent bonding. The similar strong Raman peak
near 1840 cm–1, in some chemical compounds of car-
bon, is related to the stretching vibration of the isolated
double C=C  bond [10]. The existence of the
1840 cm–1 mode in the high-pressure phase is not com-
patible with the theoretical calculations in [7], as they
predict no phonon mode above 1600 cm–1. On the other
hand, the observed transition pressure near ~20 GPa
agrees well with the theoretical predictions in [6];
therefore, our results point to the polymerization mech-
anism predicted in that study.

In conclusion, the pressure-induced irreversible
transformation of the 2D tetragonal polymeric phase of
C60 was observed at ~20 GPa by means of in situ
Raman scattering. The data obtained provide a strong
indication that the new phase is related to a 3D poly-
meric phase of C60. The Raman study of the rhombohe-
dral polymeric phase of C60 at pressures up to 10 GPa
does not show any structural phase transition or irre-
versible transformation of the material.
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Abstract—This paper reports on a comparative study of the solid-state fluorination of the cubic and hexagonal
fullerene C60 modifications by crystalline manganese trifluoride. It is shown that the variation of the fullerene
crystal structure does not noticeably affect the composition of the fluorination products. The enthalpy and
entropy of sublimation of the C60 hexagonal phase are experimentally determined for the first time. © 2002
MAIK “Nauka/Interperiodica”.
C60 molecules crystallizing from a solution or resub-
limating from the gas phase form, as a rule, a three-
layer stack corresponding to the fcc phase, whereas the
two-layer stack corresponding to the hcp phase was
detected as an impurity forming in crystallization from
a solution or in structural transformation of the fcc
phase acted upon by an external factor and, therefore,
was less available until recently. The technique pro-
posed in [1] for the preparation of the hexagonal phase
in macroscopic amounts permits a systematic study of
its properties to be made.

This work was aimed at a comparative investigation
of the solid-state fluorination of the cubic and hexago-
nal modifications of crystalline C60.

In the experiments, we used the hexagonal modifi-
cation of C60 prepared by the technique described in
[1]. X-ray characterization did not reveal any sign of
the cubic phase in the sample. Crystalline manganese
trifluoride was employed as the fluorinating agent; its
fluorinating properties have been studied most compre-
hensively for selective preparation of C60F36.

The fluorination process was studied by Knudsen
mass spectrometry. The starting samples of C60 and
MnF3, mixed and ground properly, were placed in a
Knudsen cell heated by a W/Re Ohmic resistor. The
temperature was measured with a Pt–Pt/Rh thermocou-
ple to within 1–2 K. The mixtures contained a molar
1063-7834/02/4404- $22.00 © 20629
excess of the fullerene. The molecular beam effusing
from the cell was ionized by 75-eV electrons, and the
ions thus produced were measured in an MI-1201 com-
mercial mass spectrometer modified for use in high-
temperature studies. Information on the conditions
under which the solid-phase fluorination reactions (1)
were performed is specified in Table 1.

C60(g.) + nMnF3(cr.) = C60Fn(g.) + nMnF2(cr.). (1)

During the first 10 h, C60F36 was the main product of
the reaction in both cases. After 20 h of fluorination, the
main component in the mass spectrum became C60F18.
Nevertheless, in contrast to the case of the cubic phase,
the products of fluorination of the hexagonal phase con-
tained an excess of intermediate fluorofullerenes, from
C60F32 to C60F26. Although their content in the total
reaction product did not exceed 1%, the total fraction of
these products in the mass spectrum 14 h after the
beginning of the experiment at 644 K was as high as
10%. The final composition of the condensate formed
in the reaction is given in Table 2. One readily sees that
variation of the C60 crystal structure did not noticeably
affect the final composition of the reaction products,
which may be considered an additional argument for
the fluorination process taking place at the interface
between the reacting phases without involving deep
layers of the interacting products.
Table 1.  Experimental conditions in which the solid-phase fluorination was performed

Total sample 
weight, mg

C60 mass, 
mg

Molar composition
n(MnF3)/n(C60)

Effusion hole
diameter, mm

Fluorina-
tion time, h

Temperature
range, K

Sample weight loss, mg

calc.* exp.

C60 (fcc) 213.10 46.98 22.74 0.36 26.92 354–786 57.9 57.0

C60 (hcp) 184.35 37.32 25.33 0.37 24.92 524–761 51.2 47.8

*Assuming only the main C60F36 product to form, and taking into account detachment of one fluorine atom from MnF3 per formula unit.
002 MAIK “Nauka/Interperiodica”
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The C60 fullerene was in excess in both cases, so
that, after the completion of the solid-phase reactions,
the effusion cell had to contain some unreacted
fullerene and manganese difluoride: a product of MnF3

decomposition by reaction (1), whose presence was
subsequently confirmed from x-ray diffraction data.
Because these components do not interact with each
other, we measured the temperature dependence of the
partial pressures of the C60 fullerene and determined the

Table 2.  Integrated results of the fluorination experiment

na
C60 (fcc)/MnF3 C60 (hcp)/MnF3

mn/m, %c Jn mn/m, %

0 80795 6.7 8553 1.4

18 28762 2.5 51183 9.0

34 71318 6.3 52400 9.3

36 945697 83.2 451030 80.0

38 15602 1.4 2224 0.39

 = 2.48 × 10–5 1.11 × 10–4

 = 2.50 × 10–5 5.73 × 10–5

a Number of fluorine atoms in the C60Fn fluorofullerene molecule.
b Integrals of the ionic currents I(C60 ) of the type Jn = 

taken over the total reaction time τ.
c Weight fraction of the C60Fn product in the total amount of the

condensate formed in the reaction.
d Mass-spectrometer sensitivity constant derived from sample weight

loss m.
e Mass-spectrometer sensitivity constant derived from the ionic cur-

rents I( ) measured on completion of the reaction.

Jn
b

k1
d

k2
e

Fn
+

In T t( ) td
0
τ∫

C60
+

1.26

ln
P

 (
C

60
),

 P
a

1000/T, K–1

–5

–4

–3

–2

–1

0

C60, fcc

C60, hcp

1.30 1.34 1.38 1.42 1.46 1.50

Experimental values of lnP(C60) for different 1/T obtained
for the cubic (squares) and hexagonal (circles) modifica-
tions of the C60 fullerene. The data were treated using the
second law of thermodynamics. The dashed line is a plot of
Eq. (2); the solid line, a plot of Eq. (3).
PH
thermodynamic characteristics of sublimation of the
cubic and hexagonal phases. The figure plots the loga-
rithm of the partial pressure of C60 as a function of
inverse temperature. These data were used to derive
temperature dependences for the saturated vapor pres-
sure of both C60 modifications:

(2)

(3)

The enthalpy and entropy of sublimation of the fcc
phase calculated from Eq. (2) were found to be

which coincide with literature data [2] and can be con-
sidered additional support of the fullerene having unity
activity in a mixture with MnF2. This gives us grounds
to recommend the respective values calculated from
Eq. (3),

as the first preliminary data on the thermodynamics of
sublimation of the hexagonal phase.

The differences in the enthalpy and entropy of sub-
limation between the two phases are seen to lie outside
the experimental error. This result comes as a surprise,
because the reasons for which molecular interactions in
crystals of the hexagonal and cubic modifications could
differ noticeably are unclear. Nevertheless, this result
suggests the possible existence of a temperature range
over which the formation of the hexagonal phase would
be preferable to that of the cubic one.

This issue obviously requires further investigation.
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Translated by G. Skrebtsov

ln P C60 fcc,( ) Pa,[ ]
=  – 19 793 685±( )/T 24.6 0.9±( ),+

ln P C60 hcp,( ) Pa,[ ]
=  – 23 778 1010±( )/T 30.4 1.4±( ).+

∆subHT
0 165 6 kJ/mol,±=

∆subST
0 108 8 kJ/mol,±=

∆subHT
0 198 8 kJ/mol,±=

∆subST
0 157 12 kJ/mol,±=
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Abstract—C60 pellets, charged respectively with He, Ne, Ar, and O2 under high pressure, were studied with
complex impedance spectroscopy. The latter two were found to depress the temperatures for both the phase
change (Tc) and glass transition (Tg), although in time shifts, they stayed almost constant in the Ar, but decreased
in the O2, case. The effective barriers for the glass transition were determined as 218 ± 15 meV in Ar0.49C60 and
182 ± 20 meV in (O2)0.5C60. In contrast, neither He nor Ne had a discernible influence on these material param-
eters. These observations could be explained as follows. (1) Interstitial Ar causes a reduction in the energy bar-
rier and a weakening in the restorative force of the cage libration mode, thereby depressing Tc. (2) For
(O2)0.5C60, coupling between the cage libration and the tumbling of an O2 diatomic molecule further weakens
the restorative force, so that a larger temperature shift results. (3) Its tumbling motion makes O2 more sus-
ceptible to the “paddle wheel” action of rotating C60 and more easy to diffuse even under ambient conditions.
© 2002 MAIK “Nauka/Interperiodica”.
1 C60 fullerite displays a first-order phase transition
[1] from face-centered cubic (fcc) symmetry above Tc =
260 K to simple cubic (sc) when the random rotations
of C60 lock into specific orientations. In the ordered
phase, two possible orientations can be obtained by
rotating the molecules by either 38° or 98° around the
unit cell diagonal [1]. Further freezing of reorienta-
tional jumps leads to an orientational glass; dielectric
measurements revealed a Debye-like relaxational peak
near 165 K at 10 kHz [2].

Gases doped interstitially offer the advantage of not
altering the structure of the host lattice significantly to
affect the C60 interaction potential. In the case of argon,
Tc is shifted by ∆T = –10 K [3], whereas for oxygen,
∆T = –20 K [4, 5]. The glass transition is also highly
sensitive to the details of the potential; however, its
relation to gas intercalation has been little studied. We
have therefore selected the van der Waals gases He, Ne,
and Ar, as well as the diatomic gas O2, as guest mole-
cules and correlated the phase and the glass transition
temperatures with the potential barriers as determined
with complex impedance spectroscopy.

1. EXPERIMENTAL

C60 of 3N purity was annealed at 510 K in dynamic
vacuum for 60 h before being compacted uniaxially
under 6.5 kbar in an evacuated mold for 15 min. The
rigid pellets thus produced measured 6 × 7 × 0.7 mm.
One batch was charged with He at 0.115 kbar after stor-

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20631
age for 3 days inside a steel vessel at room temperature,
the other, with Ne at 0.12 kbar. The molar concentration
(octahedral site occupancy) as calculated from the frac-
tional mass increase was x = 1.00 ± 0.01 for He and x =
0.62 ± 0.01 for Ne. A third batch was treated with Ar for
3 days at 300°C, the gas pressure reaching 0.16 kbar at
that temperature, to reach x = 0.49 ± 0.01, which
remained constant for months at room temperature,
even in vacuum, as indicated by weighing. The last
batch of pellets was charged with 0.15-kbar O2 for
7 days at room temperature, whence x = 0.50 ± 0.01.

Silver films were evaporated onto the two large sur-
faces of each pellet. The AC impedance was recorded
using the three-terminal method on an HP 4284A pre-
cision multimeter under computer control as the pellet
was heated at a rate of 1 K min–1.

2. RESULTS

Figure 1a represents the reduced dielectric constant
ε' ≡ (ε – ε0)/ε0 and Fig. 1b shows the conductance G of
a representative sample from each batch, ε0 denoting
the minimum value obtained for ε. The position of ε =
ε0 or ε' = 0 corresponds to the fcc-sc phase transition.
For HeC60 and Ne0.62C60 (curves 2, 3), Tc remained
unchanged from the undoped case (curve 1) but the
intercalation of Ar (curve 4) shifted it by −13 K and ∆T
remained the same after exposure of the pellet to vac-
uum at room temperature for up to 50 days (curve omit-
ted for clarity). In (O2)0.5C60 (curve 5), there was a
larger shift of –20 K, but ∆T decreased as the pellet
spent a longer time in vacuum. These indications are
002 MAIK “Nauka/Interperiodica”
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consistent with our previous observation [4] that, at
room temperature, Ar does not diffuse out of C60 signif-
icantly but O2 does.

The curves also show a peak in conductivity and a
jump in the dielectric constant at almost the same tem-
perature for each sample, which increased with fre-
quency ω of the applied field. This relaxational feature
points to the glass transition, and its activation energy
may be calculated from respective Arrhenius plots of
logω. Again, our data indicate that charging with He or
Ne did not shift Tg, but with Ar and O2 Tg it was
depressed, and that the activation energy was virtually

0.004
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Fig. 1. Reduced dielectric constant (a) and conductance
(b) at 50 kHz for (1) undoped C60, (2) HeC60, (3)
Ne0.62C60, (4) Ar0.49C60, and (5) (O2)0.5C60. 

Effective barrier energy

Sample Barrier, meV

Pristine C60 291 ± 10

HeC60 314 ± 30

Ne0.62C60 282 ± 30

Ar0.49C60 218 ± 15

(O2)0.5C60 182 ± 20
P

identical to that for undoped C60 in the first two cases
but much smaller for Ar and O2 (see table).

3. DISCUSSION

In fcc solid C60, the voids belong to geometrical cat-
egories, octahedral (radius 2.06 Å) and tetrahedral
(1.13 Å); the latter lacks room for a rare-gas atom [6,
7]. Ar atoms (1.54 Å) are charged into the octahedral
sites under high pressure [8]. Neutron-diffraction
reveals no modification in the lattice symmetry but
reveals an expansion in lattice parameter from 14.218
to 14.230 Å [3]. The resulting extra “free volume”
enables the C60 molecules to rotate more easily. Indeed,
Ar0.49C60 has an effective barrier determined as 218 ±
15 meV, approximately 70 meV lower than that in pris-
tine C60. That explains our observation that its Tg is
depressed. For Tc, the suppression is usually attributed
to negative “chemical pressure.” However, ∆T = –13 K
would invoke a pressure of 1.2 kbar [9], whereas the
pressure actually applied reached merely 0.16 kbar. We
therefore propose that the suppression is enhanced by
the reduction in effective barrier for molecule reorien-
tation. The consequential weakening in the restorative
force for the cage libration mode decreases Tc beyond
what is expected from the negative pressure.

Being a diatomic molecule, O2 has additional
degrees of freedom in rotation and vibration. It exe-
cutes a tumbling motion inside the octahedral void [6]
with a frequency close to that of the cage libration
mode [10]; thereby, the two may couple below Tc. This
interaction will further weaken the restorative force in
cage libration. Indeed, the largest ∆T = –20 K and the
lowest effective barrier = 182 ± 20 meV were deter-
mined for (O2)0.5C60.

In molecular weight and radius, oxygen differs little
from argon (32 vs. 39; 1.40 Å vs. 1.54 Å), but the
former diffuses readily whereas the latter does not. Our
explanation is as follows. The intercalation of a gas
involves its passage through a channel of radius ~0.82 Å
between adjacent octahedral sites [8]. The center of
each pentagonal face on C60 molecules is ~0.29 Å
inside the surface defined by the molecular radius and
can increase to ~1.11 Å as molecules rotate the channel
size. This still suffices for argon or oxygen to pass, but
there is a further consideration. They are envisaged to
undergo random-walk rotational diffusion uncorrelated
with the motion of neighbors [1]; based on this picture,
a paddle wheel model was proposed for the intercala-
tion of Ne [8]. For oxygen, its tumbling will accentuate
the paddling and accounts for its fast diffusion at room
temperature. This diffusitivity has significant implica-
tions for the practical applicability of fullerenes.
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002



GLASS AND PHASE TRANSITIONS 633
ACKNOWLEDGMENTS

Tong B. Tang was supported by the Hong Kong
Baptist University under FRG/97-98/II-70; Gu Min, by
a Croucher Fellowship at HKBU and in Nanjing by the
NSF of China under grant no. 10074031.

REFERENCES

1. M. S. Dresselhaus, G. Dresselhaus, and P. C. Eklund,
Science of Fullerenes and Carbon Nanotubes (Aca-
demic, London, 1996).

2. G. B. Alers, B. Golding, A. R. Kortan, et al., Science
257, 511 (1992).
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
3. G. E. Gadd, S. J. Kennedy, S. Moricca, et al., Phys. Rev.
B 55, 14794 (1997).

4. M. Gu, T. B. Tang, C. Hu, and D. Feng, Phys. Rev. B 58,
659 (1998).

5. B. Renker, H. Schober, M. T. Fermandez-Diaz, and
R. Heid, Phys. Rev. B 61, 13960 (2000).

6. R. A. Assink, J. E. Schirber, D. A. Loy, et al., J. Mater.
Res. 7, 2136 (1992).

7. B. Sundqvist, Adv. Phys. 48, 1 (1999).
8. B. Morosin, Z. Hu, J. D. Jorgensen, et al., Phys. Rev. B

59, 6051 (1999).
9. G. A. Samara, I. V. Hansin, R. A. Assink, et al., Phys.

Rev. B 47, 4756 (1993).
10. D. A. Neumann, J. R. D. Copley, W. A. Kamitakahara,

et al., J. Chem. Phys. 96, 8631 (1992). 
2



  

Physics of the Solid State, Vol. 44, No. 4, 2002, pp. 634–636. From Fizika Tverdogo Tela, Vol. 44, No. 4, 2002, pp. 610–611.
Original English Text Copyright © 2002 by Min Gu, Tong B. Tang.

                                                                                       

PROCEEDINGS OF THE V INTERNATIONAL WORKSHOP 
“FULLERENES AND ATOMIC CLUSTERS”

 

(St. Petersburg, Russia, July 2–6, 2001)
Complete Pentagon Orientational Ordering 
in C60 Fullerite Charged with NO1

Min Gu*, ** and Tong B. Tang**
* National Laboratory of Solid State Microstructures, Nanjing University, Nanjing, 210093 P. R. China

** Department of Physics, Hong Kong Baptist University, Kowloon, Hong Kong SAR, P. R. China

Abstract—Solid C60 was stored in NO under high pressure, and the gas molecules NO were found to diffuse
into the octahedral interstitial sites in its fcc crystal lattice. Its 13C NMR MAS spectra are composed of a pri-
mary resonance at 143.7 ppm accompanied by two minor peaks shifted 0.4 and 0.8 ppm downfield, respectively.
The dopant was found to depress its phase transition temperature at 260 K in pure C60 and to substantially
reduce the drop ∆ε' at the phase transition temperature. Furthermore, the spectral features associated with relax-
ation during glass transition at lower temperature, as observed in impedance spectra, were smeared. The frac-
tion of P-orientation below Tc was calculated to be larger than 11/12. These results show that a completely
P-oriented phase occurred in (NO)0.1C60 and that this phase is favored by a negative pressure on the C60 lattice
exerted by NO, as well as by the electrostatic interaction between the two. © 2002 MAIK “Nauka/Interperiod-
ica”.
1 Gases accommodated interstitially in C60 fullerite
have exerted significant influence on its order-disorder
phase transition [1–4]. As we known, the C60 fullerite
accommodates a rotational disorder of C60 molecules
and adopts a face-centered cubic (fcc) lattice, but below
Tc = 260 K, the structure changes to simple-cubic (sc)
when the random rotations lock into specific orienta-
tions with fluctuations characterized by discrete jumps
over an energy barrier. After C60 fullerite was charged
with gases under high pressure conditions, the conse-
quential changes in the critical temperature for the
ordered phase were examined. In the case of argon, the
shift is ∆T = –10 K [2], and oxygen produces a large
shift of –20 K [1, 3]. CO was also found to depress the
fcc-sc transition temperature Tc from its normal value
by as much as 12 K [5–7]. Likewise, CO causes a slight
expansion of the lattice [8]. However, no subsequent
changes in the lattice symmetry have yet been
observed. Being a paramagnetic molecule with a per-
manent electronic-dipole moment, NO was selected as
the dopant to form a candidate system, C60 doped with
NO. To better clarify the roles played by foreign mole-
cules in the lattice, we further studied the dielectric
responses vs. temperature of C60 solids charged with
NO; these characteristics are sensitive to the orientation
order. Meanwhile, the amount of NO in the C60 solids
was estimated from the solid 13C NMR of C60. These
experimental findings may also contribute to a deeper
understanding of the order-disorder transition phenom-
enon itself.

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20634
1. EXPERIMENTAL DETAILS

C60, of better than 99.9% purity, was annealed at
280°C in dynamic vacuum for 72 h to remove solvent.
Rigid pellets 6 × 7 × 0.7 mm in dimension were then
fabricated by uniaxial compaction in an evacuated
mold under a pressure of 7 kbar for 10 min. Some pow-
der was crushed from the pellets for 13C NMR and DSC
experiments. One batch, each of powder and pellets,
was subjected to NO at 30 bar for 24 h at 200°C.

13C NMR measurements proceeded at room temper-
ature in a Bruker MSL-300 spectrometer equipped with
a 7-T field with a resonance frequency of 75 MHz
under the condition of magic-angle spinning (MAS) at
a rate of 2.0 kHz and with a delay time of 60 s. In
dielectric spectral studies, silver films were evaporated
onto the two surfaces of the pellet in question for mea-
surement using the three-terminal method on an HP
4284 A multimeter. For DSC, two batches were studied.
The first consisted of powder prepared from crushing
pellets; the second, from pellets that had been subjected
to high-pressure NO. Samples 25–30 mg in mass were
examined at a same scanning rate of 10 K min–1 on a
Setaram DSC 92 instrument.

2. RESULTS

The high-resolution 13C NMR spectrum of pristine
crushed powder exhibited a primary resonance at
143.7 ppm related to freely rotating C60, which is in
agreement with previous studies [3, 9]. Furthermore,
charging with NO at 30 bar and 200°C for 24 h led to
the introduction of two secondary resonances which
shifted 0.4 and 0.8 ppm downfield, respectively. Calcu-
002 MAIK “Nauka/Interperiodica”
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lated from the height of each resonance [9], the value of
the octahedral occupancies of NO reached 0.10. After
exposure to air for over 800 h, however, their intensities
remained the same.

Figure 1 depicts the dielectric constant and conduc-
tivity, ε' ∝  (ε' – )/  and G, respectively, in a repre-

sentative pellet charged with NO; here,  stands for
the minimum value obtained for ε' indicative of the fcc-
sc structure transition. The measurement was repeated
after the pellet had sat in air for various lengths of time.
The permittivity in the “fresh” pellet, upon heating,
dropped to a minimum value at 230 K, as curve (2) in
Fig. 1 shows, and with longer exposure, this minimum
remained the same (curves 3, 4).

The conductivity G of the pellet, in its pristine state,
exhibited a peak at 170 K upon heating, and its dielec-
tric constant ε' showed a step at the same temperature
Tp (curves 1 in Fig. 1). These relaxation features related
to a glass transition disappeared entirely after the sam-
ple was charged with NO at 30 bar and 200°C for 24 h
(curves 2–4 in Fig. 1b). Meanwhile, the magnitude of
the drop in ∆ε' = (ε' – ) induced by the fcc-sc transi-
tion reduced substantially.

The DSC scan for a freshly NO charged sample
shows a broad endothermic peak whose position shifted
down 20 K compared with that of pristine C60.

3. DISCUSSION

In the low-temperature phase, C60 molecules have
two possible orientations, their difference in energy is
very small, and the fraction of molecules in the more
stable orientation P is only about 60% near 260 K,
increasing to about 84% near Tg = 90 K. Below Tg, the
reorientational jumps of molecules are frozen and an
orientation glass is formed. A Debye-like relaxational
peak from this glass transition, probed by the dielectric
method [10], was observed and confirms that there
exists orientational disorder of the C60 molecules in the
sc phase and that these molecules adopt both H and P
orientations following the usual thermal distribution.

In our case, solid C60 was stored in NO under high
pressure and the gas molecules NO were found to dif-
fuse into the octahedral interstitial sites in its fcc crystal
lattice. The downfield shifts of the two minor peaks in
its 13C NMR MAS spectra were attributed to the Fermi-
contact interaction between paramagnetic NO and the
carbon atoms of the nearest neighbor C60. The shift in
temperature of the DSC peak for (NO)0.1C60, compared
with that for pristine C60, arises solely from the doping
of these gas molecules. Moreover, the dielectric spec-
trum in Fig. 1 was seen to be virtually identical to that
of DSC. Furthermore, the spectral features of the pris-
tine C60 at 170 K (curves 1 in Fig. 1) were smeared by
the interstitial NO (curves 2–4 in Fig. 1).

ε0' ε0'

ε0'

ε0'
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In the sample of (NO)0.1C60, the interstitial NO may
exert a negative pressure on the C60 lattice, in analogy
to a dilated lattice of (CO)xC60 by CO. Furthermore, the
interstitial NO would change the orientation of the
nearest C60 molecules to P-orientation and decrease the
quantity of intrinsic permanent dipoles. This viewpoint
is testified to by our experimental data. We calculated
the fraction of P-orientation for a sample charged with
NO from the drop in the dielectric constant near Tc and
found that to fraction of P-orientation reached to over
93%. Because the fraction of orientational defects is
lower than 1/12, it is insufficient to induce a dipole on
essentially all molecules; therefore, there are too few
dipoles (density n) to contribute to the dielectric
response. That is the reason why the peak at Tp = 170 K
disappeared after the sample was charged with NO.
Meanwhile, below Tc, the fraction of P-orientation is
larger than 11/12; therefore, a completely P-oriented
phase occurred in (NO)0.1C60.

Thus, a phase with almost completely P-oriented
molecules exists in solid C60 containing NO with a
molar ratio exceeding 0.10.
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Fig. 1. Reduced dielectric constant (a) and conductivity (b)
at 50 kHz measured for pristine C60 (curves 1) and the pellet
charged with NO after various lapses of time: 0 (2), 192 (3),
and 388 h (4).
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Abstract—The motion of H+ and He+ ions with energies of 230 and 2000 keV in C60 and K3C60 crystals was
calculated by the Monte Carlo method. Ion channeling was shown to occur in the 〈100〉  and 〈111〉  directions.
The main parameters characterizing channeling were determined. Medium-energy ions were found to be pref-
erable in the detection of channeling in C60 films. © 2002 MAIK “Nauka/Interperiodica”.
Channeling of ions with energies on the order of 1–
0.1 MeV offers an efficient way of studying the perfec-
tion of crystal films. It is, however, only very rarely
used to investigate films of fullerenes and of fullerene-
based compounds. This may be due to the fact that, at
260 K, C60 crystals undergo a phase transition from the
fixed state, in which the fullerenes in a crystal are ori-
ented with respect to one another and the carbon atoms
form atomic chains, to a free state, where the fullerenes
rotate freely. Thus, at room temperature, chains of
fullerenes rather than those of atoms are formed, as a
result of which the occurrence of channeling and its
possible use for structural diagnostics become prob-
lematic.

To explore the possibility and optimum conditions
of the channeling of fast ions in fullerene crystals, we
performed a numerical simulation of fast-ion motion in
such structures. The program used in the calculations,
based on the Monte Carlo method and the pair-collision
model, was similar to the one described in [1].

We considered the propagation of H+ and He+ ions
with energies of 230 or 2000 keV in an fcc cubic C60
crystal (lattice constant a = 1.41 nm) in the 〈100〉  and
〈111〉  directions and in a K3C60 crystal in the 〈100〉
direction.

The calculations produced the yield of backscat-
tered ions Y as a function of the angle ψ between the
beam direction and the chosen crystal axis. The main
characteristics of the angular dependence of the yield
Y(ψ) are the characteristic channeling angle ψ1/2 [equal
to the halfwidth at half-maximum of Y(ψ)], the mini-
mum yield Y(0), the yield Yr for a random orientation
(ψ @ ψ1/2), and the minimum relative yield χ = Y(0)/Yr.

The calculations were carried out using three differ-
ent programs: FS (fixed state), FSA (free state, atoms),
and FSM (free state, molecules).

In the FS program, the fullerenes were assumed to
be oriented such that the twofold axes were parallel to
1063-7834/02/4404- $22.00 © 20637
the principal crystallographic axes. In the calculation,
the crystal was separated into layers containing only
atoms located in the plane perpendicular to the chosen
crystallographic direction. The interaction of a carbon
atom with a fast ion was described by a universal poten-
tial [2],

(1)

where αi = {0.1818, 0.5099, 0.2802, 0.02817}, βi =

{3.2, 0.9423,0.4029, 0.2106}, and a = 0.8853a0/(  +

).

The nuclear-collision probability was calculated
from the relation

(2)

where K is a constant assumed to be unity; b is the
impact parameter; Z1 and Z2 are the ion and atom
charges, respectively; E is the ion energy at the instant
of collision; and σ is the rms amplitude of thermal
vibrations.

After each crossing of a layer by the ion, the pro-
gram calculated the deflection of the latter suffered in
scattering from the nearest atoms and the probability of
a nuclear collision with the nearest atom displaced from
the lattice site by thermal vibrations.

Straightforward calculation of channeling using
Eqs. (1) and (2) under free rotation of the C60 molecules
also required selection of an arbitrary orientation of
each fullerene, as well as a calculation over 240 layers
in each cell in place of 30 layers, which was sufficient
for the FS case. Such a program, FSA, was prepared;
however, because of the very long computational time
needed, it was used only to compare channeling in the
〈100〉  and 〈111〉 directions.

V r( ) Z1Z2e2r 1– α i βir/a–( ),exp
i 1=

4

∑=

Z1
0.23

Z2
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p KZ1
2Z2

2E 2– 2πσ2( ) 1–
b2/ 2σ2( )–[ ] ,exp=
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To compare the results obtained with different ions
and energies in the case of free molecule rotation, a
faster program was developed, FSM, in which each
fullerene molecule was approximated by a sphere of
radius Rf equal to that of the C60 molecule. The ion–
atom interaction was replaced by the interaction of the
ion with a spherical-surface element dS. The depen-
dence of potential energy on the distance between the
ion and the element dS was calculated from Eq. (1).
Integration over the surface of the sphere yielded the
following expression for the potential function:

(3)

V f R( ) Z1Z2e2R 1– γi βiR/a–( ), R R f ,≥exp
i 1=

4

∑=

V f R( ) Z1Z2e2R 1– δi βiR/a( ), R R f ,≤sinh
i 1=
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Fig. 1. Calculated angular relations Y(ψ) for the He+–
C60〈111〉  system. (1, 3) FSM calculation; (2, 4) FS program.
Ion energy is (1, 2) 0.23 and (3, 4) 2 MeV.

Minimum relative yield

Ion Energy,
keV

Program

FSA FS FSM

〈100〉 〈 111〉 〈 100〉 〈 111〉 〈 100〉 〈 111〉

H+ 230 0.80 0.78 0.32 0.42 0.72 0.73

He+ 230 0.33 0.42 0.68 0.70

He+ 2000 0.32 0.44 0.67 0.68
P

where γi = α1aN , δi =

αiaN , Z2 = 6, N = 60 (the number
of atoms in the fullerene molecule), and R is the dis-
tance between the ion and the center of the sphere.

The nuclear-collision probability P was calculated
in this case as follows. First, the contribution dP due to
each element dS of the sphere was determined from
Eq. (2) and then multiplied by the probability of a car-
bon atom being within the element dS:

(4)

(5)

where ρ is the impact parameter in the ion- and dS-cen-
ter system, B is the impact parameter in the ion- and
sphere-center system, and θ and ϕ are the polar and azi-
muthal angles, respectively (θ = 0 is the axis parallel to
the ion trajectory). The P(B) relation was obtained by
integrating Eq. (4) over the sphere surface with due
account of Eqs. (5).

The dependence of the ion deflection angle θ on the
parameter B was calculated as

(6)

where Vf (R) is defined by Eqs. (3).
A comparison of the Vf (R), P(B), and θ(B) functions

calculated from Eqs. (3), (4), and (6) with the respective
Monte Carlo calculations for real C60 molecules on
averaging over 10000 different orientations showed
them to practically coincide.

In all the programs (FS, FSA, FSM), the total back-
scattering probability for an ion having crossed a
50-nm-thick layer was calculated as the sum of nuclear-
collision probabilities over the whole ion path inside
this layer for each incidence angle ψ. The calculations
were carried out for a film 350 nm thick.

The rms thermal-vibration amplitudes σ used in the
calculations were 0.019 nm for carbon and 0.022 nm
for potassium [3].

The Y(ψ) relation was calculated for 230-keV pro-
tons by the FS, FSA, and FSM programs and for He+

ions (230 and 2000 keV) in a C60 crystal and H+

(230 keV) in a K3C60 crystal by the FS program. Figure 1
shows some of the calculated Y(ψ)/Yr relations. The rel-
ative minimum yield after the passage through a
100-nm thick layer is given in the table.

Channeling was observed to occur in all the cases
studied. Because the particle flux passing through C60
molecules in the fixed state is governed by stable car-

R f
1– βi

1– βiR f /a( )sinh

R f
1– βi

1– βiR f /a–( )exp

dP KZ1
2
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Fig. 2. Visualization of the FSM program operation for the 〈111〉  orientation. Ions are H+: energy 230 keV, ψ = 0. Circles are C60
molecule projections on the (111) plane; lines are ion trajectory projections. The rhomboid is the region on the surface populated
by particles of the incident beam.
bon-atom chains, the decrease in χ in this case is
observed to be larger than that in the case of free mole-
cule rotation. An analysis of the particle flow in the case
of free rotation shows that, for the 〈100〉  orientation, the
ion beam is focused both into the channels between the
C60 rows (focusing of the first type) and in the vicinity
of the axes passing through the centers of molecules in
these rows (focusing of the second type). The first type
is standard channeling, which is characterized by a
small minimum yield, whereas the minimum yield
reached in focusing of the second type is close to Yr;
therefore, the value of χ obtained in the calculations is
a weighted mean over the two types of focusing. For the
〈111〉  direction, the fullerene projections on the (111)
plane overlap it fully and channeling appears impossi-
ble, because only focusing of type two should exist in
this case. However, the calculations revealed that the
values of χ obtained for the 〈111〉  and 〈100〉  orienta-
tions are close in magnitude. This is accounted for by
the fact that, in the case of the 〈111〉  orientation, the
beam focusing is enhanced near the axes passing
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
through the fullerene centers, which is associated with
the geometry of the structure (Fig. 2). This is also but-
tressed by the trapping of the particle flux observed to
occur into the planes perpendicular to the crystal sur-
face. The projections of these planes lie between the
chains of intersecting segments of the C60 projections.
Note that, in the case of the 〈100〉  orientation, particle
trapping into planes is only weakly pronounced.

The minimum relative yields for different probing
ions (H+, He+) were found to be similar. As for the beam
particle energy, its increase from 230 keV to 2 MeV
reduces ψ1/2 from 0.4° to 0.12° (Fig. 1), which makes
the requirements on the probing beam divergence more
stringent (it should be substantially smaller than ψ1/2)
and, moreover, hampers experimental observation of
channeling in the presence of disordered crystallites,
because the average misorientation angle should also
meet the condition of its smallness compared to ψ1/2.
Thus, the use of medium-energy ions is advantageous
to the use of ions in the megaelectronvolt energy range.
2
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The results of channeling experiments are usually
presented in the form of spectra of backscattered ions
for a beam aligned with the channel and for a randomly
oriented beam (ψ @ ψ1/2). Such a spectrum is displayed
in Fig. 3 for the K3C60 compound. The part of the spec-
trum corresponding to the potassium sublattice is
shifted toward higher energies and has a minimum
yield χ ≈ 0.3. This means that the quality of the lattice
of intercalated fullerenes can be judged from the scat-
tering spectrum from the impurity atoms [4].

Calculations also permit one to reveal relations that
are difficult to observe experimentally. In particular, we
carried out calculations for individual sublattices in the
K3C60 crystal. It was found that the characteristic chan-
neling angles for the potassium atoms are ψ1/2 = 0.35°
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Fig. 3. Calculated ion backscattering spectra for the H+–
K3C60 system: (1) Yr(E), (2) Yc(E), and (3) χ(E). Incident
ion energy 230 keV. The arrows identify the leading edges
of the carbon and potassium signals.
P

and 0.45° for the octahedral and tetrahedral sites,
respectively; therefore, it is possible to derive the posi-
tion of intercalated atoms from the Y(ψ) relation.

In conclusion, we have studied specific features of
fast-ion propagation through fullerene crystals by the
Monte Carlo method. The calculations revealed that
channeling of fast H+ and He+ ions in ordered fullerene
films occurs in both the 〈100〉  and 〈111〉  directions, and
we determined the main parameters characterizing the
channeling. It was also shown that medium-energy ions
are preferable for studying channeling in fullerene
crystals. Thus, fast-ion channeling can be employed to
advantage in the determination of the structure of films
consisting of fullerenes and atomic clusters.
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Abstract—The molecular dynamics of C60 crystals was studied by inelastic neutron scattering at T = 290 K,
i.e., above the first-order phase transition temperature (TC ≈ 260 K), in the region of free C60-spheroid rotation
in the lattice. The energy broadening of the original neutron spectrum 2Γ0 ≈ 0.1 meV for a momentum transfer
q = 2 Å–1 is in agreement with NMR data on the rotational relaxation time of the molecule τ ~ 10–11 s ~ "/Γ0.
This effect was observed to decrease in magnetic fields H = 2.5–4.5 kOe applied along the scattering vector:
ΓH = 0.7Γ0. The slowing-down of the molecular rotation is discussed in connection with the interaction of a
magnetic field with the molecular currents, which fluctuate when the C60 cage rotates. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The molecular dynamics of C60 undergoes a qualita-
tive change in the first-order phase transition (TC ≈
260 K) when the low-temperature phase transforms
from the simple cubic to an fcc lattice [1–3]. The fcc
phase is characterized by a high rotational mobility of
the molecules, because a molecule in this structure
resides in a spherically symmetric potential. Neutron
experiments [4, 5] have shown that, above TC, the libra-
tion excitation spectrum collapses into a single broad
quasi-elastic peak, which can be described in terms of
the orientational random-walk approximation, i.e.,
rotational diffusion, with a constant D ~ 1 × 1010 s–1 and
the corresponding relaxation time τ ~ 1/6D ~ 10 ps.
This behavior is observed at high momentum transfers
q ~ 5 Å–1, conditions under which the dynamics is dom-
inated by temporal self-correlations of atoms in a mol-
ecule. Much less information is known about local dis-
placements for transfer momenta q lying in the range
from 2π/a ~ 0.5 Å–1 to 2π/RF ≈ 1.8 Å–1 (RF = 3.5 Å is
the fullerene radius, and a ≈ 14 Å is the lattice con-
stant). At the same time, scattering in this momentum
transfer region contains most of the information on
short-range molecular interactions. In this region, the
dynamics is particularly sensitive to external factors
(temperature, fields). For instance, if a macroscopic
perturbation (field) breaks the symmetry of the system,
a transition to correlated rotation of the molecules is
possible.
1063-7834/02/4404- $22.00 © 20641
The effect of a magnetic field on the dynamics is
very specific, because this field can interact with molec-
ular currents in the fullerene shell. The diamagnetic
response of C60 crystals to a static field does not differ
noticeably from that for aromatic molecules [6]. When
considering a C60 cage rotating rapidly in thermal
motion, one should not neglect the π-electron delocal-
ization in the shell. Rotation can generate circular cur-
rents that screen the external field, whose interaction
with the currents slows down the rotation. The purpose
of our experiment was to investigate the weak magnetic
properties of fullerenes, which are presently discussed
in the literature in connection with the van Vleck para-
magnetism [6] and possible antiferromagnetic spin cor-
relations [7].

2. NEUTRON-SCATTERING EXPERIMENTS

Experiments on inelastic neutron scattering from
crystalline C60 powder were carried out at the Budapest
Neutron Center with a triple-axis spectrometer (wave-
length λ = 3 Å, momentum transfer q = 1.5–2 Å–1). A
magnetic field H = 2.5–4.5 kOe directed along the
momentum transfer was applied to a sample at T =
290 K in order to observe dynamic correlations in
molecular chains oriented along the field; these correla-
tions may be created through the interaction of the
moments induced by the field in the molecules. Refer-
ence measurements were performed without field
application. The instrument resolution W0 = 150 µeV
002 MAIK “Nauka/Interperiodica”
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was determined using vanadium, which is an incoher-
ent scatterer. We used samples containing 96 at. % C60
prepared by a standard technique at the St. Petersburg
Scientific Evaluation Center.

3. RESULTS

Figure 1 presents typical quasi-elastic scattering
spectra obtained on fullerene in the range of energy
transfers E from –0.5 to 0.5 meV in comparison with
the corresponding distributions for vanadium. In all
experiments, the lines have a Gaussian shape, I(E)/I0 =
exp(–2E2/W2), where I0 is the intensity at the maximum
and W is the total linewidth. Assuming a Gaussian dis-
tribution for the inelastic scattering function of the
fullerene, S(ω) ~ exp[–("ω)2/2Γ 2] ("ω is the energy
transfer in scattering), we found the characteristic
energy for the observed broadening of initial line
(width W0, vanadium) determined by the C60 dynamics:
P

2Γ = (W2 – )1/2, where W is the linewidth measured
for the sample (Fig. 1a). In the case where the fullerene
is not perturbed by any magnetic field, the characteris-
tic energy is 2Γ0 = 102 ± 10 µeV, which indeed agrees
with the rotational diffusion rate and the relaxation time
τ ~ "/Γ0 ~ 10–11 s for C60 [4, 5]. At the same time, the data
available for the fullerene in a magnetic field (Fig. 1b)
reveal a noticeable decrease in the linewidth compared
with that for the sample in a zero field. For H = 2.5 kOe,
the broadening is 2ΓH = 77 ± 10 µeV, which is ~25%
less than the value for H = 0. This slowing-down of the
rotation indicates field-induced ordering of the system,
which can be due, for example, to the interaction
between the induced dipoles of the fullerenes. In order
to estimate the greatest possible magnitude of this
effect, we assume that the molecular currents com-
pletely screen the external magnetic field at any interior
point of the fullerene. In this case, the magnetization of
the molecule is M ~ –Bext /4π, its magnetic moment is
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Fig. 1. Broadening of the neutron energy spectrum i(E) = I(E)/I0 in scattering from C60 crystals: (a) no field applied and (b) H =
2.5 kOe; (1) data for C60 (solid line is a Gaussian fit) and (2) data for vanadium.
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equal to MF = M(4π/3) , and the interaction energy
between the moment and the external field equals Ed ~
MFBext ~ 10 µeV, which is comparable to the experi-
mentally observed inelastic effect. Therefore, this
mechanism of slowing down can be operative. Another
reason for the slowing-down may be field-induced lat-
tice distortions, which make the potential in which the
molecule rotates anisotropic. Further experiments car-
ried out within a broad range of fields and in the tem-
perature range including TC will hopefully shed light on
the nature of the molecular magnetism and the specific
features of its effect on fullerite dynamics in magnetic
fields.
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Abstract—The electrical resistance of polycrystalline fullerene and graphite was studied at pressures up to
50 GPa within the temperature range 77–450 K. The temperature dependences of the resistance of both mate-
rials behave in a qualitatively similar manner. However, the resistances of these materials differ by several
orders of magnitude. This shows that fullerene and graphite retain some specific features of their microstructure
in the pressure and temperature ranges covered. © 2002 MAIK “Nauka/Interperiodica”.
1. The physical properties and electronic structure
of C60 at high pressures have been studied in consider-
able detail (see, e.g., [1–4]). Orientational phase trans-
formations were found to occur at relatively low pres-
sures. At higher pressures, fullerene was observed to
transform to diamond, graphite, and amorphous states.
It is maintained, in particular in [1], that C60 molecules
become unstable at pressures above 20–25 GPa, with
the fullerene converting primarily to graphite. It has
been shown that, in intermediate stages of the transfor-
mation, covalent bonds may form between molecules
(one-, two-, and three-dimensional polymerization).
Some authors came to the conclusion that the elastic
moduli and the hardness of the high-pressure phases of
fullerene may be larger than those of diamond [4]. The
electrical characteristics of polycrystalline C60 samples
were studied at pressures not exceeding 20 GPa (see,
e.g., [1, 4]). In addition, we are not aware of any inves-
tigations into the electrophysical properties of fullerene
at higher pressures.

This paper reports on a comparative study of the
conductivity of the polycrystalline C60 fullerene and
graphite at pressures of 15–50 GPa.

2. To obtain pressures of up to 50 GPa, we used a high-
pressure chamber (HPC) with Vereshchagin–Yakovlev
anvils of the rounded-cone and plane type made of syn-
thetic polycrystalline black diamonds [5]. These dia-
monds are good electrical conductors and can be
employed as electric contacts for samples. The resis-
tance of the short-circuited anvils is 7–12 Ω and varies
little with temperature. The pressure was derived from
the expression P = AF/πa2, where F is the applied force,
a is the radius of the contact area, and A is an empirical
factor (in our case, A = 1.51). This method of pressure
determination was checked on a large number of vari-
ous materials over broad temperature and pressure
ranges [6, 7]. The technique used permits one to study
1063-7834/02/4404- $22.00 © 20644
the same sample under a successive increase and
decrease in pressure. The samples under study, pre-
pared by compression in a HPC, were ≈0.2 mm in
diameter and 10–30 µm thick. The sample resistance
was measured at temperatures from 77 to 450 K. The ac
measurements were conducted at room temperature.
The HPC temperature was monitored with a copper–
constantan thermocouple.

3. Figure 1 plots the room-temperature resistance of
the C60 fullerene as a function of pressure. In the range
15–50 GPa, the pressure dependence exhibited a hys-
teresis whose magnitude is dependent on the number of
pressure application–removal cycles involved. The
applied pressure was increased smoothly up to the max-
imum value and, afterwards, reduced as smoothly to
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Fig. 1. Pressure dependences of the electrical resistance of
fullerene at room temperature obtained under the first appli-
cation of pressure. The arrows specify the direction of the
pressure variation.
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Fig. 2. Temperature dependences of the fullerene resistance measured at various pressures: (a) at the first application of pressure
and (b) after stabilization reached in a few successive pressure application runs.
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zero. When loaded for the first time, the fullerene resis-
tance dropped sharply (at pressures above 45 GPa) by
two orders of magnitude at room temperature and by
nearly three orders of magnitude at liquid-nitrogen
temperature. After a few cycles of successive applica-
tion and removal of pressure, the fullerene resistance
stabilized and the hysteresis decreased considerably in
magnitude. No hysteresis of resistance as a function of
pressure was observed in graphite.

Figure 2 shows temperature dependences of the C60
fullerene resistance R(T) obtained at various pressures.
In the first loading of the sample, the temperature
dependences measured below 44 GPa exhibit an activa-
tion character with two activation energies. The slope
changes at a temperature of approximately 110 K.
When the pressure is increased, in the same tempera-
ture interval, the R(T) dependence passes through a
minimum. Metal-like conduction is observed at tem-
peratures above 115–125 K (for various pressures). We
attribute this semiconductor–metal transformation to
the orientational phase transition observed to occur in
[1, 3] at 90 K under atmospheric pressure.

After a few successive pressure application cycles,
the temperature dependence of the C60 resistance
acquires an activation character throughout the temper-
ature interval studied, with the sample resistance grow-
ing strongly. This is seen from the plot in Fig. 2b con-
structed in the logR–1/T coordinates. The activation
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
energy changes at temperatures from 325 to 345 K for
various pressures. At the same temperatures, a sharp
change is observed in the character of the temperature
dependences within the range 37–44 GPa (compare
with the changes in the R(T) curves observed to occur
at 35, 37.5, 42, and 44 GPa in Fig. 2b). This indicates
the occurrence of a structural phase transition at these
pressures.

The temperature dependences of the graphite resis-
tance measured at high pressures follow qualitatively
the same course as the resistance of fullerene; namely,
when loaded for the first time, the sample passes
through a minimum in the R(T) dependence (at T ≈
330 K), and after a few successive runs of increasing
and decreasing pressure, the R(T) plot (Fig. 3) becomes
monotonic and, unlike the situation with the fullerene
(Fig. 2), does not exhibit any features in the pressure
interval studied. Furthermore, the resistance of the
graphite samples did not exceed 100 Ω , which is four
to five orders of magnitude lower than that of the
fullerene samples (Fig. 2b).

The activation character of the resistance of both the
fullerene and graphite is apparently associated with the
percolation nature of conduction in polycrystalline sam-
ples. This is supported by the measured frequency
dependence of the impedance Z ∝  f ν with the value ν ≈ 1
characteristic of randomly inhomogeneous media [8].
2
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The high resistance of the fullerene (compared to
that of graphite) at high pressures indicates that
(i) fullerene graphitization does not occur at pressures
up to 50 GPa in the temperature interval studied and
(ii) both the fullerene and graphite retain some features
in their microstructure in this pressure range.

In conclusion, we note that while conductivity mea-
surements can provide information on the onset of
phase transitions of various types, their microscopic
nature can be established only in structural (for
instance, x-ray diffraction) studies. On the other hand,
the critical behavior of resistance at a phase transition
point indicates that the phase transition occurs through-
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Fig. 3. logR vs. 1/T plots obtained on graphite at various
pressures.
P

out the volume of the substance under investigation,
whereas structural studies detect only local phase trans-
formations. Therefore, as follows from the above
results, investigation of transport phenomena can pro-
vide additional important information on critical phe-
nomena taking place at high pressures.
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Abstract—This paper reviews the prospects of fullerene-based materials for photovoltaics. The device struc-
ture and parameters of inorganic and organic fullerene-based solar cells are presented. An additional promising
direction of solar energy utilization—the production of fullerenes and carbon nanotubes by concentrated sun-
light—is also discussed. © 2002 MAIK “Nauka/Interperiodica”.
1 Pristine solid C60 is known to exhibit semiconduc-
tor-like behavior in its optical and electronic properties,
while that of doped fullerenes can be “tuned” between
semiconductors, conductors, and even superconductors
[1]. There are, accordingly, great expectations that
fullerene-based materials will find practical applica-
tions in electronic and optoelectronic devices and, in
particular, in photovoltaic solar cells.

This paper reviews the prospects of fullerene-based
materials for photovoltaics. However, we start with
another promising direction of solar energy utilization,
the production of fullerenes by concentrated sunlight.

1. PRODUCTION OF FULLERENES 
AND CARBON NANOTUBES

BY CONCENTRATED SUNLIGHT

In 1990, Krätschmer et al. [2] discovered a simple
technique to produce fullerenes. The method uses arc
discharge between two graphite electrodes in a helium
atmosphere to vaporize graphite and produce fullerene-
containing soot, the subsequent extraction of soluble
fullerenes from insoluble species of the soot by an
organic solvent (e.g., toluene), and final chro-
matographic separation of the isolated fullerenes (C60,
C70, …). At present, the most efficient methods of
fullerene production involve different modifications of
thermal evaporation of graphite in an inert atmosphere
(e.g., ac or dc arc discharge between graphite elec-
trodes, laser ablation of graphite) [1].

The electric arc process requires the use of high
quality, electrically conductive graphite rods. On the
other hand, the yield of fullerene production from the
collected soot is low (5–10%) due to the photodestric-
tion of fullerene molecules by UV radiation of the elec-

1 This article was submitted by the author in English.
1063-7834/02/4404- $22.00 © 20647
tric arc [3]. Furthermore, because the yield is low,
excessive amounts of toluene are required to separate
the fullerenes from the soot. These factors present seri-
ous limitations on the minimum cost obtainable with
this process.

Even though the yield from the laser ablation pro-
cess can be high, it is generally accepted that this pro-
cess will not be cost effective on large production levels
[4]. The search for a more efficient and environmentally
safe method led to the use of concentrated solar energy
to evaporate the carbon and efficiently produce
fullerenes [3–8] and carbon nanotubes [8–10].

In all reported solar techniques, concentrated
(≥1100 W/cm2) sunlight is focused onto a graphite tar-
get, resulting in its heating up to temperatures in excess
of 3500 K. Controlling the vaporization and condensa-
tion conditions leads to the formation of fullerene-rich
soot or/and carbon nanotubes (if the target consists of a
mixture of graphite and metal catalysts).

The UV component in sunlight is very small (com-
pared with the irradiation of an electric arc). Therefore,
the photodestruction process is very weak and the yield
of fullerenes is as high as 20% [8]. Increased yield leads
to less solvent use, which reduces cost. Furthermore,
the relaxation of the requirement of using conductive
graphite rods opens the possibility of employing less
expensive forms of graphite, including mineral graphite
powders. A preliminary cost analysis [5] suggested that
solar production can be less expensive than the arc pro-
cess by at least a factor of four.

Fullerenes have been demonstrated to be purified
and crystallized via differential sublimation [1]. These
technological steps are certainly possible to perform in
a similar solar furnace.
002 MAIK “Nauka/Interperiodica”
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2. FULLERENE-BASED PHOTOVOLTAIC
SOLAR CELLS

2.1. Why are Fullerenes So Promising 
for Photovoltaics?

We consider the following reasons that make C60
unique among all known semiconductors and, in partic-
ular, promising for photovoltaic application.

(1) There is probably no more environmentally
benign semiconductor than C60 in that it can be sythe-
sized from graphite using nothing more than a beam of
concentrated solar energy and subsequently purified
and crystallized using the same energy source (as
described above).

(2) Early studies of C60 as a material for inorganic
solar cells were instigated by the theoretical prediction
[11] that a C60 crystal has a direct band gap of 1.5 eV.
On one hand, this value is close to the experimental
value of about 1.6 eV for the fundamental edge in the
optical absorption spectra [12] and that of 1.7 eV for the
photoconductivity spectra [13] of C60 thin films. On the
other hand, this is the optimal value for high efficiency
photovoltaic devices of the single junction type [14].
Recent experimental studies [15, 16] have demon-
strated that the electronic structure of a C60 crystal is
more complicated. Specifically, the band gap value is
suggested to be about 2.3 eV (the mobility gap), but the
optical absorption extends from the gap energy to the
lower energy side (the optical gap is of ~1.6 eV). These
experimental works stimulated new theoretical calcula-
tions of the band gap value of 2.15 eV using a “many-
body” approach [17]. However, even if this is true, the
electronic structure and optical properties of C60 thin
films are suitable for the use of this material in efficient
heterojunction solar cells (such as C60/Si devices).

(3) If one contrasts a C60 molecular crystal unit cell
with the corresponding Si cell, the former has
240 atoms to the latter’s 8. This allows the possibility of
doping to a much greater percent than would be possi-
ble with conventional semiconductors. Furthermore,
unlike the case of conventional semiconductors, for
which doping is only possible via the substitution of
atoms (e.g., P or B for Si), fullerenes may be doped in
three additional, distinct ways: intercalation of dopants
between the buckyballs, endohedral doping within the
buckyballs themselves, and adductive doping to the
outside of the buckyballs [1]. The spectrum of resultant
doping energy levels will naturally differ for each man-
ner of doping, thus greatly increasing the probability of
finding successful dopants for high efficiency photovol-
taic devices.

(4) For organic donor-acceptor solar cells, a C60
molecule is an ideal candidate as an acceptor because of
its high electron affinity (2.65 eV [1]). Such cells are
now becoming a serious alternative to conventional
inorganic photovoltaic devices due to a number of
potential advantages, such as their light weight, flexi-
bility, and low cost of fabrication of large areas. The
P

efficient photoresponse of donor-acceptor cells consist-
ing of conjugated polymers and fullerenes [18–22]
originates from an ultrafast (subpicosecond) photoin-
duced electron transfer from the conjugated polymer
(as a donor) to a nearby C60 molecule (as an acceptor)
[23]. Since this process is faster than any other relax-
ation mechanism in the conjugated polymer, the quan-
tum efficiency of this process is estimated to be close to
unity. Accordingly, the best photovoltaic parameters
ever reported for organic solar cells—in particular, the
energy conversion efficiencies of 2.5% [24]—were for
bulk heterojunction fullerene/polymer devices.

2.2. Inorganic Photovoltaic Devices 

In 1992, Hebard et al. patented an idea for the utili-
zation of the photoconductivity of fullerides in the fab-
rication of fullerene-based solar cells [25]. The photo-
voltaic response of most device structures originates
from their rectifying properties. However, in that patent
publication, the authors described a symmetrical (non-
rectifying) Ag/C60/Ag device structure which exhibited
photoconductivity but no photovoltaic effect.

For the first time, a fullerene-based device display-
ing a remarkable rectifying effect in the dark and pho-
toresponse under illumination was demonstrated with a
sandwich cell consisting of a C60 thin film (of 100 nm
thickness) and two Al electrodes [26]. The devices
without any exposure of the front electrode to oxygen
exhibited no rectification and photoresponse. The
devices with a front Al electrode exposed to oxygen
(before C60 film deposition) exhibited a rectification
ratio of 66 (at ±2 V) and a greatly enhanced photocur-
rent (the quantum yield of the photocurrent for a mono-
chromatic irradiation of λ = 400 nm was about 53%).
The observed excitation profile of the photocurrent
closely follows the optical absorption of a C60 film. The
authors interpreted the results as the formation of an
oxide layer at the front Al electrode interface and the
Metal–Insulator–Semiconductor (MIS) configuration
rather than the Schottky barrier device. The Schottky
barrier solar cells based on C60 crystals and films were
demonstrated later [27, 28].

A heterojunction behavior with a high rectifying
ratio in the dark (>104 at ±2 V) [29] and photovoltage
generation [30] were demonstrated, first, for a C60/p-Si
interface. The properties of such a heterojunction were
then extensively studied in the dark and under irradia-
tion of various light sources [27–34]. Although differ-
ent groups studied various device configurations
(Nb/C60/Si, Ti/C60/Si [29, 31], Au/C60/Si, ITO/C60/Si
[30, 34], Al/C60/Si [27, 28, 32, 33]), all authors seem to
agree that potential barrier formation at the C60/p-Si
rather than metal/C60 interfaces is responsible for the
strong rectifying properties of the heterostructures.

Detailed study of the photovoltaic properties was
performed for highly crystalline C60 thin film/p-Si het-
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erojunction solar cells [28, 32]. The dark I–V curve is
shown in Fig. 1, which exhibits strongly rectifying
properties: the rectification ratio being approximately
104 at ±2 V. Under sun irradiation (AM 1.5), the short-
circuit current density Jsc was found to be 42 µA/cm2,
open-circuit voltage Voc = 322 mV, and fill-factor FF =
0.3. The low values of Jsc and FF = 0.3 are attributable
to the high resistivity of pristine C60 films. SPV spec-
troscopy characterization of the devices (Fig. 2a) sug-
gested that the C60 film acts as an active layer in the
device, in particular, for the conversion of short-wave-
length components of sunlight. This conclusion is
consistent with the spectral response of similar
Al/C60/p-Si/Al solar cells (Fig. 2b) and that calculated
using the published optical absorption coefficient val-
ues for C60 and Si (Fig. 2c) [33].

The maximum Voc of a heterojunction corresponds
to its built-in potential, i.e., the difference between the
Fermi levels of both semiconductors forming the junc-
tion, the C60 thin film and Si in this case. The Fermi
level of Si can be controlled by changing the kind and
concentration of the dopant. Photovoltage generation
by a C60/Si heterojunction was studied with four differ-
ent types of Si substrates: heavily doped p-Si (8 ×
1018 cm–3 of B), lightly doped p-Si (1.5 × 1015 cm–3 of
B), lightly doped n-Si (5 × 1014 cm–3 of P), and heavily
doped n-Si (5 × 1018 cm–3 of P) [34]. The lightly doped
n-Si/C60 junction was measured to have the highest Voc

(0.4 V), while the lightly doped p-Si/C60 junction was
measured to have the lowest, 0.12 V (Fig. 3). This result
implies that the Fermi level of C60 should be more than
0.4 eV below the Fermi level of lightly doped n-Si and
more than 0.12 eV above that of lightly doped p-Si. The
Fermi level of C60 was estimated to be at about 4.7 eV
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Fig. 1. Dark I–V curve of the Al/C60/p-Si/Al heterojunction
solar cell (inset shows a schematic diagram of the device)
[32].
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
below the vacuum level. In our opinion, further
research is needed to understand the true electronic
structure of such heterojunctions.

The very intrinsic conductivity of a C60 solid is con-
sidered by most authors to be one of the main limiting
factors to solar-cell efficiency. Therefore, doping of C60
is one of the central challenges in high efficiency
fullerene-based solar cell production. Photovoltaic
cells based on doped C60 films were reported, for the
first time, in [35]. p-Type conductivity was observed for
C60 films doped with Al in its simultaneous sputtering
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during film deposition. Photovoltaic parameters of
C60/Si solar cells were found to be improved by doping.
In the same paper, an ion implantation of P was demon-
strated to result in an increase in n-type conductivity of
C60 films.

0.1

0 1

V
oc

, V

Light intensity, W/m2

1

2

3

4
0.2

0.3

0.4

0.5

2 3 4 5 6

Fig. 3. Irradiance dependence of open-circuit voltage of the
solar cells based on a heterojunction between a C60 thin film
and different types of Si substrates [34]: (1) heavily doped
p-Si, (2) lightly doped p-Si, (3) lightly doped n-Si, and
(4) heavily doped n-Si.
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Fig. 4. Schematic device structure of the bulk heterojunc-
tion fullerene/polymer solar cells, together with the chemi-
cal structure of compounds used for the cell active layer
[24]. Poly[2-methoxy, 5-(3',7'-dimethyl-octyloxy)]-p-phe-
nylene-vinelyne (MDMO-PPV) was used as the electron
donor, while the electron acceptor was [6,6]-phenyl C61-
butyric acid methyl ester (PCBM). The enhanced solubility
of PCBM compared to C60 allows a high fullerene-conju-
gated polymer ratio and strongly supports the formation of
bulk donor-acceptor heterojunctions. As electrodes, a trans-
parent indium–tin–oxide (ITO) film on one side and an
LiF/Al bi-layer contact on the other side were used. For
improvement of the ITO contact, the ITO was coated with a
thin layer of poly(ethylene dioxythiphene) (PEDOT). 
P

The idea of ion implantation of P and B in C60 films
was then developed and applied to solar-cell production
[36–38]. Implantation of B+ (with an energy of 50–
80 keV and a dose of 1014 cm–2) into C60 films, grown
on an n-Si substrate, was shown to lead to structural
changes from crystalline C60 to amorphous carbon and
a dramatic increase in the C60 film conductivity. The
Hall effect measurements of the implanted films indi-
cate p-type conduction. Boron implantation signifi-
cantly improved the parameters of the resultant p-C/n-
Si solar cells [36]. In particular, the cell series resis-
tance Rs was improved by the implantation from 35 kΩ
to 370 Ω . Jsc for the implanted cells was found to be
0.33 mA/cm2; Voc = 0.17 V, fill-factor FF = 0.415, and
efficiency η = 0.023%. (The latter is the highest value
reported for inorganic C60-based solar cells.)

The spectral response of these cells (not shown)
includes two broad features: 370–600 nm due to α-C
layers and 700–1150 nm due to Si [36]. This result is in
agreement with the experimental finding that the opti-
cal gap of the C60 films decreases after B+ implantation
[37]. Furthermore, it is possible to control this value by
varying the implantation dose. The optical gap was
found to decrease gradually with the ion dose. For
example, the gap was reported to be reduced continu-
ously from 1.6 eV for nonimplanted C60 films to 0.8 eV
after implantation with a dose of 8 × 1014 cm–2 [37]. The
authors explained this effect in terms of the structural
transformation from C60 to α-C. We may attribute the
intermediate optical gap values to a composite with var-
ious concentrations of C60 and α-C. In our opinion, this
result is even more important than the improvement of
the solar-cell parameters (which are still not high).
Indeed, using this effect, together with the control of
the depth-implantation profile in the ion energy varia-
tion [38], it might be possible to produce a C60/α-C
composite with a nonhomogeneous depth-profile opti-
mized for maximum sunlight absorption and cell effi-
ciency. We may predict that the next step in this direc-
tion will be the production of efficient multijunction
C60/α-C/Si solar cells.

2.3. Organic Photovoltaic Devices

Over the last decade, tremendous progress has been
achieved in organic donor-acceptor solar cells and
fullerene/conjugated polymer devices in particular. A
number of detailed reviews are devoted to this topic
[20–22]. Thus, we will discuss it here very briefly.

Immediately after the discovery of the photoinduced
electron transfer from the conjugated polymer to the
C60 molecule [23], this molecular effect was used for
the preparation of a heterojunction between methyl-
ethyl-hydroxyl-polypropylvinyl (MEH-PPV) and a C60

thin film [18]. The dark rectification ratio of 104 (at
±2%) and the following photovoltaic parameters (mea-
sured under illumination of an argon ion laser with
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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wavelength λ = 514.5 nm and a light power of
1 mW/cm2) were reported: Jsc = 2 µA cm–2, Voc = 0.5 V,
FF = 0.48, and η = 0.04%. The spectral response mea-
surements revealed a clear minimum at a photon energy
of 2.5 eV. This minimum corresponds to the region of
maximum absorption in the polymer layer. Since the
light was incident from the polymer side of the device,
this result implies that the diffusion of charge carriers in
the devices is limited and the photoactive region is a
very thin layer adjacent to the heterojunction interface.

Significant improvement of the relatively low col-
lection efficiency has been achieved using a composite
material with a network of internal heterojunctions
between fullerene and conjugated polymer, forming so-
called bulk heterojunctions. Using this principle of
material construction, a solar cell without any macro-
junction (!) has been demonstrated [19]. The electric
field was created by asymmetric (with different work
functions) metallic contacts, one of which was trans-
parent ITO. Photogeneration resulting in separated
charge carriers may occur over the whole depth of such
a device. Very recently [24], flexible and inexpensive
bulk heterojunction fullerene/polymer solar cells
(Fig. 4) with tremendously improved efficiency (2.5%
under AM 1.5 sunlight) were reported. The other
parameters were Jsc = 5.25 mA/cm2, Voc = 0.82 V, and
FF = 0.61. These results strongly demonstrate that
fullerene/polymer solar cells can be a viable technol-
ogy for future power generation, although further work
is needed to improve the stability of such devices.
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Abstract—Nitrogen-containing carbon nanotubes are synthesized using a gas-phase reaction. The synthesis of
nitrogen-doped carbon nanotubes from 100 to 500 Å in diameter is accomplished through pyrolysis of aceto-
nitrile (CH3CN) at a temperature of 800°C. Cobalt and nickel metallic particles formed upon thermal decom-
position of a mixture of maleate salts are used as catalysts. The materials synthesized are investigated by scan-
ning and transmission electron microscopy. Analysis of the x-ray photoelectron spectra demonstrates that the
content of nitrogen atoms in three nonequivalent charge states is approximately equal to 3%. A comparison of
the CKα x-ray fluorescence spectrum of the carbon nanotubes synthesized through electric-arc evaporation of
graphite and the x-ray fluorescence spectrum of the nitrogen-containing carbon nanotubes prepared by catalytic
decomposition of acetonitrile indicates that, in the latter case, the spectrum contains a certain contribution from
the sp3 states of carbon atoms. The temperature dependences of the electrical conductivity for different types
of multi-walled carbon nanotubes are compared. The difference observed in the temperature dependences of
the electrical conductivity is associated with the presence of additional scattering centers in nitrogen-containing
carbon nanotubes. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Multi-walled carbon nanotubes (MWNTs) synthe-
sized by different methods substantially differ in mor-
phology and microstructure. The structure with the
lowest content of defects is observed in carbon nano-
tubes produced in an electric arc [1]. Multi-walled car-
bon nanotubes prepared using different-type initial
organic compounds and catalysts at different tempera-
tures and pressures are characterized by different
degrees of ordering of the graphite layers. For example,
carbon nanotubes synthesized from gaseous acetylene
at a temperature of 700°C with the use of an iron–nickel
catalyst supported on zeolite contain a considerable
amount of defects in the form of holes (formed instead
of atoms) in the network of carbon hexagons [2, 3].

The electrical properties of carbon nanotubes can be
controlled by modifying their structure through doping
with atoms of different types. In turn, this makes it pos-
sible to execute control over the electronic states in the
vicinity of the valence band and conduction band
edges. It can be assumed that nitrogen atoms incorpo-
rated into graphite layers of the carbon nanotube walls
serve as electron donors and, hence, bring about an
increase in the electrical conductivity of the nanotubes.

At present, nitrogen-containing carbon nanotubes
(CNx nanotubes) can be synthesized using different
1063-7834/02/4404- $22.00 © 20652
techniques. In particular, the nitrogen content in the
graphite layers of carbon nanotubes produced through
electric-arc evaporation of graphite in a nitrogen atmo-
sphere does not exceed 5% [4]. It was found that, in this
case, the inner core of multi-walled carbon nanotubes is
filled with gaseous nitrogen [5]. The nitrogen content in
CNx nanotubes prepared by low-temperature gas-phase
pyrolysis (magnetron sputtering) can be as high as 30%
[6].

In the present work, we devised a procedure for gas-
phase synthesis of nitrogen-containing carbon nano-
tubes and examined the nanotube structure by using
scanning and transmission electron microscopy. More-
over, we determined the electronic structure of carbon
nanotubes from an analysis of the x-ray photoelectron
and x-ray fluorescence spectra and investigated the
conducting properties of carbon nanotube samples.

2. SYNTHESIS AND CHARACTERIZATION 
OF CARBON NANOTUBE SAMPLES

The catalytic pyrolysis of hydrocarbons and synthe-
sis of carbon nanotubes were performed in a tube stain-
less steel furnace 1000 mm long and 36 mm in diame-
ter. The furnace temperature was varied from 200 to
1000°C with the use of a RIF 101 thermoregulator.
002 MAIK “Nauka/Interperiodica”
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Gaseous argon at atmospheric pressure served as a
buffer gas. The rate of gas flow was 3 l/min. Acetoni-
trile vapor entered the reactor through a bubbler, and
the stream consumption was controlled by choosing the
appropriate temperature of the bubbler.

A mixture of cobalt and nickel maleate salts in the
form of a brown solid crystalline substance with 0.5- to
3-mm grains was used as a catalyst. The catalyst in an
alundum boat was placed at the center of the reactor.
Then, the reaction zone was blown with an argon
stream and heated to 450°C for the purpose of decom-
posing the catalyst into nanoparticles of the cobalt–
nickel alloy. Thereafter, the temperature inside the reac-
tor was raised to the synthesis temperature and acetoni-
trile was added to the argon stream. The duration of the
synthesis was 1 h. The catalytic pyrolysis resulted in the
formation of a dark gray substance whose volume was
three or five times greater than the volume of the crys-
talline grains of the initial salt (Fig. 1a). Crystalline
grains of the product collapsed into powder under an
even insignificant mechanical action.

The electronic properties of catalytic nitrogen-con-
taining carbon nanotubes were compared with those of
carbon nanotubes synthesized through electric-arc
evaporation of graphite according to the procedure
described in our recent work [7].

The CKα x-ray fluorescence spectra of carbon nano-
tube samples were recorded on a Stearat laboratory
x-ray spectrometer. The spectral resolution was ~0.4 eV.
The spectra were measured using an NH4AP ammo-
nium biphthalate single crystal as an analyzing crystal
[8].

The x-ray photoelectron spectra were recorded on a
VG ESCALAB electron spectrometer (VG Scientific
Co.). Electron emission was excited using x-ray radia-
tion of the AlKα line. The instrumental broadening was
equal to 0.3 eV.

The electrical conductivity of bulk carbon-nanotube
samples synthesized through catalytic decomposition
of acetonitrile and electric-arc evaporation of graphite
was measured by the four-point probe method in the
temperature range 4.2–300 K.

3. RESULTS AND DISCUSSION

We performed a series of syntheses of carbon nano-
tubes at different temperatures in the range from 700 to
1000°C and revealed that the highest efficiency of the
formation of carbon nanotubes is observed at synthesis
temperatures ranging from 800 to 850°C (Fig. 1b). An
increase (or decrease) in the synthesis temperature by
100°C leads to a substantial decrease in the nanotube
yield due to carbonization and the formation of large-
sized (more than 1000 Å) particles in the sample. These
particles undergo graphitization at a temperature above
900°C and do not exhibit a visible texture at low tem-
peratures. The carbon nanotubes synthesized at an opti-
mum temperature are oriented in a random manner and
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
contain virtually no impurities and amorphous carbon.
The nanotube diameter falls in the range 10–50 nm.
Judging from the electron microscope images, the car-
bon nanotubes have relatively thick walls, the nanotube
channels are virtually empty, and metallic catalyst par-
ticles are located at the tips of the carbon nanotubes.
The graphite layers arranged in the nanotube walls are
strongly distorted and partially stratified. It should be
noted that the carbon nanotubes synthesized at an opti-
mum temperature can consist of two or more multi-
walled nanotubes (Fig. 1c) rolled up to form a concen-
tric structure.

The composition of the carbon nanotubes under
investigation was determined by analyzing the intensi-
ties of the x-ray photoelectron spectra with due regard
for the photoionization cross sections. The nitrogen
content in the catalytic nanotubes was found to be equal
to 3%. In the case when the carbon nanotubes were syn-
thesized at higher (or lower) temperatures, the nitrogen
content in the product increased to 10%. Figure 2a dis-
plays the N 1s photoelectron spectrum of the catalytic
nanotubes prepared through pyrolysis of acetonitrile.
As is clearly seen from Fig. 2a, this spectrum consists

(a)

(b)

(c)

80 nm

40 nm

100 nm

Fig. 1. Micrographs of catalytic nitrogen-containing nano-
tubes: (a) Jeol-200E scanning electron microscope and
(b, c) JEM-2010 transmission electron microscopes.
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of three components with maxima at energies of
398.8 eV (maximum A), 401.5 eV (maximum B), and
404.2 eV (maximum C). This suggests that chemically
nonequivalent nitrogen atoms are involved in the nano-
tube structure. Terrones [5] assumed that nitrogen
atoms are incorporated into the carbon network with
the formation of a hole-type structure. Each nitrogen
atom located in a nanotube layer is bonded to two car-
bon atoms (the electronic state of the nitrogen atom in
the nanotube layer is similar to the electronic state of
the nitrogen atom involved in the C5H5N pyridine mol-
ecule). This chemical state is consistent with the B
maximum in Fig. 2a. In this figure, the A maximum is
attributed to the nitrile nitrogen atoms and the C maxi-
mum is associated with the nitrogen oxidized state.

The electronic state of carbon atoms can be judged
from the CKα x-ray fluorescence spectra of the carbon
nanotubes. The CKα x-ray fluorescence spectra of the
electric-arc-produced carbon nanotubes and catalytic
P

nitrogen-containing carbon nanotubes are depicted in
Fig. 2b. In both cases, the spectra exhibit three features
that can be assigned to electronic transitions from the
σ-type energy levels (maximum A), the upper σ- and
lowest π-type levels (maximum B), and the upper occu-
pied π-type energy levels (maximum C). The CKα fluo-
rescence spectrum of the electric-arc-produced carbon
nanotubes is in good agreement with the spectrum of
graphite. This indicates that the electronic structure of
electric-arc-produced carbon nanotubes is similar to the
electronic structure of graphite [1]. The CKα fluores-
cence spectrum of catalytic nitrogen-containing carbon
nanotubes is characterized by a weak short-wavelength
shoulder C and a more intense maximum B. Such a
shape of the CKα fluorescence spectrum suggests a
decrease in the carbon π-electron density. This decrease
can be explained by the fact that there is a partial carbon
hydrogenation with the formation of C–H bonds. The
fact that the CKα fluorescence spectrum of catalytic
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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nitrogen-containing carbon nanotubes produced by
another method can have a different shape [3] indicates
that these carbon nanotubes exhibit a different micro-
structure and, most likely, a different growth mecha-
nism.

The electrical conductivity of the electric-arc-pro-
duced and catalytic carbon nanotubes was measured in
the temperature range 4.5–300 K (Fig. 2c). For an elec-
tric-arc-produced sample consisting of multi-walled
carbon nanotubes with a minimum amount of defects,
the temperature dependence of the electrical conductiv-
ity at temperatures below 50 K exhibits a linear behav-

ior (Fig. 2c, curve I): σ(T) = (e2/2π2") (T), where σ
is the electrical conductivity of the sample, e is the ele-
mentary charge, " is the Planck constant, Lϕ is the
localization length, and T is the temperature. As is
known, this behavior of the temperature dependence of
the electrical conductivity is characteristic of three-
dimensional effects of weak localization [9]. The local-
ization length Lϕ is estimated as Lϕ(4.2 K) = 200 Å.
This suggests that interference effects are predominant
in nanotube bundles rather than in an individual nano-
tube.

For catalytic nitrogen-containing multi-walled car-
bon nanotubes, the temperature dependence of the elec-
trical conductivity can be described by a logarithmic
law (Fig. 2c, curve II). This behavior of the temperature
dependence of the electrical conductivity corresponds
to a two-dimensional localization at temperatures
below 50 K due to the presence of defects in nanotubes
[10]. It should also be noted that the electrical conduc-
tivity of catalytic nitrogen-containing multi-walled car-
bon nanotubes (Fig. 1) is two orders of magnitude less
than that of multi-walled carbon nanotubes synthesized
through electric-arc evaporation of graphite (Fig. 2c,
curve I). This difference is associated with both a
higher degree of structure imperfection of catalytic
nitrogen-containing carbon nanotubes and a smaller
amount of contacts between individual nanotubes in the
bulk sample.

4. CONCLUSION

Thus, nitrogen-doped carbon nanotubes can be pro-
duced by gas-phase decomposition of acetonitrile with

Lϕ
1–
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
a nickel–cobalt catalyst. The structure and transport
properties of nitrogen-containing multi-walled carbon
nanotubes substantially differ from those of multi-
walled carbon nanotubes synthesized through electric-
arc evaporation of graphite.
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Abstract— The high-yield synthesis of single-walled carbon nanotubes (SWNTs) is carried out in an electric-
arc discharge using the Ni–Cr alloy as a catalyst. A new method of introducing the catalyst into the plasma hot
region is used in the synthesis. In this method, the anode with a sandwich structure consists of two longitudinal
graphite rods of a rectangular cross section, between which the Ni–Cr alloy in the form of a foil having a thick-
ness approximately equal to 0.2 mm is placed. The obtained samples are investigated using transmission elec-
tron microscopy (TEM), Raman spectroscopy, and thermogravimetry. According to the results of TEM obser-
vations, SWNTs are tied into bundles with a length of several micrometers and a diameter of about 10 nm. The
Raman spectra indicate that the diameter distribution of SWNTs lies between 1.2 and 1.5 nm with a peak at
approximately 1.24 nm. The SWNT content in the obtained samples is approximately 20%. Heat treatment at
various temperatures with a dosed air supply leads to a noticeable mass loss of the sample and to a change in
its composition. For example, thus heating to 600 K causes a mass loss of about 40%, leading to an increase in
the content of SWNTs up to 35% without their noticeable destruction. Further heating above 600 K leads to a
virtually complete thermal decomposition of SWNTs. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The scientific and applied importance of preparing
and studying single-walled carbon nanotubes (SWNTs)
[1, 2] is primarily due to the their potential application
as a basis for nanoelectronic devices [3], electron field
emitters [4], devices for gas storage [5], mechanical
nanomanipulators [6], etc. However, the practical real-
ization of these potentialities is hampered by the very
low efficiency and high production cost inherent in the
currently available methods of producing nanotubes [1,
2]. The most popular of these methods is based on the
thermal evaporation of graphite electrodes in an electric
arc in the presence of a metal catalyst. The metals used
as a catalyst have included Fe, Ni, Co, Y, Ce, La, Rh, Pr,
and their alloys [1, 2, 7–9]. Since the basic parameters
of SWNTs obtained using this method of synthesis are
determined to a considerable extent by the type of cat-
alyst used, the list of metals employed as catalysts
should be extended. In the present work, we proposed
and used a catalyst in the form of a Ni–Cr alloy.

Another important factor determining both the prop-
erties of SWNTs and the possibility of synthesizing
SWNTs in appreciable amounts is the introduction of
the catalyst into the hot region of the plasma arc in
which the SWNT synthesis takes place. The most prev-
alent approach to solving this problem is the filling of a
deep cylindrical hole drilled into an anode rod with a
mixture of metallic and graphite powders [1, 2]. This
mixture must be thoroughly pressed into the hole to
1063-7834/02/4404- $22.00 © 0656
prevent sputtering of the powder before its heating.
Thus, the procedure of anode preparation is quite com-
plicated, which sets a limit on the output of the SWNT
synthesis and increases its cost. In contrast to the tradi-
tional approach described above, we used an anode in
the form of a sandwich, such that the alloy in the form
of a thin foil was placed between two extended graphite
rods of a rectangular cross section. This simplified the
preparation of the anode and ensured the reproducibil-
ity of the properties of the SWNTs being synthesized.

The material obtained using the new type of catalyst
and the new way of its introduction into the arc region
was studied by Raman spectroscopy, transmission elec-
tron microscopy (TEM), and thermogravimetry (TGA).
It follows from the results of measurements that the tis-
suelike material collected from the discharge chamber
walls contains 20–25% SWNTs. Heat treatment of
samples at a temperature of 600 K and a dosed air sup-
ply in combination with acid treatment increases the
SWNT content to 35–40%.

2. EXPERIMENT

Soot samples containing SWNTs were obtained in a
cylindrical gas-discharge chamber with a volume of 7 l
and water-cooled walls. The cathode used was a cylin-
drical graphite rod with a diameter of 6 mm and a
sharpened tip. A consumable anode had a sandwich
structure with two graphite rods of a rectangular cross
section (7 × 3.5 mm), between which a thin foil of the
2002 MAIK “Nauka/Interperiodica”



        

PREPARATION OF SINGLE-WALLED NANOTUBES 657

                                      
catalyst was placed. As catalysts, we tested various
metallic alloys and compounds (Ni, Y, YF3, Fe, Cu, and
Cr), as well as their combinations. The best results con-
cerning the SWNT yield were obtained when YNi2,
YF3Ni2, and NiCr were used. Most experiments were
made using the most suitable Ni–Cr alloy with the
weight ratio 80 : 20, which is characterized by good
technological properties and a relatively high availabil-
ity. A 0.2-µm-thick foil constituted about 10% of the
weight of the anode material. The introduction of the
foil along the gap between the two graphite rods
ensured a uniform supply of the catalyst to the plasma
region. It should be noted that the use of the catalyst in
the form of a thin foil made of the NiCr alloy has obvi-
ous technological advantages in producing SWNTs.
The dc arc was drawn under a He pressure of 700 Torr,
a current of 60 A, and a voltage of 29 to 30 V, the elec-
trode spacing being 4 mm. The voltage and the elec-
trode spacing were stabilized automatically as a result
of the displacement of the anode during arc burning
[10]. The rate of thermal sputtering of the anode mate-
rial was on the order of g/h.

A material containing SWNTs was discovered on
the discharge chamber walls and on the surface of the
cathode. The material coating the chamber walls had a
layered tissuelike structure with a porosity at a level of
90%; it could be easily separated from the walls and
preserved stability under weak mechanical action. The
growth rate for this layer was on the order of 0.1 mm/h.
This material was cut into samples with an area of
approximately 50 mm2 and a thickness of 0.5 mm and
was investigated using a Raman spectrometer, a trans-
mission electron microscope, and a thermogravimetric
analyzer. In addition, the sample was purified by acid
treatment.

The TGA of the samples was carried out using the
method described in [11]. A sample of the tissuelike
material with a weight of 100–200 mg was introduced
into a cylindrical vessel of diameter and height equal to
15 mm, where it was heated in air at a rate of 5 K/min
in the temperature range from 300 to 900 K. In order to
prevent sample inflammation, air was supplied in small
doses (0.5 cm3/s). The sample weight was monitored to
within 10 mg.

3. DISCUSSION

Figure 1a shows the Raman spectrum of a dirty sam-
ple, which was obtained with the help of an Ar+ laser
(λ = 0.5145 µm). In order to avoid undesirable sample
heating, the lasing intensity was maintained at a low
level. The Raman spectrum contains two groups of
lines, indicating the presence of SWNTs with a diame-
ter distribution in the range from 1.2 to 1.5 nm, whose
peak is at 1.24 nm. The first group includes the 1590-,
1566-, and 1551-cm–1 lines and belongs to tangential
modes typical of SWNTs [12]. The second group of
lines lies in the vicinity of 180 cm–1 and belongs to
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
radial breathing modes whose frequencies are inversely
proportional to the SWNT diameter [13]. This part of
the spectrum is shown on a magnified scale in Fig. 1b,
where the SWNT diameters corresponding to spectral
singularities are indicated.

Figure 2 shows the TEM image of a dirty sample. It
can be seen that SWNTs are tied into extended bundles
of diameters on the order of 10 nm which consist of a
few dozens of nanotubes. In addition to bundles, a large
number of carbon particles and amorphous graphite can
be observed.

Figure 3 shows typical TGA results. It can be seen
that the heat treatment of the sample below 600 K leads
to a loss of approximately 40% of its mass. It follows
from the results of the Raman spectroscopy that this
does not lead to the destruction of nanotubes. However,
a further increase in temperature is accompanied by the
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Fig. 1. Raman spectra of SWNT bundles obtained using a
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enlarged part of the spectrum corresponding to radial
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indicates the tangential modes). The values of nanotube
diameters (nm) corresponding to the shift of the Raman line
(cm–1) are indicated on the spectrum.
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thermal decomposition of SWNTs, so that the total loss
of the sample mass as a result of heating to 900 K
reaches 90%.

The results of measurements described above show
that the nanotubes obtained by using a Ni/Cr foil as a
catalyst do not differ significantly from the SWNTs
obtained by using catalysts on the basis of other metals.
However, the application of the sandwich structure of
the anode with a catalyst in the form of a thin foil offers

20 nm

Fig. 2. TEM image of a sample containing SWNT bundles.
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Fig. 3. Results of thermogravimetric analysis of an SWNT-
containing sample: curve 1 corresponds to temperature and
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PH
indisputable technological advantages. Among other
things, this makes it possible to avoid technologically
complicated drilling of a deep small-diameter hole into
the graphite rod and pressing of powder into the hole,
which often lead to the rod breaking. In addition, such
a configuration facilitates more complete utilization of
the anode rods, which increases the productivity of the
SWNT synthesis.
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Abstract—Bulk samples of oriented carbon nanotubes were prepared by electric arc evaporation of graphite in
a helium environment. The temperature dependence of the conductivity σ(T), as well as the temperature and
field dependences of the magnetic susceptibility χ(T, B) and magnetoresistance ρ(B, T), was measured for both
the pristine and brominated samples. The pristine samples exhibit an anisotropy in the conductivity
σ||(T)/σ⊥ (T) > 50, which disappears in the brominated samples. The χ(T, B) data were used to estimate the car-
rier concentration n0 in the samples: n0ini ~ 3 × 1010 cm–2 for the pristine sample, and n0Br ~ 1011 cm–2 for the
brominated sample. Estimation of the total carrier concentration n = ne + np from the data on ρ(B, T) yields nini =
4 × 1017 cm–3 (or 1.3 × 1010 cm–2) and nBr = 2 × 1018 cm–3 (or 6.7 × 1010 cm–2). These estimates are in good agree-
ment with one another and indicate an approximately fourfold increase in carrier concentration in samples after
bromination. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Being a new type of quasi-one-dimensional object,
carbon nanotubes stimulate considerable interest
because of their significance in fundamental physics
and their application potential. It appears natural to
expect the manifestation of new properties connected
with cooperative phenomena in bulk samples consist-
ing of carbon nanotubes. Variation of coupling between
nanotubes in such samples should give rise to qualita-
tively novel properties of the material. In our case, the
nanotube coupling was varied by chemical bromina-
tion. We report here on a study of the electrophysical
and magnetic properties of bulk samples of carbon nan-
otubes, both pristine and modified by bromination.

2. EXPERIMENT

Bulk samples of multiwall carbon nanotubes were
prepared by arc evaporation of graphite in a helium
environment. The central part of the cathode film con-
tained more than 50 vol % multiwall carbon nanotubes
(Fig. 1). We used pristine samples with the maximum
nanotube content (~80%) for our experiment. Bromi-
nated samples were obtained by maintaining the pris-
tine samples in bromine vapor at room temperature for
several weeks. Photoelectron spectroscopy showed the
1063-7834/02/4404- $22.00 © 20659
samples thus prepared to have the CBr0.06 composition.
After bromination, the samples were stored at room
temperature for several months until the relaxation pro-
cesses associated with bromine redistribution over the
sample volume stopped. The pristine samples consisted
of multiwall carbon nanotubes 50–150 Å in diameter
(Fig. 1a) bound in bundles ~500–1500 Å in diameter
(Fig. 1b) which were oriented in a bulk sample along
the layers perpendicular to the film axis. The samples
could be easily split along these layers. Bromination
made the sample monolithic, and it could no longer be
split along these layers.

The temperature dependence of the sample electri-
cal conductivity anisotropy σ||(T)/σ⊥ (T) (σ||(T) and
σ⊥ (T) are the electrical conductivities along and per-
pendicular to the layers, respectively) was measured by
the Montgomery method within the range 4.2–500 K
(Fig. 2). The maximum value σ||(T)/σ⊥ (T) ~ 50 was
observed near room temperature for the pristine sam-
ple. No anisotropy was found to exist in the brominated
samples (σ|| ~ σ⊥ ). Moreover, the room-temperature
conductivity of the brominated sample was about four
times higher than that measured along the layers in the
pristine sample. After bromination, the carrier concen-
tration in single-wall carbon nanotubes was reported to
increase [1]. The increase in the conductivity of our
002 MAIK “Nauka/Interperiodica”
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20.0 kV ×30.0 Κ 600 nm(a) (b)

Fig. 1. Images of pristine samples obtained with (a) a high-resolution transmission electron microscope and (b) a scanning electron
microscope. The film axis is perpendicular to the figure plane.
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γ0 (eV), T0 (K), and δ (K) for the pristine sample (Ib) are (1, 2) 1.6, 215, and 159; (3) 1.7, 327, and 210; and those for the brominated
sample (IIb) are (1) 1.4, 340, and 252; (2) 1.4, 300, and 273; (3) 1.5, 435, and 325.

T, K T, K
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brominated samples consisting of carbon multiwall
nanotubes can also be connected with an increase in the
carrier concentration. To test this conjecture, we stud-
ied the temperature and field dependences of the mag-
netic susceptibility χ(T, B) and of the magnetoresis-
tance ρ(B, T) of both the pristine and brominated sam-
ples.

The samples intended for magnetic measurements
were cut in the form of cylinders, 3 mm in diameter and
10 mm long, of the pristine and brominated samples,
with the axis of the cylinder being along that of the
deposit axis. The χ(T, B) relation was measured on an
MPMS-5 SQUID magnetometer (Quantum Design,
USA). The measurements were performed in the tem-
perature interval 4.5–400 K in three fixed magnetic
fields of 0.01, 0.5, and 5.5 T (Fig. 2). The experimental
data obtained in the range 50–400 K fit the following
relation well (continuous lines in Fig. 2):

(1)

which was proposed by Kotosonov for quasi-two-
dimensional graphite [2–4]. Later, the applicability of
this model to the magnetic susceptibility of carbon mul-
tiwall nanotubes was verified both experimentally [5–
7] and theoretically [8]. According to this model, the
diamagnetic susceptibility is dominated by the concen-
tration of the extrinsic carriers n0 associated with struc-
tural defects. Accordingly, the parameters in Eq. (1) are
determined by n0. In Eq. (1), γ0 is the band parameter, δ
relates to the broadening of the density-of-states func-
tion on the Fermi surface caused by carrier scattering
from structural defects, and η can be expressed through
δ and T0, where T0 is the carrier degeneracy tempera-
ture. The caption to Fig. 2 lists the values of these
parameters obtained by fitting Eq. (1) to the experimen-
tal data. Estimation of n0 made by fitting Eq. (1) to the
χ(T, B) experimental data yielded n0ini ~ 3 × 1010 cm–2

and n0Br ~ 1011 cm–2 for the pristine and brominated
samples, respectively. As seen from the data obtained,
bromination increases n0 by a factor of 3.3. To derive an
independent estimate of n0 from other data, we studied
ρ(B, T) in magnetic fields from 0 to 5.5 T at fixed tem-
peratures of 4.5, 10, 25, 50, 75, 100, 150, 300, and 400
K (Fig. 2). The continuous lines in Fig. 2 (Ic, IIc) show
the results of approximating the experimental data with
the relation

(2)

which describes the magnetoresistance of carbon mul-
tiwall nanotubes within the two-band model [9]. The
magnetic field in our experiment was oriented perpen-

χ T( ) = 
–5.45 10 3– γ0

2×
kB T δ+( ) 2 η( ) η–( )exp+exp+{ }
------------------------------------------------------------------------------------- emu/g,

ρ H( )/ρ 0( )

=  
σeσp µe µp+( )B2 θcos

2

σe σp+( )2 σeµp σpµe–( )2B2 θcos
2

+
----------------------------------------------------------------------------------------,
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dicular to the nanotube orientation plane (θ = 0). Simi-
lar to [9], we assumed that the electron and hole mobil-
ities differ little from each other (µe ~ µp = µ). Using the
fitting parameters of Eq. (2), we estimated the concen-

trations of electrons  and holes

. The total carrier concentration

n = ne + np was found to be temperature-independent:
nini = 4 × 1017 cm–3 (1.3 × 1010 cm–2) and nBr = 2 ×
1018 cm–3 (6.7 × 1010 cm–2).

3. DISCUSSION OF RESULTS

As follows from the measurements of the conductiv-
ity anisotropy σ||(T)/σ⊥ (T) and from electron-micros-
copy images, the conductivity of samples consisting of
more than 80% of carbon multiwall nanotubes is dom-
inated by the conduction along the nanotube bundles in
contact with one another. The conductivity of the pris-
tine sample along the layers formed by these bundles is
substantially higher than that across the layers, because
conduction in the transverse direction occurs over the
zigzag channels produced by contacting nanotube bun-
dles belonging to different layers. The number of such
contacts in the pristine sample is small enough; this is
what brings about the anisotropy in the conductivity
and allows easy splitting of the pristine samples along
these layers. Bromination creates additional contacts
between the nanotube bundles of different layers at the
bromine sites. As a result, the conductivity across the
layers becomes comparable with that along the layers,
the sample can no longer be split, and becomes three-
dimensional. In brominated samples, the conductivity
along the nanotubes increases about fourfold as a result
of the increase in carrier concentration. Estimation of
the carrier concentration made from the χ(T, B) and
ρ(B, T) relations also implies about a fourfold increase
[a factor of 3.3 from χ(T, B) data and 5 from ρ(B, T)] in
the carrier concentration in the brominated samples.
The fairly similar values of the carrier concentration
obtained from the fitting of the χ(T, B) and ρ(B, T) rela-
tions verify the validity of such estimates and the pos-
sibility of their use for intentional modification of sam-
ples.
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Abstract—It is demonstrated that the CKα x-ray fluorescence spectra of carbon nanotubes synthesized by elec-
tric-arc evaporation of graphite and the spectra of carbon nanotubes produced using catalytic decomposition of
hydrocarbons differ in the intensity of the short-wavelength lines. In order to interpret the obtained data, the
electronic structures of perfect and defect-containing nanotubes are calculated in the framework of the tight-
binding method with optimized parameters. The density of localized states that correspond to the observed
increase in the intensity of the fluorescence spectrum of catalytic nanotubes can be obtained in the case when
15–20% of the total number of carbon atoms are absent in the carbon network. It is shown that defects of this
type can bring about a decrease in the band gap of the nanotubes. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The electronic structure of carbon nanotubes is
determined to a large measure by the geometric param-
eters, such as the nanotube diameter [1], helicity [2],
and different-type defects [3–5]. The real structure of
nanotubes depends on the method of their synthesis.
The most frequently used methods of producing carbon
nanotubes are laser evaporation, electric-arc synthesis,
and catalytic decomposition of hydrocarbons in the
presence of metal nanoparticles. Nanotubes produced
by different methods differ in morphology, degree of
imperfection, and electronic properties. Investigation
into the structure of defects and their effect on the elec-
tronic structure is one of the topical directions in the
physics of carbon nanotubes.

In this work, we performed x-ray spectroscopic and
quantum-chemical investigations into the electronic
structure of carbon nanotubes synthesized by electric-
arc graphite evaporation [6] and gas-phase decomposi-
tion of acetylene with the use of iron and cobalt nano-
particles as a catalyst at a temperature of ~700°C [7].

2. RESULTS AND DISCUSSION

Figure 1a shows the experimental CKα fluorescence
spectra of the electric-arc-produced (curve 2) and cata-
lytic (curve 3) nanotubes in comparison with the spec-
trum of untexturated graphite (curve 1). The CKα spec-
trum characterizes the 2p electron density distribution
in the valence band of the compound. The measured
spectra exhibit three specific features, namely, A, B, and
1063-7834/02/4404- $22.00 © 20663
C. The intensity and energy location of these features
are virtually identical for the spectra of the electric-arc-
produced nanotubes and graphite. This suggests a sim-
ilarity between the electronic structures of the materials
under investigation. The spectrum of catalytic tubes is
characterized by an increase in the relative intensity of
the short-wavelength line A. The A maximum in the
spectra of graphite materials corresponds to the π sys-
tem. The changes observed in the spectrum of catalytic
nanotubes can be explained in terms of structural
imperfections in the carbon network of the nanotube.
The carbon network of a nanotube can contain defects
in the form of adjacent five- and seven-membered rings
(pentagon–heptagon pairs). Partial hydrogenation or
the formation of covalent bonds between the layers of
multi-walled carbon nanotubes leads to the formation
of sp3-hybridized atoms in the carbon network of the
nanotube. The influence of these defects on the shape of
the CKα fluorescence spectra was analyzed in [8, 9]. In
the present work, we examined the electronic structure
of the (20, 0) nanotube with a periodic defect in the
form of a hexagonal hole.

The quantum-chemical calculation was performed
in the framework of the semiempirical tight-binding
methods [10]. The single-electron parameters were
chosen in such a manner that the width and relative
positions of the π and σ components of the x-ray emis-
sion spectrum of graphite [11] should be reproduced.
We calculated the following parameters: Es = –2.99,
Ep = 3.71, Vssσ = –4.0, Vspσ = 3.7, Vppσ = 4.5, and Vppπ =
–2.05. The interactions between the first nearest neigh-
bors were taken into account. Figure 1b displays two
002 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Experimental CKα fluorescence spectra of (1) graphite and (2) electric-arc-produced and (3) catalytic carbon nanotubes;
(b) structures of the defect-containing carbon nanotubes I and II with different defect densities; (c) calculated partial C 2p electron
densities of states in the valence band of a perfect (20, 0) nanotube and defect nanotube structures I and II: (1) π, (2) σ, and
(3) (π + σ) components; and (d) dispersion curves for a perfect zigzag (20, 0) nanotube and defect-containing nanotubes.

EF
considered structures with holes. In structure I, the unit
cell contains 136 atoms, including 24 twofold-coordi-
nated carbon atoms. In structure II, the number of two-
fold-coordinated carbon atoms in the unit cell is dou-
P

bled and the total number of carbon atoms involved in
the unit cell is 192. The electronic structure is calcu-
lated with respect to 21 k points in the one-dimensional
Brillouin zone.
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Figure 1c represents the C 2p electron densities cal-
culated for the occupied crystalline orbitals of a perfect
(20, 0) nanotube and two defect nanotube structures.
The C 2p electron density was constructed by summa-
tion of the squares of the coefficients for C 2p atomic
orbitals over all the atoms involved in the unit cell. The
π and σ components were obtained separately. The π
component is represented by the 2p orbitals directed
radially to the tube surface. The σ orbitals are directed
tangentially to the tube surface. It is seen that the den-
sity of states substantially changes upon the introduc-
tion of vacancies into the carbon network. The σ com-
ponent exhibits an additional high-energy maximum at
an energy of 2.5 eV due to the localization of the elec-
tron density on the dangling bonds of carbon atoms. An
insignificant decrease in the intensity of the π compo-
nent is associated with the decrease in the number of π
electrons in the system. If the interactions between the
vacancies are ignored, the intensity of the aforemen-
tioned high-energy maximum in the σ component can
be considered to be proportional to the number of dan-
gling bonds in the unit cell. However, it is evident that,
compared to structure I, the intensity of this maximum
for structure II increases by a factor of less than two,
even though the number of dangling bonds is doubled.
This ratio can be broken as the result of the interaction
between electrons of the twofold-coordinated carbon
atoms that form the boundaries of the neighboring
holes.

The results of calculations of the band structure are
represented in Fig. 1d. In the energy range 2.0–2.5 eV,
the band structure of the defect-containing nanotubes is
characterized by the crystalline orbitals with an insig-
nificant dispersion. The electron density of these orbit-
als is responsible for the high-energy maximum in the
σ component. The formation of holes in the nanotube
structure also leads to a change in the band gap due to
variations in the efficiency of the interatomic interac-
tions. According to our calculations, the band gap of the
perfect (20, 0) nanotube is equal to 0.39 eV; in this case,
the valence and conduction bands are doubly degener-
ate at the Γ point. In structures I and II, the band gaps
decrease to 0.36 and 0.18 eV, respectively. The valence
band top and the conduction band bottom in both defect
structures are not degenerate at the Γ point.

3. CONCLUSIONS

The above investigation demonstrated that the
observed increase in the short-wavelength maximum of
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
the x-ray fluorescence spectrum of the catalytic carbon
nanotubes can be caused by the imperfection of the car-
bon network. The intensity of maximum A in the exper-
imental spectrum of the catalytic nanotubes increases
by 50% compared to that of the electric-arc-produced
nanotubes. The corresponding increase in intensity of
the high-energy maximum in the theoretical spectrum
is observed when the content of atomic vacancies in the
carbon nanotube reaches ~15–20%. The calculation of
the band structure showed that the conductivity of
defect-containing nanotubes can be higher than that of
defect-free nanotubes.
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Abstract—The diamagnetic susceptibility and EPR signals of multi-walled carbon nanotubes produced at dif-
ferent helium pressures and rates of feed of the graphite anode are studied. It is found that a decrease in the
helium pressure and in the feed rate of the graphite anode leads to an increase in the diamagnetic susceptibility
and the g factor of the EPR signal associated with the carbon nanotubes. The investigation into the magnetic
properties within the framework of the band model of quasi-two-dimensional graphite demonstrates that an
increase in the diamagnetic susceptibility and in the g factor of the EPR signal is due to a decrease in the content
of layered defects in the carbon nanotubes. Analysis of the EPR spectra indicates that, in addition to carbon
nanotubes, the cathode deposit contains a considerable fraction of polyhedral nanoparticles at helium pressure
in a chamber below 200 Torr. A similar situation is observed for cathode deposits obtained at low feed rates of
the graphite anode. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Theoretical calculations [1] and experimental inves-
tigations [2–5] have shown that the electronic structure
and magnetic properties of multi-walled carbon nano-
tubes are sensitive to both the number of layers and the
content of layered defects and impurity atoms in nano-
tubes. It is evident that the content and type of defects
in multi-walled carbon nanotubes should be governed,
to a large extent, by the conditions of nanotube syn-
thesis.

Earlier [1, 4, 5], it was demonstrated that the tem-
perature dependences of the diamagnetic susceptibility
and EPR parameters for multi-walled carbon nanotubes
containing 15 layers and more can be adequately
described in the framework of the band model of quasi-
two-dimensional graphite [6, 7]. Moreover, this model
makes it possible to determine the type and content of
defects located in graphite layers of multi-walled car-
bon nanotubes.

In this work, we investigated the magnetic properties
of cathode deposits produced by the arc-discharge method
at different helium pressures (from 50 to 2000 Torr) and
different feed rates of the graphite anode (from 0.8 to
8 mm/min) at an electric-arc current of 65 A.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

For our measurements, the samples were chosen
from the central part of the cathode deposit. The dia-
1063-7834/02/4404- $22.00 © 20666
magnetic susceptibility was measured on an Oxford
Instruments system by the Faraday technique. The error
in measuring the susceptibility was no more than
10−8 emu/g. The EPR signal was measured on an E-109
Varian spectrometer operating at a frequency of
9.3 GHz. The error in determining the g factor was no
more than 10–4.

3. RESULTS AND DISCUSSION

The measurements demonstrated that the orientation-
ally averaged diamagnetic susceptibility of the cathode
deposit increases from 7.9 to 9.2 × 10–6 emu/g with a
decrease in the helium pressure from 2000 to 200 Torr.
The correlation between the diamagnetic susceptibility
of the cathode deposit and the helium pressure in the
deposition chamber is represented in the figure. Analy-
sis of the EPR spectra of the cathode deposits obtained
in the aforementioned pressure range showed that the
EPR spectrum consists of a singlet associated with
multi-walled carbon nanotubes for which the g factor
increases from 2.015 to 2.021 with a decrease in the
helium pressure. This behavior of the magnetic proper-
ties suggests that the content of layered defects in
multi-walled carbon nanotubes decreases with a
decrease in the helium pressure. The experimental tem-
perature dependences of the diamagnetic susceptibility
were analyzed theoretically for a number of samples in
the framework of the band model of quasi-two-dimen-
sional graphite. It was found that a decrease in the
002 MAIK “Nauka/Interperiodica”
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helium pressure from 2000 to 200 Torr leads to a
decrease in the content of linear defects from 6.1 to
2.8 × 1010 cm–2 (see figure). Examination of the EPR
spectra of the cathode deposits produced at a helium
pressure ranging from 50 to 150 Torr revealed that, in
addition to the EPR signal attributed to multi-walled
carbon nanotubes, the EPR spectrum exhibits an addi-
tional signal (g = 2.01) assigned to nanoparticles. As
the helium pressure decreases, the relative intensity of
the EPR signal from multi-walled carbon nanotubes
decreases, whereas the intensity of the signal associated
with nanoparticles increases. Consequently, the frac-
tion of particles in the cathode deposit should increase.
This inference was confirmed by high-resolution trans-
mission electron microscopy. It was shown that these
samples are characterized by a small amount of multi-
walled carbon nanotubes and a large amount of polyhe-
dral nanoparticles.

The influence of the feed rate of the graphite anode
on the structure and magnetic properties of the cathode
deposits was analyzed for samples prepared at a helium
pressure of 500 Torr.

A decrease in the feed rate of the graphite anode
leads to an increase in the diamagnetic susceptibility
and the g factor of the EPR signal from multi-walled

(1) Orientationally averaged diamagnetic susceptibility and
(2) the content of layered defects in multi-walled carbon
nanotubes produced at different helium pressures.
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carbon nanotubes due to a decrease in the content of
layered defects in the nanoparticles. A theoretical treat-
ment of the temperature dependences of the diamag-
netic susceptibility revealed that a decrease in the anode
feed rate from 8 to 0.8 mm/min brings about a decrease
in the defect content from 6 to 3 × 1010 cm–2. However,
the samples prepared at a feed rate of less than
2 mm/min are not homogeneous. In addition to the EPR
signal attributed to multi-walled carbon nanotubes, the
EPR spectra of these samples at low temperatures
(150 K) exhibit an EPR signal with a lower g value.
This is caused by the presence of another, more defec-
tive form of carbon. According to transmission electron
microscopy, these samples, apart from multi-walled
carbon nanotubes and polyhedral nanoparticles, con-
tain graphite particles and amorphous carbon.

4. CONCLUSION
The experimental results obtained in this work

allowed us to conclude that the magnetic properties of
multi-walled carbon nanotubes can be used to control
the synthesis of carbon nanotubes with specified prop-
erties.
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Abstract—Energy beams, such as ion and laser beams, were employed to convert carbon allotropes into other
ones at a specified position because these energy sources can be controlled precisely in time and space. The ion
beam deposition technique employing mass-separated ions proved effective in studying the nucleation process
by changing several growth parameters (ion species, incident energies, and substrate temperatures). Immersed
nanosized diamonds were found in an sp3-rich amorphous film prepared with 100-eV 12C+ ions at room tem-
perature. Surrounding these nanodiamonds, regularly arrayed small bumps, “petals,” were formed around the
periphery of bald circles upon cooling. Ar-ion laser illumination is effective in designing the array of high lumi-
nescent points on a C60 film by careful control of the laser power, and the combination of a micro-Raman spec-
trometer with a piezoscanning system provides one with a tool for 2-dimensional processing of photosensitive
materials. Simultaneous bombardment during C60 evaporation results in an interesting pattern formation spe-
cific to the simultaneous treatment. The dependence of the surface nanoscale pattern on the ion energy and the
substrate temperatures provides one with a new tool for designing nanoscale functional materials. As an
extreme, the appearance of hexagonal diamonds was detected with disordered carbon and graphite under the
condition of there being a high ratio between the Ne ion beam and the C60 thermal beam. © 2002 MAIK
“Nauka/Interperiodica”.
1 Carbon atoms condense in various kinds of chemi-
cally bonded forms, and they exhibit remarkably excel-
lent and characteristic properties dependent on bonding
nature; this has induced broad research and applica-
tions not only in materials science but also in other sci-
entific fields. Because of these potential applications,
much attention has been paid to how to convert carbon
allotropes into one another in a controlled manner. As
is well recognized, the role of catalytic materials is
important in the conversion of C60 into nanotubes
and/or diamond in a more moderate way. The coevapo-
ration of Ni with C60 at high temperatures results in a
self-organized structure through the competitive pro-
cess between the segregation of each component and
the possible chelate formation [1]. In this case, poly-
merization of C60 and graphitization were also
observed. Careful studies have been carried out to elu-
cidate the catalytic behavior depending on the cluster
size from the electronic and atomistic points of view
[2–4]. These chemical processes are attractive because
they are not significantly destructive and are energy-
efficient, but if one wants to intend the design of a mate-

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20668
rial to have a specified function, one must rely on other
physical processes, such as directional energy beams.

Careful beam tuning in the energy, energy density,
and beam size is also useful for changing the bonding
nature into another one at a specified area, and this will
become a special advantage in the design of materials
on a small scale. For example, in the supersaturated
mixture between transition metals and C60, they form a
uniform mixture or a layered structure without mixing
in the low temperature deposition. In this situation, C60

molecules will play the role of inert gas atoms, such as
Ar atoms, so as to keep Ni clusters separated, but, if the
mixture is exposed to intense electronic excitation of
energetic ions, C60 molecules can be converted into
amorphous carbon and the segregation of Ni atoms can
be facilitated [5]. The energy beams can be used not
only to break up but also to push a limited number of
atoms into another quasi-stable phase, which is charac-
teristic in the ion-beam-assisted deposition (IBAD)
technique [6–8]. As one of the extremes in IBAD tech-
niques, the ion-beam deposition (IBD) technique has
been employed to study the nucleation process of dia-
monds without the influence of sputtering [9], and it has
been shown that the ion species and the incident energy
002 MAIK “Nauka/Interperiodica”
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are the dominant parameters for amorphous carbon
films with higher sp3 bonding fractions [10].

In this report, attention will be focused on the
appearance of nanoscale topological features combined
with the dynamical conversion of C60 molecules into
other carbon allotropes as a function of the beam
energy, the substrate temperature, and the relative
amount of the ion beam to the C60 molecule beam. As
typical examples, the topographic features obtained in
IBD and laser processing experiments are illustrated for
comparison. The results obtained in this IBAD experi-
ment imply that if an additional parameter is intro-
duced, such as the incident beam direction, the design
of the materials will become more facilitated.

1. EXPERIMENTAL 

The IBD was performed by employing an accelera-
tor-decelerator system under ultra high vacuum with
12C+ ions incident to Si(111) and an Ir(100)/MgO(100)
single-crystalline substrate [11]. The typical ion beam
parameters are 50–200 eV in energy and around 1 µA
in beam current after removal of energetic neutral spe-
cies. The crystal quality of the Ir(100)/MgO(100) sub-
strate was improved after optimization of the substrate
temperature, and the x-ray diffraction analysis and
Rutherford Back Scattering (RBS)/channeling analysis
show the crystal perfection to be comparable to an Si
wafer [12].

The IBAD was made by developing a specially
designed chamber, as described in [13]. In this cham-
ber, three different sources (C60, Ne ions, and transition
metals) are available. When evaporating C60 molecules,
energetic Ne+ ions were introduced in the energy range
up to 5 keV. The Ne+ ion beam is obliquely incident at
60° relative to the surface normal, and the sputtering
effect should be considered if one uses ions with a high
Z element. The chamber can be evacuated up to 1.2 ×
10–6 Pa, and, in the IBAD experiment, the vacuum was
maintained at less than 5 × 10–5 Pa. The vapor pressure
of C60 was maintained constant by controlling the tem-
perature of a Knudsen cell at 370°C, and the simulta-
neously growing C60 film was bombarded with Ne+ ions
in the energy range from 0 to 5 keV. The total amount
of incident ions was counted by digitizing the incident
current on a target holder. The submicron sized struc-
ture after IBAD treatment was analyzed with two kinds
of micro-Raman spectrometers by using an Ar-ion laser
(Renishaw 2000 with several micron laser spots and a
Nanofinder from Tokyo Instruments with a submicron
size spot for the 514 nm line). The nanoscale surface
characterization was made with an atomic force micro-
scope (JSPM-4200). Optical absorption spectroscopy
in the visible and ultraviolet regions was used to assess
the optical band gap of the deposited films.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
2. RESULTS AND DISCUSSIONS

In the IBD experiment, one can realize a more
sophisticated condition for the nucleation study of dia-

mond, for example. The 12C  (x = 0–4) ions with dif-
ferent energies (50–200 eV) are incident on two kinds
of substrates (Si(111) and Ir(100)/MgO(100)) at differ-
ent temperatures (room temperature–700°C). In all
cases, the amorphous graphite films were formed with
the sp3 main features, but the highest sp3 fraction (80%)
was obtained under the following condition: 100-eV
12C+ ions at room temperature on either substrate. It is
surprising that the same simultaneous incident with
hydrogen atoms as in the experiment using 12C  is
effective for the high formation rate of sp3 bonding.
Figure 1 illustrates a set of photographs from IBD car-
bon films on Ir(100)/MgO(100) synthesized under the
highest sp3 fraction condition. Figure 1a is an optical
micrograph (scale, roughly 500 times); it was taken
when the film was heated to 400°C under a He flow. In
this photo, one can see many bright circles associated
with small dots, “flower patterns.” The main part of this
pattern was formed upon heating, but the regularly
arranged dots were found upon cooling. This phenom-
ena was not observed in the IBD films on Si(111) sub-
strates. The IBD films on Si are resistant to heating up
to 600°C, and, after 700°C, they started to change into
graphite, judging from the Raman analysis. On the con-
trary, the IBD films on Ir/MgO are not resistant to heat-
ing, and, after heating to 400°C, a part of the film starts
to be removed. However, the remaining part is of the sp3

nature. Each flower seems to be formed on crystal
imperfections of the substrate crystal with a small dot
at the center. Similar flower patterns were also observed
on Ir(110)/MgO(110) with (110) symmetry. Figure 1b
illustrates the atomic force microscope (AFM) analysis
performed on a singe flower among many flower pat-
terns in the same film. The regularly arranged dots
around flowers can be observed clearly, and elemental
analysis performed on this indicates that the dots are a
kind of blister with a small loss of the carbon compo-
nent. From the above-decribed information, it is rea-
sonable to conclude that regularly arranged dots with a
fractal nature are formed through the deformation
instability when there is a fast temperature change in
the cooling process. The nanodot at the center (roughly
300 nm in diameter) is also interesting, and micro-
Raman analysis with a submicron laser spot was per-
formed. The study gives us clear evidence of having
found immersed nanodiamonds in the dominant sp3

amorphous carbon film.
The illumination of C60 films on Si with an Ar ion

laser resulted in interesting features (not shown for sim-
plicity). By careful tuning of the energy density, it has
become possible to prepare high luminescent points of
submicron size through the polymerization of C60 films.
The array of the high luminescent points can be
designed easily by using a micro-Raman spectrometer
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Fig. 1. Surface characterization of sp3-rich DLC on IR(100)/MgO(100) heated at 700°C under flowing He gas. (a) Optical micro-
graph (×500). Many “flower” patterns can be seen. (b) AFM image of a flower pattern with a nanodiamond at the center. Regularly
arranged small “petals” are formed through the instability in the fast stress-relaxation process.
combined with the AFM stage. Illumination with high
energy density or with longer exposure simply induces
graphitization. Further studies are scheduled to illus-
trate polymerization by changing the wavelength of the
lasers.

In relation to the carbon allotrope conversion, strong
attention was paid to the competitive process between
C60 evaporation and ion bombardment (IBAD). The
main parameters in the IBAD experiment are the Ne+

ion energies (0–5 keV), the substrate temperatures
(room temperature 800°C), and the relative ratio
between the Ne+ ion beam intensity and the C60 molec-
ular beam intensity. The Ne+ ion energy increase
improved the quality of the C60 film on Si(111) in the
sense of its Raman spectrum in the low energy region
up to 500 eV, but, in the medium energy region from
600 to 1000 eV, amorphous carbon films with an asym-
P

metric feature in their Raman spectra were formed. In
the high energy region from 1600 to 4800 eV, clear
graphitization was detected with a more efficient depo-
sition rate of carbon atoms in comparison with the dep-
osition in the medium temperature region. The corre-
sponding analysis of the surface morphology and the
optical band gap was carried out by employing AFM
observation and optical absorption measurement,
respectively. The surface analysis revealed a moundlike
structure in the broad energy range from 1000 to
5000 eV, but the details are different (not shown for
simplicity). The diameter and the height in the mound-
like structure are larger for the high-energy treated
films, and, from the correlation analysis, the change in
diameter seems to be nonlinear as a function of the Ne+

ion energy. The optical band gap evaluated shows the
maximum around 1600 eV in this study (around
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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Fig. 2. AFM characterization of carbon films as a function of the deposition temperature. 200°C (top left), 400°C (top right), 550°C
(bottom left) and 700°C (bottom right). The Ne+ ion energy is fixed at 1.5 keV.
1.7 eV), and, in the higher energy region, it goes down
to the value corresponding to graphite. In the next, the
temperature dependent topological features were ana-
lyzed with AFM in the temperature range from 200 to
700°C. Figure 2 is a set of AFM images from IBAD
films prepared at different temperatures. In the low
temperature region, one can recognize a moundlike
structure on a scale of a few tens of nanometers, the
same as in the ion energy dependence study, and, in
coming close to 550°C, a transition feature with a
vague image is observed. A further increase in the sub-
strate temperature to 700°C induces a dramatic change
into the ripplelike structure. This arrangement of rip-
ples is correlated to the step structure in the Si substrate
after heat treatment. In the IBD experiment with a
lesser ion beam intensity, the self-organized dot array
of SiC observed along the single step of a Si substrate
was observed in the same temperature range, but, in the
present case, the resultant intensity of the carbon source
after breakage of the C60 molecules is dominant. The
present result, with additional Raman analysis, shows
us that high-temperature deposition induces a graphite
ripple structure of a periodic nature. This feature can be
used in material design employing the self-organization
process.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
Further study was made by changing the relative
intensity between the Ne+ ion beam and the C60 molec-
ular beam. The decrease in relative intensity resulted in
the graphitic feature in the Raman spectrum, but, in the
other case, there appeared Raman lines relating to hex-
agonal diamonds with a rippled surface structure. Fig-
ure 3 shows the typical Raman spectrum found in the
sample prepared with a high ratio of the Ne+ beam
intensity and C60 beam intensity (1.5 keV Ne+, 700°C).
Different from the previous samples described above,
the Raman lines are sharp and one can easily recognize
the coexistence of hexagonal diamonds and disordered
carbon and graphite. The Raman lines at 1157, 1199,
and 1326 cm–1 can be attributed to hexagonal diamonds
[14–17]; the others at 1584 and 1604 cm–1, to disor-
dered carbon and graphite, respectively. The x-ray dif-
fraction analysis mainly manifests the features of hex-
agonal diamond with 2H-, 8H-, 12H-, and 20H-poly-
types. The size of the hexagonal diamonds is estimated
to be on the order of 30 nm based on the x-ray diffrac-
tion line. Under the present conditions of the ion beam,
a great deal of thermal and displacement spikes can be
created along the ion trajectories. Rapid quenching of
these spikes on the growing surface results in preferen-
tial damage of the graphite because diamond is more
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Fig. 3. Raman spectrum in a carbon film prepared with a high ratio between the Ne+ ion beam and the C60 molecular beam (1.5 keV

Ne+, 700°C). 
resistant to displacement than graphite. However, this
effect is strongly dependent on the substrate tempera-
ture. Only in an intermediate temperature range is the
probability of relaxation into a diamond site sufficiently
large. Otherwise, graphite again becomes the stable
phase. In the present work, the temperature dependence
of nanocrystalline diamond growth is in good agree-
ment with this argument. Our experiment clearly dem-
onstrates that a substrate temperature as high as 700°C
is necessary to form hexagonal diamond. It is said that
the irradiation-induced effect produces hexagonal dia-
monds more easily than the cubic ones due to the simi-
lar effect of “shock compression.”

3. SUMMARY AND CONCLUSIONS

The systematic IBD experiment revealed nanodia-
monds to be immersed in dominant sp3 amorphous car-
bon films. C and Ir are immiscible, but the C-implanta-
tion together with the introduction of a defect can favor
the supersaturated carbon atoms in the subsurface
region. Heat treatment can aid further growth from the
nucleated embryos. It would be interesting to control
the nucleation sites with the help of the ion-beam tech-
nique as a further study.

The array of high luminescent points is realized
through proper treatment of the C60 film with an Ar-ion
laser. The present observation can be closely related to
P

the polymerization of the C60 film, and further study by
changing the wavelength of the illuminating laser is
required to clarity the details.

In the IBAD experiment, systematic studies per-
formed by changing the ion energies and substrate tem-
peratures provide us with interesting features of nano-
pattern formation. The patterns observed can be formed
through the dynamical process between the sputtering
and deposition. In deposition with an intense Ne+ ion
current, hexagonal diamonds of nanosize were pre-
pared from a C60 vapor with simultaneous bombard-
ment of 1.5 keV Ne+ ions at the proper temperature of
700°C. The Raman features are consistent with the
Raman modes predicted from calculations or experi-
mental observation. It is also found that graphite coex-
ists in the sample. Due to the ion-sputtering effect, the
surface of the film exhibits regular periodic ripple pat-
terns.
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Abstract—The effect of spontaneous nanotube doping by substrate atoms was discovered using acoustic res-
onator microwave spectroscopy. The acoustoelectric effect involving surface acoustic waves was observed in
nanotube films. The possibility of using nanotube films for efficient acoustic-wave excitation in solids by elec-
trostriction was analyzed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The discovery of carbon nanotubes and of new effi-
cient methods of their preparation has stimulated con-
siderable interest in new materials [1]. In our preceding
paper [2], resonator acoustic microwave spectroscopy
[3] was used to find the density, sound velocity, and
acoustic-wave damping coefficient in carbon nanotube
films. It was revealed that the sound velocity varies
strongly with time, and an explanation of this observa-
tion was attempted in terms of the heretofore unknown
effect of spontaneous nanotube doping by atoms of the
substances making up the substrate. Additional atoms
can decrease the density of a nanotube film and change
its elasticity. This paper presents additional arguments
for this nature of the effect. In addition, this paper
reports the preliminary results of our investigation into
acoustoelectronic effects involving surface acoustic
waves (SAW) in layered structures containing carbon
nanotube films.

The experimental studies were conducted on nano-
tubes prepared by a novel technique, electron beam
evaporation of pure graphite in vacuum [4]. In experi-
ments with composite resonators, carbon films were
deposited on the surface of YAG or quartz plates. The
films used in the SAW experiments were prepared on
the YZ-cut surface of lithium niobate (LiNbO3). It is
known that the electrostriction effect can be employed
to advantage in exciting acoustic waves in nonpiezo-
electrics by applying a dc electric field to a crystal
medium [5, 6], with the wave generation effect being
proportional to the dc field strength. If an electrode is
made of a thin nanotube film, very strong electric fields
can be readily excited near the tops of the nanotubes
because of the very small diameters of the spheres mak-
ing up the tube tops. Thus, one can reach a strong
1063-7834/02/4404- $22.00 © 20674
increase in the efficiency of excitation and of detection
of acoustic waves due to the electrostriction effect.

2. STUDY OF THE SELF-DOPING EFFECT

The effect of spontaneous doping was studied by
resonator microwave spectroscopy, IR spectroscopy,
mass spectrometry, and tunneling electron microscopy.
In the first case, a composite microwave resonator of
volume acoustic waves was constructed. It consisted of
a YAG plate and a zinc oxide film (with platinum elec-
trodes), which was deposited on one of the YAG sur-
faces. A carbon film to be studied was deposited on the
other side of the plate. The structure represented a mul-
tifrequency microwave resonator with resonance peaks
lying in the 1.5–2 GHz interval. The distances between
the peaks and their widths were measured before and
after the carbon film deposition. These measurements
yielded 2.05 ± 0.05 g/cm3 for the density of the film
material (for graphite, this value is close to 2.2 g/cm3).
The measured velocity of sound was 2 × 106 cm/s,
which corresponds to the elastic modulus c33 of the
order of 1 TPa and is consistent with calculations [1].
However, two weeks thereafter, the velocity measured
on the same film was found to be 8 × 105 cm/s. It was
conjectured that the acoustic properties of the films
change because of their being spontaneously doped by
atoms of the substrate material. By penetrating inside
the tubes or into the space between them, the excess
atoms would considerably affect the effective elasticity
and density of the film.

To check this conjecture, we studied the variation of
the chemical composition of the nanotube films with
time. The chemical composition of the nanotube films
on YAG was studied by IR spectroscopy and secondary-
002 MAIK “Nauka/Interperiodica”
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ion mass spectrometry. It was established that the IR
spectrum of a nanotube film stored for two weeks in air
at room temperature exhibits bands characteristic of
YAG (Fig. 1a). The mass-spectrometric investigation of
the depth profile of film composition showed that nan-
otube films do indeed absorb aluminum and yttrium
atoms from the substrate and that the concentration of
these atoms reaches a maximum near the ends of the
tubes (Fig. 1b).

We also started SAW studies of the acoustoelec-
tronic properties of carbon nanotube films. The nano-
tube carbon films were deposited between interdigi-
tated transducers, and the acoustoelectric effect was
measured. The acoustoelectric voltage was measured
across the indium Ohmic contacts. This voltage, in
accordance with the Weinreich relation, was propor-
tional to the acoustic wave power. It turned out, how-
ever, that the magnitude of the voltage and its sign
depend considerably on time and that this dependence
has a random nature. The data obtained in this study are
preliminary.

3. APPLICATION OF NANOTUBE FILMS
TO THE EXCITATION OF VOLUME

ACOUSTIC WAVES

The electrostriction effect inherent in all dielectrics
can be used to excite acoustic waves. In this case, it can
be associated with the induced piezoelectric effect,
which is proportional to the dc bias field by the relation

(1)

Here, χijkl are the components of the electrostriction
constant tensor and El is the dc bias field.

As already mentioned, extremely strong electric
fields can be generated in the immediate vicinity of the
tops of carbon nanotubes because of their small diame-
ter. This makes it possible to increase the efficiency of
electroacoustic capacitor transducers based on the elec-
trostriction effect. We estimated the electric field near
the nanotube top by solving the Laplace equation for
the electric potential, with the tube considered to be one
half of a conducting ellipsoid. Next, we calculated the
electric field generated by bundles of nanotubes, which
were treated subsequently as elementary spherical radi-
ators. The acoustic field generated by an array of such
radiators was calculated in the D/λ @ 1 limit (D is the
transducer diameter).

The excitation of acoustic waves by a nanotube
array can be described using the effective piezoelectric
modulus:

(2)

Here, χ is the electrostriction constant, a is the effective
radiator diameter, nxny is the number of radiators per
unit area, and γ is the field enhancement factor due to
the smallness of the radiator diameter.

eijk χ ijklEl.=

β̃ 2πa2χnxnyγ
2E0.=
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
Note that the quantity  in Eq. (2) is proportional to
γ2. Therefore, one also takes into account the increase
in the effective piezoelectric modulus due to the ac
electric field near the dielectric surface being enhanced
by the smallness of the radiator diameter.

Estimates show that, for nx = ny = 106, γ = 33, a =
5 nm, and D = 7 mm, the effective electromechanical
coupling coefficient for YAG plates is about 10% for
fields on the order of 100 V/cm. Reaching such high
electromechanical coupling constants with conven-
tional metallic electrodes would require fields 104–
105 times higher.

Thus, we have shown that the variation of the acous-
tic properties of nanotube carbon films with time may
be associated with spontaneous nanotube doping by
atoms of the substrate material.

It has also been shown that strong dc and ac electric
fields created near the tops of the nanotubes because of
their small diameter can be used for efficient generation
of acoustic waves.
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Fig. 1. (a) IR reflectance spectra of nanotube carbon films
after two weeks of storage and (b) the depth profile of alu-
minum and yttrium in the film.
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Abstract—Graphite stripes on a stepped Ni(771) substrate were grown in situ by cracking propylene followed
by annealing at optimal temperatures between 450 and 590°C. The samples were studied by means of C 1s and
Ni 3p core-level photoemission and high resolution electron energy loss spectroscopy. The C 1s spectra reveal
a dominant graphite-like character. The phonon spectra measured in the direction parallel and perpendicular to
the steps display certain differences, which can be explained on the basis of size-limited effects. © 2002 MAIK
“Nauka/Interperiodica”.
1 In the recent past, a large number of experimental
studies related to the quantization of electronic states in
low-dimensional structures in the direction perpendic-
ular to the surface have been published (see, for
instance, [1–4]). On the other hand, much less attention
has been paid to the search for and study of systems
where size-limited effects can be observed in the direc-
tion parallel to the surfaces. The latter can likely be
explained by the difficulties involved in the formation
of this kind of system. One of the possibilities of pre-
paring them is through in situ deposition of the investi-
gated materials onto stepped surfaces of monocrystals
of various metals. In this way, stripes of deposited sub-
stances with well-defined thicknesses and widths may
be grown on top of the terrace surfaces.

The present work is devoted to analyzing the condi-
tions for synthesis of graphite stripes formed by the
cracking of carbon-containing gases on top of vicinal
Ni(771) surfaces. The in situ grown samples were stud-
ied by means of C 1s and Ni 3p core-level photoemis-
sion (PE) and high resolution electron energy loss spec-
troscopy (HREELS) of phonon excitations measured in
directions parallel and perpendicular to the steps at the
Ni(771) substrate. It was found that such a system is
characterized by graphite stripes with (i) monolayer
thicknesses (monolayer graphite stripes, MGS), since
the cracking is terminated when the whole Ni(771) sub-
strate is covered by C atoms [5–9], and (ii) fixed width
defined by the regularly stepped character of Ni(771).

1 This article was submitted by the authors in English.
1063-7834/02/4404- $22.00 © 20677
1. EXPERIMENTAL DETAILS

C 1s and Ni 3p core-level PE and HREELS spectra
were taken for different annealing temperatures (Tann)
beginning from Tann lower than the cracking tempera-
ture up to the temperatures at which the destruction of
the graphite stripes is observed. The core-level PE spec-
tra were measured for the normal emission geometry
using an x-ray source with AlKα radiation (hν =
1486.6 eV) and a CLAM-II analyzer. The HREELS
experiments were conducted in a setup equipped with a
127° deflector at a primary electron energy (Ep) of
17.5 eV. The electron incident angles were set to 60° and
75° relative to the normal to the vicinal Ni(771) terraces
with (110) orientation and a width of about 12.3 Å [10,
11]. The detection angle was varied from 0° to 65° rel-
ative to the direction of the elastically reflected peak.

The Ni(771) substrate was preliminary cleaned by
repeated cycles of Ar sputtering, treatment in oxygen
and hydrogen atmospheres, and thermal annealing at
700°C until a sharp low energy electron diffraction
(LEED) pattern characteristic of vicinal Ni(771) sur-
faces was obtained [10, 11]. Similar to the monolayer
graphite (MG)/Ni(111) system [8, 9], the graphite over-
layer (i.e., graphite monolayer stripes) was formed by a
5-min cracking of propylene(C3H6) at a sample temper-
ature of about 500°C and a pressure of 1 × 10–6 mbar.
In the course of the measurements, the samples were
annealed at different temperatures, from 400 and
700°C. The base pressure in the CLAM and HREELS
spectrometers during experiments was better than 2 ×
10–10 mbar.
002 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL RESULTS AND DISCUSSION

A series of C 1s core-level PE spectra measured
under normal emission for systems prepared by the
cracking of propylene and following annealings at tem-
peratures between 450 and 650°C is shown in Fig. 1a.
For comparison, a C 1s spectrum of natural monocrys-
talline graphite is also presented in the bottom of the
figure. The spectra taken after annealing between 450 <
Tann < 575°C are characterized by a single pronounced
peak at a binding energy (BE) of about 284.9 eV
(marked C (1) in the figure), which is very close to the
C 1s BE (284.5 eV, dotted line) characteristic of
monocrystalline graphite. Similar C 1s spectra were
obtained for the monolayer of graphite on top of
Ni(111) [6] or for the graphite monolayer on the (111)
surface of La-carbide [12], where the above small core-
level energy shift was related to the bonding between the
MG and the substrates. Obviously, an analogous situa-
tion occurs in the case of graphite coverage on Ni(771),
where the interaction of the graphite layer (i.e., graphite
monolayer stripes) with the Ni substrate is confirmed by
an energy shift of the graphite-derived phonon modes,
as obtained in the HREELS experiment.

With an increase in the annealing temperature, the
intensity of the C 1s peak decreases. Simultaneously, a
P

new feature appears at a BE of about 283.4 eV (marked
C (2) in the figure), which is very close to the values typ-
ical of carbides of d metals and rare earths [12, 13].
LEED patterns at these annealing temperatures reveal a
(4 × 1) overstructure which is usually ascribed to the
formation of carbide-like constructions on the surface
of Ni(771) [10, 11]. Corresponding changes in the
intensities of the above-discussed C-derived features
(C 1s(1) and C 1s(2)) and of the Ni 3p core-level signal
upon an increase in Tann are shown in Fig. 1b. From an
analysis of the presented data, we can conclude that,
after annealing at temperatures above 600–620°C, the
graphite overlayer is almost completely destroyed and
a part of it is transformed into a carbide-like surface
compound. The observed slight increase in the intensity
of the Ni 3p signal supports the above conclusion: at
Tann > 620°C, the Ni atoms are no longer covered uni-
formly by the graphite layer.

Similar conclusions can be derived from an analysis
of the intensities of the elastically reflected electron
beam and the energy-loss peak ascribed to the longitu-
dinal optical (LO) graphite-originating phonon mode
measured by HREELS. The corresponding data for dif-
ferent annealing temperatures, which are strongly influ-
enced by the degree of ordering of the graphite-derived
280
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surface and the presence of C atoms in the graphite
phase at the surface, are presented in Fig. 2a. As was
already shown in the PE measurements, after increas-
ing the annealing temperature to above 600–620°C, the
graphite-derived features become suppressed also in
the HREELS experiment. The LO graphite mode van-
ishes from the spectra, and all other graphite-derived
energy-loss features decrease sharply. At the same time,
a decrease in the signal of the elastically reflected peak
is observed. The maximum intensity of the reflected
beam and graphite-derived phonon modes (only results
for the LO mode are shown in the figure) are reached in
the range 475 < Tann < 590°C, which demonstrates the
formation of mostly ordered structures at these anneal-
ing temperatures.

Intensities of the reflected peak measured at differ-
ent polar angles relative to the elastic peak direction in
the directions parallel and perpendicular to the Ni(771)
steps are shown in Fig. 2b. The results are plotted as
functions of the parallel momentum transfer, q||. For the
measurements in the direction parallel to the steps, a
monotonic decrease in the intensity of the reflected
peak is monitored in the whole region of the presented
values of the momentum transfer. In contrast to that, in
the direction perpendicular to the steps, a rather sharp
peak is observed at a polar angle corresponding to q|| ≈
0.52 Å–1 in the scattering geometry used in this experi-
ment. Assuming a diffraction origin of this peak, we
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
can find the value of the corresponding period in real
space to be equal to 12.1 Å, which is very close to the
width of terraces periodically arranged on the stepped
Ni(771). Hence, the presented HREELS results provide
convincing evidence that the grown graphite overlayer
on Ni(771) forms stripes of a certain fixed width
located on top of vicinal terraces.

Dispersion of the graphite-derived phonon modes in
the MGS/Ni(771) system after annealing between 530
and 590°C, which were measured in the directions par-
allel (open symbols) and perpendicular (solid symbols)
to the steps, are presented in Fig. 3. Corresponding
angle-resolved phonon spectra can be found in [14].
Crosses in Fig. 3 denote features characterized by a
weak signal-to-noise ratio in spectra measured in the
direction perpendicular to the steps. Solid lines corre-
spond to the averaged data for phonon modes measured
in the direction parallel to the steps. The measured
phonon spectra and the corresponding phonon disper-
sions in the direction parallel to the steps are very sim-
ilar to those observed for natural monocrystalline
graphite [15] and the graphite monolayer on top of
Ni(111) [5, 8, 9]. As for the MG/Ni(111) structure, the
corresponding phonon modes in the MGS/Ni(771) sys-
tem are shifted toward the region of lower energy
losses, as compared to their positions in monocrystal-
line graphite due to interaction with the Ni substrate [5,
8, 9].
2
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In the case of measurements in the direction perpen-
dicular to the steps, the phonon spectra are character-
ized by a number of additional features. These features
are mainly observed for large values of the parallel
momentum transfer and are situated in the energy-loss
regions of about 90 and 200 meV. On the basis of the
data presented in Fig. 3, we attempted to interpret these
features using a series of unmodified graphite-derived
phonon modes measured in the direction parallel to the
steps and shifted relative to the initial ones by values of
q|| as a multiple of 0.52 Å–1. These curves are shown by
dotted lines in Fig. 3. Analyzing the presented data, one
can conclude that, in first approximation, almost all
additional features can be assigned to these dotted
curves.

The observed differences in the phonon dispersions
in the directions perpendicular and parallel to the steps
reveal certain size-limited effects in the system graphite
stripes on Ni(771). Detailed analysis of the nature of
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Fig. 3. Dispersions of graphite-derived phonon modes in the
directions parallel (open symbols) and perpendicular (solid
symbols) to the steps for the MGS/Ni(771) system after
annealing at temperatures between 530 and 590°C. Dotted
lines denote dispersion curves shifted by a q||-value multiple

of 0.52 Å–1 relative to the original ones characteristic of the
directions parallel to steps (solid lines). 
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these phenomena will be given in a forthcoming publi-
cation [16].

In summary, graphite stripes on the Ni(771) sub-
strate were grown by the cracking of propylene fol-
lowed by annealing at optimal temperatures in the
range between 450 and 590°C. The C 1s spectra in this
temperature region reveal a dominant graphite-like
character. The binding energy of the C 1s peak is
shifted, however, relative to its position in bulk mono-
crystalline graphite due to the interaction of graphite
stripes with the Ni substrate. The elastically reflected
beam in the HREELS experiment has a maximum
intensity for these annealing temperatures, which testi-
fies to the formation of a mostly structurally ordered
system. The phonon spectra measured in the direction
parallel and perpendicular to the Ni(771) steps reveal
certain differences, which can be explained on the basis
of size-limited effects.
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Abstract—Noble metals were intercalated under a graphite monolayer formed on the (111) nickel single-crys-
tal surface. The valence-band electronic structure of the systems thus obtained was studied by angle-resolved
photoelectron spectroscopy. Intercalation of noble metals was shown to weaken carbon bonding to the sub-
strate. © 2002 MAIK “Nauka/Interperiodica”.
Hexagons constructed of carbon atoms are building
blocks of a large variety of molecules and solids.
Graphite and a large class of fullerenes are typical
examples of such compounds. The properties of these
hexagons largely determine the characteristics of the
compounds based on them and, thus, are of consider-
able interest.

Experimental isolation and analysis of one such cell
meets with difficulties, and experiments on preparation
of a graphite monolayer (GM) on the surface of transi-
tion metals may be considered the first step in this
direction. In this case, we deal already with a single,
more or less ordered graphite layer located on a metal
substrate. The Ni(111) face may serve as such a sub-
strate. The lattice misfit between this face and the
graphene cell is less than 2% [1]. In these conditions,
one succeeds in forming a monolayer with preferen-
tially oriented graphite hexagons. Nevertheless, the
GM obtained in this way was shown [2] to be strongly
effected by the substrate. In this work, we consider
intercalation as a means of reducing this effect to a min-
imum and, thus, of obtaining a system which, while
being practically isolated from the influence of the sub-
strate, would nonetheless exhibit electronic properties
characteristic of graphite.

In this work, the GM bonding to the substrate was
studied by angle-resolved photoelectron spectroscopy
(ARPES). We analyzed the energy position of the π
states responsible for the interaction along the surface
normal. In addition to a high surface sensitivity, ARPES
possesses the advantage of being close to the only
experimental technique capable of providing informa-
tion on specific points in the Brillouin zone, i.e., of
obtaining energy band dispersion. Angle-resolved pho-
toelectron (PE) spectra were measured with a commer-
cial ADES-4000 photoelectron spectrometer (VG Sci-
entific). The He-I and He-II resonance lines (photon
energies of 21.2 and 40.8 eV, respectively) were used
for excitation. The probing depth reached with these
1063-7834/02/4404- $22.00 © 20681
photons was about 10 and 5 Å, respectively. This means
that the PE spectra obtained corresponded to the elec-
tronic states of a thin surface layer formed by the GM
and the uppermost substrate atomic layer.

The GM was formed on the Ni(111) surface by pro-
pylene (C3H6) cracking at a substrate temperature of
500°C and a gas pressure of 1 × 10–6 Torr for 5 min,
which corresponds to an exposure of 300 L. A similar
technology of GM preparation on Ni(111) was
employed in [3]. Thermally activated dissociation of
propylene molecules produces a continuous graphite
coating, which, as pointed out in [2], substantially
reduces the surface reactivity and, thus, precludes the
formation of subsequent layers. The quality of the crys-
tal structure of the graphite film was checked by low-
energy electron diffraction (LEED). Noble metals were
deposited from helical W sources bearing a weight of
the metal [4]. The amount of material adsorbed was
monitored on a quartz balance.

The absence of shifts of the graphite-like states in
the PE spectra measured immediately after the adsor-
bate deposition implies that noble metal atoms on the
GM/Ni(111) surface virtually do not affect the GM–
substrate interaction. Further heating of the system
resulted in a shift of the GM π states, which we associ-
ate with the onset of thermally activated intercalation.

By measuring the PE response at different electron
emergence angles relative to the principal symmetry
directions, which were chosen based on LEED data, we
obtained a set of spectra for use in constructing disper-
sion relations for the main valence-band states. We
were primarily interested in the π states, whose energy
shift was considered to be a measure of the variation of
the GM binding to the substrate.

The figure presents dispersion of the π states of the
GM/Ag/Ni(111) system in the Γ–M direction of the
surface Brillouin zone. Also shown for comparison are
similar relations for the GM/Ni(111) system and sin-
002 MAIK “Nauka/Interperiodica”
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gle-crystal graphite [5]. We readily see that the branch
of π states of the GM/Ag/Ni(111) system is shifted, rel-
ative to that of GM/Ni(111), toward the Fermi level into
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Dispersion of the graphite π states in the Γ–M direction of
the surface Brillouin zone for (1) bulk graphite, (2) the
graphite monolayer on Ni(111), and (3) the
GM/Ag/Ni(111) system. The vertical lines bound the Γ–M
region. The starting angular response of the PE spectra was
obtained when working with a helium lamp in the standard
He-II regime, which corresponds to the photon energy hν =
40.8 eV. Plotted along the horizontal axis is the wave-vector
component k|| in the direction parallel to the sample surface.
P

the region characteristic of single-crystal graphite,
whose interlayer coupling is known to be due to weak
van der Waals interaction. We believe that the observed
shift toward the bound energies characteristic of single-
crystal graphite, which is about 1 eV at the Γ point,
results from the intercalation of silver atoms. Incorpo-
ration of silver atoms inhibits the hybrid π–d bonds
and, as a consequence, weakens the coupling between
the graphite layer and the substrate.

A similar situation occurs when atoms of other
noble atoms (Au, Cu) are used as intercalates, with the
effect being even more pronounced. In particular, cop-
per intercalation also shifts the energies of the π states
to values characteristic of single-crystal graphite.
Moreover, the bond energy in the vicinity of point M
reaches a level which is only slightly lower than that
observed in bulk graphite. Thus, intercalation of the
GM/Ni(111) system by noble metals produces a graph-
ite layer whose properties reproduce, in the limiting
case, those of a substrate-free GM.
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Abstract—It was found using potential-sensitive probes that the water-soluble amino-acid derivatives of
fullerene C60, such as C60–Pro, C60–ε aminocapronic acid, and C60–Arg, possess a pronounced membranotropic
activity. The first two cause concentration-dependent dissipation of the membrane potential (∆ψ) of the sym-
biosomes of the nodules of the yellow lupine generated in the presence of ATP and Mg2+ ions. In contrast to the
first two derivatives, C60–Arg, which carries a strong positive charge at the physiological pH, has no effect on
the dissipation of ∆ψ in this model. On the contrary, this derivative caused a noticeable dissipation of the K+

diffusion potential (“minus” inside) generated on the membrane of human erythrocytes with the help of the K+

ionophore of valinomycin. The regularities obtained indicate that the derivatives of C60 are transported across
biological membranes as lipophil ions, thus causing depolarization of the membranes. © 2002 MAIK
“Nauka/Interperiodica”.
At present, an explosive development is observed in
the physics and chemistry of carbon clusters such as
fullerenes and carbon nanotubes, which is due to the
perspectives on their application in nanotechnology
and microelectronics. The investigations in the biology
of fullerenes are only in the incipient stage; no regions
of efficient application have yet to be found in this field,
but exploratory studies are in progress in many coun-
tries. To date, a number of biological effects have been
detected in water-soluble derivatives of C60. Investiga-
tions of pharmacokinetics show that they possess a very
low toxicity and can be removed from an organism at an
acceptable rate. Some of them were proved to possess
chemotactic and antioxidant properties and exhibit
antiviral activity; in particular, they inhibit protease of
AIDS by building into the active center of a ferment.
Being irradiated in the presence of oxygen, fullerene
compounds are capable of break down DNA chains,
causing a cytotoxic effect on tumor cells. Fullerene
derivatives containing a central metallic atom inside the
molecule are considered to be very promising, espe-
cially in radiotherapy. They are more stable than the
chelate complexes that are used at present. Note that the
fullerene itself possesses neither cytotoxicity nor geno-
toxicity.

The possible application of fullerene derivatives in
biology and medicine requires that they be transported
to cell targets. In this connection, a very important part
is played by the membranotropic properties of these
compounds, namely, their ability to penetrate across
biological membranes. There exists information con-
1063-7834/02/4404- $22.00 © 200683
cerning this problem [1, 2], but in essence, these prop-
erties of fullerenes have been studied insufficiently.

In this work, which was performed on preparations
of nitrogen-fixing units isolated from root nodules of
yellow lupine [3] and on human erythrocytes, we inves-
tigated the membranotropic properties of three amino-
acid derivatives of fullerene, namely, C60–Asp, C60–
Pro, and C60–Arg. These derivatives were synthesized
using the previously published method [4]. They pos-
sessed a relatively high solubility in aqueous solutions
and biological activity [5, 6]. Taking into account the
magnitude of pKa of the proton-acceptor groups of
amino-acid residuals in these conjugates, it is quite
unlikely that the first two compounds are anions in the
range of physiological values of pH, whereas C60–Arg,
on the contrary, carries a positive charge. The above-
mentioned isolated nitrogen-fixing units known as
symbiosomes were used in this work for studying
membranotropic properties, since they are capable of
generating a membrane potential ∆ψ (“plus” on the
inner surface of the membrane) on their outer, so-called
peribacteroid, membrane (PBM) in the presence of ATP
and Mg2+ ions in the incubation mixture owing to the
functioning of the electrogenic H+–ATPase in this
membrane [3]. The kinetics of the MgATP-dependent
generation of ∆ψ on the PBM of symbiosomes regis-
tered with a potential-sensitive probe such as oxonol VI
[7] is shown in Fig. 1b, curve 1. It can be seen that after
the stationary level of ∆ψ on the PBM is achieved, an
addition of C60–Asp to symbiosomes initiates a rela-
02 MAIK “Nauka/Interperiodica”
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(b)
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C60–Arg

K2SO4

∆F/F = 0.13

∆A590–610 = 0.09

∆A492–540 = 0.126
∆A492–540 = 0.09

Fig. 1. (a) Curve 1: Kinetics of the MgATP-dependent generation of the membrane potential on the PBM of symbiosomes of yellow
lupine and the dissipation of this potential in the presence of C60–Asp. The symbiosomes were incubated in a medium containing
0.4 M of sorbite, 20 mM of HEPES-BTP (pH 7.0), 1 mM of ATP, and 1 µM of oxonol VI. The arrows indicate the time instants at
which MgSO4 (3 mM), C60–Asp (130 µM), and KNO3 (20 mM) were added. Curve 2: Kinetics of the MgATP-dependent acidifi-
cation of the peribacteroid space of symbiosomes that was initiated by the addition of 50 µM of C60–Asp to them. The incubation
medium had the same composition as in the case of curve 1 but contained 3 mM of MgSO4 and 12 µM of acridine orange instead
of ATP and oxonol VI, respectively. The arrows indicate the time instants at which ATP (1 mM), C60–Asp (50 µM), sodium vanadate
(200 µM), and (NH4)2SO4 (5 mM) were added. Curve 3: Kinetics of the Mg–ATP-dependent acidification of the peribacteroid space
of the symbiosomes in the same medium but in the presence of 1 µM of valinomycin. The arrows indicate the time instants at which
ATP (1 mM) and C60–Asp (50 µM) were added. The spectrophotometric measurements were performed on a Hitachi 557 spectrum
photometer in the two-wave mode (in the ranges of 590–610 and 492–540 nm for oxonol VI and acridine orange, respectively).
(b) Kinetics of the generation of K+ diffusion potential on the membrane of human erythrocytes initiated with the addition of vali-
nomycin to them, and the dissipation of this potential in the presence of C60–Arg. The erythrocytes were incubated in a medium
containing 0.48 M of sorbitol, 20 mM of HEPES-BTP (pH 7.6), 3 mM of MgSO4, and 1 µM diS–C3–(5). The arrows indicate the
instants at which valinomycin (1 µM), 300 µM of C60–Arg, and 25 mM of K2SO4 were added. The measurements of the fluores-
cence of the potential-sensitive probe diS–C3–(5) were carried out at 670 nm using a Hitachi 850 fluorescence spectrum photometer
with λexc = 622 nm.

1.5 min
tively rapid discharge of the membrane potential; this
effect increases with increasing concentration of the
introduced fullerene derivative. According to our obser-
vations, this depolarizing effect is also characteristic of
another amino-acid derivative of fullerene, namely,
C60–Pro, which is likely to also carry a negative charge
in the range of physiological values of pH (no data are
given). The revealed effect of C60–Asp and C60–Pro on
P

the magnitude of the membrane potential gives grounds
to assume that the compounds selected behave as lipo-
philic anions capable of penetrating across the PBMs of
symbiosomes. The validity of this assumption is
confirmed by the results of other experiments, in which
we used a ∆pH indicator (acridine orange) [8] to trace
the kinetics of the MgATP-dependent acidification of
the peribacteroid space of symbiosomes. The data
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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given in the figure show that C60–Asp added into the
incubation mixture containing ATP and Mg2+ ions ini-
tiates this process (curve 2) but leaves its kinetics unal-
tered (curve 3) when it is triggered with the help of the
K+ ionophore of valinomycin, which catalyzes the
escape of K+ ions from the symbiosomes and thereby
ensures dissipation of the MgATP-induced membrane
potential on the PBM. These results permit us to con-
clude that C60–Asp and C60–Pro are transported across
the symbiosome membrane as lipophilic anions, cause
dissipation of ∆ψ, and thereby stimulate MgATP-
dependent formation of ∆pH on the PBM. Moreover,
the last effect caused by the above fullerene derivatives
indicates that the elimination of the membrane poten-
tial on the symbiosome membrane in their presence is
completely caused by their capability of penetrating in
the form of anions across the hydrophobic barrier of the
membrane rather than by the suppression of the activity
of the proton pump. It is also important to note that the
addition of C60–Arg to the symbiosomes instead of C60–
Asp or C60–Pro virtually did not change the kinetics of
the processes of generation of ∆ψ or ∆pH on the PBM
(no data are given).

Based on the above data, we can expect that the per-
meability of biological membranes for C60–Arg should
manifest itself in the dissipation by this compound of
the membrane potential of another polarity as well.
This hypothesis has been tested in another series of
experiments, which were performed on human erythro-
cytes using a high-sensitivity probe such as diS–C3–(5)
[9]. As can be seen from Fig. 1b, the introduction into
the suspension of erythrocytes in the potassium-free
medium of valinomycin initiates the generation on their
membrane of a K+ diffusion potential (“minus” inside
erythrocytes) due to the elimination of K+ ions from the
cells, which is reflected in the decreasing fluorescence
of this dye. However, the time dependence of this fluo-
rescence gradually reverted after addition of C60–Arg to
erythrocytes, and the initial rate of this response reac-
tion increased with increasing concentration of this
compound (no data are given). The very rapid recovery
of the initial level of fluorescence of the dye was
observed after subsequent introduction into the incuba-
tion zone of potassium sulfate because of a significant
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
decrease under these conditions of the magnitude of the
transmembrane gradient of K+ ions at the erythrocyte
membrane. On the contrary, the kinetics of the genera-
tion of the K+ diffusion potential on this membrane did
not changed after addition to erythrocytes of C60–Asp
and C60–Pro, which are negatively charged, in our opin-
ion, amino-acid derivatives of fullerene at the chosen
values of pH (no data are given).

On the whole, the results of the above experiments
permit us to make a general conclusion that the amino-
acid derivatives of fullerene used in this work are capa-
ble of penetrating in their ionized form across biologi-
cal membranes and, thereby, cause membrane depolar-
ization.
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Abstract—Small-angle neutron scattering (SANS) in Fe–19%Cr–19%Mn–0.9%N and Fe–18%Cr–10%Mn–
16%Ni–0.5%N (wt %) high-nitrogen austenites is investigated. The neutron diffraction patterns and Mössbauer
spectra are measured and analyzed. The SANS curves are approximated in the framework of the Guinier and
Porod models. The nature of small-angle neutron scattering in nitrogen austenite is explained in terms of micro-
inhomogeneities whose structure depends on the alloying with nickel. The mean size and shape of inhomoge-
neities are evaluated. The effect of low-temperature annealing of the Fe–19%Cr–19%Mn–0.9%N austenite on
small-angle neutron scattering and the parameters of the Mössbauer spectra is analyzed. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION
Numerous investigations have demonstrated that the

mechanical properties of austenitic stainless steels are
substantially improved upon alloying with nitrogen.
Nitrogen austenitic steels possess high toughness and
resistance to corrosion of different types [1]. These
materials are of considerable practical interest.

The microstructure and atomic distribution in a
solid solution are important factors affecting the corro-
sive and mechanical properties of materials. The Möss-
bauer investigation of the Fe–18%Cr–10%Mn–
16%Ni–0.5%N (wt %) austenite revealed that the spec-
tra exhibit a complex hyperfine structure due to an
inhomogeneous local atomic order [2]. However,
according to the inelastic neutron scattering data
obtained in [3] for the Fe–18%Cr–10%Mn–16%Ni–
(0–0.5)%N austenite, the local vibrational mode of
nitrogen atoms is symmetric in shape and the intensity
of this mode increases linearly with an increase in the
nitrogen concentration. This suggests that nitrogen
atoms are characterized by a homogeneous distribution
over the lattice [3].

The small-angle neutron scattering (SANS) tech-
nique is widely used for revealing and analyzing inho-
mogeneities and phase preprecipitates [4, 5]. In our ear-
lier work [6], we observed small-angle neutron scatter-
ing in the Fe–18%Cr–10%Mn–16%Ni–0.5%N
1063-7834/02/4404- $22.00 © 20686
austenite and attributed it to scattering by nitride-free
inhomogeneities with a fractal structure and a rough
interface. We assume that these properties of the inho-
mogeneity structure in the austenitic phase are associ-
ated with the presence of nitrogen and nickel. A strong
Ni–N [7] or N–N [8] repulsion can lead to an inhomo-
geneous atomic order in austenite containing nickel and
nitrogen and, correspondingly, to an inhomogeneous
magnetic order, which, in turn, can ensure the contrast
required for observations of small-angle neutron scat-
tering.

In the present work, we performed a comparative
SANS investigation of the nickel-free Fe–Cr–Mn–N
austenite and nickel-containing Fe–Cr–Mn–Ni–N aus-
tenite in order to exclude the effect of one of the ele-
ments on the microstructure of the γ phase. The phase
composition of the Fe–Cr–Mn–N steel and the changes
observed in the short-range atomic order upon low-
temperature annealing were examined using neutron
diffraction and Mössbauer spectroscopy.

2. EXPERIMENTAL TECHNIQUE

The austenitic steels Fe–19%Cr–19%Mn–0.9%N
and Fe–18%Cr–10%Mn–16%Ni–0.5%N (wt %) were
chosen as the objects of investigation. The steel compo-
sitions are listed in Table 1. Samples in the form of
Table 1.  Compositions of austenitic steels

N C Mn Cr Mo Ni S Ti Si B Al Cu P Fe

0.9 0.04 19.1 18.68 0.06 0.45 <0.01 <0.01 0.45 <0.0004 0.0011 0.06 0.016 The rest [9]

0.5 – 10.0 18.0 – 16.0 – – – – – – – The rest
002 MAIK “Nauka/Interperiodica”
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plates were annealed at temperatures of 1125°C (Fe–
19%Cr–19%Mn–0.9%N) and 1100°C (Fe–18%Cr–
10%Mn–16%Ni–0.5%N) and were then quenched into
water. A number of Fe–19%Cr–19%Mn–0.9%N auste-
nite samples were additionally heat treated at 250°C for
150 h, 300°C for 180 h, and 350°C for 250 h.

The SANS measurement were carried out on a
MURN time-of-flight spectrometer installed on an
IBR-2 pulsed reactor (Frank Laboratory of Neutron
Physics, Joint Institute for Nuclear Research, Dubna).
The experimental conditions and the resolution func-
tions for the SANS measurements were described in
[10]. The SANS experiments were performed in an axi-
ally symmetric geometry (collimator and sample
shapes and a recording system). The recording system
involved eight toroidal detectors. The neutron intensity
at the sample was equal to 107 cm–2 s–1. The spectrum
of incident thermal neutrons was described by a Max-
wellian distribution with the mean wavelength 〈λ〉  =
1.1 Å. The measurements were performed in the
neutron wavelength ranges 1.1–3.1 Å for the Fe–
19%Cr–19%Mn–0.9%N austenite and 1.1–8.5 Å for
the Fe–18%Cr–10%Mn–16%Ni–0.5%N austenite. No
Bragg diffraction reflections were observed in these
wavelength ranges. The neutron beam intensity was
calibrated against the vanadium reference sample. The
parameters and invariant of the scattering pattern were
calculated with due regard for the resolution function of
the spectrometer. The statistical error for the measured
curves did not exceed 6%.

The neutron diffraction was measured on a DN-2
time-of-flight diffractometer installed on the same reac-
tor. The experimental conditions, data collection, and
correction for the integrated intensity were described in
[11]. The diffraction data were processed according to
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dΣ
(q

)/
dΩ
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m

–
1

q, Å–1
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0.001

0.1

1 α = 2.9
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1
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Fig. 1. Differential SANS cross sections for (1) Fe–19%Cr–
19%Mn–0.9%N and (2) Fe–18%Cr–10%Mn–16%Ni–
0.5%N (wt %) austenites after homogenization and subse-
quent quenching. Experimental data are given after subtrac-
tion of the background. Solid lines are the approximating
curves (α is the exponent). Variations in experimental data
can be associated with the statistical error and properties of
the chosen approximations.
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the automatic program [12] by the Rietveld method
with the use of the MRIYA program [13].

The transmission Mössbauer spectra were recorded
at room temperature on a MS-1101É high-speed spec-
trometer operating in a constant-acceleration mode at
the Institute of Metal Physics, National Academy of
Sciences of Ukraine (Kiev). A 57Co(Cr) gamma-ray
source was used in the experiments. The spectra were
approximated using the standard program based on the
least-squares technique with a combination of Lorentz-
ian and Gaussian lines. The velocities were calibrated
against α-Fe and sodium nitroprusside. The linewidth
in the spectrum of sodium nitroprusside did not exceed
0.19–0.20 mm/s.

3. RESULTS

Small-angle neutron scattering is observed in both
austenites. The slopes of the SANS curves for nickel-
containing and nickel-free austenites differ noticeably
(Fig. 1). The low-temperature annealing does not lead
to a radical change in the scattering pattern (Fig. 2).

According to the neutron diffraction and Mössbauer
data, the samples under investigation have a single-
phase austenitic structure (Fig. 3). The spacings of the
face-centered cubic lattices for Fe–Cr–Mn–N and Fe–
Cr–Mn–Ni–N austenites are equal to 0.35893 and
0.3604 nm, respectively. The low-temperature anneal-
ing of the Fe–Cr–Mn–N samples leaves the shape and
location of the diffraction lines unchanged and does not
lead to the formation of a new phase.

Analysis revealed that the absorption Mössbauer
spectra consist of three partial spectra: singlet 0 and
doublets 0' and 1 (Fig. 4), which correspond to different
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Fig. 2. Differential SANS cross sections for the Fe–19%Cr–
19%Mn–0.9%N (wt %) austenite after annealing (1) at
250°C for 150 h and (2) at 350°C for 250 h. Experimental
data are given after subtraction of the background. Solid
lines are the approximating curves (α is the exponent).
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atomic environments in the γ phase. Component 0 is
associated with Fe atoms whose first coordination
sphere contains no alloying elements. Doublet 1 with a
positive isomer shift with respect to the singlet
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Fig. 3. Neutron diffraction pattern of the Fe–19%Cr–
19%Mn–0.9%N (wt %) austenite after homogenization at
1125°C for 0.5 h and subsequent quenching.
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Fig. 4. Mössbauer spectra of the Fe–19%Cr–19%Mn–
0.9%N (wt %) austenite after (a) homogenization at 1125°C
for 0.5 h and subsequent quenching, (b) annealing at 250°C
for 150 h, and (c) annealing at 300°C for 180 h.
P

(Table 2) is assigned to Fe atoms with the nearest envi-
ronment involving at least one N atom and other alloy-
ing elements. Doublet 0' with a quadrupole splitting
smaller than that of doublet 1 (Table 2) is attributed to
Fe atoms that have substitutional atoms as the nearest
neighbors and whose nearest interstices contain no N
atoms. The isomer shifts and quadrupole splittings of
components in the Mössbauer spectra of alloyed auste-
nite were examined thoroughly in [2].

4. DISCUSSION

The observed small-angle neutron scattering indi-
cates that the austenitic phase of the studied compounds
contains inhomogeneities or preprecipitates. In the
range of large scattering vectors q, the differential
SANS cross section for the nickel-free Fe–19%Cr–
19%Mn–0.9%N austenite is smaller than that for the
nickel-containing Fe–18%Cr–10%Mn–16%Ni–0.5%N
austenite (Fig. 1). This means that the introduction of
nickel leads to an increase in the volume fraction of
inhomogeneities in the austenitic phase and, hence, to
an enhancement of neutron scattering in austenite.

This situation can be easily predicted, because iron–
nickel austenite is characterized by an inhomogeneous
atomic order. The nearest environment of atoms of a
particular sort varies from site to site, which leads to an
inhomogeneous magnetic structure (see [14] and refer-
ences therein) due to the existence of two electronic
states of Fe atoms [15]. According to Hatherly et al.
[15], these states correspond to the ferromagnetic and
antiferromagnetic exchange interactions for which the
second moments of the exchange integral have opposite

signs and are as follows:  = –9 meV,  =

39 meV, and  = 59 meV.

Magnetic inhomogeneities in nickel-containing aus-
tenite strongly depend on the concentration of C or N
interstitial atoms (see, for example, [2, 14] and refer-
ences therein). Since neutrons are scattered not only by
nuclei but also by their magnetic moments, the mag-
netic inhomogeneities make an additional contribution
to small-angle neutron scattering in the nickel-contain-
ing austenite, whereas this contribution in the nickel-
free Fe–19%Cr–19%Mn–0.9%N austenite is substan-
tially smaller.

As is seen from Fig. 1, the SANS curves for nickel-
containing and nickel-free austenites are characterized
by different slopes. This suggests that inhomogeneities
have different microstructures. With the aim of analyz-
ing the slopes of the scattering curves and describing
the microinhomogeneities, we used the universally
accepted two-phase models. Moreover, it was assumed
that the microstructure of the studied system can be rep-
resented as a set of particles embedded into a matrix.
The particles have a colloidal size and the scattering
density ρ, and the matrix is characterized by the scatter-
ing density ρs.

JFe–Fe
2( ) JFe–Ni

2( )

JNi–Ni
2( )
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Table 2.  Mössbauer parameters for the Fe–19%Cr–19%Mn–0.9%N (wt %) austenite

Treatment δ0, mm/s Γ0, mm/s δ0', mm/s ∆0', mm/s Γ0', mm/s δ1, mm/s ∆1, mm/s Γ1, mm/s S1/ΣSi, %

1125°C, 0.5 h –0.193 0.201 –0.193 0.197 0.224 –0.154 0.418 0.228 14.3–16.7

250°C, 150 h –0.193 0.230 –0.193 0.212 0.253 –0.153 0.431 0.227 12.8–15.4

300°C, 180 h –0.192 0.229 –0.190 0.205 0.241 –0.147 0.436 0.216 13.2–14.2

Note: δi is the isomer shift with respect to α-Fe, ∆i is the quadrupole splitting, Γi is the width of the resonance line (±0.01 mm/s), and
S1/ΣSi stands for the minimum and maximum relative areas of doublet 1 for six different variants of the fitting.
First, we consider the Guinier approximation that
describes the differential neutron scattering cross sec-
tion dΣ(q)/dΩ in the range of the small scattering vec-
tors q = 4πsinΘ/λ, where 2Θ is the scattering angle
[16]. The Guinier approximation for a given q is valid
at qRg < 1, where Rg is the radius of gyration of a par-
ticular scattering inhomogeneity. Analysis shows that,
in the range of small q, the corresponding portions in
the SANS curves for both austenites cannot be repre-
sented in terms of the Guinier model. This implies the
fulfillment of the inequality qRg > 1, from which it fol-
lows that the mean inhomogeneity size exceeds 100 Å.

In the range of large scattering vectors, the SANS
curves can be approximated within the Porod model
which describes scattering by inhomogeneities or pre-
precipitates with smooth surfaces [17, 18], that is,

(1)

Here, α = 4, A = 2π∆ρ2S is the Porod constant charac-
terizing the total surface area of inhomogeneities, S is
the specific interfacial area in the inhomogeneity–
matrix system, B is the residual incoherent background,
and ∆ρ2 = (ρ – ρs)2 is the contrast.

The SANS curve for the nickel-containing Fe–
18%Cr–10%Mn–16%Ni–0.5%N austenite does not
exhibit a Porod portion. The scattering spectrum of this
compound can be approximated by a power law with an
exponent α < 4, which indicates the occurrence of frac-
tal structures [19]. Fractal-like inhomogeneities have a
rough diffuse interface with the surrounding matrix.

In the scattering vector range q = 0.01–0.1 (Fig. 1),
the calculated fractal dimension D is equal to 2.9 ± 0.2.
This fractal dimension was considered in detail in [6].
The value of D < 3 indicates a bulk fractal for which the
mass M and the linear size l of the inhomogeneity are
related by the formula M = M0lD, where M0 is a con-
stant. The existence of a surface fractal also cannot be
ruled out, because the inequality 3 ≤ D < 4 is satisfied
to within the experimental error. Reasoning from the
scattering vector range, the size of the objects is esti-
mated at 10–350 Å.

The existence of fractal-like structures in the nitro-
gen nickel-containing austenite suggests an inhomoge-
neity of atomic and magnetic densities. Since nitrides
in this austenite are not identified by diffraction tech-
niques, the fractal properties can be associated with

dΣ q( )/dΩ Aq α– B.+=
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vacancy clusters or micropores and also with magnetic
inhomogeneities arising from alloying of iron steels
with nickel and interstitial elements [2, 14, 20]. The
contributions of the structural and magnetic inhomoge-
neities can be separated using polarized neutrons.
These contributions can also be reliably separated with
the use of x-ray small-angle scattering measurements.

The slope of the SANS curves for the Fe–19%Cr–
19%Mn–0.9%N austenite corresponds to α = 4. This
means that the inhomogeneities are of another nature
and that the objects with fractal properties are absent.
These data confirm the assumption that the alloying of
austenite with nickel can be responsible for the frac-
tality.

Analysis of the results demonstrates that the SANS
curves for the Fe–19%Cr–19%Mn–0.9%N austenite in
the initial state and after annealing involve Porod por-
tions. The smallest scattering vector qP at which the
Porod approximation becomes valid is equal to 0.03 Å–1

(Fig. 1). As follows from the slope of the SANS curves
(α = 4), all inhomogeneities in the Fe–19%Cr–
19%Mn–0.9%N austenite have a smooth interface.

The smooth abrupt interface between inhomogene-
ities and the matrix in the Fe–19%Cr–19%Mn–0.9%N
austenite can be associated with the nitride phase pre-
precipitates. Since these preprecipitates are not identi-
fied using diffraction methods (Fig. 2), it can be
assumed that they are characterized by a high degree of
dispersion and a small volume fraction.

The Mössbauer measurements also revealed only
the austenitic phase without indication of any other
phase. The three spectral components (Fig. 4) reflect
different nearest environments of Fe atoms with N
atoms and (or) with Mn and Cr substitutional atoms in
the γ phase. Since additional components correspond-
ing to nitride phase precipitates are absent in the spec-
trum, microobjects in austenite contain a small fraction
of iron and are paramagnetic. Therefore, we can
assume that the preprecipitates responsible for small-
angle neutron scattering in nickel-free austenite
(Figs. 1, 2) are enriched with chromium, manganese,
and nitrogen and serve as nuclei of nitrides of these ele-
ments.

It should be noted that the SANS curves for the Fe–
19%Cr–19%Mn–0.9%N austenite in the range of scat-
tering vectors q ~ 0.02 deviate from linear behavior
irrespective of heat treatment (Figs. 1, 2). We believe
2
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that this feature can be associated with structural inho-
mogeneities of a size less than 100 Å. The use of neu-
trons with longer wavelengths could make it possible to
obtain a more pronounced pattern and to apply success-
fully the Guinier approximation in the given range of
the q vectors.

When processing the data, the neutron scattering
cross section was integrated over three scattering vector
intervals. The Porod approximation (1) was used in the
interval [qP, ∝ ]. The numerical and analytical integra-
tion was performed in the interval [qmin, qP]. In the
interval [0, qmin], the scattering cross section was
assumed to be constant; i.e., dΣ(q)/dΩ = dΣ(qmin)/dΩ .

Thus, we determined the following parameters: the
total surface area of inhomogeneities A according to
formula (1) [17]; the Porod invariant Q =

, which characterizes the total vol-

ume of inhomogeneities Nν (where N is the number of
inhomogeneities and ν is the specific volume of inho-
mogeneity); and the chord distribution parameter K =
q(dΣ(q)/dΩ)dq, which is related to the mean chord of
inhomogeneity [18].

The results of calculations are listed in Table 3. The
parameters A, Q, and K for the initial quenched steel do
not differ from those for the steel annealed at 250°C.
The annealing at a temperature of 350°C leads to a
decrease in the integral parameters A, Q, and K as com-
pared to those for the initial state. This change can be
explained by the decrease in the contrast ∆ρ2 or in the
geometric size of inhomogeneities, viz., the total sur-
face area, the total volume, and the mean chord of pre-
cipitates.

The size and shape of inhomogeneities in the Fe–
19%Cr–19%Mn–0.9%N austenite were evaluated from
the parameters A, Q, and K in the framework of the fol-
lowing three approaches.

q2 Σ q( )/ Ωdd( ) qd
0

∞∫

Table 3.  SANS parameters for the Fe–19%Cr–19%Mn–
0.9%N austenite

Treatment A, 
10–7 cm–1 Å–4

Q, 
10–6 cm–1 Å3

K, 
10–4 cm–1 Å2

1125°C, 0.5 h 2.26 ± 0.08 17.4 ± 0.8 10.4 ± 0.7

250°C, 150 h 2.38 ± 0.1 19.0 ± 0.9 11.5 ± 0.8

350°C, 250 h 1.77 ± 0.07 13.3 ± 0.8 8.0 ± 0.7

Table 4.  Characteristic sizes of inhomogeneities in the Fe–
19%Cr–19%Mn–0.9%N austenite

Treatment R ', Å 〈R〉 , Å RP, Å

1125°C, 0.5 h 200 190 ± 30 74 ± 5

250°C, 150 h 200 190 ± 30 76 ± 5

350°C, 250 h 200 190 ± 30 75 ± 5
P

(1) Under the assumption that the inhomogeneities
are only slightly prolate or oblate in shape, the mean
size of inhomogeneities was estimated from the expres-
sion qPR' > 6, which relates the mean radius R' of inho-
mogeneities and the smallest scattering vector at which
the Porod approximation becomes valid [17]. It was
found that, for all samples of the Fe–19%Cr–19%Mn–
0.9%N steel, the characteristic mean radius R' of pre-
precipitates is of the order of 200 Å (Table 4).

(2) For inhomogeneities with a constant scattering
length, the mean radius 〈R〉  was calculated using the
chord distribution function: 〈R〉  = πKQ–1 [16]. The cal-
culated inhomogeneity radii 〈R〉  are given in Table 4. It
can be seen that these radii are in agreement with the
data on R'.

(3) The ratio between the A parameter and the Q
invariant, i.e., the surface-to-volume ratio of inhomoge-
neities, gives the so-called Porod radius RP = 3/πQA–1.
As follows from Table 4, the radii RP are less than the
radii R' and 〈R〉 . The small value of RP confirms the
validity of the above interpretation of the specific fea-
ture in the SANS curves for the nickel-free austenite in
the range of scattering vectors q ~ 0.02. The observed
difference in the radii R', 〈R〉 , and RP suggests that the
inhomogeneities have a nonspherical shape.

The averaged ratio Rmax/Rmin ≈ 2 between the maxi-
mum and minimum sizes of the inhomogeneities under
investigation was derived from the ratios R'/RP and
〈R〉/RP. The estimated ratio Rmax/Rmin ≈ 2 indicates that
the inhomogeneities can be slightly prolate or oblate in
shape.

The results of calculations performed within differ-
ent approaches demonstrate that the radii R', 〈R〉 , and RP
for the quenched samples do not differ from those for
the annealed samples (Table 4). Therefore, the decrease
in the parameters A, Q, and K (Table 3) is caused by the
decrease in the contrast ∆ρ2 between the inhomogene-
ities and the surrounding matrix. This can be associated
with the redistribution of interstitial atoms upon heat-
ing.

The redistribution of atoms in austenite was estab-
lished from analysis of the Mössbauer spectra (Fig. 4).
The isomer shifts δi, the quadrupole splittings ∆i the lin-
ewidths Γi, and the relative areas Si/ΣSi, which were
determined from the poorly resolved components in the
absorption spectrum of paramagnetic austenite, are
strongly correlated. For this reason, the precise deter-
mination of the hyperfine interaction parameters and
their change upon annealing is complicated. However,
the changes in the parameters of doublet 1 (Fig. 4)
attributed to Fe atoms with interstitial atoms in their
nearest environment are larger than the error of deter-
mination (Table 2). This suggests that the atoms in aus-
tenite are redistributed upon heating.

It should be noted that the results obtained in this
work can serve as a starting point for the understanding
of the role played by the ageing in the change in the
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fatigue characteristics of the Fe–19%Cr–19%Mn–
0.9%N steel [9] and guide the way to further investiga-
tions.

5. CONCLUSION

Thus, the neutron diffraction and Mössbauer spec-
troscopic data demonstrated that the Fe–18%Cr–
10%Mn–16%Ni–0.5%N austenite alloyed with nickel
and the nickel-free Fe–19%Cr–19%Mn–0.9%N auste-
nite are in a single-phase state. Annealing of the Fe–
19%Cr–19%Mn–0.9%N austenite at temperatures of
250 and 350°C leaves the phase composition
unchanged.

It was revealed that small-angle neutron scattering
occurs in both compounds. However, the differential
scattering cross section for the Fe–19%Cr–19%Mn–
0.9%N austenite is smaller than that for the Fe–
18%Cr–10%Mn–16%Ni–0.5%N austenite. The scat-
tering curve for the Fe–19%Cr–19%Mn–0.9%N auste-
nite contains a Porod portion corresponding to inhomo-
geneities with a smooth abrupt interface. The fractal-
like inhomogeneities characterized by a rough diffuse
interface with the matrix were observed only in the
nickel-containing Fe–18%Cr–10%Mn–16%Ni–
0.5%N.

The size of inhomogeneities with a fractal structure
in the Fe–18%Cr–10%Mn–16%Ni–0.5%N austenite
falls in the range 10–350 Å. The inhomogeneities
observed in the Fe–19%Cr–19%Mn–0.9%N austenite
have a nonspherical shape and a characteristic size of
200 Å, irrespective of subsequent annealing. It was
found that the annealing of the Fe–19%Cr–19%Mn–
0.9%N austenite at 350°C results in a change in the
contrast due to atomic redistribution.
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Abstract—This paper studies the mechanism of superconductivity in the case where the electrons are strongly
coupled to lattice vibrations and, therefore, are in the state of small polarons. The consideration is based on the
Holstein model with zero lattice-vibration dispersion and represents a consistent realization of the BCS
approach (with no need arising for boson introduction). The ground state and the excitation spectrum are found.
The current states are studied and the criterion of their stability is formulated. The superconducting transition
temperature is shown to increase without limit with increasing electron–phonon coupling constant. This is
accompanied by an exponential decrease in the critical current. Some fundamental properties of high-temper-
ature superconductors are shown to follow directly from this model. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As far back as in 1981, long before the discovery of
high-temperature superconductivity, A. Aleksandrov
and Yu. Ranninger proposed [1, 2] a model for a bipo-
laron superconductor based on the theory of small
polarons [3–5] (in particular, on the onset of attraction
between electrons and the possibility of formation of
electron pairs localized at a lattice site).1 Although no
superconductor similar to substances that could be sus-
pected of being of a polaron nature was known at that
time (primarily “dirty” dielectrics of the type of NiO,
TiO2, etc.), those works turned out to be prophetic,
because it is the properties of the latter materials that
the high-temperature superconductors (HTSC) discov-
ered in 1981 possessed. In our opinion, the significance
of works [1, 2], irrespective of the results they claimed,
consists in that the hypothesis of the polaron nature of
HTSCs was treated from the very beginning on par with
other hypotheses.

An additional incentive to investigate the polaron
mechanism of superconductivity was provided by the
recent observation of a colossal magnetoresistance
(which has a considerable application potential) in a
number of manganates (which are close in structure to
known HTSCs). This has stimulated numerous studies
of their properties (see, e.g., [6–10]), which revealed
that their specific features are associated, to a consider-
able extent, with the strong coupling of electrons with
lattice vibrations (the polaron effect). Note that the
giant isotope effect discovered in these compounds
[11], whose extreme manifestation is the transition
from the conducting to dielectric state induced by iso-
topic substitution [12], is also observed in HTSCs [13].

1 Note that this idea was put forward by V.I. Sugakov in a discus-
sion of a paper submitted to the All-Union conference on the the-
ory of the solid state (Moscow, December 1963). However, it did
not attract the attention of the audience at the time.
1063-7834/02/4404- $22.00 © 20692
It is the properties of the small polaron that permit one
to find a natural explanation for such an effect.

The closeness in structure between the manganates
and high-temperature superconductors offers the hope
that strong electron–vibration coupling (EVC) and the
polaron effects play an essential part in the nature of the
above phenomena also in the HTSCs.

The present paper deals with a study of the super-
conductivity mechanism within the Holstein model [3,
4]. The BCS formalism is used in the strong EVC limit,
where the polaron effect makes the band width smaller
than the characteristic coupling energy. Due to its sim-
plicity, this model allows for comprehensive analysis;
in particular, it offers the possibility of considering the
crossover from the strong to weak coupling case under
continuous variation of the parameters, as well as of
revealing a number of characteristics of the supercon-
ducting state which remain veiled under weak-coupling
conditions.

2. MODEL HAMILTONIAN

We address the simplest model [3, 4], in which elec-
trons interact with ion vibrations of a crystal lattice con-
sisting of N ions. Its Hamiltonian can be written as

(1)

where pm and xm are the momentum and coordinate,
respectively, of an ion localized near the lattice site m;

 and am + g, σ are electron operators; nm, σ =

am, σ; σ is a spin index; M is the ion mass;, ω is the

Hep Hv g nm σ, xm

σ
∑

m

∑ J g( )am σ,
+ am g+ σ, ,

m g σ, ,
∑+–=

Hv
pm

2

2M
--------

Mω2xm
2

2
------------------+ 

  ,
m

∑=

am σ,
+

am σ,
+
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ion vibration frequency;2 and g is the EVC constant.
 is the sum over all lattice sites, and  is the sum

over the nearest neighbors of site m. J(g) determines
the electron band width in the rigid lattice. The quantity
Mω2 has the meaning of the elastic constant and does
not depend on the ion mass. The EVC originates from
the potential energy of electron interaction with ions,
and therefore, g is likewise independent of M. The
number of electrons is Ne ≤ 2N. The electron field oper-

ators , ψσ are defined as

(2)

where ϕm(r) is a set of orthonormal Wannier-type func-
tions.

We neglect the effects associated with the magnetic
field, because it appears more reasonable to treat them
within a phenomenological theory (of the Landau–Ginz-
burg type).

A possible realization of this model is a system of
identical cation–anion complexes located at lattice sites
[14]. The complex consists of four anions sitting at the
vertices of a rhombus centered on a cation (Fig. 1). The
electrons migrate over the complexes. Assuming defor-
mation to affect the length of the rhombus diagonal
only, one can choose the coordinate of one of the verti-
ces as the characteristic of strain xm and reckon the
strain from the equilibrium position in the absence of
the electron. The canonical transformation

(3)

(a particular case of the Lang–Firsov transformation
[5]) removes the terms linear in xm in Eqs. (1) and trans-
forms the operators a+, a into

(4)

The operators nm, σ remain invariant under the transfor-
mation defined by Eqs. (3). Therefore, we have

(5)

2 We neglect here the vibration dispersion, because otherwise the
formalism would loose its clarity; at the same time, the inclusion
of dispersion would not change the general pattern of the phe-
nomenon seriously.

m∑ g∑

ψσ
+

ψσ r( ) ϕm r( )am σ, ,
m

∑=

U i
x0

"
----- nm σ, pm

σ
∑ 

 
 

, x0exp
m

∏ g

Mω2
-----------= =

ãm σ,
+ iβpm( )am σ,

+ ,exp=

ãm σ, iβpm–( )am σ, , βexp
x0

"
-----.= =

H̃ep Hv Ep nm↑ nm↓+( )2

m

∑–=

+ J g( )ãm σ,
+ ãm g+ σ, ,

m g,
∑
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where  = UHepU–1 and Ep = g2/2Mω2 is the polaron

energy shift. The transformed operator  creates an
electron at site m and the optimum strain. In the case of
a strong enough EVC, where η ≡ |J |/2Ep < 1, such a
complex represents a small polaron. The Hamiltonian
of Eq. (5) can be recast to the form

(6)

In Eq. (6), we regained the operators a+, a. Note that
EVC gives rise to attraction H1 of the Hubbard type.

For J = 0, transformation (3) exactly diagonalizes
the Hamiltonian, such that, under strong-coupling con-
ditions η < 1, one can construct the perturbation theory
in J. For J = 0, the states are degenerate; their energies
depend only on three variables: the numbers of empty
sites and of those that have one and two electrons. To
lowest order in J, the eigenfunctions are linear combi-
nations of the zeroth approximation functions (i.e.,
eigenfunctions Ψs of the Hamiltonian H0 + H1). The lat-
ter functions have the form

(7)

Here, Φs is the electron function representing the prod-

uct of a certain number of operators  multiplied by
the electronic vacuum function and Xs can be written as

where ψi(x) is the function of a harmonic oscillator with
quantum number i.

In this approximation, the lowest energy states are
solutions of the secular equation in the subspace of the
zeroth approximation functions {Ψ0} with Xs = X0,

H̃ep

ãm
+

H̃ep H0 V H1, H0+ + Hv Ep nmσ,
mσ
∑–= =

V J g( ) iβ pm pm g+–( )( )am σ,
+ am g+ σ, ,exp

m g,
∑=

H1 2Ep nm↑ nm↓ .
m

∑–=

Ψs ΦsXs.=

am σ,
+

Xs ψim
xm( ),

m

∏=

x0 x

Fig. 1. Cation–anion complex. The empty circle refers to
the cation; the filled ones, to the anions.
2
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where im = 0 for all m. The matrix elements of the
Hamiltonian (6) will contain the operators exp(±iβpm)
only through their expectation values in the state
described by X0, which can be written as3 (see [3, 4,
14])

(8)

Whence it follows that, in this approximation, the low-
est energy states of the system are described by an
effective Hamiltonian of the Hubbard type:

(9)

where J* = JΛ = Jexp(–Ep/"ω). Thus, EVC results in
renormalization of the constant J  J* (band narrow-
ing), in a downward energy shift by –Ep, and in a single-
site attraction characterized by an energy –2Ep (the lat-
tice analog of the δ-function attraction potential
employed in the BCS model). Now, we add the Cou-
lomb interaction to Hamiltonian (5):

(10)

After transformation (3), the following operator will
appear in Eq. (10) under the summation sign:

(11)

In the subspace {Ψ0}, it is equal to the expectation

value 〈X0| |X0〉 , which will bring about multiplication
of A by Λp, with p = 1, 2, 3, 4. For terms with m1 = m4,
m2 = m3 and m1 = m3, m2 = m4 (the Coulomb and
exchange terms, which are not connected with real
electron transfer from one site to another), we have p =
0; i.e., they do not change under the transformation. All
the other terms are related to the electron transfer, p ≠ 0
for them, and the highest power p = 4 corresponds to

the term  describing pair transfer. (The
terms with p = 2, 3 are not significant in our consider-
ation.) In what follows, we shall address the strong
EVC case, where Ep/"ω is large and Λ falls off expo-
nentially with increasing g. In this case, it is reasonable

3 The quantity Ep in [14] is one half the quantity Ep introduced by
Holstein in [3, 4] and used in this work.

X0 iβpm±( )exp X0〈 〉 M"ω
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× am1 σ,
+ am2 σ',
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–( ).expexpexp

B̂

am↑
+ am↓

+ am'↓ am'↑
P

to retain in Hee only terms with p = 0. Assuming neither
magnetic nor charge order to set in our system, we drop
the corresponding terms in Eq. (10) and retain only the
Hubbard repulsion term:

(12)

The value of A0 is determined by the structure of the
cation–anion complex and can differ appreciably from
the Hubbard energy (a few electronvolts) of a bare ion.
Thus, in the {Ψ0} subspace, Hamiltonian (6) is equiva-
lent to the Hubbard Hamiltonian:

(13)

where W = –Ep + A0. Here, we have dropped the term
proportional to Ep in the Hamiltonian; for a fixed aver-
age number of electrons Ne, that term is equal to the
constant –EpNe. The parameter W is the difference
between quantities that are not small (for strong EVC),
and, therefore, its magnitude and sign can be arbitrary.
(Note that we always have |W| < Ep.) Hamiltonian (1)
has two dimensionless parameters: η (which does not
depend on the ion mass M) and the adiabaticity param-
eter (AP) ν = |J |/"ω ∝  M1/2. This perturbation theory is
applicable in the “antiadiabatic” limit ν < 1. In the adi-
abatic limit ν > 1, the effective parameters of Hamilto-
nian (3) change [15] but the exponential factors
exp(−Ep/"ω) are retained.

In the case of strong EVC, the factor exp(–Ep/"ω) in
the expression for J* results in a substantial increase in
its sensitivity to variations in the isotopic composition,
while Ep (and, hence, W) remains only weakly depen-
dent on the isotopic composition.

We assume n < 1, where n = Ne/N. The n > 1 case
reverses to the case of n < 1 as one crosses over from
electrons to holes. In what follows, we shall consider
the case of Hubbard attraction W < 04 in the “strong-
coupling” limit5:

(14)

where the band term  is a small correction to the Hub-
bard term HH.

4  The Hubbard model with attraction was considered in [16]. The
polaron model reduces the Hubbard model only to the lowest
order in J. To higher orders, one has to take into account the oper-
ator character of the quantities exp(±iβp) (see Appendix 1).

5 We use quotation marks, because this is how one frequently
refers to the models in which the condition opposite to Eq. (14) is
realized.
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3. THE GROUND STATE

The crucial factor in the problem under study is that
the ground state of the Hamiltonian HH in Eqs. (13) is
strongly degenerate. For W < 0, Ne/2 lattice sites in this
state are occupied by pairs and the remaining ones are
empty. Its energy is E0(Ne) = –|W|Ne and does not
depend on the location of the occupied sites. The

degeneracy is -fold, and the entropy and heat
capacity at T = 0 are nonzero (we recall that n ≤ 1):

(15)

Therefore, the Nernst principle fails in the system under
consideration. This excess degeneracy means that HH
does not fully define the system (for instance, its spatial
dimension is not defined: the system can be realized in
a space of arbitrary dimension n).

This uncertainty can be removed by adding the term
λVr to HH, which lifts the above degeneracy. However,
the characteristic features of the ground state of the sys-
tem with the Hamiltonian HH + λVr depend substan-
tially on the actual form of Vr, such that, for λ  0,
the extreme ground states can also be different for dif-
ferent Vr.

In our case, the part of Vr is played by the band term

 (λ = 1). For Vr, one could accept a term of the type
of a “localized-pair transfer,”

(16)

This would have led us to the bipolaron pattern [1, 2].
However, in the Holstein model of Eqs. (1) considered
here, which disregards the vibration dispersion, the
quantity A, as already mentioned, is of the order
exp(−4Ep/"ω). By applying perturbation theory in J to
Hamiltonian (6), one can also obtain, in second order, a
term of the type of Eq. (16), which turns out to be pro-
portional to exp(–2(Ep + |W |)/"ω) (see Appendix 1).
Therefore, under strong-coupling conditions, term (16)
is exponentially small compared to the band term,
which is proportional to exp(–Ep/"ω) and whose con-
tribution to the energy is proportional to exp(–2Ep/"ω):
in other words, the bipolaron mechanism does not oper-
ate here. (Taking the vibration dispersion into account
may favor realization of the bipolaron situation.)

Let us introduce the chemical potential µ into
Hamiltonian (13):

(17)

The characteristic thermodynamic function for Hamil-
tonian (17) will be the potential Ω(T, µ) = E – µNe,
where E(T, Ne) is the thermodynamic average of the

CNe/2
N
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---ln 1 n
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Hamiltonian H in Eqs. (13). Because our system
assumes an off-diagonal long-range order (ODLRO),
the number of particles is not fixed and Ne should be
interpreted as the average number of particles. For
T  0, Ω and E tend to the ground-state averages of

 and H, respectively. Crossing over to the k represen-
tation, we obtain

(18)

Here,  denotes summation over the Brillouin zone,

(19)

and, without loss of generality, one can impose the con-
dition

(20)

In Eq. (18), only the terms that satisfy the conditions
k1 = k2, k3 = k4, or k1 + k3 = k2 + k4 = 2q are significant
in the subsequent consideration. Here, 2q has the mean-
ing of the momentum of a Cooper pair. We shall look
for the ground-state eigenfunction of Hamiltonian (18)
in the BCS form:

(21)

where uk and vk are variational parameters (positive
numbers) and χ(k) is an arbitrary real function of k.

The expectation value Ω(0) of the  operator for the

 state is expressed through the expectation values
of the operator combinations

(22)

and is equal to 

(23)

For W < 0, quantity (23) reaches a minimum when
χ(k) = const [17]; i.e., there is a phase coherence in k
space characteristic of the BCS approach (in what fol-

H̃

H̃ εk µ–( )akσ
+ akσ

kσ
∑=

+
2W
N

-------- δk1 k2– k4 k3–, ak1↑
+ ak2↑ ak3↓

+ ak4↓ .
k{ }
∑

k∑
εk J∗ g( )eikg,

g

∑=

εk

k

∑ 0.=

ΨBCS
q{ } uk eiχ k( )v kak q↑+

+ a–k q↓+
++( ) 0| 〉 ,

k

∏=

uk
2 v k

2+ 1,=

H̃

ΨBCS
0{ }

nk↑ n k↓– v k
2 , ak↑

+ a–k↓
+ e iχ k( )– ukv k= = =

ΨBCS
0{ } H̃ ΨBCS

0{ } εk µ–( )2v k
2

k

∑=

+
2W
N

-------- v k
2

k

∑ 
 
 

2
2W
N

-------- e iχ k( )– ukv k

k

∑
2

.+
2
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lows, we assume χ = 0). We denote uk = cosθk and vk =
sinθk. Then,

(24)

Here, n = Ne/N is the average electron concentration and

is the ODLRO parameter (we note that it is defined only
if the above phase coherence exists). Equation (23)
takes the form

(25)

Using Eqs. (24), from the necessary condition of the
minimum ∂Ω(0)/∂θk = 0 for µ = const, we obtain 

(26)

The minimum is attained for the upper sign. The values
of n and r at which the minimum is reached are related
to µ and the Hamiltonian parameters through

(27)

(28)

We have denoted here Q = 2|W |r. A nontrivial solution
Q ≠ 0 exists only for W < 0 (we will consider only this
case in what follows). The quantity Ω(0) and the ground-
state energy E (0) ≡ 〈H〉  of Hamiltonian (13) are related
through Ω(0) = E (0) – µNe. Taking into account Eq. (20),
we obtain the following expression for E (0) at the mini-
mum:

(29)

n
1
N
---- 2v k

2

k

∑ 1
N
---- 1 2θkcos–( ),

k

∑= =

r
1
N
---- ukv k

k

∑ 1
2N
------- 2θk.sin

k

∑= =

r
1

2N
------- ak↑

+ a–k↓
+ a–k↓ ak↓+( )

k

∑=

Ω 0( ) εk µ–( ) 1 2θkcos–( )
k

∑=

+
1
2
---WNn2 2WNr2.+

2θkcos
εk µ– Wn+

εk µ– Wn+( )2 Q2+
----------------------------------------------------,±=

2θksin
Q

εk µ– Wn+( )2 Q2+
----------------------------------------------------.+−=

n
1
N
---- 1

εk µ– Wn+

εk µ– Wn+( )2 Q2+
----------------------------------------------------–

 
 
 

,
k

∑=

Q
1
N
---- WQ

εk µ– Wn+( )2 Q2+
----------------------------------------------------.

k

∑–=

E 0( ) –NeEp N 1 n–( )µ–
1
2
---N

Q2

W
--------+=

– N W
n 2 n–( )

2
------------------ εk µ–( )2 Q2+ .

k

∑–
P

We denoted  = µ + |W |n. Equation (29) contains the
polaron energy shift –NeEp, which was dropped in
Eqs. (13). In the limit as εk  0, Eqs. (27) and (28)
yield

(30)

Substituting Eqs. (30) into Eq. (29), we come to
E (0)|ε → 0 = E0 = –Ne(Ep + |W |) and Ω(0)|ε → 0 = 0.6 In the
strong-coupling case of Eq. (14), one may restrict one-
self in Eqs. (27)–(29) to expansion to the lowest [sec-
ond, because of Eq. (20)] order in ε. We thus obtain

(31)

(32)

(33)

i.e., inclusion of the band term reduces the energy. The
difference ∆Esn between energy (31) and that of the nor-
mal state (Q = 0) can be written as

(34)

i.e., in the strong-coupling case, the energy of the state
with Q ≠ 0 is always lower than that of the normal state.
The electron distribution nk in k in the ODLRO state is 

(35)

and differs from nk = const only in small terms of order
~J*/|W |. As follows from band theory, εk is an analytic
function of k and, therefore, nk is also an analytic func-
tion. In the opposite, weak-coupling case of |J* | @ |W |,
the function nk has the form of a stepwise Fermi func-
tion broadened analytically in the vicinity of the Fermi
surface (as in the models of BCS, Éliashberg, etc.).

The characteristic features of the state under consid-
eration are already seen clearly at this stage. For
instance, phase fluctuations, causing breakdown of the
phase coherence, are accompanied, according to
Eq. (23), by a change in energy on the order of |W |;
therefore, one may expect the phase transition temper-

6 Equations (27) and (28) for Hamiltonian (13) were derived for
W < 0 in [16]. Thereafter, the authors of [16] deviate, however,
from the BCS approach by invoking the Bose operators and the
results they obtained differ substantially from those presented
below.

µ

µ W , µ2 Q2–– W ,= =

Q2 W2n 2 n–( ).=

E 0( ) E0 ∆E 0( ),–≈

∆E 0( ) N
Q2 ε 0( )

2W2
-----------------------------

%
W
-------- N

n 2 n–( )
2

--------------------
%
W
--------,= =

%
1
N
---- εk

2

k

∑ J∗ 2
g( )

g

∑ 0;>= =

∆Esn –Ne W
2 n–

2
----------- O J∗ J∗ 2

/ W,( );+=

nk 2v k
2≡ n 1 2 n–( )

εk

W
--------– 

  O J∗ 2
/W2( )+=
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ature Tc to be of the order of |W | and the critical current
to be small because of the polaron-induced band nar-
rowing.

4. WAVE FUNCTION

Using the properties of the Fermi operators, one can
cast the ground-state wave function (21) for q = 0 and
χ = const ≠ 0 as [18, 19]

(36)

This state is degenerate with the only degeneracy
parameter χ. Crossing over to the Wannier functions
and taking into account Eqs. (26) and (30), as well as

that u > 0 and v  > 0, we find that, for ε  0, the 
function tends to

(37)

As for the ground-state eigenfunctions of the Hamilto-
nian HH, they can be written as

(38)

The degeneracy parameter is a set of N numbers χm.
The volume of the subspace of functions (37) is much
less than that of the space of functions (38); therefore,
the Nernst principle holds for Eq. (37). Introducing

operators ,

(39)

(  is the sum over lattice sites), Eq. (36) can be
recast as

(40)

The quantity vk/uk is a periodic function of k and ana-
lytical on the real axis for all k directions. Therefore, as
|G|  ∞, S(G) decays exponentially (more exactly,
faster than any power of 1/|G|). When acting on a vac-

uum |0〉 , the operator exp  creates an electronic clus-
ter centered on site m, and the contribution to it due to
the states with indices m + G falls off exponentially for
|G|  ∞ with a characteristic scale length of the order
of the lattice constant a0. In the weak-coupling case, the
ground-state wave function has a form and properties

ΨBCS
0( ) χ( ) uk

k

∏ 
 
 

eiχv k

uk
------ak↑

+ a–k↓
+

k

∑ 
 
 

0| 〉 .exp=

ΨBCS
0( )

2 n–
2

----------- eiχ n
a
---am↑

+ am↓
++ 

  0| 〉 .
m

∏

2 n–
2

----------- e
iχm n

2
---am↑

+ am↓
++ 

  0| 〉 .
m

∏

R̂ m( )

R̂ m( )
1
2
--- S G( ) am↑

+ am G– ↓
+ am G– ↑

+ am↓
++( ),

G

∑=

S G( ) eiχ v k

uk
------eikG,

k

∑=

G∑

ΨBCS
0( ) const R̂m 0| 〉 .exp

m

∏=

R̂m
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similar to those of Eq. (40), but its characteristic decay
length is of the order of the correlation length
~"vF/kTc @ a0.

7 In both cases, the correlators of the
〈A(r)B(r')〉  type decrease faster than any power of
|r − r' |–1 as |r – r' |  ∞ [19].

Thus, the ground-state wave function of a supercon-
ductor is created by the action of the product  of
the above-mentioned electronic clusters on a vacuum.
We note that Kohn [20] argued that such a structure of
the wave function (but without ODLRO) is typical of
the dielectric state and is not based on model concepts.
The arguments were specified in [21]. It has been dem-
onstrated using a number of examples [19] that such a
structure characterizes rather the Mott localization and
is inherent not only in the dielectric state but also in
BCS-type superconductor models.

5. CURRENT STATES

Consider the case where the parameter q in Eq. (21)
is other than zero. The result of the minimization is
given by Eqs. (27)–(29), in which one has to make a
replacement,

(41)

Expansion (31) assumes the form

(31a)

(33a)

Obviously enough, %(q) is a periodic function of q with
a period equal to one half the reciprocal lattice vector.

The particle flux operator  is given by the relation of
the band theory

(42)

where 9 is the volume of the system. It is assumed that

the operators  and ψσ(r) meet boundary condi-
tions (for instance, cyclic boundary conditions) which
make the momentum operator  = –i"∇  Hermitian in
the volume of the system.

7 One will have, naturally, to ignore the traditional momentum cut-
off.

m∏
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1
2
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Î

Î
1
m
---- rd

9

∫ ψσ
+ r( )p̂ψσ r( ) p̂ψσ
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1
"
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k
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Let a sample be a right circular cylinder of length L

with its axis oriented along a unit vector e0 (  = 1), and
let a particle flow pass through the bases. Then, the
average flux  is directed along e0 and  = e0LI, where
I is the total particle flux through the cylinder cross sec-
tion. Recalling the results obtained in Section 3 and tak-
ing into account Eq. (41) and q = qe0, one readily sees
that current I in state (21) can be written in the lowest
order in ε as

(43)

i.e., it is proportional to the derivative of the energy of
Eq. (31a) with respect to q. Introducing the notation

 = E(q), we obtain from Eqs. (31a) and (43)

(44)

Thus, for a given configuration (orientation of the cur-
rent relative to the crystal axes), the current state of the
system is characterized by the scalar parameter q (–∞ <
q < +∞) and its energy is a function of q.

Equation (44) is a particular case of a general ther-
modynamic relation.8 It is based on the assumption of
the existence of a thermodynamically equilibrium cur-
rent state (and does not make use of any ideas concern-
ing the nature of the phenomenon). A direct conse-
quence of this assumption is the existence of a thermo-
dynamic parameter q characterizing such a state. The
current I is given by Eq. (44). The condition of stability
of the equilibrium current state is

(45)

[Note that the solution to the problem of the critical cur-
rent in a film [24] obtained in terms of the Landau–Gin-
zburg theory is based essentially on the thermodynamic
relations (44) and (45).] In our case, we have

, (46)

8 The author has to refer to his own paper [22] (see also [23]),
because he could not locate a similar treatment in the literature.
Such a treatment could have appeared as far back as the times of
Kamerlingh Onnes (1911). Appendix 2 presents a brief exposi-
tion of [22].

e0
2

I I

I q( )
N
L
----Q2 ε 0( )

2W2
----------------------------1

"
---

q∂
∂ % q e0,( )

W
-------------------–=

=  
N
L
----n 2 n–( )

2
--------------------1

"
---

q∂
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W
-------------------,–

% q e0,( )
1
2
--- J∗ 2

g( ) 1 2q e0g( )cos+[ ] ;
g

∑=

E
qe0( )

I q( )
1

"L
-------

q∂
∂

E q( ).=

∂I
∂q
------ 

 
S

0.>

I q( )
Nn 2 n–( )
2L" W

------------------------ J∗ 2
g( ) e0g( ) 2q e0g( )[ ]sin

g

∑=
P

(47)

In the approximation used, the boundary of stability is
determined by the εk relation. The current I(q) is a
bounded and analytic function of q within the –∞ < q <
+∞ region; therefore, regions of instability, where
∂I/∂q < 0, always exist for any values of the parameters
of the problem. The maximum of the modulus of the
electric current Jc is, in order of magnitude,

(48)

where a0 is the lattice constant.

6. EXCITATION SPECTRUM

We first find the excitation spectrum above the q = 0
ground state, obtained in the preceding pages, using the
self-consistent field (SCF) approach. We introduce the
model Hamiltonian

(49)

The earlier estimate of the renormalization factor
exp(−Ep/"ω) of the quantity J entering εk is inapplica-
ble near the phase transition, because the transition
temperature is of the order |W | @ "ω. Using the SCF
formalism, the renormalization can be defined as the
SCF average

which was determined by the self-consistency condi-
tion. The major contribution is due to averaging over
noninteracting vibrations, which yields

(50)

(temperature-induced band narrowing [25]), while the
self-consistency procedure will entail only small cor-
rections ~(J*/Ep)2.

We introduce the SCF quantities  and :

(51)
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(52)

(Subtraction of the products of the averages is neces-
sary for correct determination of the ground-state
energy.) We set all quantities to be real and  = .
Then, the SCF Hamiltonian takes the form

Following the standard procedure, we obtain an excita-
tion Hamiltonian of the form

(53)

This procedure can be performed for the state described
by Eq. (21) with q ≠ 0. The result has the form of
Eq. (53), where E(0) is replaced by E (q) and ζk by

(54)

Equations (53) and (54) are valid for W < 0 and an arbi-
trary relation between J* and |W |. [The criterion of sta-
bility given by Eq. (45) is in no way connected with the
properties of the excitation spectrum ζ(k).]

In the strong-coupling case of Eq. (14), the quanti-
ties ζ are positive for all k an q and, in the ε  0 limit,
taking into account Eq. (30), can be written as

(55)

The ground-state stability rests, within the approach
used, on the ζ > 0 condition. According to Eqs. (31a)
and (33a), the correction to the energy due to the cur-
rent is of the order of ~J*2/|W |; i.e., it is small com-
pared to the energy (~|W |) associated with ODLRO.
Breakdown of criterion (45) brings about rearrange-
ment of the current system (for instance, the formation
of a vortex structure) but not destruction of the ODLRO
(type-II superconductor [26]).

In the weak-coupling limit, substantial changes
occur in the immediate vicinity of the Fermi surface
and critical phenomena are initiated by excitations of
negative energy, ζ(k; q) < 0. Such excitations arise
when the following condition (Landau criterion) is met:
q > qc = 2∆/"vF, where ∆ is the gap parameter and vF is
the velocity at the Fermi surface. The energy associated
with the critical current, ~"2qckF/m, turns out to be of
the order of ∆. In this case, one should expect the
ODLRO to be destroyed by the current (type-I super-

ak↑
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conductor, Silsbee’s rule). Reaching beyond the scope
of this model (for instance, an explicit inclusion of
magnetic field) may change the situation.

Using the variational principle of Bogolyubov–Fey-
nman [27, 28], one can find the free energy in the
approximation corresponding to the SCF approach. For
ε  0, we obtain such expressions for the entropy
S(T) and heat capacity C(T):

(56)

At low temperatures (kT < |W |), the Nernst principle
obviously holds and C is always positive. One can
readily verify that the heat capacity is also positive for
a finite εk that is small compared to |W |.

7. PHASE TRANSITION

Using the results obtained in Section 5, one can
derive the SCF relations defining µ and Q for a finite
temperature:

(57)

(58)

In the strong-coupling approximation, one can ignore
terms ~J*2/W2 and set ε = 0. This yields

(59)

The transition temperature Tc is defined by the expres-
sion

(60)

(Fig. 2). The maximum Tc = |W |/2 is reached at n = 1.
Only the small correction in Eq. (60) is sensitive to iso-
tope substitution.
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8. DISCUSSION OF RESULTS

The above consideration permits the following con-
clusions:

(1) The mechanism studied is qualitatively similar
to the BCS approach; in both cases, the Fermi singular-
ity in nk vanishes. The Cooper instability against elec-
tron–electron attraction plays a dominant role. The dif-
ference bears only a quantitative character; more spe-
cifically, in the case of weak coupling, the break in the
immediate vicinity of the Fermi surface smooths out,
while in the strong-coupling case, the rearrangement
extends over the whole Brillouin zone and nk is nearly
constant within it.

(2) In the strong-coupling limit, Tc is of the order of
|W |/k. Note the substantial difference from the boson
models, where Tc tends to zero as |W |  ∞ because
the corresponding coupling constant is proportional to
~|W |–1.

(3) The attainable values of the current in a finite
band are limited in magnitude [see Eq. (48)], and all
phenomena associated with diamagnetic currents show
a tendency to saturation with increasing magnetic field.
Therefore, the thermodynamic critical field Hc in this
limit is determined by the paramagnetic effect [29]:
Hc ∝  |W |/µ0, where µ0 is the Bohr magneton.

The exponential band narrowing should correspond
to small critical currents (low values of the first critical
field Hc1 and large penetration depths). The energy
associated with the loss of current stability is small
compared to kTc (see Section 6). (A similar situation is
observed in He4, where the critical velocity estimated
from the transition temperature is three orders of mag-
nitude higher than the experimental value.) In the case

0.5

0.4

0.3

0.2

0.1

0 0.2 0.4 0.6 0.8 1.0
n

kTc/|W|

Fig. 2. Transition temperature plotted vs. electron concen-
tration.
P

of very narrow bands, the paramagnetic effect should,
perhaps, be taken into account.

Thus, in the strong-coupling case, a superconductor
exhibits the properties of a type-II superconductor, in
which the paramagnetic limit can be reached. For
|W |  ∞, a state with zero critical current and a high-
temperature type-II transition is realized without any
ordering.9 It should be stressed that the high transition
temperature is reached in this model at the expense of
reduction of the characteristic currents (and of the mag-
netic fields induced by them).

(4) Different properties of the model depend differ-
ently on the isotopic composition. In the strong-cou-
pling limit, Tc is determined by the magnitude of the
polaron energy shift (which is ion-mass independent)
and does not depend on the isotopic composition. The
isotopic dependence of Tc becomes manifest with
decreasing coupling [see Eq. (60)]. At the same time,
the phenomena associated with electron transport
exhibit an isotopic dependence because the electronic
band narrows in proportion to ∝ exp(–Ep/"ω); this
dependence becomes progressively stronger with
increasing EVC (the dependence on EVC has an expo-
nential character).

(5) As the parameter |W | varies continuously from
negative to positive values (the Hubbard model with
repulsion), it appears natural to expect the onset of a
dielectric, magnetically ordered state for large enough
W > 0.

Note that the simplest strong-coupling polaron
model of the superconductor considered above exhibits
two characteristic features of the HTSCs: (i) the lower
critical field is small, while the upper critical field is
very high [see item (3) above] (this was established at
the very early stages of research), and (ii) the isotopic
effect has a differentiated character [13] [item (4)]. The
model also contains a possibility of describing the
experimentally observed transition to a magnetically
ordered state with varying composition [item (5)].

This paper did not touch on the fundamental issue of
the realization of the case of single-site attraction W <
0. To clarify this situation, it would be expedient to
investigate “small” models (the pair of electron–ion
complexes shown in Fig. 1), with due inclusion of real
polarization mechanisms.
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9 The limiting transition should be correctly defined (see Section 3).
The possibility of the onset of such a state was mentioned in [30,
31]. In this work, in contrast to [30], this state is a limiting state
and does not form a phase.
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APPENDIX 1

As follows from the results presented in Section 2,
electron transfer between an empty and a single-elec-
tron state of a site entails the overcoming of an energy
barrier Ep. In contrast, the barrier to be overcome for a
electron transferring between an empty and a two-elec-
tron state is 4Ep. Hubbard repulsion in Eq. (12) lowers
this barrier. We estimate the corresponding contribution
to the energy. A perturbation analysis carried to second
order in J yields the following expression for the
parameter A(m, m') ≡ J2Ξ in the term of the effective
Hamiltonian in Eq. (16) describing the transfer of a pair
as a whole from site m to site m':

(A1.1)

We have

Therefore,

Let us go over to the second-quantized operators

(A1.2)

and introduce the function

We recast exp(–"ωsλ)〈0|exp(iβp)|s〉  as
〈0|exp(λHc)exp(iβp)exp(–λHc)|s〉 , Hc = "ωb+b. Denot-
ing p(λ) = exp(λHc)pexp(–λHc), we represent S(λ) in
the form

Ξ 1
2 W "ω s1 s2+( )+
----------------------------------------------

s2 0=

∞

∑
s1 0=

∞

∑=

× 0〈 | iβ p1 p2–( )[ ]exp s1 s2,| 〉 s1 s2,〈 | iβ p1 p2–( )[ ]exp 0| 〉 .

1
2 W "ω s1 s2+( )+
--------------------------------------------

≡ 2 W "ω s1 s2+( )+( )λ–[ ]exp λ .d

0

∞

∫

Ξ e 2 W λ–

0

∞

∫ "ωs1λ–( ) 0〈 | iβp1( ) s1| 〉expexp
s1 0=

∞

∑=

× s1〈 | iβp1( ) 0| 〉 "ωs2λ–( )exp
s2 0=

∞

∑exp

× 0〈 | iβp2–( )exp s2| 〉 s2〈 | iβp2–( )exp 0| 〉dλ .

pi i
M"ω

2
------------- bi

+ bi–( ),=

iβpi γ bi
+ bi–( ), γ–

Ep

"ω
-------= =

S λ( ) e
"ωs1λ–

0〈 | γ b1
+ b1–( )–( ) s1| 〉exp

s1 0=

∞

∑=

× s1〈 | γ b1
+ b1–( )–( ) 0| 〉 .exp

S λ( ) 0〈 |e γ b
+ λ( ) b λ( )–[ ]– e γ b

+
b–( )– 0| 〉=
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(the subscripts on b and b+ are dropped). Using the
well-known relations for the Hermite polynomials [32]
(see also [14]), we obtain

The quantity Ξ can now be written as

(A1.3)

Estimation by the steepest-descent method made for
Ep, |W | @ "ω yields

(A1.4)

In comparison with the contribution due to the band
term ∆E (0) of Eq. (32) (which is proportional to
~exp(−2Ep/"ω)), one can see that there is an additional
exponential smallness exp(–2|W |/"ωα), where α > 1.10

In the Hubbard model without EVC, this term would be
of the order of ∆E (0).

APPENDIX 2

THERMODYNAMICS OF THE CURRENT STATE

The elementary work done on a current system is
equal to [33]

(A2.1)

where j(r) is the current density in the system and ∆A
is the change in the vector potential (VP) effected by an
external source. Indeed, the work ∆! performed in
time ∆t by an external force field F on a particle moving
with velocity v is ∆! = F · v∆t [whence it also follows
that Eq. (A2.1) does not contain the electronic charge].

Assuming the existence of an equilibrium current
state (ECS), let us find ∆! for a cylindrical conductor
(Fig. 3) of length L and with a cross section S which is
connected through electrodes (2, 2') to a circuit with a
variable emf source 3. The internal resistance of the
source is assumed to be large (the current source). The
cylinder axis is aligned with x. The effect of the mag-
netic field created by the current flowing in the circuit
on the conductor is assumed to be excluded.

10 If the Hubbard repulsion energy 2A0 is zero, this quantity is
equal to exp(–2Ep/"ω) and Ξ ∝ exp(–4Ep/"ω), similar to the
localized-pair direct-interaction term (see Section 2).
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Let an equilibrium current Jx set in the circuit. (In
accordance with the invoked assumption, the potential
difference ∆U across the electrodes 2 and 2' is zero.)
Starting from the instant t = 0, the source maintains a
field E ≠ 0 in the region between the electrodes and per-
forms work on the conductor. The VP depends linearly
on the time [A(t) = –cEt] and is directed along x. At
time t1, the control is stopped, ∆U becomes zero, and
the system transfers to the ECS with a current that is
different from its initial value. The process is reversible
for E  0, t1  ∞, and Et1 being finite (and small).
The change in the VP in this process is ∆A = –cEt1, and
the work performed is 

(A2.2)

(In a normal conductor, Jx = 0 and ∆! = 0 in such a pro-
cess.) Setting –eEt1 = "∆q = ∆A and (–1/e)Jx = I (the
particle flux), we have 

(A2.3)

The quantity q (with dimensions of L–1) is a thermody-
namic parameter characterizing the ECS; the average
energy E is a function of q; and the fundamental ther-
modynamic identity has the form

(A2.4)

where S is the entropy. Whence it follows that I =
("L)−1(∂E/∂q)s (I and q are thermodynamically conju-
gate). One readily obtains the condition of ECS stabil-
ity,

(A2.5)

One may choose the current I for the thermodynamic
parameter. It is this case that is realized in practice. The

∆! LJxEt1, LJx jx r( ) r.d

9

∫≡=

∆! "LI∆q.=

E S q,( )d TdS "LIdq,+=

∂2E

∂q2
--------- 

 
S

"L
∂I
∂q
------ 

 
S

0.>≡

0

1

2 2'

3

L
x

Fig. 3. Superconducting cylinder (1) connected to a circuit
with an emf source (3). The area of the electrodes (2, 2') is
assumed to be large enough for the field E to be nonzero
only in the gap between them.
PH
characteristic function for it will be W(S, I) = E – "LIq
(an analog of the enthalpy).

The function E(S, q) characterizing the equilibrium
current state under ODLRO conditions can be defined
for the configuration of Fig. 3 by conventional methods
employed in statistical mechanics, namely, by fixing
the gauge of the kinetic energy (for instance, taking it

in the form /2m) and imposing the condition11  –

 = Lq on the phase φ of the anomalous mean F(r) =
〈ψσ(r)ψ–σ(r)〉 ≡ Λ(r)expiφ(r). One can readily verify
that the Fourier expansion of F(r) will retain only terms
of the kind 〈a–k + q – σak + qσ〉, q = qe0. The quantity q is
a characteristic of a macroscopic state. This procedure
can easily be generalized to a solid of an arbitrary
shape.

This consideration is also valid in the case where
magnetic fields (both those generated by the current in
the sample and external ones) are taken into account. In
doing this, one should fix the gauge of the vector poten-
tial [22].
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Abstract—The electronic structure of volume and film iron disilicides with crystal structure of the type of α
leboit and fluorite was calculated using the linearized augmented plane-wave formalism. Joint and local partial
densities of electronic states, x-ray emission spectra in different series of all inequivalent atoms of these phases,
and photoelectron spectra for different excitation energies were obtained. γ-FeSi2 was found to be, unlike
α-FeSi2, an unstable phase in both the volume and film realizations. X-ray L2, 3 emission spectra of silicon in
the iron group disilicides NiSi2, CoSi2, and FeSi2 were compared. NiSi2, CoSi2, and α-FeSi2 exhibit transfor-
mation of the maximum in the near-Fermi region of the Si L2, 3 spectra as one crosses over from a bulk to a film
sample. This transformation is closely connected with phase stability and may serve as a criterion of thermo-
dynamic stability of the iron-group transition-metal disilicides. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Among the rich variety of materials used in present-
day micro- and nanoelectronics technologies, of partic-
ular interest are compounds exhibiting high melting
points, low electrical resistivity, and good conductivity.
In addition, these materials should be easily workable.
Among the most promising in this respect are the sili-
cides of transition metals. The high temperature stabil-
ity of both the crystal and electronic properties of these
compounds makes them virtually irreplaceable in the
production of contacts, Schottky barriers, and hetero-
structures. For this reason, investigation of the elec-
tronic properties of transition-metal silicides is cur-
rently a topical issue in solid-state physics [1].

This paper presents the results of a theoretical inves-
tigation into the electronic structure of disilicides of the
iron-group transition metals, namely, α-FeSi2, γ-FeSi2,
CoSi2, and NiSi2. These compounds possess all the
above-mentioned properties. A fairly complete idea of
the valence-band electronic structure was obtained,
however, only for the cobalt and nickel disilicides.
These materials have been well investigated experi-
mentally (CoSi2 [2–6], NiSi2 [3–10]); we have studied
the valence-band structure of the film phases of CoSi2
[11] and NiSi2 [12]. The α-leboit and the γ phase have
attracted very scant interest; indeed, α-FeSi2 has been
studied primarily by experimental techniques [2, 13–
16] (although an attempt at calculating the densities of
states of a bulk sample was made in [13]), and for γ-
FeSi2, photoelectron spectra of a film were measured in
[16, 17] and the densities of electronic states of the bulk
material were calculated in [18]. In this work, we car-
ried out a comprehensive calculation of the electronic
structure of α-FeSi2 and γ-FeSi2 films and bulk materi-
als, which have not been studied theoretically in a sys-
1063-7834/02/4404- $22.00 © 20704
tematic way until now, and compared the calculated
electronic structure and spectral properties of the iron
disilicide with the available data on the nickel and
cobalt disilicides.

2. METHOD OF CALCULATION
The electronic structure of films was calculated by

the film version of the linearized augmented plane wave
(LAPW) formalism. This method is described in con-
siderable detail in [19] and was discussed by us briefly
in [11]. The valence-band structure of bulk materials
was calculated using the volume version of the LAPW
formalism [20].

3. RESULTS AND DISCUSSION
3.1. Densities of Electronic States

Figures 1 and 2 present local partial densities of
states (LPDOS) of atoms of α-FeSi2 and γ-FeSi2, which
provide the main contribution to the valence band of
these materials, namely, LPDOS of the iron d states and
of the silicon s and p states. The solid lines specify the
LPDOS of atoms in bulk samples, which virtually do
not differ from those of atoms in the inner film layers,
and the dashed lines are the LPDOS of the iron atoms
closest to the surface and of the silicon near-surface
atoms in the films. We readily see that the iron d states
are localized in energy and that the density of these
states reaches a maximum about 2 eV below the Fermi
level (EF) for the α phase and 1.5 eV below EF for γ-
FeSi2. The distribution of the silicon s and p states of α-
leboit in the valence band has the following form: in the
bulk, the density of the s states is the highest in the
region 7–14 eV below EF and the density of the p states
is the highest 1–6 eV below EF. As one crosses over to
002 MAIK “Nauka/Interperiodica”



        

ELECTRONIC STRUCTURE OF FeSi

 

2

 

705

                                                                                          
near-surface film atoms, the density increases consider-
ably in the range 0–1 eV below EF. For the γ phase, the
regions of the highest concentration of the silicon s and
p states lie 6–13 and 1–6 eV below EF, respectively.

The magnetic properties of the γ phase as related to
its electronic structure is an interesting issue. DOS cal-
culations of the bulk γ phase made by Christensen [18]
yielded 0.3µB for the magnetic moment of the iron
atoms. A later study [17] also came to the conclusion
that this phase is a magnet. On the other hand, it is
known [21] that if the Fe–Si system contains more than
40% Si, the iron atoms in this compound bear no mag-
netic moment. In γ-FeSi2, the silicon-to-iron ratio is
2 : 1; i.e., the silicon content is more than 66%. These
two mutually contradictory results initiated a spin-
polarization calculation of the electronic structure of
the γ phase in order to determine the magnetic moment
on the iron atoms of this silicide. As input data for a
self-consistent calculation, we used the magnetic
moment of iron atoms in the bulk material quoted in

[18]:  = 0.3µB. However, reaching self-consis-
tency in the occupation numbers brought about the dis-
appearance of spin splitting in the energy bands. Thus,
our calculations suggest that γ-FeSi2 is a paramagnet, as
is α-FeSi2 also. Therefore, the data presented in this
paper refer to the paramagnetic phases of these com-
pounds.

One of the main distinctions of the valence-band
structure of the γ phase from that of the α-leboit is the
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Fig. 1. LPDOS of atoms in α-FeSi2. Solid lines show the
LPDOS of the bulk phase, and dashed lines show those of
the iron atoms closest to the surface and of the surface sili-
con atoms in films.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
substantially increased density of states directly at the
Fermi level, a feature characteristic of both a film and a
bulk material. This implies that this phase is unstable.
However, whereas some authors [16, 18] maintain that
both bulk and film samples of γ-FeSi2 are unstable, oth-
ers [17] are of the opinion that the films can be stabi-
lized. Because we have not been able to locate any other
data in support of the results of [17], we believe that
annealing could bring about a change in the lattice
parameter or the formation of a thin oxide film on the
surface, introduce impurity atoms, or produce a consid-
erable deviation from stoichiometry, which was missed
by the authors of [17]. Such changes in the crystal
structure of a film should inevitably cause a shift of the
Fermi level. In the case of γ-FeSi2, even a very small
shift of the Fermi level, as seen from the calculations,
should substantially reduce the density of states at EF

and, as a consequence, stabilize the system. Our rea-
soning is supported by the fact that the study of the γ
phase in [17] revealed a nonzero magnetic moment on
the iron atoms in this compound. As for our calcula-
tions, they did not reveal, as already mentioned, any Fe
magnetic moment in γ-FeSi2. This may suggest that a
phase of some other compound, in which the iron/sili-
con ratio was certainly larger than in γ-FeSi2, 1 : 2 [21],
was formed in the course of preparation or in the
attempt at stabilization of the γ-FeSi2 film [17]. Thus,
our calculations of the electronic structure of the γ
phase and the results of other studies [16, 18] strongly
question the possible existence of stable γ-FeSi2.
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Fig. 2. LPDOS of atoms in γ-FeSi2. Solid lines show the
LPDOS of the bulk phase, and dashed lines show those of
the iron atoms closest to the surface and of the surface sili-
con atoms in films.
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3.2. Photoelectron Spectra

Figure 3 compares the calculated photoelectron
spectra of bulk and film iron disilicides with the exper-
imental data [2, 14–17] available for different excita-
tion energies "ω. The main maximum of these spectra
derives from the d states of iron. As the excitation
energy varies from 12 to 1253 eV, the position of this
peak changes from 1.84 to 1.89 (1.16 to 1.21) and from
1.68 to 1.78 (1.26 to 1.42) eV below EF in the bulk and
film α (γ) phases, respectively. A second feature in the
photoelectron spectra lies 2.5–4 eV below EF. At low
excitation energies (less than 50 eV), this feature is
derived primarily from the s and p states of silicon and
the d states of iron. As the excitation energy increases,
the role of the silicon s and p states in the formation of
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Fig. 3. Photoelectron spectra of α-FeSi2 and γ-FeSi2.
Curves a and b present calculations for film and bulk sam-
ples; curves c and d are experiment [2] and [15] for the bulk
crystal, respectively, and curves e and f are experiment [16]
and [17] for the film, respectively.
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this feature becomes progressively less noticeable,
because the photoionization cross section increases
with an excitation energy for the silicon s and p states
that is considerably slower than that for the d states of
Fe. In contrast to α-FeSi2, the photoelectron spectra of
γ-FeSi2 at low incident photon energies reveal, in addi-
tion to these two features, one that is observed at
0−1 eV below EF for "ω < 30 eV, derives primarily
from silicon s and p states, and disappears with increas-
ing excitation energy. Thus, at high incident photon
energies, the pattern of the photoelectron spectra of iron
disilicide is determined, in actuality, only by the iron d
states.

3.3. X-ray Emission Spectra

Figure 4 presents Si L2,3 x-ray emission spectra of
iron-group disilicides. The character of these spectra is
of considerable interest. The fact is that studies of iron-
group disilicides (NiSi2, CoSi2) have revealed a change
in the intensity of the peak near the Fermi level as one
crosses over from a bulk sample to a film [3–8]. This
phenomenon is connected with the fact that the charge
transfer from silicon to the metal atoms in the film is
different from that in the bulk material. The mechanism
of this process was discussed by us in considerable
detail in [11, 12].

In accordance with the dipole selection rules, the
Si L2,3 spectra reflect the distribution of the Si s and d
states in the valence band. We first consider these spec-
tra for bulk α-FeSi2 and γ-FeSi2. As follows from the
calculations, the maxima at ~8.2 (8.9) and 2 (1) eV
below EF in the Si L2,3 spectra of α-leboit (γ phase) are
due to the s states. The d states become manifest as a
small feature in the L2, 3 spectrum of the γ phase in the
region 3.5 eV below EF. The relative intensity of this
feature is weak, because the matrix element for the
transition probability for s states is larger by about an
order of magnitude than that for the d states. This peak
in the L2, 3 spectrum of silicon is also observed in other
transition-metal disilicides of the iron group (NiSi2,
CoSi2) which have the same crystal lattice (CaF2 type
[22]). The absence of this feature in the silicon L2, 3
spectrum of α-leboit is apparently connected with the
fact that the crystal structure of this compound differs
substantially from that of fluorite. As seen from Fig. 4,
the Si L2, 3 spectra of the bulk sample (curves a) are
very similar to those of the inner atoms of the film
(curves b). However, in the L2,3 spectra of silicon in
γ-FeSi2, we were not able to detect the transformation
of the maximum in the near-Fermi region expected to
occur in going from the bulk (a) to the film (b) sample
characteristic of other iron-group disilicides with the
same crystal structure (NiSi2 [3–8], CoSi2 [3–6]). How-
ever, the absence of such a peak transformation near the
Fermi level could be anticipated. The matter is that as
one crosses over from NiSi2 to CoSi2 to FeSi2, the num-
YSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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ber of valence electrons per unit cell in the film
decreases. This decrease gives rise to a shift of the
Fermi level, as a result of which the density of states
immediately below EF decreases substantially. Indeed,
while this effect of peak transformation near EF is
clearly pronounced in NiSi2 [3–8, 12], it is much
weaker in CoSi2 [3–6, 11] and, by our calculations, is
altogether absent in γ-FeSi2. However, the maximum in
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Fig. 4. X-ray Si L2, 3 emission spectra of iron-group disili-
cides for (a) a bulk sample and (b) film sample (the solid
line indicates the inner layer; the dashed line, surface
atoms); curves (c and d) are experimental data [3, 4] for the
bulk and film samples, respectively.
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the near-Fermi region of the Si L2,3 spectra was found
to transform slightly as one crosses over from a bulk to
a film sample of α-FeSi2, which came for us as a sur-
prise, because α-leboit radically differs in crystal struc-
ture from NiSi2 and CoSi2 [22]. On the other hand, the
α-FeSi2 disilicide, as well as the disilicides of nickel
and cobalt, is a stable phase, in contrast to γ-FeSi2. We
believe that the above effect of transformation is a prop-
erty of stable phases of iron-group transition-metal dis-
ilicides.

4. CONCLUSIONS

One can thus formulate the following conclusions:
(1) The valence band of film and bulk disilicides of

iron derives primarily from the d states of iron and s and
p states of silicon.

(2) The shape and the energy position of the main
DOS features of the bulk material and of the inner
atoms in a film almost coincide for both the α and the
γ phase.

(3) Iron atoms in the α-FeSi2 and γ-FeSi2 disilicides
bear zero magnetic moment.

(4) The high density of states at the Fermi level in
γ-FeSi2 compared to the α-leboit implies instability of
this compound in both the bulk and film structures.

(5) At low excitation energies (less than 50 eV), the
structure of photoelectron spectra of both bulk and film
iron disilicides is determined by the d states of iron and
the s and p states of silicon. At higher incident photon
energies, the pattern of the spectrum is governed, in
effect, only by the d states of iron.

(6) An analysis of the Si L2, 3 spectra of bulk and film
samples of α-FeSi2 and γ-FeSi2 showed that these spec-
tra have practically the same structure in the bulk phase
and in the inner film layer.

(7) The shape of the L2, 3 spectra of silicon atoms is
mainly due to the s states of silicon. The contribution of
the silicon d states to the L2, 3 spectrum is seen dis-
tinctly only as a small peak at 3.5 eV below the Fermi
level for silicon atoms in the bulk γ phase.

(8) As one goes over from a bulk to a film sample,
the transformation of the peak in the near-Fermi region
of the L2, 3 spectra of silicon, which is characteristic of
the NiSi2 and CoSi2 iron-group disilicides, was
observed only in α-FeSi2. No such transformation was
found for γ-FeSi2.
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Abstract—This paper reports on a study of the depth profile of components in GeSi heterostructures grown on
low-temperature silicon (LTSi: Tgr ~ 350–400°C) and porous silicon by molecular-beam epitaxy. An excess Ge
concentration was found by Auger electron spectroscopy depth profiling at the GexSi1 – x/LTSi interface, which
decreased in all samples subjected to annealing. The Ge diffusion activation energy was calculated to be Ea ≈
1.6 eV in this case. An enhanced Ge concentration was also detected by x-ray photoelectron spectroscopy at the
Si cap surface. Possible reasons for the surface enrichment of the silicon layer and of the GexSi1 – x film interface
by germanium are considered, and the relation between the component distribution and the structural features
of plastically strain-relieved layers are discussed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

While epitaxial growth of gallium arsenide on sili-
con has been dealt with in many studies, the problem of
preparing films that would not be inferior in quality to
the bulk material of the substrate remains unsolved.
The preparation of defect-free GaAs films on Si is ham-
pered by two main factors, namely, the large lattice
mismatch between the film and the substrate and the
difference between the lattice types.

This problem can be solved by using buffer layers or
so-called alternate substrates whose surface is coated
by layers with a lattice parameter close to that of the
film. Such substrates should meet the requirements of
zero mechanical strain and low defect density. To
obtain these properties, intermediate buffer layers of Ge
and of its solid solutions with silicon are introduced
between the silicon substrate and the GaAs epitaxial
layer. To improve the quality of the buffer layer, it is
proposed to use the so-called compliant substrate in the
form of an epitaxial silicon membrane film deposited
on a porous silicon (PS) layer [1]. Another approach to
solving this problem lies in introducing buffer layers of
low-temperature silicon (LTSi) grown at a temperature
of ~350–400°C. The growth of GexSi1 – x solid solutions
on Si(001) substrates coated by a low-temperature sili-
con buffer layer is a new method producing hetero-
structures with a low density of grown-in dislocations
[2–4]. The depth profile and the inhomogeneities in the
distribution of the main components near the film–sub-
strate interface, capable of affecting the mechanical
stress distribution and defect formation, play an impor-
tant role in obtaining multilayer germanium–silicon
heterosystems.
1063-7834/02/4404- $22.00 © 20709
This paper reports on a study of the depth distribu-
tion of components in heterostructures and analyzes the
interface structure and how it is affected by the prepa-
ration conditions and heat treatments used.

2. EXPERIMENTAL TECHNIQUE

The heterostructures were grown by molecular
beam epitaxy (MBE) on a Katun-S setup. A molecular
beam of silicon was produced by means of an electron-
beam evaporator, and a crucible source was used to pre-
pare the molecular beam of germanium. To improve
surface morphology, a buffer silicon layer was grown at
700°C on a preliminarily cleaned Si substrate. We call
this layer high-temperature silicon (HTSi). The growth
rates of the silicon and of the solid-solution buffer lay-
ers were 0.07 and 0.09 nm/s, respectively. In the course
of the Si and GexSi1 – x growth, we observed a diffrac-
tion pattern from the (100)-2 × 1 superstructure in the
form of long streaks, with point reflections superposed
on them at GexSi1 – x thicknesses in excess of 150 nm,
which indicated the development of a rough surface.
Solid-solution layers were coated by a 5-nm-thick Si
layer in most cases. After this, the surface became
smooth again. The heterostructures thus grown (Fig. 1)
were subjected to isochronous annealing at tempera-
tures of 700–800°C. In contrast to [1], we grew the
main Ge0.3Si0.7 solid solution at the same temperatures
as the LTSi. The type of the structural defects and their
spatial distribution were determined on the same sam-
ples by transmission electron microscopy (TEM) on a
JEM-4000EX (JEOL) electron microscope [5]. The
degree of heteroepitaxial strain relaxation was mea-
sured with a triple-crystal x-ray diffractometer in a dou-
ble-crystal arrangement with a Si(004) monochromator
002 MAIK “Nauka/Interperiodica”
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or was determined from the misfit dislocation density in
the case of low-intensity reflection peaks. The main
parameters of the grown layers are listed in the table.

The depth profiles of the components were mea-
sured using two mutually complementary methods,
namely, x-ray photoelectron spectroscopy (XPS) and
Auger electron spectroscopy (AES) combined with
layer-by-layer Ar+ ion sputtering. These methods differ
considerably in elemental sensitivity; indeed, the sensi-
tivity of XPS to germanium is practically an order of
magnitude higher than that of AES. The experiments
were carried out on the setup (RIBER) at the Surface
Science Center.

Ion sputtering was done with a 3-keV Ar+ ion beam.
The ion incidence angle to the surface normal was 64°
and 74° for the XPS and AES measurements, respec-
tively. The ion beam diameter was about 1 mm. To
obtain a plane sputtered-crater bottom in XPS depth
profiling (which is required to achieve the maximum
resolution in depth), the area scanned was ~10 × 7 mm.

Excitation of the photoelectron spectrum was done
with a 1486.6-eV x-ray beam (AlKα radiation). The
x-ray beam diameter was about 5 mm. The depth pro-
files were constructed using the Ge2p/Ge3d and
Ge2p/Si2p photoelectron peak intensity ratios. By
using signal intensity ratios, we substantially reduced
the effect of instrumental distortions originating from
instrument parameter instabilities. In addition, the dif-
ference between the electron escape depths λ corre-
sponding to the germanium 2p and 3d peaks, which is

Si

GexSi1 – x

Low-T Si
High-T Si

Si(001)

Si cap

GexSi1 – x

Low-T Si
High-T Si

Si(001)

Si cap

GexSi1 – x

Si(001)

Si
Porous Si

Ge

Ge

Fig. 1. Si/GexSi1 – x/LTSi and Si/GexSi1 – x/PS heterostruc-
tures. The arrows identify the germanium-enriched regions.
P

due to the difference between the electron kinetic ener-
gies (270 and 1457 eV, respectively), also contributed
favorably to the measurements. Because the signal
comes from the layer depth determined by λ, it is obvi-
ous that in the case of a thin surface layer of germa-
nium, the Ge3d peak intensity will start to decrease ear-
lier when this layer is being milled off than the intensity
of the Ge2p peak. Thus, use of the Ge2p/Ge3d peak
intensity ratio permitted us to substantially improve the
depth resolution of the technique and made it possible
to perform a more detailed study of the near-surface Ge
distribution.

Because layer-by-layer XPS analysis requires ion-
beam scanning of a large area, which dramatically
reduces the sputtering rate, the XPS depth profiling was
limited to investigation of the near-surface region of the
heterostructures. In view of the large layer thicknesses,
the interfaces were studied by AES layer-by-layer anal-
ysis, which permitted us to construct compositional
depth profiles of the heterostructures as a whole. The
experiments were carried out on several sets of samples
differing in the conditions of preparation and heat treat-
ment (see table).

The GeLMM and SiKLL Auger transitions were
excited by a primary 5-keV electron beam with a
150-nA current. The diameter of the primary electron
beam was ~5–10 µm. The intensity of the GeLMM and
SiKLL peaks was measured simultaneously with the
ion milling.

3. RESULTS OF THE EXPERIMENTS 
AND THEIR DISCUSSION

3.1. Investigation of the Film Structure

TEM measurements show the structural defects in
all the samples studied to be primarily 60° dislocations

with the Burgers vectors b = 〈110〉 , which glide along

the {111} inclined planes. The nonannealed samples
are dominated by long misfit dislocations (up to 100 µm)
with a linear density of (1–3) × 102 cm–1. Grown-in dis-
locations were not detected by TEM in these samples,
which indicates their low density in the initial stage of

a
2
---
Parameters of the Si/GexSi1 – x/LTSi and Si/GexSi1 – x/PS heterostructures

Sample Buffer thickness 
(nm) and type

GexSi1 – x
thickness, nm

x (measuring 
method)

Si cap
thickness, nm

Anneal tempera-
ture,* °C

2–3 50 (LTSi) 100 0.3 (XPS, AES) 5 –

3–3 50 (LTSi) 100 0.25 (XPS, AES) 5 700

6 50 (LTSi) 150 0.27 (XPS, AES) 10 700, 800

7 50 (LTSi) 80 0.19 (AES) 75 700, 800

3741 17 (PS) 100 0.33 (AES) 5 –

3742 17 (PS) 100 0.29 (AES) 5 700

* All anneals 1 h long.
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plastic relaxation (<105 cm–2). After the films were
annealed at 800°C for one hour, the residual elastic
strains in the 100-nm-thick films became slightly lower
compared to what is quoted in [3, 4], although the
degree of plastic relaxation did not change signifi-
cantly. The degree of plastic relaxation was observed to
increase only with increasing film thickness. In partic-
ular, for a thickness of 300 nm, plastic relaxation was
found to be close to 100%.

3.2. Investigation of the Near-Surface Region
in Heterostructures

We studied heterostructures 2–3, 3–3, and 6 (see
table). XPS measurements revealed the presence of Ge
about 0.15 monatomic layers thick on the starting sur-
face (i.e., on the Si cap layer) even before the ion sput-
tering (Fig. 2). The Ge content was estimated by the
technique used to determine the surface coating
described in [6]. An XPS layer-by-layer analysis
showed the Ge concentration to fall off rapidly in the
bulk of the Si cap layer (Fig. 2). The observed character
of Ge distribution is apparently connected with surface
segregation of Ge, which takes place during the silicon
layer growth on the GexSi1 – x solid solution. Informa-
tion on experimental and theoretical studies of Ge seg-
regation in Si is available in the literature [7–14]. How-
ever, the segregation processes that occur in MBE of
germanium–silicon heterostructures remain poorly
studied.

We studied samples with different Si layer thick-
nesses (5 nm for samples 2–3 and 3–3 and 10 nm for
sample 6), thus permitting us to follow the dependence
of the Ge distribution in the near-surface region of the
heterostructures on the cap layer thickness. Figure 2
presents XPS depth profiles of the near-surface region
of samples with different Si layer thicknesses, namely,
5 and 10 nm. For convenience, the profiles are matched
at the cap/solid-solution interface. While germanium is
also present on the surface of the thicker cap layer, its
concentration in the bulk of silicon is lower than that in
the first sample.

XPS spectra obtained at different times of the ion
sputtering procedure (Fig. 3) show that the shape and
position of the Ge2p peak from the surface are changed
compared to those from the bulk of the Si layer, which
indicates the surface Ge to be oxidized (when the sam-
ples were transferred from the growth chamber to the
analysis chamber in air).

3.3. Study of the GexSi1 – x /LTSi
and GexSi1 – x /PS Interfaces

The most interesting subjects of the present study
were the GexSi1 – x/LTSi and GexSi1 – x/PS interfaces,
i.e., the transitional regions to the compliant substrate,
which strongly affect the heterostructure characteris-
tics.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
In addition to the above features in the component
distribution, we found a region of enhanced Ge concen-
tration at the solid-solution/LTSi interface (Fig. 4). This
effect was observed with a good reproducibility in all
lots of samples with an LTSi buffer (samples 2–3, 3–3,
6, 7, see table) and was not detected in structures with
a porous buffer (samples 3741, 3742, see table).
Annealing resulted in a broadening of the Ge concen-
tration peak at the interface with LTSi, which is shown
in Fig. 4, and permits one to follow the evolution of the
interface region caused by diffusion during the heat
treatment. Increasing the annealing temperature to
800°C brought about a further decrease in the magni-
tude of the Ge peak until it vanished altogether.

Layer-by-layer AES analysis has a finite resolution
determined by a set of factors, which includes, in par-
ticular, the finite electron escape depth, interface rough-
ness, and the influence of the ion beam on a sample
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Fig. 2. XPS depth profiles of the near-surface region of het-
erostructures with a Si cap layer of different thicknesses:
(A) 5 and (B) 10 nm matched at the Si/GexSi1 – x interface.
The dashed line shows the surface of the sample with a 5-
nm-thick silicon layer. Plotted on the vertical axis are the
Ge2p/Ge3d and Ge2p/Si2p peak intensity ratios.
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Fig. 3. X-ray photoelectron spectra (Ge2p peak) from the
near-surface region in the Si/GexSi1 – x/LTSi heterostruc-
ture for different ion sputtering times.
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Fig. 4. AES depth profiles of the Si/GexSi1 – x/LTSi hetero-
structure (a) before annealing and (b, c) after annealing for
one hour at 700 and 800°C, respectively.

Ge 2p
P

[15]. This results in a broadening of the originally sharp
interfaces and of the concentration depth profile. The
depth resolution of the method under the above experi-
mental conditions was about 4 nm. This value was
obtained in depth-profiling thin Ge layers (10 ML) in
silicon. Thus, taking into account the finite resolution
of the method, one may expect that the real Ge interface
concentration to be higher than that observed in the
depth profiles and that the enrichment to be localized in
a narrower region.

The enrichment by germanium of the GexSi1 – x/LTSi
interface may be due to the so-called shutter effect,
which is associated with the design feature of the cruci-
ble germanium sources. It originates from the germa-
nium melt cooling after the shutter has been opened,
which gives rise to a rapid decrease in the flux and a
decrease in the germanium percent content in the solid-
solution film as the film increases in thickness in the
initial stage of growth.

The variation in the concentration with annealing
temperature permits one to estimate the effective acti-
vation energy of Ge diffusion in the interface region. A
calculation made by the technique described in [16]
yielded Ea ≈ 1.6 eV. This value is less by nearly 1 eV
than the activation energies of Ge diffusion in the
GexSi1 – x solid solutions (0.3 < x < 0.7) quoted in the lit-
erature [17–19]. This discrepancy may be caused by the
fact that the conditions at the GexSi1 – x/LTSi interface
of the heterostructures studied are such as to make the
diffusion mechanisms more complicated. The heterod-
iffusion may be affected by such factors as the mechan-
ical stress field, concentration gradients of the main
solid-solution constituents and point defects, and
enhanced diffusion over the cores of grown-in disloca-
tions. These dislocations form in the course of nucle-
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Fig. 5. AES depth profile of the Si/GexSi1 – x/PS hetero-
structure (a) before annealing and (b) after annealing at T =
700°C for one hour.
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002



STUDY OF THE COMPONENT DISTRIBUTION 713
ation and development of the misfit dislocation net-
work, to whose formation the enrichment of the low-
temperature Si layer by point defects may contribute to
a large extent [5].

AES depth profiling of structures buffered by
porous silicon, Si/GexSi1 – x/PS (samples 3741, 3742;
see table), showed that the growth of a solid solution on
PS does not produce a germanium-enriched interface
layer between the solid solution and porous silicon.
These samples are characterized by a strongly broadened
concentration distribution profile near the GexSi1 – x/PS
interface (Fig. 5), with some germanium depletion
being observed in the region where a Ge concentration
peak was detected in structures grown on low-tempera-
ture Si. Subsequent annealing resulted in additional dif-
fusion broadening of the interface (Fig. 5). Investiga-
tion of the possible mechanisms responsible for this
phenomenon, in particular, of Ge diffusion in PS,
requires further study.

4. CONCLUSIONS
Thus, we have obtained information on the compo-

sition and structure of germanium–silicon heterosys-
tems grown by MBE on low-temperature and porous Si
and studied their behavior in heat treatments employed
to obtain strain-relieved structures. It was shown that
the heterosystems have germanium-enriched regions
(i) on the surface of the silicon cap layer and (ii) at the
solid-solution/LTSi buffer interface.

The activation energy obtained for Ge diffusion at
the GexSi1 – x/LTSi interface is indicative of conditions
which make the diffusion mechanisms more compli-
cated. The acceleration of diffusion is possibly due to
the complex structure of the interface region sand-
wiched between the solid-solution and the low-temper-
ature silicon layers.

The experimental data obtained can be applied to
advantage to technologies involving the formation of
alternate substrates based on GeSi heterosystems.
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Abstract—The optical functions of iron disilicide (β-FeSi2) thin epitaxial films are calculated from the reflec-
tance spectra in the energy range 0.1–6.2 eV with the use of the Kramers–Kronig (KK) integral relations. A
comparison of the results of calculations from the transmittance and reflectance spectra and the data obtained
from the reflectance spectra in terms of the Kramers–Kronig relations indicates that the fundamental transition
at an energy of 0.87 ± 0.01 eV is a direct transition. An empirical model is proposed for the dielectric function
of β-FeSi2 epitaxial films. Within this model, the specific features in the electronic energy-band structure of the
epitaxial films are described in an analytical form. It is shown that the maximum contributions to the dielectric
function and the reflectance spectrum in the energy range 0.9–1.2 eV are made by the 2D M0-type second har-
monic oscillator with an energy of 0.977 eV. This oscillator correlates with the second direct interband transi-
tion observed in the energy-band structure of β-FeSi2. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconducting iron disilicide (β-FeSi2) is one of
the most extensively studied and promising materials
for use in silicon technology of integrated circuits and
optoelectronic devices [1–5]. As follows from analysis
of the transmittance and reflectance spectra, β-FeSi2 is
a direct-band-gap semiconductor with a band gap of
0.87 eV [1, 2]. However, theoretical calculations have
demonstrated that iron disilicide is a quasi-direct-gap
semiconductor [3–5] for which the energies of the indi-
rect and direct interband transitions differ by 0.04–
0.06 eV. The real and imaginary parts of the dielectric
function of β-FeSi2 have been experimentally deter-
mined for epitaxial films [2, 3, 5] and bulk single-crys-
tal samples [5]. The results obtained for the high-
energy features in the electronic energy-band structure
of β-FeSi2 are in good agreement. At the same time,
there are discrepancies regarding the amplitude and fine
structure, specifically in the vicinity of the fundamental
transition. This disagreement is associated with a defect
structure of epitaxial films (lattice strains, dislocations,
and grain boundaries). Some authors carried out theo-
retical calculations of the energy-band structure of sin-
gle-crystal β-FeSi2 (with the inclusion of lattice defor-
mations [4] and without regard for such deformations
[3, 5]) and optical functions. It was shown that strains
arising in the β-FeSi2 crystal lattice can lead to a change
in the type of fundamental transition. Unfortunately,
the effect of extrinsic defects (for example, an ordered
dislocation network in the film) on the optical proper-
ties and the energy-band structure of β-FeSi2 epitaxial
1063-7834/02/4404- $22.00 © 20714
films has defied calculation. At present, there is a need
to investigate thoroughly and simulate the optical prop-
erties of β-FeSi2 epitaxial films with a defect structure
for the purpose of designing optoelectronic devices
based on β-FeSi2/Si heterostructures.

In the present work, we grew thin epitaxial films of
β-FeSi2, calculated the optical functions, and deter-
mined the energies of the first interband transitions by
two different methods. Moreover, we derived an empir-
ical model of the dielectric function of the β-FeSi2 epi-
taxial film, calculated the model parameters, deter-
mined the contribution from oscillators to the dielectric
function, and compared the results of calculations with
the experimental reflectance spectrum.

2. EXPERIMENTAL TECHNIQUE

Iron disilicide (β-FeSi2) films on silicon substrates
were grown in a VARIAN ultrahigh vacuum chamber at
a pressure of 2 × 10–10 Torr. The chamber was equipped
with an Auger electron analyzer, a manipulator with
four degrees of freedom, a holder for three samples, a
bank of sources (Cr, Fe, Mg, and Si), and a quartz thick-
ness gauge. In the experiments, n-type Si(111) plates
(5 × 18 × 0.35 mm in size) with a resistivity of 5 Ω cm
served as substrates. The Si(111)-(7 × 7) atomically
clean silicon surface was prepared by high-temperature
annealing at a temperature of 1250°C for 2 min. The
surface condition was monitored by Auger electron
spectroscopy. The phase composition of the grown
films was determined by characteristic electron-energy-
002 MAIK “Nauka/Interperiodica”



        

ELECTRONIC STRUCTURE AND SIMULATION OF THE DIELECTRIC FUNCTION 715

                                                                                                                         
loss spectroscopy. Chemically pure iron (99.99%) was
used as an iron source. The deposition rate of iron was
equal to 0.5–0.6 nm/min.

The β-FeSi2 films were grown by the seed-layer
technique, which provided the appropriate conditions
for the epitaxial growth of β-FeSi2 on the Si(111) sub-
strate [6]. After the formation of the seed layer, iron was
deposited onto a hot (480°C) substrate followed by
annealing at a temperature ranging from 600 to 650°C
for 20–30 min. As a result, we obtained 30- and 50-nm-
thick β-FeSi2 continuous epitaxial films.

The transmittance (T) and reflectance (R) spectra of
the samples prepared were recorded on SPECORD
71IR and MDR-3 spectrophotometers in the energy
range 0.089–1.2 eV at room temperature. Moreover, the
reflectance spectra in the energy range 1.55–6.2 eV at
room temperature were measured on a SPECORD
UV-VIS spectrophotometer. The main optical func-
tions for β-FeSi2 thin films on Si(111) in the transparent
region were calculated from the reflectance and trans-
mittance spectra in the framework of the film–substrate
bilayer model [7]. The optical functions ε1, ε2, Im(ε)–1,
and σopt for β-FeSi2 thin films in the energy range 0.1–
6.2 eV were calculated from the reflectance spectra in
terms of the Kramers–Kronig (KK) integral relations.
In order to simulate the optical functions, we derived an
empirical model of the dielectric function for β-FeSi2
epitaxial films.

3. THE EMPIRICAL MODEL 
OF THE DIELECTRIC FUNCTION FOR β-FeSi2

The calculated spectra ε(E) were analyzed in the
framework of an empirical model that is based on the
dielectric function model [8, 9] and adapted to β-FeSi2
epitaxial films. Within the dielectric function model,
the dielectric function ε(E) is represented as the sum of
the free harmonic oscillators. For each oscillator, the
features in the energy-band structure of β-FeSi2 films
are described in an analytical form within the approxi-
mation of parabolic bands and constant transition
matrix elements in the vicinity of the critical points.

Detailed theoretical investigations into the energy-
band structure [3] have demonstrated that, for the most
part, the energy gap separates the nonbonding and anti-
bonding Fe 3d states with a small admixture of the 3p
and 3d states of iron and silicon. It was revealed that a
certain mixing of the Fe d, Fe p, and Si p states occurs
at the valence band top and the conduction band bot-
tom. Consequently, the optical transitions are not for-
bidden transitions. The band gap in the β-FeSi2 semi-
conductor can be either direct [5] or indirect [3, 4]. At
the same time, the second interband transition must
necessarily be direct and slightly different from the first
interband transition [3–5]. The direct band gap is
located at a point with low symmetry (along the ZΓ line
[5] in Fig. 1), whereas the wider direct band gap (0.82–
0.86 eV) is observed at the Y point of the Brillouin zone
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
[5]. These transitions should exhibit critical points of
the three-dimensional (3D) M0 type. The density of
states in the vicinity of the fundamental transition and
the oscillator strength of this transition are very small
[3–5]. As a result, the reflectance spectrum shows no
maximum in the energy range of the fundamental tran-
sition. According to theoretical calculations, the first
maximum in the reflectance spectrum of β-FeSi2 is
observed in the energy range 1.65–1.80 eV [5] and cor-
relates with d–p interband transitions from electronic
states in the valence band of iron and silicon to elec-
tronic states in the conduction band and vice versa.
However, the reflectance spectra of the epitaxial and
polycrystalline β-FeSi2 films contain the first maximum
in the energy range 0.9–1.05 eV [1, 5]. Therefore, it is
in this energy range that the direct interband transition
with a large oscillator strength should occur in the
energy-band structure of β-FeSi2. The second maxi-
mum in the reflectance spectra of β-FeSi2 epitaxial
films is observed at 1.9–2.0 eV [5]. As follows from
theoretical calculations [3–5], direct interband transi-
tions with critical points of the 3D M2 and 3D M1 types
[10] and with large oscillator strengths should be
observed in the vicinity of the Y, Z, and Γ points [5]
(Fig. 1), which stem from the negative band-edge cur-
vature.

At these energies, the energy bands are character-
ized by an insignificant bending. As a consequence, the
three-dimensional M1-type critical point transforms
into the two-dimensional (2D) M0-type critical point.
Therefore, the decomposition of the first two peaks in
the reflectance spectrum in the energy range 0.78–
2.2 eV can be represented as the sum of electronic tran-
sitions of the 3D M0 (one oscillator) and 2D M0 (two
oscillators) types. In the energy range 2.5–6.2 eV, the
reflectance spectrum shows a maximum at 4.5–5.0 eV
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Fig. 1. Electronic energy-band structure calculated by the
LMTO method for β-FeSi2 along the directions with a high
symmetry in the vicinity of the band gap [5].
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[5]. This suggests that the interband transitions exhibit
a large oscillator strength at these energies. On this
basis, the dielectric function can be represented as the
sum of contributions from three transitions or more,
including damped harmonic oscillators (DHO) (a
broadened critical point of the 2D M1 type [8]). We
assume that all the harmonic oscillators are character-
ized by a Lorentzian-type broadening [8, 9].

The proposed model is derived for numerical fitting
of the dielectric function of the β-FeSi2 epitaxial film in
the energy range 0.1–6.2 eV. This model includes six
free harmonic oscillators and 19 parameters. These lat-

ter are six strength parameters (A0, , , ,

, and ), six energies (E0, , , , ,

and ), six broadening parameters (Γ0, , ,

, , and ), and one additive constant ε∞. The
ε∞ additive constant is not an rf permittivity of the
β-FeSi2 epitaxial films but accounts for the effect of all
high-energy transitions above 6.2 eV. The fitting was
performed by minimizing the root-mean-square error
σ0 for both the real and imaginary parts of the dielectric
function ε(ω) = ε1(ω) + iε2(ω) [11]. This error is defined
by the expression
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Fig. 2. Transmittance (T) and reflectance (R) spectra of the
β-FeSi2/Si(111) system for different film thicknesses:
(a) 30 and (b) 50 nm.
P

where the subscripts m and d refer to the model and
experimental data, respectively, and N is the number of
experimental points.

4. EXPERIMENTAL RESULTS, SIMULATION, 
AND DISCUSSION

Auger electron spectroscopy indicates that the sur-
face of all the β-FeSi2 films under investigation is
enriched with silicon. This is explained by the silicon
segregation during the growth of β-FeSi2. In this case,
the island growth is ruled out because the silicon loss
peak associated with the excitation of a bulk plasmon
(at 17.1 eV) [12] is absent in the characteristic electron-
energy-loss spectra. On the other hand, the spectra of
β-FeSi2 films of different thicknesses contain the bulk
plasmon excitation loss peak at 20.5–21.0 eV at differ-
ent energies of the primary electron beam (300–
900 eV). This energy of plasmon excitation loss corre-
sponds to the density of valence electrons in the β-FeSi2
semiconductor [13]. Consequently, the β-FeSi2 films
are comparable to the bulk single crystals in both their
atom and electron densities.

As-prepared iron disilicide semiconductor films 30–
50 nm thick are smooth with a mirror luster. According
to atomic force microscopy, the thickness inhomogene-
ity of these films is equal to 10–16 nm. Therefore, all
the β-FeSi2 films are continuous and can be examined
using optical spectroscopy with the aim of calculating
the optical functions, provided the reflectance spectrum
is corrected in the energy range above 2 eV [14].

Figure 2 shows the transmittance and reflectance
spectra of 30- and 50-nm-thick β-FeSi2 films on the sil-
icon substrate. It can be seen that an increase in the
β-FeSi2 layer thickness leads to a decrease in the trans-
mittance of the film–substrate system in the energy
range 0.65–1.2 eV. The reflectance spectra of these
films are similar in shape, and the corresponding reflec-
tion coefficients are close in magnitude. The depen-
dence of the absorption coefficient on the photon
energy for the 30-nm-thick β-FeSi2 epitaxial film
(Fig. 3a) was determined by solving a system of tran-
scendental equations [7]. The grown samples are char-
acterized by linear portions in the dependence (αhν)2

on the photon energy [10] in the range 0.84–1.1 eV
(Fig. 3b). By extrapolating the linear portions to the
point of intersection with the energy axis, we obtained
the direct band gap E = 0.87 eV and the second direct
interband transition energy E = 0.97–0.99 eV. In the
energy range below 0.87 eV, the behavior of the absorp-
tion coefficient cannot be not described by the contribu-
tion from the indirect transition with a lower energy
and, as a rule, is attributed to absorption by defects in
β-FeSi2 films [1]. Our data on the band gap and the type
of second interband transition are in agreement with the
results obtained by Bost and Mahan [1] and Onda et al.
[15], who determined the film parameters either by cal-
culating the transmittance and reflectance spectra or
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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from analysis of the photoreflectance spectra. The fact
that the second direct interband transition occurs at an
energy of 0.98 ± 0.01 eV is quite consistent with the
results of band-structure calculations for both the bulk
β-FeSi2 sample [16] and thin β-FeSi2 epitaxial films
[16]. The spectra of the absorption coefficient calcu-
lated in terms of the Kramers–Kronig integral relations
also indicate that the direct fundamental transition
should take place at an energy of 0.87 eV (Fig. 3b).

The spectral dependences of the energy loss func-
tion Im(ε)–1 (Fig. 4a) and the optical conductivity σopt
(Fig. 4b) for a 30-nm-thick β-FeSi2 epitaxial film pro-
vide additional information on the energy loss distribu-
tion of electrons interacting with incident radiation. It
can be seen that the spectral dependence of the energy
loss function exhibits three local maxima at 1.4, 2.65,
and 4.3 eV. The energy positions of these maxima in the
energy loss spectrum coincide with those of the minima
observed in the spectrum of the optical conductivity.
The optical conductivity is a macroscopic parameter
and characterizes the absorption of electromagnetic
radiation by charge carriers [17]. Consequently, the
peaks associated with the energy absorption by charge
carriers (at 1.25, 1.6, and 3.7 eV) alternate with the
peaks due to electron energy loss. This allows us to dis-
tinguish the groups of main oscillators and to apply the
dielectric function model to the decomposition of the
integrated spectra of the complex dielectric function
into the sum of the six spectra of effective free har-
monic oscillators.

Let us now consider the calculated data on the fun-
damental and high-energy interband transitions, which
were obtained by numerical simulation of the dielectric
function for β-FeSi2. Figure 5 shows the results of
numerical simulation (dashed lines) and the experimen-
tal spectra ε1(E) (open circles) and ε2(E) (open squares)
processed in terms of the Kramers–Kronig relations.
The table presents the parameters determined by the
numerical fitting through the minimization of the root-
mean-square errors. The root-mean-square error in the
simulation is equal to 2.62%. The overall simulated
spectrum of the dielectric function is in close agree-
ment with the experimental spectrum in the energy
range 0.9–5.5 eV. A small difference between these
spectra in the energy range 0.1–0.9 eV can be associ-
ated with a more complex structure of the electronic
transitions from nonbonding states of iron and silicon,
because these transitions are inadequately described
within the model of a 3D M0-type harmonic oscillator.
This is indicated, for example, by a small oscillator
strength (strength parameter) and a considerable broad-
ening parameter of this oscillator (see table). A certain
discrepancy is also observed at energies in the range
5.5–6.2 eV and, most likely, can be due to a complex
structure of the interband transitions from the Fe–Si
p−d bonding states to the conduction band in β-FeSi2
epitaxial films. It should be noted that the second effec-
tive oscillator with an energy of 0.977 eV is character-
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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Parameters of six free harmonic oscillators for the β-FeSi2 epitaxial film

Critical point type Parameter Numerical value Critical point type Parameter Numerical value

E0 (eV) 0.80  (eV) 3.5

3D M0 A0 (eV)1.5 1 × 10–10 2D M1 (DHO) 2.155

Γ0 (eV) 0.69  (eV) 1.293

 (eV) 0.977  (eV) 4.25

2D M0 12.33 2D M1 (DHO) 0.339

 (eV) 0.0358  (eV) 0.605

 (eV) 1.777  (eV) 5.59

2D M0 6.879 2D M1 (DHO) 1.142

 (eV) 1.333  (eV) 2.24

Contribution from high-
energy transitions

ε∞ 0.505

Root-mean-square error, % σ0 2.63
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broadening. These data are at variance with the results
of theoretical calculations performed in [3–5]. The sec-
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direct interband transition at an energy of 1.0 ± 0.02 eV.
The numerical simulation demonstrated that the elec-
tronic structure of β-FeSi2 epitaxial films in the energy
range 0.90–1.2 eV differs substantially from the ideal
electronic structure used in theoretical calculations [3–
5] for β-FeSi2 single crystals. The strength parameters
of the third and fourth oscillators are also relatively
large (see table); hence, they make a considerable con-
tribution to the dielectric function in the energy range
1.5–2.5 eV. Since the fifth and sixth oscillators are char-
acterized by smaller strength parameters and a more
pronounced broadening, they should contribute to the
dielectric function to a lesser degree. The effect of all
the high-energy interband transitions observed at ener-
gies above 6.2 eV is taken into account by the additive
constant ε∞ = 0.505.

The reflection coefficient measured at close-to-right
angles of incidence can be represented in the following
form [10]:

Figure 6 displays the theoretical reflectance spectrum
R(E) (dashed line), which was derived from the simu-
lated spectra of the dielectric function, and the experi-
mental reflectance spectrum (open circles). As can be
seen, the dielectric function model proposed in this
work adequately describes the experimental depen-
dence of the reflection coefficient for β-FeSi2 films over
the entire range of photon energies (0.1–6.2 eV). A

R E( )
ε1 E( ) iε2 E( )+[ ] 0.5 1–{ }
ε1 E( ) iε2 E( )+[ ] 0.5 1+{ }

-----------------------------------------------------------

2

.=
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small disagreement is observed when simulating the
shape of high-energy peaks (3.5–6.2 eV) rather than
their amplitudes.

5. CONCLUSION

Thus, the β-FeSi2 continuous thin epitaxial films on
the Si(111) substrate were grown by the seed-layer
technique. We investigated the electronic structure of
these films and calculated the optical functions. The
results of calculations from the transmittance and
reflectance spectra and the data obtained from the
reflectance spectra in terms of the Kramers–Kronig
relations demonstrated that the direct fundamental tran-
sition occurs at an energy of 0.87 ± 0.01 eV. The
semiempirical model of the dielectric function for
β-FeSi2 epitaxial films was derived reasoning from an
analysis of the reflectance spectra of β-FeSi2 films and
theoretical data available in the literature on the energy-
band structure of β-FeSi2 single crystals. The integrated
spectra were decomposed into the six spectra of free
harmonic oscillators, and their parameters were deter-
mined. It was shown that the second 2D M0-type har-
monic oscillator with an energy of 0.977 eV makes the
dominant contribution to the dielectric function and the
reflectance spectrum in the energy range 0.9–1.2 eV.
This oscillator correlates with the second direct inter-
band transition in the energy-band structure of β-FeSi2.
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Abstract—This paper reports on a comprehensive study of fundamental-absorption spectra of CuCl and CuBr
nanocrystals measured in the temperature range extending from 80 K up to the melting point. The temperature
dependences of the energy E, oscillator strength f, and temperature-broadening coefficient σ of optical-transi-
tion spectral to excitonic states were determined. A new approach to the calculation of the shape and tempera-
ture-broadening of absorption spectra, based on quantum statistics, was employed. The crystal is treated as a
quantum statistical ensemble. The set of atoms involved in the electronic transition initiated by a photon absorp-
tion is taken as an element of the ensemble. Energy fluctuations of electronic states occurring in the elements
of the ensemble give rise to temperature broadening of the optical-transition spectra. The temperature depen-
dence of the χ coefficient of thermodynamic fluctuations of the Z1, 2 and Z3 exciton states was found. A theo-
retical substantiation of the Urbach rule was obtained in terms of the model proposed. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Publication of new data on the temperature depen-
dence of absorption spectra of semiconductor nanoc-
rystals (NCs) of CuCl [1] and CuBr has reinstated the
question of interpretation of the shape and temperature-
induced broadening of optical absorption spectra. Stud-
ies of the melting–crystallization phase transitions in
NCs of CuCl [2] and CuBr established the temperature
region where one could investigate the fundamental
absorption spectra of these systems. Size-quantization
effects do not yet manifest themselves in NCs with
dimensions of 10 nm and larger, and they are close in
their parameters to single crystals [1, 3]. In contrast to
CuBr, the absorption band of the Z3 exciton in CuCl lies
below the Z1, 2 band [4]. Increasing the temperature
brings about a positive shift in energy of the exciton and
interband transitions. The temperature-induced broad-
ening of absorption spectra is accompanied by a change
in the oscillator strength of optical transitions. The
long-wavelength tail of the absorption spectra of
CuHal, as of many other systems [5], follows the
Urbach rule. To determine the temperature dependence
of the optical-transition parameters in CuHal, one has
to determine the shape of the absorption spectra.

Calculations of absorption spectra in well-known
theoretical works (see, e.g., [6–12]) have been per-
formed primarily for the region of the long-wavelength
decay to validate the Urbach rule. The results obtained
in those works do not permit one to calculate the whole
absorption band on a unified basis and make a compar-
ison with experimental data.

This paper puts forward a new approach to the inter-
pretation of the shape and temperature dependence of
the absorption spectra of crystals. This approach is
1063-7834/02/4404- $22.00 © 20720
based on applying Fermi–Dirac quantum statistics. The
crystal as a whole is treated as a quantum ensemble
consisting of small crystal regions—the elements of the
ensemble. Thermal lattice vibrations give rise to fluctu-
ations of the energy states in an ensemble element and,
accordingly, of the optical transition energy. We calcu-
lated the shape of the exciton and band-to-band transi-
tions with due account of these fluctuations and deter-
mined the temperature dependences of the optical-tran-
sition parameters in CuHal NCs. The long-wavelength
tail in the absorption spectra calculated within this
model is in agreement with the Urbach rule.

2. FUNDAMENTAL ABSORPTION IN CuHal 
NANOCRYSTALS

Earlier, we presented the fundamental absorption
spectra of CuCl NCs [1]. Figure 1 displays similar
absorption spectra of CuBr NCs. The NCs studied had
an average diameter of about 10 nm. The measurements
were carried out at temperatures ranging from 300 K up
to the melting point. As the temperature increases, both
systems exhibit a considerable positive energy shift of
the Z1, 2 and Z3 exciton absorption bands (in CuCl, this
effect is slightly more pronounced than in CuBr).

The temperature broadening of the exciton absorp-
tion bands is accompanied by a change (a decrease for
the Z1, 2 exciton and an increase for the Z3 exciton) in
the oscillator strength of the optical transition. A nodal
point appears in the long-wavelength tail of the Z1, 2
exciton absorption band in CuCl and CuBr NCs at an
energy EU, at which the absorption coefficient remains
temperature-independent up to NC melting. The nodal
point lies at 3.24 eV in CuCl [1] and at 3.00 eV in CuBr.
002 MAIK “Nauka/Interperiodica”
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Below EU, the absorption spectra of CuCl [1] and CuBr
(Fig. 1) fall off exponentially, which is in accord with
the Urbach rule. The shape and the observed tempera-
ture broadening of the fundamental absorption band
and of the long-wavelength tail are governed, most
likely, by the same mechanism. This paper proposes a
quantum statistical approach for use in calculating the
absorption spectra and their temperature-induced vari-
ations.

3. MODEL

In accordance with the principles underlying the sta-
tistical theory [13], a large system (for instance, a crys-
tal) may be treated as a canonical quantum ensemble
consisting of smaller systems—elements of the ensem-
ble (EEs). The choice of the EEs is determined by the
problem under study, namely, determination of the
effect of temperature on optical absorption spectra. In
this case, one has to choose, as an EE, the set of atoms
that participate in the electronic transition initiated by
the absorption of a photon. In the electron transfer
model [14, p. 70], the primary photon absorption event
consists in electron transfer to a neighboring atom.
Then, the EE will contain atoms of the first coordina-
tion shell, with possible involvement of the atomic
fields of the second and third coordination shells.

There are two types of elements of which quantum
statistical ensembles can consist: bosons and fermions.
We assume the EE in the model under study to be the
fermion, because the interaction in it is dominated by
electrons. In accordance with the definition of the
canonical ensemble, the EEs virtually do not interact
with one another, because they are excited at different
times and at different points of the crystal. They can
exchange energy with the remainder of the crystal as
with a bath. As a result, the EE ground-state energy will
fluctuate. Each EE has a set of energy levels which
coincides, at T = 0, with that of the crystal. Being a part
of the crystal, the EEs do not have translational degrees
of freedom.

In terms of the Fermi–Dirac statistics, the distribu-
tion of energy E in an ensemble of fermions is given, in
the case of no degeneracy, by the relation [13]

(1)

In this ensemble, µ is the equilibrium position of the EE
energy (the crystal ground state) and, as in metals at
T = 0, is the upper occupied level of the crystal, i.e., the
top of the valence band (µ = EV). When the crystal is
heated, the EV level can change its position as a result
of lattice expansion.

According to thermodynamic theory, the EE energy
fluctuations can consist of two parts, namely, of the
entropy term (due to electron redistribution over the EE
levels) and the external work (associated with a change
in EE volume and bringing about a shift of the energy

n E T,( ) e
E µ–( )

kT
-----------------

1+ 
 

1–

.=
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levels [13, p. 47]). In the case of dielectrics and semi-
conductors with Eg @ kT (Eg is the band gap width),
energy exchange with the bath cannot initiate electron
redistribution over empty levels, as is the case with met-
als. However, thermal fluctuations of the EE volume
may cause a shift ∆ of the valence-band maximum E
relative to the equilibrium position EV (∆ = E – EV). Fig-
ure 2 presents the n(E, T) distribution for µ = EV (calcu-
lated for the temperature range 0–650 K) and thermally
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Fig. 1. Fundamental absorption spectra of CuBr NCs mea-
sured at different temperatures. Inset shows the long-wave-
length tail drawn on the E–logD scale; EU is the nodal-point
energy in the absorption spectra of the Z1, 2 exciton.
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broadened density-of-states curves for the valence-
band top for 350 and 650 K.

A volume fluctuation of an EE will shift the whole
level system in it, including the conduction-band mini-
mum EC or a local state E0 in the band gap (Fig. 3).
Obviously enough, the shift of the higher lying elec-
tronic states ∆l in an EE will be proportional to that of
the ground state ∆:

(2)

where χl is the coefficient of thermodynamic fluctua-
tions of the state El, which determines the factor by
which the fluctuations of the electronic state l are larger
than those of the ground state. The χ coefficient
depends on the electronic-state configuration and, in
the general case, can be different for a compressed and
a stretched EE.

The modulus of the energy derivative of the distribu-
tion of Eq. (1) is the function ρ(∆, T) characterizing the
density-of-states broadening at the valence-band top of
the crystal. One can also define the ρ(∆, T) function as
the distribution of the energy fluctuation probability ∆
for the ground state in a fermion ensemble as a function
of crystal temperature. This interpretation of the deriv-
ative of the function of Eq. (1) is well substantiated,
because the level shift ∆ is associated with thermal fluc-
tuations of the EE volume. Taking into account Eq. (2),
one can relate the probability of the optical-transition
energy fluctuations ∆opt to the probability of the fluctu-
ation ∆. To do this, one has to make a replacement ∆ =
σ∆opt in Eq. (1), where σ is a parameter connected with
the coefficient χ (the latter will be defined later). As a
result, the probability of thermodynamic fluctuations of
optical transition energy in an EE will be written as

(3)

∆l χ l∆,=

ρ ∆opt T,( ) e

σ∆opt

kT
-------------

1+
 
 
 

2–

e

σ∆opt

kT
------------- σ

kT
------.=

EC

E0

EV

E
E'

χC∆

χ0∆

∆

Fig. 3. Energy level shift in an element of the ensemble
caused by fluctuations in its volume. EV, EC, and E0 are the
energies of the valence-band top, conduction-band bottom,
and local level, respectively.
P

For the transition from the valence band to a local
level E0 (Fig. 3),

(4)

Equation (4) yields the relation used for the above-
mentioned replacement in the derivative of Eq. (1):

(5)

To describe optical transitions from the valence to
the conduction band, one will have to replace χ0 in
Eqs. (5) for σ by χC. In the general case, the coefficient
σ for a transition from the ground state (1) to an excited
state (2) is given by

(6)

where χ1 and χ2 are the corresponding coefficients for
the ground and excited states. The less χ1 and χ2 differ
from one another, the larger the parameter σ and,
according to Eq. (3), the smaller the temperature-
induced fluctuations of the optical transition energy.

4. TEMPERATURE-INDUCED BROADENING 
OF THE ABSORPTION SPECTRUM OF A LOCAL 

CENTER AND OF THE INTERBAND 
ABSORPTION EDGE

To derive the temperature dependence of absorption
spectra for T > 0, the reduced density-of-states spec-
trum g(E, T), which for T = 0 is given by a function g(E,
0), should be averaged (as in [6]) over all possible fluc-
tuations of the optical-transition energy ∆ defined by
Eq. (3). (For convenience, we drop the label “opt”.)
Thus, we have 

(7)

If the density of states at the band edges is cut off
sharply, the spectrum of the reduced density of states
for band-to-band transitions is a step g1(E, 0) = St(Eg –
E) (for E < Eg, the St function is zero, and for E > Eg,
St = 1). The averaging in Eq. (7) yields the following
expression for g1(E, T):

(8)

This relation was experimentally observed earlier
for absorption spectra in interband transitions in the
(hexagonal) ZnS system [5].

∆opt E' E– E0 χ0∆+( ) EV ∆+( )–= =

– E0 EV–( ) χ0 1–( )∆.=

∆ 1
χ0 1–
--------------∆opt σ∆opt, σ 1

χ0 1–
--------------.= = =

σ 1
χ2 χ1–
----------------,=

g E T,( )

ρ ∆ T,( )g E ∆–( ) 0,[ ] ∆d
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∫

ρ ∆ T,( ) ∆d

∞–

+∞

∫
---------------------------------------------------------------.=
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The density of states for local centers can be pre-
sented in the form of a delta function, g2(E, 0) = δ(E0 –
E). Due to averaging in Eq. (7), the density-of-states
spectrum g2(E, 0) is broadened and, for a temperature
T, is given by the relation

(9)

For Ei – E (index i denotes g or 0) larger than 2.5kT,
the low-energy absorption tail in Eqs. (8) and (9) can be
approximated by the relation

(10)

defining the Urbach rule [5]. It should be pointed out
that the high-energy tail in the absorption spectra of a
local center also follows the Urbach rule.

One can use averaging in Eq. (7) to find the temper-
ature-induced broadening for an arbitrary spectrum of
the reduced density of states for optical transitions.

5. DETERMINATION OF FUNDAMENTAL 
ABSORPTION PARAMETERS FOR CuHal 

NANOCRYSTALS

It was shown earlier [1] that the absorption curve for
interband transitions in CuCl NCs has two steps associ-
ated with transitions from different valence subbands.
Therefore, the experimental exciton absorption bands
were derived from fundamental absorption spectra by
subtracting the calculated band-to-band absorption
curves α(E, T), which were represented as a sum of two
temperature-broadened steps similar to those described
by Eq. (8):

(11)

where E1g, E2g, f1, and f2 are the energies and oscillator
strengths of transitions from the lower and upper
valence subbands, respectively. (The coefficients σ in
Eq. (11) for these transitions were taken equal to unity.)
The optical-transition parameters were determined by
comparing the experimental exciton spectra with calcu-
lations.

The exciton absorption bands were calculated using
Eq. (9) and by assuming that they are due to absorption
by local centers. In this case, the absorption [α1(E, T)
for the Z1, 2 exciton and α2(E, T) for the Z3 exciton] can
be written as

(12)

g2 E T,( ) e
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e
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(13)

where E1, E2, f01, and f02 are the energies and relative
oscillator strengths of transitions to the Z1, 2 and Z3 exci-
tonic states, respectively. It was found that E1 and E2 are
temperature-dependent.

In Eqs. (12) and (13),

(14)

where χ1 and χ2 are the corresponding coefficients of
thermodynamic fluctuations for the Z1, 2 and Z3 exci-
tons, respectively.

Figure 4 illustrates the separation of the exciton
absorption curves from the fundamental absorption of
CuCl and CuBr NCs and the calculation of the exciton
bands as being due to local-center absorption. First, we
subtracted the interband absorption (curves 4), calcu-
lated using Eq. (11), from the experimental D(E, T)
absorption curves. The remaining exciton absorption
(curves 1) was approximated by Eqs. (12) and (13). By
fitting the long-wavelength exciton-band tail, the corre-
sponding parameters σ1 and σ2 were found (for the Z1, 2
and Z3 excitons, respectively). In fitting the calculated
to experimental curves at the maximum, we chose the
energies (E1, E2) and oscillator strengths (f01, f02). The
absorption band of the Z1, 2 exciton (curves 2) consists
of two overlapping bands (curves 2', 2'') with a splitting
of 0.017 eV for CuCl and 0.036 eV for CuBr which
were calculated from Eq. (12) using the same parame-
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Fig. 4. Decomposition of experimental absorption spectra
of NCs of (a) CuCl (80 K) and (b) CuBr (293.5 K). The
exciton absorption spectra (curves 1) were obtained by sub-
tracting the calculated interband absorption [curves 4, cal-
culation using Eq. (11)] from the experimental spectrum.
The exciton absorption spectrum (2, 2", 3) was calculated
using Eqs. (12) and (13).
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ter σ1. The experimental spectra are broader on the
high-energy side compared to the calculations. This
may be due to the thermodynamic coefficients χ (which
define, according to Eq. (5), the parameter σ) being dif-
ferent in the cases of compression and stretching.
Superposition of the exciton energy on the band states
could also produce an effect. The discrepancy between
the calculated and experimental spectra decreases with
increasing temperature.

We calculated exciton absorption spectra with the
corresponding best-fit parameters f0, σ, E1, and E2 for
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Fig. 5. Temperature dependences (a) of the energies E1g and
E2g (interband transitions), E1 and E2 (absorption band
maxima for the Z1, 2 and Z3 excitons), and (b) of the oscil-
lator strengths f01 and f02, as well as of the parameters σ1
and σ2 [points are the selection made in the calculation;
solid lines are extrapolation using Eqs. (17) and (19)] for
CuCl NCs.

Fig. 6. Absorption spectra of a local center calculated with
the parameters of the Z1, 2 and Z3 excitons in CuCl NCs.
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each temperature separately. In this way, we obtained
parameters for all temperatures and their approximat-
ing temperature relations. The results for the CuCl NCs
are shown in Fig. 5. The parameters of the temperature-
induced shift of the exciton transitions E1 and E2 are
approximated by the relations

(15)

(16)

where E01 = 3.282 eV and E02 = 3.217 eV. The oscillator
strength f01 for optical transitions to the Z1, 2 exciton
state increases by a factor of 1.5 (Fig. 5b) when the
crystal is heated from 80 to 573 K (the onset of melt-
ing). The parameter f02 for transitions to the Z3 exciton
state increases slightly when the crystal is heated from
83 to 150 K, to decrease subsequently to zero as the
temperature continues to increase. The temperature
dependences of the parameters f01 and f02 can be
approximated by the relations

(17)

(18)

The larger part of the temperature dependences of the
parameters σ1 and σ2 (Fig. 5b) decays linearly with
increasing temperature and can be approximated as

(19)

E1 E01 1 Q T( )+( ), E2 E02 1 0.9Q T( )+( ),= =

Q T( ) 0.65kT 115 kT( )3,–=

f 01 0.086 1 Q1 T( )+( ),=

f 02 0.087 1 Q2 T( )–( ),=

Q1 T( ) 72kT 220 kT( )1.5,–=

Q2 T( ) 22kT 1700 kT( )3.–=

σ1 1.22 7.5kT , σ2– 3.55 57kT .–= =
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HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002



ENERGY FLUCTUATIONS IN OPTICAL TRANSITIONS 725
The temperature-induced shift of the band-to-band
transition energy can be described in a way similar to
Eqs. (15):

(20)

where the parameters E01g = 3.333 eV and E02g =
3.236 eV. Fitting the oscillator strengths for the band-
to-band transitions yielded

(21)

The temperature-induced variations of the optical-
transition parameters for CuBr NCs can be described
by relations similar to those derived for CuCl.

Figures 6 and 7 sum up the calculations of all exci-
ton absorption spectra for CuCl and CuBr NCs, which
were made taking into account Eqs. (15)–(21). The
temperature-induced variations of the calculated
absorption bands and of the long-wavelength tail agree
well with the experimental spectra of CuCl [1] and
CuBr (Fig. 1) NCs. The presence of the nodal point in
the calculated spectra (Figs. 6, 7) in the exciton absorp-
tion tail at the energy EU is accounted for by the temper-
ature-induced shift of the Z1, 2 exciton energy in the sys-
tems under study. The behavior of absorption in the cal-
culated spectra below EU is consistent with the Urbach
rule (see insets to Figs. 6, 7).

In accordance with Eqs. (5), the σ(T) relations
obtained for CuCl and CuBr NCs can be used to derive
the temperature-induced variation of the thermody-
namic fluctuation coefficients χ for the exciton states.
The temperature dependences obtained for χ are close
to exponentials,

(22)

The corresponding parameters for the Z1, 2 exciton in
CuCl are χ0 = 1.64, a1 = 0.2, and a2 = 20. For CuBr,
χ0 = 1.55, a1 = 0.026, and a2 = 60. For the Z3 exciton in
CuCl, χ0 = 1.35, a1 = 0.005, and a2 = 110. For CuBr,
these parameters were determined within a narrow tem-
perature interval; their approximate values are χ0 =
2.14, a1 = 0.025, and a2 = 50. Figure 8 plots temperature
dependences of χ for the excitonic states in NCs of
CuCl and CuBr (the regions where the values of χ for
CuBr were not determined are dotted). The larger the
energy separation between a valence-band state and the
corresponding exciton state, the larger the coefficient χ.
In CuCl NCs, the fluctuations of the Z3 exciton state
grow considerably more strongly with increasing tem-
perature than those of the Z1, 2 exciton. The amplitude
of fluctuations of the Z1, 2 states is nearly two times
(χ1 = 1.8 at 80 K) that of the ground state. In the case of
CuBr, the energy of transition to the Z3 state is higher
than that to the Z1, 2 state and, accordingly, the fluctua-
tions of the Z3 state are larger. At the maximum temper-

E1g T( ) E01g 1 Q T( )+( ),=

E2g T( ) E02g 1 Q T( )+( ),=

f 1 T( ) 1.50 3.73kT ,+=

f 2 T( ) 0.58 7.4kT .–=

χ χ0 α1 α2kT( )exp .+=
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ature (immediately before melting), the fluctuation
amplitudes of the Z3 exciton states are more than two-
fold those of the crystal ground state.

6. CONCLUSIONS

Thus, the model proposed for the calculation of the
temperature broadening of absorption spectra, which is
based on the application of Fermi–Dirac quantum sta-
tistics to the crystal, demonstrated its efficiency for the
specific example of CuCl and CuBr NCs. We succeeded
in establishing, for the first time, the temperature
dependences of the parameters of optical transitions to
exciton states. The exciton-absorption line shape is
described fairly well in terms of thermodynamic fluctu-
ations of the crystal energy states. The nodal point in
the long-wavelength tail of the absorption spectra of
CuHal NCs, which is also observed to exist in many
systems [5], is due to the temperature-induced shift of
the exciton state energy. The long-wavelength absorp-
tion tail in the calculated exciton absorption spectra is
consistent with the Urbach rule. The parameter σ in the
Urbach relation has been given an interpretation differ-
ent from the one accepted earlier (see, e.g., [11, 12]).
The parameter σ is determined by the difference
between the ground- and excited-state fluctuations in an
optical transition.

The reduced density of states for the band-to-band
transition edge in CuHal crystals, as well as in ZnS [5],
is described well by a distinct step (for T  0). As the
temperature is increased, the step broadens toward the
band gap. The absorption tail is also consistent with the
Urbach rule.

The proposed model for the interpretation of the
shape and temperature-induced broadening of absorp-
tion spectra is also applicable to impurity centers (F
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Fig. 8. Temperature dependence of the thermodynamic fluc-
tuation coefficients χ for energy states of the Z1, 2 and Z3
excitons in CuCl and CuBr NCs.
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centers). It can also be employed in calculations of the
temperature broadening of the absorption edge for dis-
ordered systems (melts, amorphous dielectrics, or
oxide glasses). In all cases, the absorption tail at high
temperatures should follow the Urbach rule.
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Abstract—Czochralski-grown nitrogen-doped silicon crystals contain shallow thermal donors (STD) which
are not present in reference crystals. In the course of annealing at 600 or 650°C, the STD concentration reaches
saturation and this concentration scales with nitrogen content N as N1/2. This implies that an STD includes only
one nitrogen atom and that the most likely model of the STD defect is the NOm complex of an interstitial nitro-
gen atom with m oxygen atoms. The number m is estimated as, on the average, m = 3 from data on the temper-
ature dependence of the equilibrium constant for the complex formation reaction © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Shallow single thermal donors, with an ionization
energy from 35 to 37 eV, were observed in Czochralski-
grown silicon single crystals both immediately in the
as-grown state and after subsequent heat treatments
performed over a broad temperature range [1–8]. These
defects are identified with several sharp peaks in the IR
region, and they can contribute substantially to the car-
rier concentration. The nature of the shallow thermal
donors (STDs) observed after a low-temperature anneal
(near 470°C) remains unclear [2, 3, 7, 8]. There may
exist several types of centers of different chemical
nature but with closely lying shallow levels. On the
other hand, STDs were observed in the post-growth
state and after annealing at moderate temperatures of
600–700°C only in crystals that were doped with nitro-
gen and had a high oxygen concentration [1, 4–6]. In
these cases, the STDs are certainly nitrogen–oxygen
complexes and their properties attract considerable
interest. The moderate-temperature region used to cre-
ate the nitrogen STDs is remarkable in that, in silicon
samples not doped with nitrogen, one observes fast
annealing of conventional (double) oxygen thermal
donors and generation of so-called new (second-kind)
oxygen thermal donors (NTDs) [9, 10]. The NTDs
form, however, only after a relatively long anneal (com-
pared with the fast STD generation in samples contain-
ing a nitrogen impurity), and, for this reason, thermal
donors of the above two types are well separated. More-
over, according to [11], NTD formation is completely
suppressed in the presence of the nitrogen impurity
even after a prolonged anneal. Hence, the STD genera-
tion at 600–700°C can be studied simply by following
the carrier concentration, without application of optical
techniques. Useful information is provided primarily
1063-7834/02/4404- $22.00 © 20727
by comparing samples with different nitrogen concen-
trations over a broad range of doping levels. Such data
permit one to draw a conclusion as to the chemical
composition of the STD defects.

2. EXPERIMENT

This study was performed on samples of three sili-
con crystals 150 mm in diameter which were Czochral-
ski grown under identical conditions. Two of them were
doped with nitrogen by introducing silicon nitride into
the melt, and the third served as a reference sample. The
original nitrogen concentration in the melt was  =
1018 cm–3 for the first crystal and 1017 cm–3 for the sec-
ond. The nitrogen impurity distribution coefficient K
[12] is much less than unity, K = 7 × 10–4, and, there-
fore, nearly all the nitrogen remains in the melt in the
course of growth. The nitrogen concentration in the
melt N* grows with increasing fraction g of the solidi-
fied silicon, and the concentration of nitrogen in the
crystal (N = KN*) reproduces this variation:

(1)

This concentration increases noticeably along the crys-
tal length; in our case, the increase is about fivefold as
one goes from the beginning to the end of the crystal.

The other crystal characteristics are as follows: the
oxygen content is almost uniform over the length and
radius and close to 7 × 1017 cm–3 (when using the opti-
cal calibration coefficient 2.45 × 1017 cm–2), the carbon
content is below the optical sensitivity threshold (3 ×
1015 cm–3), and the boron dopant concentration is 5 ×
1014 cm–3 or less.

N0*

N K N0*/ 1 g–( ).=
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Rectangular samples, 12 mm long and 3 mm wide,
were prepared from original wafers (1 mm thick) cut
from different parts of the crystal. The samples were
isothermally annealed at different temperatures (for the
most part, at 600 or 650°C). The room-temperature car-
rier concentration (in some cases, of the electrons nr,
and in the other, of the holes, pr) was derived from Hall
effect measurements. To check the energy position of
the thermodonor level, the temperature dependence of
the Hall effect down to the liquid-helium temperature
was measured on some samples.

The concentration of the STDs (shallow single
donors), denoted subsequently by Ns, was calculated as
Ns = NB + nr (for the n-type samples) or as Ns = NB – pr

(for the p-type samples). To determine the boron accep-
tor concentration NB, some samples prepared in the
post-growth state were annealed at 900°C for five or ten
minutes to remove the grown-in thermal donors. These
samples always exhibited p-type conductivity, and in
this case, using a standard technique [13], NB and the
residual concentration of the compensating donors
(which was usually low) were determined separately
from Hall effect measurements performed from room
temperature down to 15 K.

10 15 20 25 30
103/T, K–1

1011

1013

1012

1014

1015
n, cm–3

Fig. 1. Temperature dependence of the electron concentra-
tion from Hall measurements performed down to the liquid-
nitrogen temperature. The sample with nitrogen concentra-
tion N = 2 × 1015 cm–3 was heat-treated at 600°C for four
hours. The low-temperature part of this curve corresponds
to a shallow donor level Ec – 36 meV.

2 4 6 8 10
t, h

1
2

3

4

6
Ns, 1014 cm–3

Fig. 2. STD concentration vs. annealing time at 600°C.
Nitrogen concentration N (1014 cm–3): (1) 8, (2) 11, and
(3) 17.
P

3. RESULTS

Figure 1 illustrates the temperature dependence of
the electron concentration n(T) as derived from Hall
measurement data obtained on a sample with a rela-
tively high nitrogen content after heat treatment at
600°C. The decrease in n at low temperatures is caused
by electron trapping on a shallow level Ec – 36 meV,
which is in agreement with the position of the STD
donor levels known from optical measurements [1–8].

Typical kinetic curves Ns(t) (the dependence of the
STD concentration on annealing time) for samples with
different nitrogen concentrations are displayed in Fig. 2
(annealing at 600°C). In the original (post-growth)
state, these samples usually had n-type conductivity
due to the presence of grown-in thermal donors: the
conventional (double) oxygen thermal donors and
STDs. At 600°C, however, double thermal donors dis-
appear fairly rapidly (in half an hour) and the samples
are rendered p type. In this stage, the concentration of
STDs is lower than the acceptor concentration NB. As
the anneal time increases, the conduction recovers to
the n type due to the increasing Ns concentration. Ns

reaches saturation after about six hours of annealing. In
the samples prepared from the reference crystal,
annealing at 600 or 650°C rapidly resulted in p conduc-
tivity, with the concentration of holes being close to that
of the boron acceptors. Hence, STDs are not generated
in the absence of the nitrogen impurity within this tem-
perature interval.

The dependence of the concentration Ns (in the sat-
uration stage) on the nitrogen impurity concentration N
is shown in Fig. 3. These data were obtained for two
anneal temperatures (600 and 650°C) and represent the
main result of the present work. It was found that Ns is
proportional not to the nitrogen concentration N but
rather to the square root of N.

4. DISCUSSION OF RESULTS

It is well known that nitrogen in silicon prepared by
float-zone melting (i.e., with a low oxygen content)
exists at room temperature primarily in the molecular
form N2. This relates both to samples with implanted
nitrogen [14] and to crystals doped in the melt [15]. The
most probable form of the molecular state is a complex
of two nitrogen interstitials [16]. As the temperature
increases, the molecular nitrogen N2 dissociates par-
tially into two interstitials atoms; however, close to
650°C, the molecular species should still be dominant.

This statement is corroborated by data [17] on the
nitrogen diffusion coefficient D in float-zoned silicon
obtained at 1000–1100°C. The prefactor in the D(T)
dependence was found to be anomalously high (2.7 ×
103 cm2/s), whereas for the interstitial impurities in sil-
icon, it is only ~0.1 cm2/s [18]. This anomalously high
value finds ready explanation if we assume that nitro-
gen diffusion occurs through the transport of rapidly
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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diffusing nitrogen interstitials (with the diffusion coef-
ficient D1), which make up only a small fraction of the
total nitrogen concentration N. The concentrations of
the two species of nitrogen—C1 (of labile atomic inter-
stitials) and C2 (of low-mobility molecular intersti-
tials)—are related through the law of mass action

(2)

where ρ is equal, in order of magnitude, to the density
of interstitial sites (5 × 1022 cm–3) and E is the molecule
dissociation energy. When the molecular species is
dominant, C2 is close to N/2 and C1 can be written as

(3)

The diffusive flux of the impurity (i.e., of the intersti-
tials) is –D1dC1/dx. It is expressed through the gradient
of the total concentration (dN/dx) in accordance with
Eq. (3). On the other hand, this flux is –DdN/dx, where
D is the effective (measured) diffusion coefficient.
Hence, D = 0.5D1C1/N. The total prefactor of this
expression includes a factor associated with the diffu-
sion coefficient D1 (having a normal value) and an addi-
tional factor (ρ/8N)1/2, which is equal, in order of mag-
nitude, to 103 (for the actual nitrogen concentration in
the diffusion experiment).

Thus, the anomalously large prefactor in the D(T)
relation argues for the relatively weak dissociation of
molecular nitrogen at temperatures below 1100°C and,
the more so, in our temperature interval (below 700°C).
Theoretical calculations of the energies of different
nitrogen species [19, 20] suggest a still more categori-
cal statement, namely, that the molecular species
remains dominant up to the melting point.

Hence, in view of Eq. (2), one can maintain that the
square-root dependence of the STD concentration on
the total nitrogen concentration N (Fig. 3) implies the
existence of one nitrogen interstitial in each STD
defect. The concentration C1 of the nitrogen interstitials
in equilibrium with the molecular species scales as N1/2

(actually, this relation should be corrected for the STD
contribution to the total concentration N, but the N1/2

dependence holds qualitatively if N is not too low).
Atomic nitrogen reacts with oxygen to form STD com-
plexes NOm; their equilibrium concentration is propor-
tional to C1, and, hence, it scales as ~N1/2. This model
of STD defects is consistent with the calculation of the
electronic properties of the NOm complexes [21], which
suggests that these complexes should be shallow
donors for m > 1.

The STD family includes several types of NOm com-
plexes with different oxygen index m. The equilibrium
concentration of each such complex Nsm is expressed
through the reagent concentrations C1 (of atomic nitro-

C1
2/C2 ρ E/kT–( ),exp=

C1 ρN /2( )1/2 E/2kT–( ).exp≈
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
gen) and C (of oxygen) related by the law of mass
action, which is similar to Eq. (2):

(4)

where Em is the energy of dissociation of the NOm com-
plex into atoms.

We assume that the STD concentration in the satu-
ration stage corresponds to complete equilibrium,
where both equilibrium relations, Eqs. (2) and (4), hold
for all members of the STD family providing the major
contribution to Ns. To express the concentration of each
STD defect Nsm in terms of the total nitrogen and oxy-
gen concentrations, one should bear in mind that a part
of the molecular nitrogen in silicon with a high oxygen
concentration (obtained by the Czochralski method),
similar to atomic nitrogen, is bound to oxygen and
forms, most likely, electrically inactive complexes N2O
[14, 22]. This effect manifests itself in the formation of
satellite IR peaks close to the vibration-mode peaks of
the molecular species N2. Thus, molecular nitrogen
exists in two species, N2 and N2O, and the ratio of their
concentrations at temperatures near 650°C is unknown.
However, this does not complicate the model notice-
ably if we assume that the concentrations of the above
two species C2 (for the N2 state) and  (for the N2O
state) have equilibrium values:

(5)

C1Cm/Nsm ρm Em/kT–( ),exp=

C2*

C2C/C2* ρ E*/kT–( ),exp=

1 2
N, 1015 cm–3

0

1

2

(b)
0

2

4

6
(a)

Ns, 1014 cm–3

Fig. 3. STD concentration in the saturation stage (for the
anneal time interval 4–8 h) plotted vs. nitrogen content in
samples annealed at (a) 600 and (b) 650°C. Solid lines are
calculated using Eq. (7).
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where E* is the N2O-complex dissociation energy into
N2 and an oxygen atom.

The total nitrogen concentration N now includes the
contribution from both molecular species (N2 and N2O)
and from all STD defects (NOm complexes with differ-
ent m):

(6)

Combining Eqs. (2) and (4)–(6) yields a general equa-
tion relating the concentration Ns (which is the sum of
all individual contributions Nsm of the complexes with
different m) to the total nitrogen-impurity concentra-
tion N:

(7)

Here, R is the equilibrium constant and the quantity

 is expressed through a sum over all STD defects
with different m. In particular, if STDs with one given
m are dominant, then

(8)

where εm = 2Em – E is a combination of the dissociation
energies defined above. In a general case of several
types of STD defects with different m present in com-
parable concentrations, one may retain Eq. (8) but con-
sider the number m in this expression as an average
oxygen index for the NOm complexes.

The equilibrium constant R was determined from
the best fit of Eq. (7) to the curves in Fig. 3. The corre-
sponding calculations are shown by solid lines in
Fig. 3. The equilibrium constant determined in this way
is R = 5 × 1014 cm–3 for 600°C and 5.7 × 1013 cm–3 for
650°C.

If the total nitrogen concentration N is large com-
pared to R, nitrogen exists predominantly as the molec-
ular species N2 or N2O and the fraction of the electri-

N 2 C2 C2*+( ) Ns.+=

Ns
2/ N Ns–( ) R C( ).=

R

R C( )
0.5ρ C/ρ( )2m εm/kT( )exp
1 C/ρ( ) E*/kT( )exp+

------------------------------------------------------------,=

1.0 1.1 1.2
103/T, K–1

1012

1013

1014

1015
R, cm–3

Fig. 4. Temperature dependence of the equilibrium constant
R characterizing formation of STDs (NOm complexes).
P

cally active (donor) species NOm is small. However, for
low concentrations (N ! R), the donor species NOm

becomes dominant; i.e., the electrical activity of the
nitrogen impurity is nearly 100%. In the concentration
range under study, the donor species, though not domi-
nant, provide an appreciable contribution into the total
nitrogen concentration.

4.1. The Temperature Dependence of the Equilibrium 
Constant and the Average Number of Oxygen Atoms

in the STD

Most of the data were obtained for the anneal tem-
peratures 600 and 650°C. For some other temperatures
(590, 620, 680°C), the STD concentration in the satura-
tion region was measured only for one or two nitrogen
concentrations. This was enough to determine the equi-
librium constant R using Eq. (7). The temperature
dependence of R thus obtained is displayed in Fig. 4. It
is well fitted by the standard exponential Arrhenius
equation, with an activation energy of 3.3 eV and a
prefactor 4.5 × 10–5 cm–3. According to Eq. (8), the R(T)
function reduces to an exponential if one of the molec-
ular complexes (N2 or N2O) is dominant. If N2 domi-
nates, the prefactor in R(T) is 0.5ρ(C/ρ)2m; in the oppo-
site case, it is 0.5ρ(C/ρ)2m – 1. The dependence on the
oxygen concentration is a power law (of the type Cq),
and the numerical value of the prefactor corresponds to
the power q = 5.5. The above two expressions for this
factor yield different relations of the exponent q with
the oxygen index m (q = 2m or q = 2m – 1), but the val-
ues of m derived from them differ by only 0.5. There-
fore, the estimated average index lies within a relatively
narrow interval, from 2.75 to 3.25. One may thus con-
clude that the family of STDs consists predominantly
of the NO2, NO3, and NO4 complexes. This conclusion
is consistent with the electrical properties of the NOm

complexes (shallow donors for m > 1) predicted in [21].

4.2. Possible Kinetics of STD Generation

Thus far, we have used only the equilibrium param-
eters of the defects participating in STD generation; the
above analysis does not depend on the actual reactions
leading to the formation of the NOm complexes. The
type of the reactions involved influences only the char-
acteristic time during which the equilibrium is estab-
lished. The simplest mechanism is the dissociation of
molecular nitrogen and the subsequent reaction of the
rapidly diffusing nitrogen interstitials with oxygen giv-
ing rise to the formation of NO complexes (which,
according to [21], are electrically inactive). Further
growth to NO2 and larger complexes (to the STD state)
can proceed through the diffusion of oxygen atoms.
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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The characteristic time τ of oxygen attachment in
the case of a diffusion-controlled reaction is given by
the well-known expression

(9)

where DO is the oxygen diffusion coefficient [23] and
r is the radius of capture (of the order of the inter-
atomic distance). For instance, at 600°C, DO = 3.3 ×
10−16 cm2/s and the characteristic attachment time τ is
about 2.5 h. This estimate is consistent with the exper-
imentally measured time required to reach saturation (a
few hours at 600°C).

The initial stage of STD formation (the formation of
the NO complexes) can also proceed without dissocia-
tion of molecular nitrogen N2, if the dissociation energy
is sufficiently high. In this case, the N2 molecule can
react with the rapidly diffusing oxygen dimer O2 to pro-
duce two NO complexes. These complexes should be
mobile enough to migrate to a considerable distance
from each other in the course of heat treatment.

5. CONCLUSIONS

Thus, the data obtained and analyzed in this work
show that the shallow single thermal donors (STDs)
generated at moderate anneal temperatures (near
650°C) are complexes of oxygen and nitrogen impuri-
ties, NOm. Such a complex contains one interstitial
nitrogen atom and m oxygen atoms. The STD family
apparently includes several types of complexes with the
number m varying from two to four (on the average,
three).

The relation between the STD concentration (Ns) in
the saturation stage and the total nitrogen concentration
N in the crystal was established. The total nitrogen con-
tent N can be calculated from the measured value of Ns

using a simple expression,

(10)

The equilibrium constant R was determined only for
one value of the oxygen concentration C. However, R
depends on C according to a power law Cq with the
exponent q = 5.5, which permits one to calculate R for
other values of C.

The electrical activity of the nitrogen impurity orig-
inates from the donor defects NOm; it is fairly high for
nitrogen concentrations below 1015 cm–3 (after anneal-
ing at moderate temperatures). At still lower nitrogen
concentrations, this impurity may nearly fully become
electrically active.

1/τ 4πrDOC,=

N Ns Ns
2/R.+=
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Abstract—A model of the initial stage of plastic deformation in nanomaterials is proposed. Within this model,
the plastic deformation occurs through grain boundary microsliding (GBM). The accommodation processes
accompanying the formation of GBM regions are considered. The relationships describing the regularities in
the deformation behavior of nanomaterials and the dependence of the flow stress on the grain size are derived,
and the temperature dependence of the GBM resistance stress is calculated. It is demonstrated that the results
obtained are in good agreement with the experimental data. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nanocrystalline materials (the grain size D is of the
order of 10 nm) possess a number of unusual mechani-
cal properties compared to conventional materials [1,
2]. This is associated with the scale effects due to small
grain sizes and considerable fractions of a disordered
material contained in grain boundaries [2–4].

Electron microscopic investigations of nanocrystal-
line materials indicate either that dislocations are
absent or that their density is negligibly small in the
bulk of grains [1–4]. Extrinsic dislocations are
observed in the grain boundaries. When the grain size
in the nanocrystalline material is less than a limiting
value (10–20 nm), no dislocations appear at any stage
of deformation and fracture of samples [4]. The grain
boundaries are the most important structural units of
nanocrystalline materials and determine their macro-
scopic properties in many respects. Nanocrystalline
materials can be produced by a number of techniques,
such as nanopowder compaction, mechanical fusing,
nanocrystallization of amorphous alloys, and high-rate
plastic deformation. Depending on the preparation
technique, the nanomaterial formed can have a grain
structure with different degrees of structural nonequi-
librium, misorientation spectrum, defectiveness, and
chemical composition of the grain boundaries.

Siegel [5] investigated a number of nanocrystalline
materials with the use of high-resolution electron
microscopy and revealed that the width of grain bound-
aries does not exceed 1 nm and their structure corre-
sponds to that of grain boundaries in usual polycrystals.
In nanocrystalline materials prepared through crystalli-
zation of amorphous alloys, Lu [6] observed specific
(as a rule, faceted) grain boundaries. In submicrocrys-
talline nanomaterials obtained by high-rate plastic
deformation, Valiev and Islamgaliev [7] experimentally
1063-7834/02/4404- $22.00 © 20732
observed high internal stresses induced by grain bound-
aries with a nonequilibrium structure. These authors
assumed that the grain boundary phase can be formed
in these compounds. Moreover, amorphous interlayers
were found in nanocrystalline materials based on sili-
con carbide and silicon nitride [2]. The structure and
properties of boundaries in nanocrystalline materials
can differ considerably from those in polycrystalline
analogs. However, a number of aspects regarding the
structure and state of grain boundaries in nanocrystal-
line materials remain unclear.

Nanocrystalline materials possess a high strength
but very low plasticity. Apparently, this is associated
with the fact that the generation and motion of disloca-
tions are suppressed at the expense of small grain size.
Investigations into the mechanical properties of nano-
crystalline materials have demonstrated that the
Hall−Petch relationship for the yield strength σy = σ0 +
kD–1/2 also holds in the nanometer range of grain sizes;
however, the dependence σy(D) is substantially weaker
than that for conventional materials [8]. It was found
that the deformation behavior of nanocrystalline mate-
rials exhibits other anomalies: the dependence of the
yield strength reaches saturation, or the value of σy

decreases with a decrease in the grain size [1–4]. The
currently available experimental data on the mechani-
cal properties of nanocrystalline materials are scarce
and refer primarily to the dependence of the hardness or
the yield strength on the grain size. In recent years,
there appeared the works dealing with the temperature
and concentration dependences of the flow stress in
nanocrystalline materials [9, 10]. This information can
be more useful for the elucidation of the deformation
mechanisms in the materials under consideration.

The models proposed for describing the mechanical
behavior of nanocrystalline materials can be divided
002 MAIK “Nauka/Interperiodica”
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into several groups. The first group involves the models
that consider the development of a dislocation structure
in nanograins [11, 12]. The models of the second group
include the disclination and (or) dislocation description
of nonequilibrium boundaries and a network of grain
boundaries as a whole and make it possible to evaluate
their effect on the yield strength in nanocrystalline
materials [13, 14]. Within the models of the third group,
the grain boundaries are treated as an independent
phase and the yield strength of this two-phase material
is expressed in terms of the rule of mixtures through the
mechanical characteristics of intragranular and grain
boundary phases [15]. The investigations concerned
with the simulation of the grain boundary structure and
plastic deformation in nanocrystalline materials belong
to the fourth group [16, 17]. In particular, Schiotz et al.
[17] simulated the plastic deformation processes in
nanocrystalline materials and established that the
inverse Hall–Petch relationship holds true. It was found
that the plastic deformation occurs along the grain
boundaries through the formation of numerous elemen-
tary shears.

It seems likely that the grain boundary sliding is the
most probable mechanism of plastic deformation in
nanocrystalline materials at low temperatures. This is
also evident from a number of experimental works. In
our earlier work [18], we proposed a model of the initial
stage of the plastic flow occurring in nanocrystalline
materials through the grain boundary microsliding
(GBM). We determined the conditions for a change in
the deformation mechanism with a decrease in the grain
size—the crossover from the generation of dislocation
loops in the grain boundaries to the grain boundary slid-
ing—and considered the specific features in the defor-
mation behavior of nanocrystalline materials. More
recently, Hahn and Rabmanabhan [19] proposed one
more model of deformation in nanocrystalline materi-
als on the basis of grain boundary sliding. However,
this model disregarded the limitations imposed on the
sliding due to triple junctions and kinks in the grain
boundaries.

The aim of the present work was to advance the
model proposed in [18]. We analyzed the possible
microstructural mechanisms of shear processes in grain
boundaries of nanomaterials and considered the forma-
tion of regions of shear transformations similar to those
responsible for heterogeneous plastic deformation in
amorphous alloys [20]. Moreover, we calculated the
dependences of the flow stress on the grain size and
temperature for nanocrystalline materials.

2. PLASTIC DEFORMATION ASSOCIATED
WITH GRAIN BOUNDARY MICROSLIDING

Without defining a particular structure of grain
boundaries, we consider the low-temperature grain-
boundary sliding processes in a nanocrystalline mate-
rial. First, we introduce a grain boundary parameter that
characterizes the ability of the grain boundary to
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
undergo structural transformations leading to sliding
over the boundary under shear stress. Let this parameter

be the shear stress  of resistance to free (uncon-
strained) sliding over a planar grain boundary of the ith
type at the temperature T. The index i refers to two unit
vectors, namely, the vector θ of mutual grain misorien-
tation [8] and the normal n to the grain boundary plane,

i.e., i = θ, n. The shear stress  is determined by the
structure and state of the boundaries, the number of
impurities, and the temperature T. When the external
(allowed in the boundary plane) shear stress τa reaches

the stress , the sliding occurs over a grain boundary
of the ith type.

As a rule, grain boundaries have a faceted structure;
i.e., they consist of planar regions bounded by lines of
kinks, edges, and junctions of grain boundaries. Grain
boundary sliding over particular grain boundary facets

with  < τa—grain boundary microsliding—can
occur at low-temperature deformation. In the general
case, the strain associated with the grain boundary
microsliding does not only reduce to pure shear but
involves the dilatation component and is described by

the strain tensor . Therefore, there arises the problem
of the stressed–strained state of an isotropic linear elas-
tic medium with a system of randomly arranged planar

GBM regions with the mean proper strain .

Now, we introduce the Cartesian coordinate system
Xi (i = 1, 2, and 3) related to a sample and consider the
case of a uniaxial tension (compression) with the load
axis aligned along the X3 axis. Under external stress, the
grain boundary microsliding occurs in certain regions
of grain boundaries. The formation of N GBM regions

with the volumes Ωs and the proper strains  gives
rise to a plastic strain in the sample:

(1)

where V is the sample volume and  stands for the
cosines of the angles between the axes of the coordinate
system related to the sth region and the axes of the basic
coordinate system. The summation is performed over
repeated indices.

The strain of the material in the bounded region

induces the stress field , which can be repre-
sented by the expression [21]

(2)
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Here, Ωs = ωsσSs is the volume of the sth GBM region,
Ss is the area of the sth GBM region, ωs is the numerical
coefficient determined by the region shape, δ is the
effective thickness of the grain boundary, C is the elas-
tic constant tensor, and G is the tensor Green’s function
in the elasticity theory.

In the case of pure shear grain boundary microslid-
ing, the shear us(r) in the sth region of the boundary
with the normal ns leads to the plastic strain

(3)

Here, each coefficient  is the product of two direc-
tion cosines of the angle between the normal ns to the
plane of the sth GBM region and the kth basis vector
and the angle between the GBM direction ms in this
plane and the ith basis vector, γs = us/δ, and us is the
shear averaged over the area Ss.

The GBM regions can involve one or several facets
(or faces) of the grain boundary and, hence, have differ-
ent sizes Ls. Under the assumption of a continuous dis-
tribution of GBM regions over sizes, spatial arrange-
ments, and orientations, the strain tensor of the material
has the form

(4)

Here,  is the strain tensor without grain boundary
microsliding, i.e., the elastic strain tensor; the second
term is the plastic strain tensor; the integral is taken
over the combination of variables Y = {ϕ, ψ, γ, L}; N(L)
and Γ(γ) are the distribution functions of GBM regions
over sizes and shears, respectively; ni = (sinϕcosφ,
sinϕsinϕ, cosϕ); ϕ is the angle between n and X3; φ is
the angle between the X1X3 and nX3 planes; and N is the
number of GBM regions with any size and orientation
per unit volume.

By analogy with the problem of deformation of a
material with a large number of cracks [22], we can use
the vector quantity with the components Ωi = miΩγ =
miωδL2γ, where the mean values of the ω, L, and γ
parameters are introduced. In this case, the determina-
tion of the dependence of W on the external stress sa

(Ωi = Iiklσakl, where the tensor I is governed by the
mechanism of grain boundary microsliding and the
character of loading of a particular GBM region) is the
final stage in the solution of the posed problem.

3. THE MODEL OF THE INITIAL STAGE 
OF PLASTIC DEFORMATION

Let us average the GBM resistance stress τs over an
ensemble of grain boundaries in a nanocrystalline

εik
s 2δ( ) 1– ui

suk
s uk

s ui
s+( ) mik

s mki
s+( )γs/2.= =

mik
s

εik εik
0 N /8π( )+=

× nkmi nimk+( )γωL2δ ϕΓ y( )N L( )sin Y .d

Y

∫

εik
0

P

material. For the uniaxial tension (compression) at
σa/2 > τs, the grain boundary microsliding arises in the
nanocrystalline material; i.e., there appear the first
GBM regions (in the grain boundaries) whose planes
are oriented at an angle of approximately 45° to the
load axis. According to relationship (4), a further
increase in the external stress σa results in an increase
in the concentration N and the size L of the GBM
regions, i.e., in an increase in their volume fraction f =
ωδL2N. As follows from relationship (4), the plastic
strain of the nanocrystalline material along the load
axis is determined by the volume fraction f and the
equilibrium mean shear strain γ in the GBM regions,
that is,

(5)

where m is the mean orientational factor.
Now, we derive the relationship between the shear

strain γ and the external stress. The shear stresses
allowed in the plane with the normal ns along the ms

direction due to the stress field sp can be represented as

 = nsσpms. The quantity γα for the αth GBM region
can be obtained from the following condition of
mechanical equilibrium at each point rα inside this
region (rα ∈ Ω α):

. (6)

Here, τα(rα) is the proper internal shear stress [formula
(2)] in the αth region, ταβ is the shear stress induced by
the βth region in the αth region, and τi are the improper
internal stresses unrelated to the GBM regions. We
assume that the GBM region has the form of an oblate
ellipsoid with the principal semiaxes a = b = L/2 and
c = δ/2 (c ! a and b), ω = 4π/3, and the shear strain is
uniform in Ωα. The GBM regions can be treated as
planar inclusions with the proper strain ε0s. From for-
mula (2) for the internal shear stresses [21], we obtain
the proper internal shear stress in the GBM region with
the shear strain γα:

(7)

where A = π(2 – ν)/4(1 – ν), ν is the Poisson ratio, and
G is the shear modulus of the material. In a nanocrys-
talline material containing a system of randomly dis-
tributed ellipsoidal inclusions with the volume density
f, the mean internal stress 〈τ〉  in an inclusion, with due
regard for the image fields [21], is defined as 〈τ〉  = (1 –
f )τα. Substitution of the equilibrium shear strain γ into
relationship (5) gives the expression describing the ini-
tial stage of the plastic deformation in the nanocrystal-
line material, that is,

(8)

where (σa – σs)m = τa – τs.
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In the case when γ exceeds the critical shear strain
γ* in the course of deformation in the nanocrystalline
material, an increase in the internal stresses associated
with the development of GBM regions will be accom-
panied by the accommodation processes resulting in
stress relaxation. The formation of dislocations on lin-
ear topographic defects of grain boundaries (kinks,
junctions, and edges of grain boundaries) and the plas-
tic rotation of grains are the possible accommodation
processes. It is known that lattice dislocations can be
formed through the coalescence of grain boundary dis-
locations in specific grain boundaries [8]. In arbitrary
grain boundaries, this process becomes possible due to
the transformation of structural units of the boundary.
When the grain boundary microsliding occurs in the
adjacent grain-boundary faces (facets) or the orienta-
tion of the intergranular shear vector changes with an
increase in the area of the GBM region, there is a grain-
boundary plastic strain misfit in junctions and kinks.
This induces a stress field similar to the field of the
effective dislocation at the junction with the Burgers
vector b* = u1 – u2. In this case, the possible accommo-
dation mechanism is associated with the formation (and
displacement) of a lattice dislocation in the region of a
linear defect in the grain boundary. The deformation
criterion for the realization of this mechanism can be
the condition when the magnitude b* reaches the mag-
nitude of the Burgers vector of the lattice dislocation
(or when the shear strain γ reaches the critical shear
strain γ*). At small grain sizes, the formed dislocations
cannot move into the grain bulk due to the large expen-
ditures of energy required to overcome the image [23]
or line-tension [18] forces. The plastic rotation of
grains can serve as another possible mechanism of
accommodation of grain boundary misfits at junctions.
If the misfit with the vector b* is formed in a junction
or kink of the grain boundary upon grain boundary
microsliding, the grain rotation through the angle φ =
ζb*/D (where ζ is the constant) eliminates this misfit. It

was found that, for hexagonal grains, ζ = /2 [24].
For ε > ε* = mf γ*, the arising internal stresses relax

and their contribution to further strain hardening of the
nanocrystalline material becomes negligible. However,
there appears another contribution caused by the stress
field of formed defects. The density of dislocations that
are generated in the grain boundary and provide the
joint grain-boundary plastic strain and the relaxation of
arising stresses can be evaluated within the approach
proposed in [25] for analyzing the strain in plastically
inhomogeneous materials. According to this approach,
the dislocation density is determined from the formula
ρ = kf (γ – γ*)/bLf , where Lf is the mean facet size and
k is a numerical coefficient of the order of unity. The
corresponding stresses are represented by the expres-
sion σi = αGbρ1/2, where α ≈ 1.

The total area of the grain boundaries per unit vol-
ume is defined as Sv = q/D, where q ≈ 3 is the numerical
coefficient [8]. By assuming that the area (per unit vol-

3
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ume) of grain boundaries involved in the grain bound-
ary sliding at the initial deformation stage is propor-
tional to Sv , i.e., (f/δ) = hSv , we obtain the plastic strain
of the material:

(9)

where the coefficient h at σa/2 > τs takes on a finite
value h = const and can increase with an increase in ε
according to relationship (4). Within the linear approx-
imation, we have h = h0 + h1ε. As a result, the expres-
sions describing the deformation behavior have the
form

(10)

where ζ < 1 is the numerical parameter relating Lf

and D.
Let us consider the dependence of the yield strength

on the size grain for the nanocrystalline material. The
yield strength σy is defined as the stress corresponding
to the specified plastic strain εy taken, for example, to be
equal to 0.2%. For microcrystalline materials, the rela-
tionships (D ~ 1 µm) ε* ! εy and σ(ε*) ≈ σs are satisfied
and the standard Hall–Petch relationship can be derived
from expressions (10). For nanocrystalline materials,
the value of ε* ≈ 10–3–10–2 can exceed the plastic strain
corresponding to the yield strength. In this case, σy(D)
is determined by the first expression (10). For L = ζ1D
(where ζ1 is the constant), as follows from expressions
(10), the yield strength at f ! 1 does not depend on the
grain size and the Hall–Petch relationship with the
weak dependence σy(D) is fulfilled in the presence of
accommodation processes. This inference is in agree-
ment with the experimental data obtained by Nieman
et al. [26]. When L is proportional to Dp (p < 1) or L is
independent of D, the yield strength represented by the
first expression (10) for the nanocrystalline material
increases with an increase in the grain size. This agrees
with the experimental results reported in [2–4].

4. THE STRUCTURAL MECHANISM
AND KINETICS OF GRAIN BOUNDARY 

MICROSLIDING

According to modern concepts, an arbitrary grain
boundary can be treated as a limited set of structural
units that coincide with the Voronoi–Bernal polyhedra
proposed for describing the structure of liquids and
amorphous materials [27]. It can be assumed that the
grain boundary microsliding under shear stresses
should occur through the transformation of structural
units of grain boundaries upon the formation of shear
transformation microregions in the grain boundary
structure. The GBM resistance stress in an arbitrary
grain boundary is determined by the critical stress for

ε mδh q/D( )γ σa( ),=

σa σs AG D/L( ) 1 δqh/D–( )ε/qhm2,+=

ε ε∗< mqh δ/D( )γ∗ ,=

σa σa ε∗( ) αG kb ε ε∗–( )/mζD[ ] 1/2
, ε ε∗ ,>= =
2
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the transformation of structural units of the boundary.
These elementary shear regions are similar to regions of
shear transformations that are responsible for the devel-
opment of heterogeneous plastic deformation in amor-
phous alloys at low temperatures [20].

In this case, the rate of free sliding over the grain
boundary is defined by the formula

(11)

where ν is the frequency of the normal vibrational
mode of a shear microregion along the activation trajec-
tory [28], χ is the volume fraction of nuclei of shear
microregions in the grain boundary, u0 is the mean
shear in these microregions, and ∆G is the free energy
of formation of a shear transformation microregion
with critical parameters.

Analysis of different mechanisms of elementary
shear processes demonstrates that the energy of forma-

U̇ νχu0 ∆G/kT–( ),exp=
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Fig. 1. Temperature dependences of the GBM resistance
stress at n = 1, 2, and 4.
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Fig. 2. Dependences of the yield strength σy on the square
root of the grain size D for a nanocrystalline material at (1)
L = const(D) and (2) L = ζ1D.
P

tion of shear microregions in the grain boundary can be
written as

(12)

where ζ and n are the numerical parameters, τ0 is the
athermic grain boundary sliding stress (ideal shear
strength of the boundary), and Ωm is the volume of the
shear transformation microregion.

If the volume fraction of GBM regions only slightly
varies in the course of deformation and L ~ D, the strain
rate of the nanocrystalline material at the initial stage
can be represented by the expression

(13)

where τi are the total internal shear stresses in the GBM
region. Hence, from formula (13), we obtain the first
expression (10) for the flow stress with an explicit tem-
perature dependence of the GBM resistance stress,

(14)

Figure 1 shows the dependences τs(T) at different val-
ues of n and the following parameters: D = 10 nm, ε =
10–4 s–1, Ωm = 4.3 × 10–28 m3, ν = 1012 s–1, u0 = 0.2 nm,
and χ = 0.4.

At n = 2, the dependence of the activation energy for
shear transformation microregions on the stress is sim-
ilar to the dependence of the energy of generation of
shear transformations in amorphous alloys [20]. Conse-
quently, relationships (13) and (14) at n = 2 describe the
deformation kinetics in a nanocrystalline material
whose grain boundaries are in the amorphous state. The
temperature dependence of the GBM resistance stress
and, correspondingly, the yield strength of the nanoc-
rystalline material should satisfy relationship (14) up to
a certain temperature T*, above which other deforma-
tion modes become energetically more favorable.

5. DISCUSSION

Let us now examine in greater detail the dependence
of the flow stress on the grain size for a nanomaterial,
which is determined from expressions (10). Two differ-
ent cases are possible depending on the procedure of
preparation of nanocrystalline materials with various
grain sizes: the quantity L either is linearly related to D
or is independent of D. The size L should be propor-
tional to the mean size of facets (or faces) of the grain
boundary and, hence, to the grain size D. However,
when the grain size changes upon recrystallization
annealings, the proportionality between the facet and
grain sizes can be violated by an additional faceting. In
the nanocrystalline material, the grain boundary
microsliding can proceed over faces of several adjacent
grains and the size L will be independent of D. It is con-
venient to introduce the characteristic grain size D*,
which is expressed through the quantity ε* (its value
corresponds to the condition ε* = εy): D* = hqhδγ*/εy .

∆G τa( ) ζτ 0Ωm 1 τa/τ0( )–[ ] n,=

ε̇ νχu0 ∆G τa τ i–( )/kT–[ ] /D,exp=

τ s T( ) τ0 1 kT /ζτ 0Ωm( ) νχu0/Dε̇( )ln[ ] 1/n–{ } .=
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The dependence σy(D) is determined only by the first
expression (10) at D < D* and only by the second
expression (10) at D @ D*. For qm = 1.5, h = 0.2, δ =
0.5, γ* = 0.3, and εy = 0.3%, we obtain D* = 15 nm. The
dependences δy(D) for the cases under consideration
are plotted in Fig. 2. Note that the value of τ0 depends
on the state of the grain boundary and, hence, can also
vary with an increase in D.

6. CONCLUSION
In this work, we considered the initial stage of plas-

tic deformation in a nanocrystalline material, i.e., the
microyield defined as the deformation stage at which
separate plastic flow regions are formed in the elastic
matrix. However, owing to an extremely large grain
boundary area per unit volume of the nanocrystalline
material, these processes produce a plastic strain of sev-
eral percent. For this deformation stage, we calculated
the dependences of the flow stress on the grain size and
temperature. The GBM resistance stress was deter-
mined in terms of flow stresses of amorphous metal
alloys. The critical stress of the structural transforma-
tion in the grain boundary should be close to the cohe-
sion strength of boundaries and, hence, further tension
should lead to fracture. However, the compression or
cyclic loading can result in a further development of
deformation. As the load increases, the number and
area of GBM regions increase, these regions merge
together, and the percolation crossover to the macro-
plastic flow stage occurs at a critical volume fraction of
the regions.
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Abstract—The mechanical behavior and structural evolution of submicrocrystalline titanium in the course of
deformation are investigated at room temperature. The possible mechanisms of deformation are analyzed. It is
proved that the dislocation motion inside grains is responsible for the plastic flow. © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Nanocrystalline and submicrocrystalline materials
have been extensively studied in recent years because
they are of considerable scientific and practical interest.
The scientific interest expressed in these materials is
associated with the hypothesis of possible changes in
the mechanism of deformation when grains reach sub-
micrometer and nanometer sizes. This hypothesis is
based on the fact that, at a sufficiently small size of
grains in a material, the number of atoms in the bulk of
grains becomes comparable to the number of atoms
located in the grain boundary and the grain boundary
phase either strongly affects or even determines the
properties of the material.

One of the first works in this field was done by
Chokshi et al. [1], who revealed a substantial increase
in the diffusion creep rate of copper and palladium after
their transformation into the nanocrystalline state. Sub-
sequently, these data, however, were not confirmed
experimentally [2]. Furthermore, in [2–6], it was shown
that the Hall–Petch relationship holds only for very
small grain sizes. This result casts some doubt on the
aforementioned hypothesis. On the other hand, the
results obtained in a number of recent works indicate
either that the dislocation theory of deformation at very
small crystallite sizes [7] should be essentially modi-
fied or that the main mechanism of deformation in these
materials is associated either with the Coble diffusion
creep [8, 9] or with grain boundary sliding [10].

The available experimental data on the properties of
these materials are scarce and contradictory and, hence,
call for further investigation. In this respect, we made
an attempt to analyze the possible mechanisms of
deformation in submicrocrystalline materials by using
technically pure titanium with a mean grain size of 0.4–
0.6 µm as an example.
1063-7834/02/4404- $22.00 © 20738
2. MATERIALS AND EXPERIMENTAL 
TECHNIQUE

In this work, we used technically pure titanium
(BT1-00). The contents of impurities were as follows
(wt %): ~0.443 Al, ~0.0965 Fe, ~0.073 N, ~0.068 O,
and ~0.0385 C.

The submicrocrystalline state was achieved through
large plastic deformations on an EU-100 universal test-
ing machine with a permanent change in the axis of
strain according to the procedure described in [11].
After this treatment, the mean grain size was equal to
0.4–0.6 µm. Samples were cut from the central part of
the prepared materials by the electric-spark method.

The samples were annealed in order to obtain the
submicrocrystalline structures free of excess disloca-
tion density and the structures with different grain
sizes. The annealing temperature varied from 425 to
800°C, and the annealing time ranged from 0.33 to
20 h. As a result, we obtained a set of structures with
the mean grain size varying from 0.4 to 58 µm.

The mechanical tensile test and the tensile test with
stress relaxation were performed with a Shenck trebel
testing machine at room temperature and a deformation
rate of 1 mm/min. All the experiments were carried out
using an extensometer with a gauge length of 15 mm.
Planar samples with a working part 18 × 3.5 × 1.5 mm
in size were used in the measurements. All the samples
were annealed prior to testing.

In order to construct the true stress–true strain (S–ϕ)
curves, the extension of a number of samples was dis-
continued and the minimum cross-sectional area was
measured with a slide gauge. In this case, the samples
remained in tension grips under a permanent load. After
each measurement, the samples were again subjected to
extension to the point of fracture. The minimum cross-
sectional area of the samples was used for calculating
002 MAIK “Nauka/Interperiodica”
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the true stress S and the true strain ϕ at different defor-
mation stages.

The microhardness was measured on a PMT-3M
instrument with the use of a Vickers pyramidal indenter
at a load of 100 g and a loading time of 10 s. The num-
ber of indentations was equal to 50.

The apparent activation volume was determined
from the experimental data on stress relaxation accord-
ing to the method proposed in [12]. In the case of stress
relaxation, the relaxation time was 5 min.

The evolution of the structure in the course of plastic
deformation was examined by transmission electron
microscopy under a JEM 2000EX microscope with the
use of foils cut from different regions of the samples
subjected to deformation.

3. RESULTS
The initial portions of the stress–strain (σ–ε) curves

for submicrocrystalline titanium samples are depicted
in Fig. 1a. As can be seen, all the curves exhibit a sharp
yield point and a yield (Lüders) plateau at the initial
stage of the plastic deformation. A decrease in the grain
size leads to a lowering of the sharp yield point and an
increase in the length of the Lüders plateau. For some
samples with a minimum grain size (0.4 µm), the yield
plateau immediately goes into a neck and the stage of
uniform deformation is absent. The plastic deformation
of these samples is inhomogeneous (unstable).

The S–ϕ curves for samples with a submicrocrystal-
line structure are shown in Fig. 1b. It is seen that an
increase in the degree of strain results in a considerable
increase in the strength of the samples. This indicates
that the tensile samples undergo strain hardening. It
should be noted that this hardening is almost identical
for all the samples and does not depend on the strain.

The dependences of the conventional yield strength,
the microhardness HV , and the apparent activation vol-
ume of the strain V* on the grain size are plotted in
Figs. 2a–2c. It can be seen that, within the limits of
experimental error, the dependences of the strength
characteristics are adequately described by the Hall–
Petch relationship and the activation volume does not
depend on the grain size and the degree of strain and is
equal to ~30b3, where b is the magnitude of the Burgers
vector.

Figure 3a shows the histogram of the grain size dis-
tribution for the sample with a mean grain size of
0.4 µm and a maximum strength. Note that, although
the sample is predominantly composed of submicro-
grains, there is a fraction of grains (~2%) whose size
exceeds 1 µm. As can be seen from Fig. 3b, this fraction
of large-sized grains makes a noticeable contribution
(~37%) to the total volume of the sample.

The micrographs represented in Figs. 4a–4d illus-
trate the structural evolution of this sample. It is seen
that the structure of the sample in the initial unstrained
state (Fig. 4a) predominantly consists of relatively
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
equiaxial polyhedral grains without a preferred direc-
tion in their arrangement. The contrast inside the grains
is virtually uniform. The grains have straight-line
boundaries, and thickness extinction contours are often
observed in the images of the boundaries. Some grains
involve dislocations. A strain of 5% (Fig. 4b) leads to
the formation of elongated grains, the disappearance of
thickness extinction contours at the boundaries, a sub-
stantial increase in the dislocation density, the appear-
ance of bend extinction contours, and a noticeable vari-
ation in the contrast inside the grains. A further increase
in the degree of strain to 10% (Fig. 4c) and then to 25%
(Fig. 4d) results in the formation of the structure with a
pronounced orientation (metallographic texture).

The transformation of the initial structure with equi-
axial grains into a structure with elongated grains can
also be traced in Fig. 5. The results presented in this fig-
ure allow us to make the following inferences:
(1) grains of different sizes become elongated, (2) the
content of elongated grains increases with an increase
in the strain, and (3) the larger the grain, the faster its
elongation.

Some features in the intragranular and grain bound-
ary structures of dislocations at different deformation
stages are shown in Figs. 6a–6c. As is seen from
Fig. 6a, the developed dislocation structure is formed in
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Fig. 1. Stress–strain curves in (a) relative and (b) true coor-
dinates for submicrocrystalline samples with different mean
grain sizes: (1) 0.4, (2) 0.5, and (3) 0.6 µm.
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grains with sizes larger than 0.5 µm. This structure is
characterized by a considerable dislocation density and
involves dislocation subboundaries. Grains with
smaller sizes (Fig. 6b) have no subboundaries. How-
ever, these grains also exhibit a high dislocation den-
sity. Lattice dislocations are observed in the grain
boundaries shown in Fig. 6c. The density of these dis-
locations is also relatively high.
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Fig. 2. Dependences of (a) the conventional yield strength,
(b) the Vickers microhardness, and (c) the apparent activa-
tion volume on the grain size of samples. Mean grain size,
µm: (1) 0.5, (2) 2.5, and (3) 58.
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4. DISCUSSION

Let us consider the dislocation glide, twinning,
Coble diffusion creep, and grain boundary sliding as
possible mechanisms of deformation in the material
under investigation. As a rule, the first two processes
are observed during plastic flow of titanium under sim-
ilar temperature–rate conditions [13] and the possible
occurrence of the second two processes is determined
by specific features of the submicrocrystalline state [8–
10]. However, let us first consider specific features of
the material under investigation.

Under the assumption that all grains have an identi-
cal size of 0.4 µm and a spherical shape and that the
boundary width is equal to 2b (0.5 nm), the volume
fraction occupied by the grain boundaries is estimated
at ~0.7%. Consequently, for the studied material, the
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Fig. 3. Histograms of (a) the grain size distribution and
(b) the distribution of the contributions from fractions of
grains with different sizes to the total volume for the sample
with a mean grain size of 0.4 µm and a maximum strength.
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(a) (b)

(c) (d)

Fig. 4. Structural evolution of submicrocrystalline titanium in the course of deformation. ε (%): (a) 0, (b) 5, (c) 10, and (d) 25.
assumption that the number of atoms located in the
grain boundaries is comparable to the number of atoms
in the bulk of grains is incorrect. Moreover, the actual
volume occupied by the grain boundaries is consider-
ably less than the estimated volume, because our sam-
ple contains grains with sizes larger than 1 µm
(Fig. 3a). As is seen from Fig. 3b, these grains occupy
a substantial (~37%) volume of the sample. Therefore,
it can be assumed that the mechanism of deformation in
this region of the sample is identical to that in the mate-
rial with a mean grain size of 1 µm; i.e., we are dealing
here with intragranular dislocation glide [13]. Thus,
even preliminary examinations of the histogram of the
grain size distribution demonstrate that the realization
of the other aforementioned deformation mechanisms
is doubtful, whereas the dislocation glide mechanism is
quite probable in a rather large part of the sample.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
Now, we turn our attention to the discussion of the
experimental results. There are at least five arguments
in favor of a rather intensive intragranular dislocation
glide. The first (and most illustrative) argument is the
formation of a developed dislocation substructure with
a high dislocation density inside the grains (Figs. 6a,
6b). As can be seen from Fig. 6b, an appreciable dislo-
cation density is inherent even in grains with sizes of
~0.2 µm. It should be noted that the developed disloca-
tion structure in submicrograins was also observed in
[14–16]. The elongation of grains (even with the small-
est sizes) and the formation of the metallographic tex-
ture (Figs. 4, 5) can be treated as the second argument
in support of the high-rate dislocation glide inside the
grains. Similar processes were also noted in [14–16].
The presence of the sharp yield point and the Lüders
plateau in the stress–strain curves for the submicrocrys-
talline samples under investigation (Fig. 1a) is the third
2
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argument for the dislocation mechanism of deforma-
tion. This finding is in agreement with the data obtained
by Salishchev et al. [16, 17], who also observed the
yield plateau at the initial stage of the deformation of
submicrocrystalline samples. There exist different
hypotheses providing explanations for these findings
[18, 19]; however, all of them are based on a sharp
increase in the density of mobile dislocations in grains.
The strain hardening accompanying the plastic flow of
submicrocrystalline titanium (Fig. 1b) serves as the
fourth argument confirming the intragranular disloca-
tion glide. The independence of the apparent activation
volume on the grain size and the degree of strain
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Fig. 5. Dependences of the content of elongated grains on
the strain for grain sizes (1) d < 0.5, (2) d = 0.5–1, and (3)
d > 1 µm.
PH
(Fig. 2c) and the good agreement between this volume
and the data available in the literature [13] suggest that
the thermoactivation mechanism of deformation con-
sists in overcoming interstitial impurity atoms by dislo-
cations. This can be considered the fifth argument.
Thus, the occurrence of the high-rate intragranular dis-
location glide during the deformation of submicrocrys-
talline titanium is beyond question.

Let us now analyze other deformation mechanisms.
The careful investigation into the microstructure of the
strained submicrocrystalline samples revealed no
twins. According to the available data on the suppres-
sion of twinning with a decrease in the grain size in the
titanium structure [13], we can argue that no twinning
occurs in the studied samples.

The elongation of grains (including grains with the
smallest sizes) (Figs. 4, 5), a noticeable strain harden-
ing (Fig. 1b), and a considerable density of dislocations
in the boundaries and boundary regions of grains
(Fig. 6c) suggest that, even though the grain boundary
sliding takes place, it does not contribute significantly
to the total plastic deformation. It is quite possible that
the grain boundary sliding plays only an accommodat-
ing role (the so-called induced grain boundary sliding
[20]) and provides joint deformation in the polycrystal.

The activation volume of the diffusion process is
equal to ~b3. This is at variance with the experimental
data (Fig. 2c). Moreover, as for the grain boundary slid-
ing, the strain hardening observed in submicrocrystal-
line titanium and the occurrence of undissociated or
slightly dissociated lattice dislocations in the grain
boundaries (this is unlikely in the case of high-rate
vacancy diffusion along the grain boundaries) disagree
(a) (b) (Ò)100 nm 20 nm 50 nm

Fig. 6. Specific features in the dislocation structure of strained submicrocrystalline titanium: (a) formation of dislocation subbound-
aries in grains with a size of larger than 0.5 µm, (b) high dislocation density in grains with a size of smaller than 0.5 µm, and (c)
lattice dislocations in dislocation boundaries in grain boundaries.
YSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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with the diffusion creep. All these factors, taken
together, allow us to conclude that the diffusion creep
cannot be considered the main deformation mecha-
nism.

Thus, we can make the inference that the transfor-
mation of coarse-grained titanium into the submicroc-
rystalline state does not affect the deformation mecha-
nism and that the intragranular dislocation glide is
responsible for the plastic flow in the submicrocrystal-
line titanium studied in the present work. This conclu-
sion is confirmed by the fact that the Hall–Petch rela-
tionship adequately describes the dependences of the
yield strength and the microhardness on the grain size
in the submicrometer range (Figs. 2a, 2b).

On this basis, the influence of the grain size on the
mechanical properties of submicrocrystalline titanium
can be explained in the framework of four models:
(i) the planar dislocation pileup model proposed by
Hall [21] and Petch [22] and then developed by Cottrell
and Armstrong [23, 24], (ii) the Conrad strain harden-
ing model [25], (iii) the Meyers–Ashworth composite
model [26], and (iv) the Ashby model of geometrically
necessary dislocations [27]. The choice of the most
appropriate model calls for further investigation.
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MAGNETISM 
AND FERROELECTRICITY
Relaxation under Pulsed Magnetization Reversal 
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with (210) Orientation
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Abstract—The photoresponse method is used for studying the relaxation process under pulsed magnetization
reversal of monocrystalline films with the composition (Bi,Lu)3(Fe,Ga)5O12 with (210) orientation depending
on the amplitude and duration of the remagnetizing pulse. Magnetization reversal occurs through the formation,
motion, and destruction of an end domain wall. © 2002 MAIK “Nauka/Interperiodica”.
Among bismuth-containing monocrystalline garnet
ferrite films (BCMGFF), films grown by the liquid-
phase epitaxy method from supercooled solution in
melt on Gd3Ga5O12 substrates with the composition
(Bi,Lu)3(Fe,Ga)5O12 are the materials that exhibit the
strongest Faraday rotation [1]. Unfortunately, the
velocity of domain walls (DWs) in these materials is
low when substrates with the (111) crystallographic
orientation are used [2]. The DW velocity in films with
the above-indicated composition and grown on sub-
strates with (210) orientation is higher [3]. It should be
noted that films with the composition
(Bi,Y,Lu,Pr)3(Fe,Ga)5O12 with (210) orientation are
characterized by a still higher speed of response [4].
However, the Pr3+ ions introduce considerable damp-
ing, while the Y3+ ions, together with the Bi3+ ions, cre-
ate a high orthorhombic and uniaxial magnetic anisot-
ropy. Films with the (Bi,Lu)3(Fe,Ga)5O12 composition
occupy an intermediate position, which makes it possi-
ble to trace the variation of dynamic properties of
BCMGFF upon a transition from films with the lowest
damping [2, 5–7], whose properties are virtually isotro-
pic in their plane, to the most anisotropic films, whose
damping parameter depends on the direction of the DW
motion in the plane of the film [8, 9].

This work aims at an analysis of relaxation during
pulsed magnetization reversal of BCMGFF with the
(Bi,Lu)3(Fe,Ga)5O12 composition with (210) orienta-
tion using the photoresponse method.

Experiments were made on a universal magnetoop-
tical device [3], which made it possible to observe the
process of magnetization reversal with the help of high-
speed laser photography. The Faraday effect was used
to visualize the domain structure. The source of illumi-
nation was a laser with λ ≅  638 nm. The sample was
placed between a polarizer and an analyzer whose
transmission axes formed an angle suitable for observa-
tion of the domain structure in terms of amplitude con-
1063-7834/02/4404- $22.00 © 20744
trast. The role of a photodetector was played by a pho-
toelectric multiplier (PEM). A signal from the PEM
was fed to the inputs of an analog-to-digital converter
and a dual-trace oscilloscope. A static magnetic (bias)
field Hb was created by a coil. A pulsed laser with a
light-pulse duration of 10 ns was used for observing
dynamic domains. The source of current pulses was
synchronized with the laser with the help of a pulse
generator G5-67.

We present here the results obtained for a sample
with the following parameters: film thickness h ≅
11 µm, tilt angle of the easy magnetization axis (EMA)
θ ≅  46°, saturation magnetization 4πMs ≅  43 G, dimen-
sionless Gilbert damping parameter α ≅  0.0135, and
uniaxial magnetic anisotropy constant Ku ≅  1050 erg/cm3.

The dimensionless damping parameter was deter-
mined from the ferromagnetic resonance (FMR) line
width. The FMR signal contained two lines indicating
the inhomogeneity of BCMGFF. It should be noted
that, in view of the MGFF inhomogeneity, the above
value of parameter α may be overestimated. The value
of HK – 4πMs, where HK = 2Ku/Ms is the field of uniaxial
magnetic anisotropy, was also determined according to
the FMR data from the resonance fields corresponding
to the external magnetic field orientation perpendicular
and parallel to the plane of the film. The value of 4πMs

was calculated from the field corresponding to the col-
lapse of cylindrical magnetic domains (disregarding the
effect of the EMA tilting).

Figure 1 contains a scheme of a magnetic-field pulse
and a photoresponse signal. In the initial state, the sam-
ple was magnetized by a bias field exceeding the satu-
ration field Hs of the sample. The pulsed magnetic field
was applied in the opposite direction. The rise time and
fall time of the magnetic-field pulse were 7 and 40 ns,
respectively.
002 MAIK “Nauka/Interperiodica”
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As in [10], the photoresponse signal (Fig. 1) was
characterized by the following parameters: magnetiza-
tion reversal delay τdf, rise time of the photoresponse
signal (magnetization reversal rate) τf, delay of photo-
response signal decay τdb, and fall time of the photore-
sponse signal τb. In addition, we measured the time τsm
of the sample being in the magnetized (single-domain)
state. The magnetization time τm was defined as τm =
τdf + τf, while the time τr of relaxation to the initial state
was defined as τr = τdb + τb. The duration τ of the pho-
toresponse signal was determined at a level of 0.05; the
time τsm of the sample being in the magnetized state, at
a level of 0.95; and the rise time and fall time of the
pulse were defined between levels of 0.1 and 0.9.

Curve 1 in Fig. 2 shows the time τsm of the sample
being in the magnetized state as a function of the ampli-
tude of the magnetic field pulse Hp, which was obtained
for a fixed duration of the magnetic field pulse τp =
1050 ns. The value of τsm increases with Hp, since the
time of sample magnetization decreases (curve 2 in
Fig. 2) while the delay of the photoresponse signal
decay after the termination of the magnetic field pulse
increases (curve 3 in Fig. 2). The increase in τsm with Hp
is associated to a greater extent with an increase in τdb
than with a decrease in τm.

The value of τm decreases due to both the decrease
in the magnetization reversal delay τdf and the increase
in the magnetization reversal rate.

Figure 3 shows the time τsm of the sample being in
the magnetized state as a function of the magnetic pulse
duration τp, which is measured for fixed values of Hp.
For a small amplitude of the magnetic field pulse insig-
nificantly exceeding the value required for the film tran-
sition to the single-domain state, the τsm(τp) depen-
dence is linear and represented by a straight line with a
slope of 45° to the abscissa axis (line 1 in Fig. 3). This
corresponds to a trivial increase in τsm as a result of the
increase in the magnetic pulse duration. For a larger
amplitude of the magnetic pulse, the shape of the
τsm(τp) curve changes (curves 2–4 in Fig. 3): it acquires
an initial segment on which the value of τsm increases
more sharply. This reflects the fact that τdb increases
with Hp (curve 3 in Fig. 2). It should be noted that, in a
certain range of amplitudes, the initial segment on the
τsm(τp) curve is displaced towards the ordinate axis. In
this amplitude range, τdb is proportional to the time of
action of the pulse from the instant τm. For large values
of Hp, not only the slope but also the position of the ini-
tial segment on the τsm(τp) curve is independent of Hp.
This reflects the fact that the value of τdb attains satura-
tion upon an increase in Hp (curve 3 in Fig. 2).

The observation of magnetization reversal in the
BCMGFF under investigation with the help of high-
speed photography revealed that the process begins
with the formation of an end domain wall (EDW),
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
which subsequently moves across the thickness of the
film, and the EDW velocity is a linear function of Hp in
a certain range of amplitudes. The fact that the final seg-
ment on curves 2–4 in Fig. 3 is displaced upwards rela-
tive to the straight line 1 by the same value τd indicates
that there is a qualitative change in the magnetization-
reversal mechanism for the BCMGFF. Apparently, for
small values of Hp and quite large values of τp, the
EDW reaches the opposite surface of the film but does
not disappear. After the end of a magnetic pulse, the
structure of the EDW experiences a rearrangement
(which is responsible for the relaxation delay) and then
the EDW moves in the opposite direction and is
destroyed in a layer with a lower uniaxial anisotropy.
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Fig. 1. Schematic diagram of (a) a remagnetizing pulse and
(b) a photoresponse signal.

Fig. 2. Time τsm of a sample being in the magnetized state
(triangles), sample magnetization time τm (diamonds), and
delay τdb of the photoresponse signal decay after the cessa-
tion of a magnetic field pulse (circles) as functions of the
magnetic pulse amplitude Hp for a fixed duration of the
magnetic field pulse τp ≅  1050 ns.
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For large values of Hp and appreciable τp, the EDW
reaches the opposite surface of the film and is
destroyed; consequently, an extra time τd is required for
its generation. Since the final segments of curves 2–4 in
Fig. 3 coincide, this time is independent of Hp, because
the relaxation process is determined by the bias field.
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τp, ns

6000

4000

2000

0

τsm, ns

1
2
3
4

Fig. 3. Dependence of the time τsm of residence of a sample
in the magnetized state on the duration τp of the magnetic
pulse for fixed values of remagnetizing pulse amplitude Hp,
Oe: (1) 45, (2) 79, (3) 107, and (4) 129.
PH
Thus, we have demonstrated that the pulsed magne-
tization reversal of BCMGFF of composition
(Bi,Lu)3(Fe,Ga)5O12 with (210) orientation through the
formation and motion of the EDW leads to a jumpwise
change in the time of residence of the film in the mag-
netized state, the jump magnitude being independent
of Hp.
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Abstract—The magnetostriction of the NiFeCrO4 ferrite is investigated for the first time. It is found that the
frustration of magnetic coupling occurs only in the B sublattice of the NiFeCrO4 ferrite, whereas the A sublattice
has a usual magnetic structure. The inference is made that the frustration of magnetic coupling in the B sublat-

tice is caused not only by the negative direct BB exchange interaction –  but also by the positive indi-

rect AB exchange interaction –O2–– . Reasoning from the experimental data and an analysis of the
exchange interactions in the NiFeCrO4 ferrite sample, it is demonstrated for the first time that the magnetic

moments of  ions in this ferrite deviate from collinearity. It is established that, at low temperatures, the B
sublattice of the NiFeCrO4 ferrite is responsible for the total magnetic moment n0exp. © 2002 MAIK
“Nauka/Interperiodica”.
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1. INTRODUCTION

Ferrites with a spinel structure are the most suitable
objects for the formation of a frustrated magnetic struc-
ture. The frustrated magnetic structure in ferrites with a
spinel-type structure is usually formed through dilution
of both ferrite sublattices with nonmagnetic ions [1].
However, Coey [2] proved that even a few exchange
interactions differing in sign and magnitude suffice to
give rise to a frustrated magnetic structure in spinel fer-
rites. Recently, Muraleedharan et al. [3] and Mohan
et al. [4] revealed a frustrated magnetic structure in

ferrite–chromites containing  ions in sufficient
amounts, which, according to the authors’ opinion,
should lead to the frustration of magnetic coupling.

Mössbauer investigations performed by Srivastava
et al. [5] revealed a frustrated magnetic structure in the
NiFeCrO4 ferrite–chromite. These authors made the
assumption that the frustration is caused by the pres-
ence of Cr3+ ions in octahedral sites of the NiFeCrO4
ferrite. It was of interest to elucidate whether the pres-

ence of  ions in the NiFeCrO4 ferrite is the sole
cause of the formation of a frustrated magnetic struc-
ture or if there exist other factors responsible for the
frustration of magnetic coupling.

Earlier [6], we analyzed the anomalous temperature
dependences of the spontaneous magnetization σs(T)
for ferrite–chromites and made the inference that a nec-
essary condition for the appearance of the N-type
(according to Néel) anomalous dependence is the for-
mation of a frustrated magnetic structure in at least one
of the ferrite sublattices. In this respect, we have been
interested in clarifying whether a similar situation is

CrB
3+

CrB
3+
1063-7834/02/4404- $22.00 © 20747
observed in the NiFeCrO4 ferrite with a compensation
point [1].

The question as to which of the sublattices of the
NiFeCrO4 ferrite is responsible for the magnetic
moment at 0 K remains open to date. For example,
Kulkarni et al. [7] assigned the magnetic moment to the
A sublattice of the NiFeCrO4 ferrite. Srivastava et al.
[8] and McGuire and Greenwald [9] assumed that the B
sublattice of the ferrite is responsible for the magnetic
moment. As is known, the NiFeCrO4 ferrite–chromite
is characterized by the Fe[NiCr]O4 cation distribution.
By assuming the Néel spin distribution and taking into
account that all the ions have only spin magnetic
moments (  = 5µB,  = 2µB, and  = 3µB) at

T = 0 K, the theoretical magnetic moment n0theor of the
NiFeCrO4 ferrite–chromite should be equal to zero [9].
However, it was experimentally found that the mag-
netic moment n0exp of this sample at T = 0 K is equal to
0.4µB [9]. Since the strong negative direct exchange

interaction between  ions brings about the forma-
tion of a noncollinear magnetic structure in the B sub-
lattice, it is not improbable that the A sublattice can
appear to be responsible for the magnetic moment of
the NiFeCrO4 ferrite–chromite at T = 0 K. In this
respect, it is important to answer questions as to why
the theoretical magnetic moment n0theor is less than the
experimental value n0exp for this compound (n0theor <
n0exp) and as to which of the ferrite sublattices is respon-
sible for the magnetic moment at 0 K.

In order to elucidate the nature of the magnetic
moment of the NiFeCrO4 ferrite–chromite, we investi-

µ
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Cr3+

CrB
3+
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gated the magnetization, coercive force, and magneto-
striction of this compound.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The NiFeCrO4 sample was synthesized according to
the ceramic technique. The first annealing was carried
out at a temperature of 1000°C for 4 h, and the second
annealing was performed at 1350°C also for 4 h. Both
annealings were carried out in air with subsequent slow
cooling. X-ray diffraction analysis demonstrated that
the sample synthesized has a single-phase composition
and a spinel structure. The magnetization was mea-
sured using the ballistic technique in magnetic fields up
to 11 kOe in the temperature range 80–600 K. The
remanent magnetization σr and the coercive force Hc

were determined from the hysteresis loop measure-
ments. The magnetostriction was measured by the ten-
sometric method in magnetic fields up to 12 kOe in the
temperature range 80–400 K.
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Fig. 1. Temperature dependences of the spontaneous mag-
netization σs(T), the coercive force Hc(T), and the derivative
of the spontaneous magnetization (dσs/dT)(T) for the
NiFeCrO4 sample.
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3. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependences of the
spontaneous magnetization σs(T), the coercive force
Hc(T), and the derivative of the spontaneous magnetiza-
tion (dσs/dT)(T). It is seen from Fig. 1 that the depen-
dence σs(T) is represented by an N-type curve, the com-
pensation temperature Tc is equal to 325 K, and the
Curie temperature TC is 575 K. By extrapolating the
dependence σs(T) to T = 0 K, we determined the spon-
taneous magnetization σ0s, from which, in turn, we
found the experimental magnetic moment n0exp = 0.40 ±
0.01 µB. This result is in good agreement with the data
reported in [9].

As can also be seen from Fig. 1, the temperature
dependence of the derivative of the spontaneous mag-
netization |(dσs/dT)(T)|exhibits a sharp maximum in the
vicinity of the Curie temperature TC. This behavior of
the dependence (dσs/dT)(T) near the TC temperature is
characteristic of a conventional ferrimagnet with the Q-
type dependence σs(T). This proves that, at T > Tc, the
A sublattice in which the frustrated magnetic structure
is absent is responsible for the magnetic moment of the
NiFeCrO4 ferrite. However, at T < Tc, the dependence
(dσs/dT)(T) is virtually constant. As a rule, this situa-
tion is observed for ferrites with a frustrated magnetic
structure [10, 11]. Therefore, judging from the behavior
of the dependences σs(T) (the N-type curve) and
(dσs/dT)(T), we can assume that the octahedral sublat-
tice is responsible for the magnetic moment of the
NiFeCrO4 ferrite–chromite at 0 K.

The longitudinal λ|| and transverse λ⊥  magnetostric-
tions of the NiFeCrO4 sample were investigated for the
first time in the present work. By using the data on λ||
and λ⊥ , we calculated the volume magnetostriction ω =
λ|| + 2λ⊥ . It is known that the longitudinal λ|| and trans-
verse λ⊥  magnetostrictions of a ferromagnet with a non-
frustrated magnetic structure obey the Akulov rule λ|| =
–2λ⊥ . As a consequence, the volume magnetostriction
ω should be equal to zero.

Figure 2 displays the temperature dependences of
the volume magnetostriction ω(T) calculated for the
magnetic field H = 12 kOe and the measured suscepti-
bility of the paraprocess χp(T) in a magnetic field in the
range 6–10 kOe. It can be seen that, below the compen-
sation temperature Tc, the negative volume magneto-
striction ω drastically increases in magnitude with a
decrease in the temperature and becomes equal to
≈−193 × 10–6 at T = 93 K. Above Tc, the volume mag-
netostriction ω is virtually zero. This finding is consis-
tent with the Akulov rule and, thus, confirms once more
the inference that the magnetic structure in the A sublat-
tice is not frustrated. As is seen from Fig. 2, a sharp
increase in the magnitude of ω(T) below the Tc temper-
ature is attended by a drastic increase in the susceptibil-
ity of the paraprocess χp(T). This indicates that the true
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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magnetization of the sample increases in a magnetic
field.

It is found that the longitudinal λ||, transverse λ⊥ ,
and volume ω magnetostrictions exhibit a substantially
different behavior at temperatures below and above the
compensation point Tc.

The isotherms of the magnetization σ(H), the longi-
tudinal magnetostriction λ||(H), the transverse magne-
tostriction λ⊥ (H), and the volume magnetostriction
ω(H) measured at a temperature T < Tc are depicted in
Fig. 3. As can be seen from Fig. 3, the values of λ||(T)
and λ⊥ (T) are negative and anomalous: the magnitude
of λ|| is approximately ten times larger than that of λ⊥ .
The absence of saturation in the curves ω(H) and σ(H)
indicates that a paraprocess associated with a decrease
in the degree of noncollinearity in the B sublattice of
the NiFeCrO4 ferrite occurs at low temperatures.

Similar isotherms σ(H), λ||(H), λ⊥ (H), and ω(H)
measured at a temperature T > Tc are shown in Fig. 4.
As regards the longitudinal λ|| and transverse λ⊥  magne-
tostrictions, the Akulov rule holds in virtually all mag-
netic fields: λ|| = –2λ⊥ ; hence, the volume magnetostric-
tion ω is approximately equal to zero. It can be seen that
no saturation is observed in the dependences λ||(H),
λ⊥ (H), and σ(H). These findings allow us to make the
inference that the nature of the paraprocess at T > Tc dif-
fers from that at T < Tc. It seems likely that the parapro-
cess at T > Tc is due to an increase in the degree of non-
collinearity in the B sublattice of the NiFeCrO4 ferrite.

Therefore, the results obtained in the investigation
into the magnetic and magnetostriction properties of
the Fe[NiCr] ferrite demonstrated that the frustration of
magnetic coupling occurs only in the B sublattice of
this compound, whereas the A sublattice has a usual
magnetic structure. Moreover, it was found that the B
sublattice is responsible for the magnetic moment n0exp

of the ferrite under investigation.

This inference is supported by a similar behavior of
the isotherms of the longitudinal λ||(H) and transverse
λ⊥ (H) magnetostrictions at T < Tc for the NiFe1.1Cr0.9O4
ferrite–chromite with the Fe[NiFe0.1Cr0.9]O4 cation dis-
tribution, in which the magnetic moment at low temper-
atures is determined by the B sublattice [12].

It is of interest to elucidate the origin of frustrated
magnetic coupling in the NiFeCrO4 ferrite–chromite.
Since the frustrated magnetic structure in the ferrite–
chromite sample can be caused either by dilution of the
ferrite with nonmagnetic ions [1] or by exchange inter-
actions differing in sign and magnitude [2], it is neces-
sary to analyze the exchange interactions between ions
entering into the composition of this ferrite.

According to Goodenough [13], the following
exchange interactions can occur in the ferrite–chromite
sample under investigation: (i) the indirect intersublat-
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
tice exchange interactions –O2––  and –

O2–– ; (ii) the indirect intrasublattice exchange

interactions –O2–– , –O2–– , and

–O2–– ; and (iii) the direct exchange –

. As a rule, the intrasublattice exchange interac-
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and the measured susceptibility of the paraprocess χp(T) in
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tions in the A sublattice of the ferrite with a spinel struc-
ture can be ignored.

The  cation ( ) has a magnetic dz2 orbital
and forms the pσ bond with a p orbital of oxygen. In

turn, the  cation  has magnetic t2g orbitals
and forms the pπ bond with the same oxygen orbital.
Consequently, the indirect intersublattice exchange

interaction –O2––  due to the pσ–pπ bond is
positive and not very strong [13]. The indirect intersu-

blattice exchange interaction –O2––  between

the  and  cations is associated
with the pσ–pσ bond. Hence, it can be assumed that this
interaction is negative and strong (as judged from the
high Curie temperature TC = 575 K for the studied fer-
rite).

The positive intrasublattice BB exchange interaction

between the Ni2+  cations that are located at
octahedral sites and form the pπ–pπ bond is relatively

weak. Since the eg orbital is magnetic in the 

 cation and the t2g orbital is magnetic in the 

 cation, the intrasublattice exchange interaction

–O2––  due to the pσ–pπ bond is negative and

relatively strong. The intrasublattice exchange –

 between the   cation is direct, strong,
and negative. The negative indirect intrasublattice

exchange interaction –O2––  is very weak and,
as a rule, is ignored.
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Thus, it was shown for the first time that, in the
NiFeCrO4 ferrite, the sufficiently strong positive indi-

rect AB exchange interaction –O2––  counter-
acts the strong negative indirect AB exchange interac-

tion –O2–– ; as a result, the magnetic moments

of  cations deviate from collinearity. Therefore, we
can argue that the experimental total magnetic moment
n0exp of the NiFeCrO4 ferrite is due to the formation of
a noncollinear magnetic structure in the A sublattice.

The negative intrasublattice BB exchange interac-

tions –O2––  and –  are considerably
weaker than the intersublattice AB exchange interac-
tions. The former two types of interactions make a
smaller contribution to the total magnetic moment of
the sample under investigation but lead to the formation
of a noncollinear magnetic structure in the B sublattice.
Apparently, the degree of noncollinearity in the B sub-
lattice decreases in response to an external magnetic
field at low temperatures. This provides an explanation
for the absence of saturation in the isotherms of the
magnetization σ(H), the longitudinal magnetostriction
λ||(H), and the transverse magnetostriction λ⊥ (H).

From the above discussion, we can state that the for-
mation of a frustrated magnetic structure in the B sub-
lattice is caused not only by the negative direct intrasu-

blattice exchange –  but also by the positive

indirect intersublattice exchange –O2––
whose contribution is greater than that of the direct
exchange. This assumption can be confirmed by the
fact that the pure nickel chromite Ni[Cr2]O4 does not
exhibit a frustrated magnetic structure. Therefore, the

presence of  ions in large amounts when the posi-

tive AB exchange –O2––  is absent does not
result in the frustration of magnetic coupling in the
NiCr2O4 chromite.

Thus, the results obtained in the above investigation
into the magnetization and magnetostriction of the
NiFeCrO4 ferrite–chromite allowed us to draw the con-
clusion that the frustrated magnetic structure can occur
only in the B sublattice.
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Abstract—The influence of coupling between exchange spin waves and acoustic waves on the spectrum of
magnetoelastic vibrations in planar structures (such as a ferrite film–dielectric substrate structure) is investi-
gated theoretically. A strong magnetoelastic coupling is observed in a narrow spectrum of magnetoacoustic
modes that corresponds to the phase matching of the exchange magnetostatic and acoustic modes. An explana-
tion is offered for the experimental results obtained earlier by the authors, according to which the linear exci-
tation of exchange acoustic and dipole exchange acoustic modes occurs in a spectral range corresponding to the
resonance magnetoelastic coupling of exchange modes irrespective of the degree of pinning of surface spins in
the ferrite film. It is demonstrated that the exchange acoustic and dipole exchange acoustic modes can be excited
in films with free surface spins due to a substantial transformation of the structure of normal modes of the mag-
netization vector and elastic displacements in the range of the phase matching of the exchange spin and acoustic
modes.© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
The coupling between magnetostatic (spin) and

acoustic waves was first considered for the case of bulk
crystals. It was demonstrated that, in spatially inhomo-
geneous magnetic fields, these waves efficiently trans-
form into each other in the range of wave phase match-
ing [1].

The coupling of dipole magnetostatic waves with
fast acoustic modes in a planar structure (such as a fer-
rite film–dielectric substrate structure) was treated the-
oretically and experimentally in [2, 3]. Special mention
should be made of the works by Filimonov [4] and Fil-
ippov et al. [5], who theoretically proved that dipole
magnetostatic waves can independently interact with
both fast acoustic modes and higher bulk (exchange)
magnetostatic modes.

Earlier [6, 7], we investigated the coupling of
exchange spin waves and dipole exchange spin modes
with acoustic modes in yttrium iron garnet (YIG) films
with pinned surface spins. All the aforementioned
works [4–7] dealt with films involving pinned surface
spins, because, otherwise, the excitation of higher bulk
modes becomes impossible. This can be explained by
the fact that the distribution of ac magnetization over
the film thickness is symmetric with respect to the mid-
plane of the film [8, 9] and that the integral of overlap
of the ac magnetization distribution with an external
magnetic field (quasi-homogeneous over the film thick-
ness) or with a dipole field of the lowest bulk (dipole)
mode is equal to zero.

More recently [10, 11], we demonstrated that, even
in films with free surface spins, the exchange acoustic
1063-7834/02/4404- $22.00 © 20752
and hybrid dipole–exchange–acoustic modes are effi-
ciently excited in a narrow spectrum of magnetoacous-
tic modes that corresponds to the phase matching of
exchange spin waves and acoustic modes. This effect
was attributed to substantial distortions of the spatial
distributions of the ac magnetization and elastic dis-
placements of normal magnetoacoustic modes in a pla-
nar structure with strong magnetoacoustic coupling. In
the present work, we thoroughly analyzed the influence
of magnetoelastic coupling of higher bulk exchange
modes on the spectrum of normal modes of the mag-
netic and elastic systems in a planar structure.

2. BASIC EQUATIONS, APPROXIMATIONS, 
AND BOUNDARY CONDITIONS

The aim of this work was to analyze the magnetoa-
coustic wave spectrum that should be observed under
the conditions when the phase matching of higher bulk
exchange modes and acoustic modes becomes possible.
First, we will derive dispersion relations for magne-
toelastic modes in a planar structure such as the ferrite
film–dielectric substrate (Fig. 1). Primary emphasis
will be placed on the coupling of exchange magneto-
static waves with transverse acoustic waves, because, in
real crystals, this coupling is one order of magnitude
stronger than the coupling with longitudinal waves.
Gulyaev and Zil’berman [12] thoroughly treated the
coupling of dipole magnetostatic waves with acoustic
waves and proved that the degeneracy of two transverse
acoustic modes with different polarizations is removed
in the presence of magnetoacoustic coupling and that
002 MAIK “Nauka/Interperiodica”
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only one wave is efficiently coupled with the magneto-
static wave.

According to [10], the energy density of a magne-
toelastic wave is defined by the relation

(1)

Here, the first term is the Zeeman energy density in the
external field He, M(r, t) is the magnetization vector,
and the second term is the energy density of the inter-
action between magnetic dipoles. In the second term,
the quantity Hm is given by

(2)

The third term determines the energy of the inhomoge-
neous exchange interaction. The energy of anisotropy,
which is described by the fourth term, makes the main
contribution to the energy of the magnetoacoustic cou-
pling. Hereafter, we will use a linear approximation in
which the anisotropy energy takes the form

(3)

where biklm is the magnetoelastic constant tensor.
The last term in relation (1) is the elastic energy den-

sity

(4)

Here, ρ is the density of the crystal and ciklm is the elas-
tic constant tensor.

By solving simultaneously the equations of motion
for the magnetization vector and the elastic medium
and seeking solutions in the form of traveling plane
waves m and u ~ exp(iωt – ikr), we obtain the follow-
ing dispersion relation:

(5)
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Here, Hint is the internal constant magnetic field (for a
ferrite film magnetized normally to the surface, Hint =
He – 4πM); m is the high-frequency component of the
magnetization vector; v  is the acoustic wave velocity; γ
is the gyromagnetic ratio; hdip is the high-frequency
component of the demagnetizing field in the ferrite
film, which is determined by the spatial distribution
m(r); and kr is the projection of the wave number onto
the film plane. Within the approximation kr ! k, we
obtain a simpler standard expression,

where η = 4 M2/c44, b44, and c44 are the diagonal ele-
ments of the magnetostriction tensor and elastic con-
stant tensor, respectively, and ωdip(k) is the dispersion
dependence of the dipole magnetostatic waves (given,
for example, in [1, 5]).

The attenuation is included by introducing addi-
tional complex terms into the equations of motion for
the magnetization vector and the elastic displacement
vector. As a result, the dispersion relation takes the
form

(6)

where ωm(k) and ωa(k) represent the dispersion rela-
tions for magnetostatic and acoustic waves, respec-
tively; αm and αa account for the attenuation of magne-
tostatic and acoustic waves; and the quantity µma ≈
(1/2)γMηvk characterizes the coupling between the
magnetostatic and acoustic waves. The wave attenua-
tion is described by the relation

(7)

The dispersion dependence is most pronounced in the
range of the phase matching of the acoustic and
exchange modes in which ωa(k) ≈ ωm(k), that is,

(8)

ω γH intz– ωdip k( )– γ4πMαk2–( )

× k2 ω2/v 2–( ) γMηk2,=

b44
2

ω ωm k( )– iωαm–( ) ω ωa k( )– iωαa–( ) µma,=

ω''
ωαa ω ωa k( )–( ) ωαa ω ωm k( )–( )+
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---------------------------------------------------------------------------------------.=
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Fig. 1. A geometry of the structure under investigation.



754 BUGAEV, GORSKY
In this case, the effective magnetoelastic coupling con-
stant that accounts for the attenuation is defined as

(9)

The boundary conditions used are as follows: (1) the
standard magnetostatic boundary conditions, which
allow for continuity of the transverse and longitudinal
components of the magnetic induction vector and mag-
netic field vector, respectively; (2) the exchange bound-
ary conditions, which determine the degree of pinning
of surface spins; and (3) the acoustic boundary condi-
tions, which account for the absence of elastic stresses
at the structure–air boundaries and the continuity of
elastic displacement and stress at the film–substrate
interface.

Of special note are the boundary conditions at the
boundaries of the ferrite film, that is,

(10)

In this case, we have b  0 for free spins at the
boundary and b  ∞ for completely pinned spins.
Our prime interest here is in the case of b  0, with
emphasis on the condition b ≈ kr when the coupling
between the dipole and exchange components is
exactly equal to zero [13].

In order to calculate the distributions of the ac mag-
netization and elastic displacements over the thickness
of the structure, the solution for the magnetic potential
inside the ferrite film is sought as a combination of six
waves:

(11)
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Fig. 2. (a) Spectrum of magnetoelastic vibrations in a
3.1-µm-thick yttrium iron garnet film on a 100-µm-thick
gadolinium gallium garnet substrate and (b) distributions of
the ac magnetization over the film thickness for (1) dipole,
(2) exchange, and (3) hybrid dipole–exchange–acoustic
modes. The numerals in panels a and b of the figure indicate
the same modes.
P

The quantities kj and Aj are derived by solving the dis-
persion relation (5) and the set of boundary conditions,
respectively.

Consequently, the magnetization distribution m(z)
over the film thickness for each excited magnetoacous-
tic mode can be represented as a combination of three
standing waves. The excitation efficiency I of the mag-
netoacoustic mode is determined by the integral of
overlap between the function describing m(z) and the
external high-frequency electromagnetic field hem
whose distribution can be considered to be quasi-homo-
geneous in the range of magnetoacoustic mode excita-
tion. As a result, the intensity of the magnetoacoustic
mode, which should be observed experimentally, can
be estimated from the formula

(12)

where ∆ωi determines the loss of the ith component and
can be obtained from relation (7); Ei is the energy of the
ith component, which is determined by expression (1);
and d is the thickness of the ferrite film.

3. RESULTS OF NUMERICAL
CALCULATIONS

It is known that, in the absence of magnetoelastic
coupling in films with free surface spins, the spectrum
of magnetoacoustic modes consists of the lowest bulk
dipole magnetostatic mode, higher bulk exchange
modes (for films with a thickness of less than 10–
15 µm), and transverse and longitudinal acoustic
modes. In the present work, we consider only the trans-
verse mode with a polarization identical to that of the
magnetostatic modes, because this transverse mode is
most strongly coupled with magnetostatic modes.

The calculated dispersion dependences for a
3.1-µm-thick yttrium iron garnet film on a 100-µm-
thick gadolinium gallium garnet (GGG) substrate are
displayed in Fig. 2a. The value of η was taken equal to
0.001. The magnetic field was assumed to be 1405 Oe.
For this magnetic field, the phase matching range
should be observed in the vicinity of a frequency of
3725 MHz. Actually, the divergent dispersion curves
characteristic of coupled waves are clearly seen in
Fig. 2a. Figure 2b shows the distributions of ac magne-
tization over the thickness of the ferrite film both for the
dipole and exchange modes at q = 215 cm–1 and for the
hybrid dipole–exchange–acoustic mode excited in the
range where the dispersion curves of dipole, exchange,
and acoustic modes cross one another. In order to iden-
tify the dispersion curves, we calculated the magnetic-
to-acoustic-energy and dipole-to-exchange-energy
ratios for the vibrational mode [from formulas (1)–(5)],

I

m z( )hemdz

d/2–

d/2

∫
Ei∆ωi/ω

i 1…6=

∑
-----------------------------------,≅
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Spectra of magnetoacoustic modes excited in a magnetic field of 1405 Oe at the wave numbers in the film plane q = 150.00 cm–1

(upper part) and q = 212.00 cm–1 (lower part)

Vibrational mode Fres, MHz Edip/Eexch Eac/Emag ∆f, MHz I, rel. units

Acoustic 3697.43 0.013 27.0 0.3 0.001

Exchange 3700.63 0.001 0.18 1.3 0.0003

Dipole 3705.04 300.0 0.02 1.5 0.6603

Acoustic 3710.61 0.02 23.0 0.4 0.003

Exchange 3719.67 0.0001 0.54 1.0 0.0003

Acoustic 3724.39 0.0004 8.2 0.4 0.0003

Acoustic 3733.00 0.0019 4.5 0.5 0.0003

Acoustic 3740.40 0.0008 3.0 0.6 0.00001

Vibrational mode Fres, MHz Edip/Eexch Eac/Emag ∆f, MHz I, rel. units

Acoustic 3697.43 0.02 28.0 0.3 0.001

Exchange 3700.64 0.001 0.17 1.3 0.0003

Acoustic 3710.59 0.05 24.0 0.4 0.005

Exchange 3719.68 0.003 0.54 1.0 0.01

Acoustic 3724.30 0.20 3.1 0.7 0.07

Dipole (hybrid) 3726.17 88.0 0.07 1.4 0.59

Acoustic 3733.04 0.1 4.4 0.5 0.001

Acoustic 3740.40 0.001 3.0 0.6 0.001

Note: The vibrational mode is determined from the ratio of the dipole, exchange, and acoustic energies. Fres is the resonance frequency,
Edip/Eexch is the dipole-to-exchange-energy ratio, Eac/Emag is the acoustic-to-magnetic-energy ratio, ∆f is the width of the resonance
curve, and I is the relative intensity of the mode excited in a homogeneous microwave field.
the wave attenuation (the width of the resonance curve),
and the relative intensity of vibrational modes excited
with an electromagnetic field. The calculated values of
these parameters are listed in the table. In our calcula-
tions, we assumed that the loss in the magnetic system
corresponds to the width of the ferromagnetic reso-
nance curve (1.5 MHz), whereas the loss in the acoustic
system is determined by the width of the absorption
curve (0.2 MHz). The calculations were performed for
two projections of the wave number onto the film plane:
(i) q = 150 cm–1, when all the modes are well-separated
from one another and can easily be identified, and
(ii) q = 212 cm–1, when the dipole, exchange, and
acoustic modes are simultaneously involved in the cou-
pling at frequencies close to f = 3725 MHz.

Figure 3 depicts calculated absorption spectra that
should be observed experimentally. According to calcu-
lations, the excited exchange acoustic modes have a
very low intensity. As can be seen from the calculated
spectrum (Fig. 3a), these modes are excited at frequen-
cies of 3701 and 3710 MHz. Experimentally, their exci-
tation should be observed only in the case when the
exchange acoustic mode occurs in the vicinity of a
dipole mode, i.e., when the dipole component makes a
sufficiently large contribution to the latter mode. It is
clearly seen from Fig. 3b that the hybrid dipole–
exchange–acoustic modes are excited at frequencies
close to f = 3725 MHz.
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In experiments, the magnetoelastic coupling in an
external magnetic field most clearly manifests itself in
periodic oscillations of the resonance frequencies and
intensities of the magnetoacoustic modes observed in
the range of phase matching of the exchange spin and

0.4

0
3725

F, MHz

0.2

0.6

I,
 a

rb
. u

ni
ts

3730 3735

0.4

0
3700

0.2

0.6

I,
 a

rb
. u

ni
ts

3705 3710

(a)

(b)

Fig. 3. Calculated spectra of vibrational modes presumably
observed in circular-disk resonators at q = (a) 150 and
(b) 212 cm–1.
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acoustic modes. Let us now consider this effect in more
detail. Figure 4 displays the calculated spectra of mag-
netoacoustic modes [the dependences of the absorbed
power on the microwave field frequency P(f)] at differ-
ent external magnetic fields He. In the absence of mag-
netoelastic coupling, the intensities of magnetostatic
vibrations are virtually independent of He and the reso-
nance frequencies fi of all the magnetostatic vibrations
vary proportionally with the external magnetic field He.
It is worth noting that, in the initial portion of the mag-
netostatic wave spectrum, where the external magnetic
field He changes insignificantly, the dependence fi(He)
exhibits a nearly linear behavior. In the presence of the
magnetoelastic coupling, the aforementioned propor-
tional change in the resonance frequencies of the mag-
netoacoustic vibrations with variations in the external
magnetic field He is accompanied by periodic changes
in the resonance frequencies and intensities of magne-
toacoustic vibrations in the phase matching range of the
spin and acoustic waves. The period of these changes is
determined by the difference in frequency of the adja-
cent Lamb modes. This difference is inversely propor-
tional to the thickness of the planar structure.

The oscillating changes observed in the spectrum
can be associated with the fact that the resonance fre-
quencies of the acoustic modes are virtually indepen-
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Fig. 4. Calculated spectra of vibrational modes presumably
excited in a circular-disk resonator at q = 240 cm–1 in dif-
ferent magnetic fields: (a) 1405, (b) 1407, and (c) 1408.7 Oe.
P

dent of the magnetic field, whereas the resonance fre-
quencies of the magnetostatic modes are proportional
to the external magnetic field strength. This can be eas-
ily explained in terms of any ith exchange magneto-
static vibration whose wave number in the frequency
range covered is of the order of the wave number of the
acoustic mode. We assume that, at the initial instant, the
resonance frequency of the exchange vibration coin-
cides with none of the natural frequencies of the acous-
tic modes. It follows that, for this vibration, the magne-
tization distribution mi(z) is virtually symmetric with
respect to the midplane of the ferrite film and the inten-
sity is close to zero. As the magnetic field strength
increases, the resonance frequency of the ith exchange
vibration increases and, at a certain instant of time,
approaches the resonance frequency of the jth acoustic
mode. As a result, the exchange acoustic vibration man-
ifests itself in the spectrum, because the mi(z) distribu-
tion becomes asymmetric with the respect to the mid-
plane of the ferrite film due to a hybridization with the
acoustic mode. Thus, the direct coupling of exchange
vibrations with acoustic modes is the first reason for the
observed oscillations of the spectrum. It should be
noted that, in the case when the resonance frequency of
the exchange vibration coincides with the resonance
frequency of the acoustic vibration, the vibrational
modes can either diverge or intersect depending on the
magnetostriction coupling.

The second reason for the observed oscillations of
the spectra is the dipole coupling of the exchange
acoustic vibrations with dipole magnetostatic vibra-
tions. Indeed, the coupling with the acoustic mode
leads to a change in the location of the exchange mag-
netostatic vibration in the spectrum of magnetoacoustic
vibrations. For example, if the resonance frequency of
the exchange acoustic vibration approaches the reso-
nance frequency of one of the dipole vibrations, the
dipole component appears in the m(z) distribution and
the hybrid dipole–exchange–acoustic mode is excited.
For a sufficiently strong interaction between the dipole
fields of the exchange acoustic and dipole vibrations,
when the resonance frequency of the dipole vibration
coincides with the resonance frequency of the exchange
acoustic vibration, there occurs a characteristic diver-
gence of the vibrational modes; otherwise, this is
attended by changes in the intensity, shape, and width
of the resonance curves of the dipole magnetostatic and
exchange acoustic vibrations. With a further increase in
the magnetic field strength, this situation should be
reproduced when the resonance frequency of the dipole
magnetostatic vibration coincides with the resonance
frequency of the next Lamb mode.

Now, we analyze similar changes in the vibrational
spectrum represented in a more convenient form used
in experiments; in other words, we consider the vibra-
tional spectrum as a function of the magnetic field and
examine the dependences of the resonance magnetic
field and the intensity of excited modes on the fre-
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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Fig. 5. Evolution of the vibrational spectrum as a function
of the magnetic field with variations in the excitation fre-
quency at q = 220 cm–1. The exchange acoustic mode is
characterized by a more pronounced frequency depen-
dence. When the excitation conditions for this mode and the
dipole mode coincide, the hybrid dipole–exchange–acous-
tic modes are excited ( f = 3721.2 MHz). 
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
quency as a parameter. It is assumed that the difference
between the adjacent resonance frequencies of the
acoustic modes is considerably larger than the width of
the acoustic resonance curve. This is true for experi-
ments with planar structures such as the YIG film–GGG
substrate, because the acoustic loss in gadolinium gal-
lium garnet in the frequency range 2–8 GHz corre-
sponds to ∆f ≈ 0.05–0.15 MHz, whereas the difference
between the frequencies of the adjacent transverse
acoustic resonances for 450-µm-thick planar structures
is of the order of 3.5 MHz. Unlike the preceding case,
efficient excitation at a specified excitation frequency f
is observed only for one (ith) acoustic mode whose res-

onance frequency  is closest to the microwave field
frequency f, because the width of the acoustic reso-
nance curve is substantially less than the difference
between the frequencies of the adjacent acoustic reso-
nances. For the exchange modes associated with the
acoustic system, the acoustic component makes a min-

imum contribution when f ≈ (  + )/2. The reso-
nance magnetic fields of magnetoacoustic modes at
these frequencies are close to the field strengths in the
absence of the magnetoacoustic coupling. As the exci-
tation frequency approaches one of the natural frequen-
cies of the acoustic modes, the contribution of the
acoustic component to the vibration increases and the
dependence of the resonance frequency on the mag-
netic field strength becomes weaker or, what is the
same, the frequency dependence of the resonance mag-
netic field becomes stronger. When the resonance mag-
netic field of this exchange acoustic vibration coincides
with the resonance magnetic field of one of the dipole
vibrations, the dipole exchange acoustic modes are
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Fig. 6. Frequency dependences of the resonance magnetic fields of magnetoacoustic vibrations in two frequency ranges. The range
of strong coupling between the exchange and acoustic modes shifts away from the origin of the magnetostatic wave spectrum with
an increase in the frequency.
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excited (Fig. 5). The coupling between the vibrational
modes occurs through their dipole fields. If this cou-
pling is sufficiently strong, the characteristic diver-
gence of vibrational modes takes place. Figure 6 dis-
plays the calculated frequency dependences of the res-
onance magnetic fields for magnetoelastic modes at q =
220 cm–1. For magnetic vibrations unrelated to the
acoustic system, the dependences Hres( f ) are repre-
sented by lines with the slope γ. In the absence of the
magnetoelastic coupling, the acoustic modes should be
represented in the form of vertical equidistant straight
lines. A comparison of Figs. 6a and 6b clearly demon-
strates that the range of coupling with acoustic modes
shifts away from the origin of the magnetostatic wave
spectrum with an increase in the excitation frequency.

4. CONCLUSION
Thus, it was demonstrated that a considerable trans-

formation of the vibrational spectrum due to a radical
change in the structure of coupled magnetoacoustic
modes is observed in the range of phase matching of the
higher bulk exchange magnetostatic and acoustic
modes. As a result, the linear excitation of exchange
acoustic modes becomes possible regardless of the
degree of pinning of surface spins. When the excitation
conditions for the exchange acoustic modes and dipole
modes coincide, there occurs excitation of hybrid
dipole–exchange–acoustic modes.

The coupling of dipole modes with the elastic sys-
tem through the exchange component is many orders of
magnitude stronger than the direct coupling between
the dipole and acoustic modes. The dispersion depen-
dences exhibit a characteristic divergence of the disper-
sion branches of the dipole, exchange, and acoustic
modes.

The discreteness of the elastic excitation spectrum
of the planar structure and the different dependences of
the acoustic and magnetic wave spectra on the magnetic
field strength are responsible for the frequency oscilla-
tions observed in the spectrum represented as a func-
tion of the magnetic field; correspondingly, the oscilla-
tions in the spectrum represented as a function of the
PH
frequency are observed with a change in the magnetic
field. Owing to the very strong magnetoelastic cou-
pling, the magnetoacoustic modes can be efficiently
excited in the ranges of frequencies and magnetic fields
well away from the range of the phase matching of
exchange acoustic waves.
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Abstract—The magnetic properties of the NiCr2O4 chromite are investigated and compared with similar prop-
erties of the NiFe1.1Cr0.9O4 nickel ferrite–chromite material. It is found for the first time that the tetrahedral (A)
sublattice of the NiCr2O4 chromite is responsible for the total magnetic moment. Moreover, it is revealed that
the NiCr2O4 chromite exhibits a giant magnetostriction of the paraprocess (λpara ~ 200 × 10–6) and an anoma-
lously large volume magnetostriction (ω ~ 500 × 10–6) at a temperature of 4.2 K in magnetic fields up to
~50 kOe. The inference is made that the observed paraprocess is caused by an increase in the degree of noncol-
linearity of the magnetic moments induced in the octahedral (B) sublattice of the NiCr2O4 chromite in an exter-
nal magnetic field. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Although the ferrimagnetic nickel chromite
NiCr2O4 has long been a subject of investigation [1–4],
the nature of the magnetic properties of this compound
at low temperatures is still not clearly understood. In
particular, it remains unclear which of the NiCr2O4 sub-
lattices—the tetrahedral sublattice A or the octahedral
sublattice B—is responsible for the experimental mag-
netic moment n0 exp at 0 K and why the experimental
magnetic moment is substantially less than the theoret-
ical value: n0 exp ! n0 theor. McGuire and Greenwald [3]
and Jacobs [4] assumed that, in the case when the mag-
netic moment arises from the octahedral sublattice B,
the low value of n0 exp is determined by the spin noncol-
linearity observed in this sublattice due to a consider-

able negative BB exchange interaction between 
cations.

In the present work, we experimentally investigated
the magnetic properties of the NiCr2O4 chromite and
made an attempt to elucidate the nature of its magnetic
structure.

Delorme [1] was the first to establish the fact that the
crystal structure of the NiCr2O4 chromite at room tem-
perature has a tetragonal distorted lattice with the unit-
cell parameter ratio c/a = 1.04. It was assumed that the
observed distortions of the spinel structure can be asso-
ciated with the Jahn–Teller Ni2+ ions located at the tet-
rahedral sites. Hence, it can be expected that the
NiCr2O4 chromite should possess a pronounced mag-
netic anisotropy due to the aforementioned distortions.
Moreover, proper allowance must be made for the fact
that the Curie temperature TC of the NiCr2O4 chromite
is close to the liquid-nitrogen temperature. In particu-
lar, Lotgering [2] showed that the Curie temperature TC
of NiCr2O4 is equal to 80 ± 5 K.

CrB
3+
1063-7834/02/4404- $22.00 © 20759
Making allowance for the above findings, we mea-
sured the magnetic properties of the NiCr2O4 nickel
chromite at a temperature of 4.2 K in magnetic fields up
to 50 kOe. It is obvious that precisely these measure-
ments can provide reliable experimental data on the
spontaneous magnetization σs0 of the compound under
investigation and, consequently, ensure correct deter-
mination of the magnetic moment n0exp.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The NiCr2O4 sample was synthesized according to
the ceramic technique. X-ray diffraction analysis dem-
onstrated that, at T = 293 K, the sample synthesized has
a tetragonal distorted lattice with the unit-cell parame-
ter ratio c/a = 1.025.

Measurements of the magnetization σ and the coer-
cive force Hc were performed on a vibrating-coil mag-
netometer at a temperature of 4.2 K. The longitudinal λ||
and transverse λ⊥  magnetostrictions were measured by
the tensometric method. In both cases, the permanent
magnetic field was induced using a superconducting
solenoid.

3. RESULTS AND DISCUSSION

Figure 1 depicts the experimental isotherms of the
magnetization σ, longitudinal magnetostriction λ||, and
transverse magnetostriction λ⊥  of the NiCr2O4 chromite
sample at a temperature of 4.2 K. It can be seen that the
isotherm σ(H) does not exhibit saturation in strong
magnetic fields. In our opinion, this behavior of the
magnetization cannot be explained by the insufficiently
strong magnetic fields that are incapable of overcoming
the magnetic anisotropy forces in nickel chromites,
because the coercive force Hc of the NiCr2O4 chromite
002 MAIK “Nauka/Interperiodica”
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at 4.2 K is found to be equal to only 12.7 kOe. There-
fore, we can state with assurance that the observed
behavior of the magnetization is associated with a para-
process, i.e., the true magnetization σi. Since this para-
process cannot be described by a linear function, it is
impossible to obtain an exact value of the spontaneous
magnetization through linear extrapolation of the curve
σ(H) to zero magnetic field (H = 0).

In our case, the spontaneous magnetization σs was
determined by the thermodynamic coefficient method
[5]. According to this method, the behavior of the mag-
netization σ can be described by the equation

(1)

where σ = σs + σi and α and β are the thermodynamic
coefficients, which are dependent on the temperature
and pressure. Equation (1) can be rewritten in the fol-
lowing form:

(2)

In this method, the experimental results are repre-
sented as the curve (H/σ(σ2)). Then, the spontaneous

magnetization  is determined by extrapolating the
curve (H/σ(σ2)) to zero magnetic field (H = 0).

As a rule, the thermodynamic coefficient method is
used in data processing of the magnetization measured
in ferro- and ferrimagnetic materials in the vicinity of
the Curie temperature. Moreover, this method is
applied to the description of the magnetization of weak
band ferromagnets in the low-temperature range (below
the Curie point), because these materials possess a
weak magnetization σ [6]. From the aforesaid, it fol-
lows that the thermodynamic coefficient method can be

ασ βσ3+ H ,=

α βσ2+ H/σ.=
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Fig. 1. Experimental isotherms of the magnetization σ, lon-
gitudinal magnetostriction λ||, and transverse magnetostric-
tion λ⊥  and calculated isotherms of the magnetostriction of
the paraprocess λpara and volume magnetostriction ω for the
NiCr2O4 chromite at T = 4.2 K.
PH
used in our case, because nickel chromites at 4.2 K are
also characterized by a weak magnetization σ.

We plotted the curve H/σ(σ2) and found that the
spontaneous magnetization σs of the nickel chromite
sample at 4.2 K is approximately equal to 1.51 G cm3/g.
This value of σs, which we determined for 4.2 K, can be
treated, to sufficient accuracy, as the spontaneous mag-
netization σs0 at 0 K. By using the obtained value of σs,
we determined the experimental magnetic moment:
n0exp ≈ 0.06 µB. Such a low value of n0exp indicates that
the magnetic moments of the A and B sublattices of the
NiCr2O4 chromite are close in magnitude.

The experimental magnetic moments n0exp of the
NiCr2O4 chromite, which were determined by McGuire
and Greenwald [3], Jacobs [4], and the authors of the
present work, are equal to 0.2, 0.35, and 0.06 µB,
respectively. As can be seen, the n0 exp value obtained in
our work is substantially less than those determined in
[3, 4]. This can be explained by the fact that, in [3, 4],
the linear extrapolation of the curve σ(H) to zero mag-
netic field was performed from comparatively stronger
magnetic fields; consequently, these authors obtained
the magnetization σ = σs + σi (rather than σs); i.e., the
magnetization of the paraprocess σi was added to the
spontaneous magnetization σs.

The theoretical magnetic moment n0 theor was calcu-
lated from the cation distribution in Ni[Cr2]O4 (by
assuming there to be collinear spin ordering in both
sublattices) and was found to be equal to 3 µB, provided
the magnetic moments of cations involved in this com-

pound, namely, (3d8) and Cr3+ (3d3), at T = 0 K are

equal to  = 3 µB and  = 3 µB, respectively. It

should be noted that the magnetic moment of  cat-
ions located at the tetrahedral sites is induced not only
by the spin magnetic moment but also by an incom-
pletely frozen orbital magnetic moment. In this case,
the octahedral sublattice of the NiCr2O4 nickel
chromite is responsible for the total magnetic moment.

Reasoning from the obtained data on the magnetiza-
tion, we could not answer the question as to which of
the sublattices of the NiCr2O4 nickel chromite is
responsible for the experimental total magnetic
moment. For this purpose, we measured the longitudi-
nal λ|| and transverse λ⊥  magnetostrictions of the
NiCr2O4 nickel chromite and compared these charac-
teristics with those of the Fe[NiFe0.1Cr0.9]O4 nickel fer-
rite–chromite, in which, according to the data reported
in [3, 4], the octahedral sublattice is responsible for the
experimental total magnetic moment n0 exp.

The longitudinal λ|| and transverse λ⊥  magnetostric-
tions of the NiCr2O4 chromite were also measured at
4.2 K in magnetic fields up to 55 kOe (Fig. 1). It was
revealed that the dependences λ||(H) and λ⊥ (H) exhibit
an anomalous behavior. As can be seen from Fig. 1, the

NiA
2+

µ
Ni2+ µ

Cr3+

NiA
2+
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magnitude of the λ⊥  magnetostriction is substantially
larger than that of λ|| (|λ⊥ | @ |λ|| |); i.e., the Akulov rule
is completely violated for the technical magnetostric-
tion λtechn,

(3)

By using the experimental values of λ|| and λ⊥ , we
calculated the magnetostriction of the paraprocess λpara
from the following formulas:

(4)

. (5)

Then, we constructed the isotherm λpara(H) (Fig. 1). It
is seen from Fig. 1 that the NiCr2O4 chromite exhibits a
giant positive magnetostriction of the paraprocess
(λpara ~ 200 × 10–6 at H = 54 kOe). In our opinion, the
fact that the magnitude |λ||| is substantially less than the
magnitude |λ⊥ | can be explained by the high value of
λpara. Consequently, the NiCr2O4 chromite should also
possess a considerable volume magnetostriction ω.
According to the formula

(6)

we calculated the volume magnetostriction ω and con-
structed the isotherm ω(H) (Fig. 1). As would be
expected, beginning with weak magnetic fields, this
chromite is characterized by a sufficiently large positive
volume magnetostriction (ω ~ 5 × 10–4 in the magnetic
field H = 54 kOe).

Therefore, if the assumption is made that the octahe-
dral sublattice of the NiCr2O4 nickel chromite is
responsible for the total magnetic moment, the applied
external magnetic field should bring about a decrease in
the spin noncollinearity in this sublattice. In turn, this
should result in a negative magnetostriction of the para-
process λpara and a negative volume magnetostriction
ω. Thus, if a similar behavior of the magnetostrictions
λpara and ω is observed in the Fe[NiFe0.1Cr0.9]O4 nickel
ferrite–chromite under the action of an external mag-
netic field, we can state with assurance that, in the
NiCr2O4 nickel chromite, the octahedral sublattice is
responsible for the total magnetic moment.

Since the Fe[NiFe0.1Cr0.9]O4 ferrite–chromite has a
high Curie temperature (TC ~ 570 K) and a relatively
weak magnetic anisotropy, it would suffice to investi-
gate the behavior of the longitudinal λ|| and transverse
λ⊥  magnetostrictions of this compound at a temperature
of 80 K in magnetic fields as high as 12 kOe.

The experimental values of λ|| and λ⊥  (Fig. 2) were
used to calculate the isotherms λpara(H) and ω(H). It can
be seen that the results obtained for the
Fe[NiFe0.1Cr0.9]O4 ferrite–chromite are in contradiction
with those for the Ni[Cr2]O4 chromite. For example, the
Fe[NiFe0.1Cr0.9]O4 ferrite–chromite in strong magnetic
fields exhibits negative magnetostrictions λpara and ω,

λ||techn 2λ⊥ techn.–=

λ|| λ ||techn λpara,+=

λ⊥ λ⊥ techn λpara+=

ω λ|| 2λ⊥ ,+=
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and their magnitudes are substantially less than those
for the nickel chromite. A comparison of these results
allows us to conclude that, in the NiCr2O4 chromite, the
applied external magnetic field should bring about an
increase in the spin noncollinearity in the octahedral
sublattice. However, this situation can be observed only
in the case when the tetrahedral sublattice of this
chromite is responsible for the total magnetic moment.

Thus, we revealed that the magnetic moment MA of
the tetrahedral sublattice in the NiCr2O4 chromite is
greater than the magnetic moment MB of the octahedral
sublattice.

Analysis of the exchange interactions demonstrated
that, in the NiCr2O4 chromite, the formation of a non-
collinear magnetic structure in the B sublattice is due to

a negative direct BB exchange interaction –
which counteracts the negative indirect AB exchange

interaction –O2–– . The observed well-pro-
nounced paraprocess can be caused by the fact that the
applied magnetic field, in addition to the negative BB
exchange interaction, contributes to an increase in the
degree of noncollinearity in the B sublattice. Since the
magnetic moment of the tetrahedral sublattice in the
NiCr2O4 chromite is greater in magnitude than that of
the octahedral sublattice (|MA | > |MB |), the total mag-
netic moment Ms should increase.

In conclusion, we should note that, in the NiCr2O4

chromite, the completed orbits of the tetrahedral 

and octahedral  cations are characterized by the
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 and  electronic configurations, respectively.

Therefore, the indirect intersublattice interaction –

O2––  in the NiCr2O4 chromite can occur only
through weak π bonds. Apparently, this can be one of
the main reasons why the NiCr2O4 chromite has a rela-
tively low Curie temperature.
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Abstract—The dynamics of steady-state resonant magnetization precession setting in under a transverse mag-
netic bias field in a garnet ferrite film of the (100) type is investigated on the basis of numerical solution of the
equation describing the motion of magnetization. The existence of a steady-state dynamic mode in which the
magnetization performs undamped spiral motion, as well as of large-amplitude nutation with a period being a
multiple of the period of precession, is discovered. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The attainment of large-angle uniform resonant pre-
cession of magnetization in magnetically ordered crys-
tals requires the fulfillment of conditions under which
first- and second-order Suhl instabilities caused by
three- and four-magnon interactions cannot occur. One
of such conditions is that the precession frequency be
chosen such that it coincides with the minimum possi-
ble spectral frequency ω(k) of spin waves, i.e., such that
it corresponds to the bottom of the spin-wave band [1–
5]. For a transversely magnetized thin layer, the funda-
mental (homogeneous) mode of the spin-wave spec-
trum corresponds to the bottom of the band and can be
separated by a considerable frequency interval from the
first (inhomogeneous) spin-wave mode [6, 7]. It is for
this reason that no resonance saturation at the funda-
mental mode takes place upon an increase in the high-
frequency (HF) field amplitude in films placed in a
transverse bias field in the case of ω = ωmin for k = 0 [8,
9] and the features of nonlinear dynamics of magneti-
zation are manifested even for the uniform precession
of magnetization.

The results of investigation of the features of nonlin-
ear precession in a garnet ferrite film of the (111) type
that are associated, in particular, with the nutation of
magnetization and the frequency-doubling effect are
presented in [10, 11]. It is shown that an increase in the
HF field amplitude may lead to bifurcations in the mag-
netization precession, which lead to a sharp change in
the precession amplitude and to bistable states. In reso-
nance studies and in applications of garnet ferrites,
films of the (100) type are widely used, since the easy
magnetization axis of such films can be made perpen-
dicular to the plane of the film without any difficulty
and this orientation has the lowest sensitivity to various
types of composition inhomogeneity, to stresses, and to
temperature variations [12]. In this work, we present
the results of numerical analysis of the equations of
1063-7834/02/4404- $22.00 © 200763
motion of magnetization, which reveal peculiarities in
the nonlinear resonant precession that are inherent in
this type of films and indicate a noticeable difference
from precession in the (111)-type films.

2. GENERAL EQUATIONS
AND RELATIONS

Epitaxial garnet ferrite films are monocrystalline
layers with a cubic crystal lattice. We assume that the
crystallographic axis [100] coincides with the x axis
and is normal to the film surface, while the [010] and
[001] axes coincide with the y and z axes, respectively;
the polar and azimuthal angles (θ and ψ) of the magne-
tization vector M are reckoned from the x and y axes,
respectively. In the case under investigation, the free-
energy density is

(1)

where Ku and K1 are the growth-induced and crystallo-
graphic anisotropy constants, respectively. The equilib-
rium angles θ0 and ψ0 are found from the conditions
∂F/∂θ = 0 and ∂F/∂ψ = 0. The dynamic behavior of the
magnetization in an external static (H) and high-fre-
quency (h) magnetic fields, which will be henceforth
assumed to be orthogonal (H ⊥  h), is described by the
Landau–Lifshitz equation written in the spherical sys-
tem of coordinates [2]:

(2)
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where γ is the gyromagnetic ratio and λ is the damping
parameter. Solving these equations allows us to find the
time dependence of angles ψ and θ for given applied-
field directions and time dependence of the external
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Fig. 1. Time dependence of the normal component of the
magnetic moment (mx = Mx/M) settling in a steady-state
precession orbit upon the application of a HF field with
amplitude h = 0.5 Oe and frequency ωr/2π = 1 GHz for dif-

ferent values of constant K1 (erg/cm3) and static field H
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−120, H = 704 (3); K1 = –150, H = 707 (4); K1 = –200, H =
713 (5).

0

P

field. The resonant precession frequency ωr is given by
the relation

(3)

where the second derivatives of the free-energy density
are taken for the equilibrium angles θ0 and ψ0.

A detailed analysis of the magnetization precession,
which is an essentially nonlinear effect, can be carried
out only on the basis of a numerical solution to Eqs. (2)
taking into account the basic parameters determining
the state of the magnetized film. The subsequent analy-
sis will be carried out for values of the static field H that
ensure the equilibrium orientation of vector M along
the normal to the film surface (θ0 = 0) for given values
of constants Ku and K1. In this case, the resonance fre-
quency is found to be ωr = γHeff(0), where the effective
field is given by

(4)

We assume that the HF field is linearly polarized and
lies in the yz plane; i.e., h ⊥  H.

3. NUMERICAL ANALYSIS

It can be seen from Eqs. (2) that both the bias field
and the anisotropy field considerably affect the mag-
netic-moment precession. The parameters of growth-
induced anisotropy of a specific sample with a fixed
crystallographic anisotropy can be changed by thermal
annealing [12]. Our analysis revealed, however, that in
the case under investigation, the precession amplitude
of the magnetic moment, the characteristics of its nuta-
tion, and the character of the steady-state dynamic
modes setting in are mainly determined by the magni-
tude of the crystallographic anisotropy field. This is due
to the fact that the derivative of the free-energy density
with respect to the azimuthal angle is independent of
constant Ku (although the growth-induced and crystal-
lographic anisotropy constants appear symmetrically in
the effective field). For this reason, we assume that the
growth-induced anisotropy constant is fixed. In our cal-
culations, we will use the parameters of a garnet ferrite
film Y2.9La0.1Fe3.9Ga1.1O12 grown on a gadolinium gal-
lium garnet substrate for which the angle of resonant
precession was determined to be φ . 20°–25° [13],
namely, 4πM = 214.6 G, γ = 1.755 × 107 (Oe s)–1, λ =
3 × 106 s–1, and Ku = –103 erg/cm3.

Figure 1 shows the time dependences of the normal
component mx = Mx/M of the magnetic moment passing
into the steady-state precession orbits that correspond
to the HF field with amplitude h = 0.5 Oe and frequency
ωr/2π = 1 GHz for different values of the crystallo-
graphic anisotropy constant K1. In order to satisfy the
resonance conditions, the value of the static field H is
determined from Eq. (4). The curves in the figure show
that, for K1 = 100, 50, and 0 erg/cm3 and the corre-

ωr γHeff
γ

M θsin
---------------- FθθFψψ Fθψ

2–( )1/2
,= =

Heff 0( ) H 4πM– 2 Ku K1+( )/M.+=
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sponding values of the field H ≈ 678, 684, and 690 Oe
(curves 1–3 in Fig. 1a), the FMR mode with a small
precession amplitude 〈φ〉 = , which
increases upon a decrease in parameter K1, becomes
steady quite rapidly (τ * 50 ns) in the film. A certain
increase in the thickness of the dynamic curves indi-
cates enhancement of nutation of the magnetic moment
vector, which is mainly caused by the linear polariza-
tion of the HF field in the plane of precession and is
absent in the case of circular polarization of the HF
field [1, 2]. A further decrease in the anisotropy con-
stant [K1 = –30, –50 erg/cm3 for H ≈ 693, 695.5 Oe
(curves 4, 5 in Fig. 1a) and K1 = –55, –60 erg/cm3 for
H ≈ 696, 696.7 Oe (curves 1, 2 in Fig. 1b)] leads to the
emergence of damped oscillations of the precession
angle φ at the initial stage after the application of the
HF field, which is reflected in the figure in the oscilla-
tions of mx. As a result, the time of the steady-state pre-
cession mode setting in increases considerably. This
time interval increases upon a decrease in parameter K1,
and a special steady-state dynamic mode (curve 3 in
Fig. 1b) is realized for a certain value of Kc ≈ –65 erg/cm3

(and, accordingly, for H ≈ 697 Oe); in this mode, the
magnetic moment moves in a spiral trajectory from a
position close to the film normal to a position with a
certain maximum angle φm, then moves back, and so on.
It should be noted that this dynamic mode is character-
ized by a practically zero transient period and starts
immediately after the application of the HF field. For
K1 = –70 erg/cm3 and H ≈ 698 Oe (curve 4 in Fig. 1b),
as well as for K1 = –80, –100, –120, –150, –200 erg/cm3

and H = 699, 701, 704, 707, 713 Oe, respectively
(curves 1–5 in Fig. 1c), i.e., for decreasing K1 < Kc and
the corresponding resonance fields, the averaged value
of the precession angle 〈φ〉 increases, while the spiral
motion of vector M in the interval of angles φ depend-
ing on K1 (φn ≤ φ ≤ φm) is preserved. In this case, the
oscillations of the precession angle should be regarded
as large-amplitude nutation of the magnetization vec-
tor, whose period is a multiple of the period of the HF
field and, hence, of the precession period; this distin-
guishes this nutation from those considered earlier. The
amplitude of this nutation decreases upon a decrease in
the value of K1 and, accordingly, upon an increase in the
static field H, while the nutation frequency increases
(Fig. 1c).

Figure 2 shows the projections mα (α = x, y, z) on the
zy plane (panels a, b) and xz (panel c) of the magnetic
moment moving from its initial position (θ = 0) under
the action of the HF field h = 0.5 Oe for ωr/2π = 1 GHz
and the anisotropy constant K1 = –100 erg/cm3 (panel a)
and K1 = Kc (panels b, c). As before, the field H is cho-
sen in accordance with Eq. (4). In the case depicted in
Fig. 2a, the magnetic moment moves towards a station-
ary orbit in a spiral trajectory with a variable pitch,
being held in the vicinity of several intermediate orbits.

mx〈 〉arccos
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It should be noted that this does not take place in the
case of a strong anisotropy field. In the case presented
in Figs. 2b and 2c, the magnetic moment under the
action of a linearly polarized HF field moves in a spiral
from a position close to the film normal to an orbit cor-
responding to the maximum precession angle φm and
then, rotating in the same direction, returns to the initial
position (the former motion corresponds to monotoni-
cally descending segments of curve 3 in Fig. 1b; the lat-
ter, to monotonically ascending segments of this curve).
A small change in angle 〈φ〉 occurring in the precession
orbit corresponding to the maximum amplitude
(Fig. 2c) can be explained by the magnetic moment
nutation due to anisotropy of the effective field and by
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(GHz) and resonance field H (Oe): ωr/2π = 1, H = 730
(curves 1), ωr/2π = 3, H = 1450 (2), ωr/2π = 5, H = 2160 (3),
ωr/2π = 7, H = 2880 (4), and ωr/2π = 9, H = 3590 (5); and
(b) as a function of static field H for K1 = –100 (1), –200 (2),

–300 (3), –400 (4), and –500 erg/cm3 (5); h = 0.5 (solid
curves) and 1 Oe (dashed curves).
P

the linear polarization of the HF field leading to the fre-
quency doubling effect [1, 2].

Figure 3 shows the dependences of the resonant pre-
cession angle 〈φ〉 on the crystallographic anisotropy
constant K1 (panel a) and on the static field H (panel b)
for the HF field amplitude h = 0.5 Oe (solid curves) and
1 Oe (dashed curves). The 〈φ〉(K1) dependences were
obtained for frequencies ωr/2π = 1, 3, 5, 7, and 9 GHz
and resonance field values H . 730, 1450, 2160, 2880,
and 3590 Oe (curves 1–5 in Fig. 3a). The 〈φ〉(H) curves
were calculated for fixed values of the anisotropy con-
stant K1 = –(100–500) erg/cm3 (curves 1–5 in Fig. 3b);
the resonant precession frequency was, in accordance
with Eq. (3), in the interval ωr/2π = 0–13 GHz. The
curves depicted in Fig. 3a show that, for positive and
close-to-zero negative values of K1, the amplitude of
precession is small and depends to a considerable
extent on the HF field amplitude. For large (in absolute
value) negative K1, the precession amplitude attains
several tens of degrees and is virtually independent of
the HF field h. In this region, the normal position of
magnetization is unstable and vector M spontaneously
passes to a stable limit cycle determined by the values
of the static field and anisotropy field. The two regions
indicated above are separated by an interval within
which a weakly manifested maximum and minimum of
the 〈φ〉(K1) curve are observed. For the frequency-
dependent value K1 = Kc close to the value correspond-
ing to the minimum just mentioned, spiral motion of the
magnetization vector with an angular amplitude φm ≈
2〈φ〉min takes place. As the frequency ωr increases
together with the bias field, the negative Kc increases in
magnitude. For K1 > Kc (in the vicinity of Kc), the time
of the steady mode setting in is long, since strongly
damped oscillations of the precession angle φ take
place at the initial stage. For K1 < Kc, large-amplitude
nutation of the magnetic moment with a period being a
multiple of the precession period ωr occurs along with
a sharp increase in the angular amplitude 〈φ〉; for this
reason, the averaging of the angular amplitude in this
case was carried out over a large time interval. The
〈φ〉(H) dependence calculated for fixed values of K1
(Fig. 3b) is similar in many respects to the 〈φ〉(K1)
dependence: it is also characterized by two regions with
large and small precession angles, respectively, and for
each value of constant K1, there exists a field value Hc

corresponding to the spiral mode of the magnetization
vector precession, i.e., to the mode in which 0 ≤ φ ≤ φm.

Figure 4 shows the dependence of the averaged
angle of precession with frequency ωr/2π = 1 GHz on
the HF field amplitude for different values of the crys-
tallographic anisotropy constant: K1 = 100, 0, –30, –60,
–63.5, –65, –67, and –70 erg/cm3 (curves 1–8); the bias
field H has its resonance value. It can be seen that for
the frequency chosen and for K1 * 0, the 〈φ〉(h) depen-
dence is close to linear and the precession amplitude
tends to zero as the value of h vanishes. As a result of
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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the sign reversal and the subsequent decrease in con-
stant K1, the dependence just mentioned becomes non-
linear and then nonmonotonic. The minimum in the
〈φ〉(h) dependence corresponds to a precession mode
with spiral motion in the range 0 ≤ φ ≤ φm and shifts
towards higher values of h upon a decrease in the
anisotropy constant. It is also worth noting that for large
(in absolute value) negative K1, the precession ampli-
tude becomes independent of h in the region of weak
HF fields. As mentioned above, in this range of param-
eters, the position of the magnetic moment normal to
the film surface is unstable and an attractor correspond-
ing to precession about the film normal arises, with its
radius being determined by the values of K1 and H.

4. CONCLUSIONS

The above analysis leads to the following conclu-
sions. Under the FMR conditions, magnetization pre-
cession modes differing considerably in amplitude and
in the character of nutation are realized in garnet ferrite
films of the (100) type depending on the relation
between the bias field and the crystallographic anisot-
ropy field. In particular, for large values of constant K1
(for fixed values of the static field H), steady-state pre-
cession rapidly sets in with a small amplitude and an
insignificant nutation whose frequency is a multiple of
the precession frequency. As the value of constant K1
decreases, the time of steady-state precession setting in
increases due to the emergence of damped oscillations
of the precession angle. When the oscillation decay
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Fig. 4. Dependence of the average resonant precession
angle on the HF field amplitude for different values of the
anisotropy constant K1 (erg/cm3): 100 (1), 0 (2), –30 (3),
−60 (4), –63.5 (5), –65 (6), –67 (7), and –70 (8); ωr/2π =
1 GHz.
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time becomes infinitely long, a special steady-state
dynamic mode is realized, which is characterized by a
spiral motion of magnetization between the orbit with
the maximum precession angle φm and a position close
to the normal to the film surface (φn = 0). Upon further
decrease in the crystallographic anisotropy constant,
the precession angle turns out to be confined to the
interval φn ≤ φ ≤ φm, where φn is nonzero. Thus, large-
amplitude nutation arises, with its period being a mul-
tiple of the period of precession. In this case, there are
no steady-state orbits of precession and the magnetiza-
tion vector draws around the surface of a spherical layer
during its motion. As the magnitude of the negative
constant K1 increases (for a fixed H), angle φn increases
faster than φm does, which leads to a decrease in the
amplitude and period of nutation, and attractors inde-
pendent of the HF field are formed corresponding to
precession about the normal to the film.

For the sake of comparison, we will briefly consider
the results of analysis of the precession of the magnetic
moment vector in garnet ferrite films of the (111) type
[10, 11]. In films of this type, in the case of a weak bias
field and the HF field amplitude exceeding the critical
value, the magnetization is tilted towards one of three
directions not coinciding with the normal around which
precession sets in with an average amplitude φ & 3°. An
increase in the field H leads to a precession mode
around the film normal with a maximum amplitude of
φ ≈ 30° and to a significant contribution to nutation of
the third harmonic of the fundamental frequency ωr.
Modes with dynamic bistability (i.e., with two stable
steady-state precession orbits with different ampli-
tudes) and bifurcations leading to a sharp change in the
precession amplitude and to modes with complex tra-
jectories of the moving magnetization vector with a
period of a multiple of the HF field period have also
been observed.

In films of the (100) type, no bifurcation of the mag-
netization precession, leading to dynamic bistability or
to sharp changes in the precession amplitude, takes
place. In such films, a smooth transition between differ-
ent modes of precession takes place upon a gradual
variation in the anisotropy constant of the film or in the
magnitude of the bias field. In contrast to the (111)-type
films, nutation contains practically no harmonics of the
fundamental frequency ωr of precession and is charac-
terized by a period which is a multiple of the period of
the HF field.
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Abstract—This paper reports on a study of the electrical properties of 0.7–1-µm-thick textured PZT ferroelec-
tric films prepared by rf magnetron sputtering of a PbZr0.54Ti0.46O3 target which additionally contained 10 mol %
lead oxide. Such films are shown to feature a combination of a self-polarized state and migratory polarization.
The totality of the data obtained suggest that the films had n-type conduction. As shown by the laser beam mod-
ulation technique, the polarization was distributed nonuniformly in depth, with most of the poled state localized
near the lower interface of the thin-film ferroelectric capacitor. The mechanism underlying the onset of this self-
polarization is related to the charging of the lower interface of the structure by electrons, which occurs during
the cooling following the high-temperature treatment of the PZT film, and to poling of the bulk of the film by
the charged interface. This mechanism of the self-polarization of ferroelectric films is believed to have a uni-
versal character. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Polarized ferroelectric films of lead-containing
oxides, in particular, of the lead zirconate–titanate
PbZr1 – xTixO3 (PZT), enjoy broad application in the
development of active elements for use in microme-
chanical devices and piezo- and pyroelectric sensors
used for a variety of purposes [1–4]. The efficiency of
thin ferroelectric films in such devices is determined by
a number of factors, in particular, by the film polariza-
tion and the conditions of formation of the ferroelectric
phase. In particular, one can prepare films which
become polarized (self-polarized) directly after their
preparation without application of an external polariz-
ing electric field [5–8]. This excludes the labor-con-
suming operation of their poling.

It is known that the pyroelectric coefficients of such
self-polarized films may reach levels characteristic of
films poled by the application of an external field. Such
a situation is observed with tetragonal PZT films (x >
0.5) [9–12]. At the same time, self-polarization in
rhombohedral films of these solid solutions is inhibited
[3, 10–12]. The part played by either an excess of lead
(above its stoichiometric content in the film) or by its
deficiency in the onset of the polarized state is stressed
to be significant [13, 14]. Macroscopic polarization in a
ferroelectric layer may reverse direction with changing
lead content [13].

The mechanism by which the self-polarized state
sets in in thin films remains unclear. In [10], for
instance, the self-polarized state is assumed to be inti-
mately connected with the built-in electric field. A
1063-7834/02/4404- $22.00 © 20769
built-in field capable of poling a ferroelectric film may
originate from electron capture by interface traps, from
dipole defects present, or again from an asymmetric
distribution of weakly mobile (bound) charged defects
[15–17]. A Schottky barrier, which forms at the lower
interface of a thin-film ferroelectric capacitor, is also
considered a possible physical reason for the genera-
tion of a polarizing field [12]. On the other hand, a
strong built-in field was observed to exist in a PZT film
after reactive ion etching of the upper platinum elec-
trode in an SF6 and O2 environment [18].

This work was aimed at revealing the mechanisms
underlying the onset of the self-polarized state through
a study of the electric properties of thin PZT films con-
taining a lead excess.

2. TECHNOLOGY OF PREPARATION OF PZT 
FILMS AND METHODS OF THEIR 

CHARACTERIZATION

Thin films were prepared by rf magnetron sputtering
of a PbZr0.54Ti0.46O3 target additionally containing
10 mol % lead oxide [19]. The films were deposited on
“cold” substrates maintained at a temperature of about
130°C. The substrates were glass-ceramic and single-
crystal silicon plates with a lower thin-film platinum
electrode deposited on a titanium buffer, which served
to improve adhesion. The films were 0.7–1-µm thick.
Amorphous PZT films were crystallized into the per-
ovskite phase at temperatures from 520 to 550°C in air.
002 MAIK “Nauka/Interperiodica”
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The upper electrode, whose diameter varied from 130
to 300 µm, was also a platinum film.

The film crystal structure was studied by x-ray dif-
fraction using a DRON-2 diffractometer. The depth
profile of the elemental composition was measured by
Auger spectroscopy (ÉKO-3 spectometer). Dielectric
hysteresis loops were obtained in a modified Sawyer–
Tower circuit. The depolarization currents in the sam-
ples were measured with a V7-30 electrometer. The
depth profiles of the polarization in the films were stud-
ied by measuring the frequency-dependent pyroelectric
current by means of laser beam modulation (LIMM)
[20–23].

3. CRYSTAL STRUCTURE AND ELEMENTAL 
COMPOSITION OF PZT FILMS

X-ray diffraction analysis showed the films under
study to have polycrystalline perovskite structure, with
the crystallites oriented predominantly in the [111]
direction (Fig. 1). The films were found to have phase
homogeneity within the sensitivity of this method.
However, microstructural analysis [23] detected inclu-
sions of a phase with an excess lead concentration at the
upper and lower film interfaces, as well as at the bound-
aries of grains, which were 20–50 nm in size. Excess
lead content was also observed to exist in the elemental
depth profiles, which were obtained using layer-by-
layer Auger electron spectroscopy of the ion-milled fer-
roelectric film (Fig. 2). The lead content is seen clearly
to be enhanced at both the upper and lower PZT film
interfaces. In view of the results reported in [13, 14, 24–
26], an analysis of these data suggests that the excess
lead makes up a separate lead oxide phase (PbO).
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Fig. 1. X-ray diffraction pattern of a 1-µm-thick polycrys-
talline PZT film prepared on a glass-ceramic substrate with
a platinum electrode and an adhesion-improving titanium
buffer and annealed in air at 520°C for 10 min.
P

4. STUDY OF THE HYSTERESIS LOOPS 
AND DEPOLARIZATION CURRENTS

Figure 3a presents a typical asymmetric hysteresis
loop of PZT films containing an excess of lead oxide,
which was obtained by applying a small ac voltage to
the film after the perovskite phase had formed in the
course of heat treatment. The loop shift along the hori-
zontal axis suggests the existence of a fairly high built-
in electric field of 30–40 kV/cm in the film. On succes-
sively applying a positive (Fig. 3b) and a negative
(Fig. 3c) dc voltage of 15 V relative to the lower elec-
trode, the shape of the hysteresis loops changes and
becomes dependent on the voltage polarity. Obviously
enough, the asymmetry of the loops relative to the ver-
tical axis is a consequence of the existence of an inter-
nal field, which is seen clearly to coincide in direction
with the electric field produced by applying a positive
potential to the upper platinum electrode of the ferro-
electric thin-film capacitor.

Note that the shape of all hysteresis loops (Fig. 3) is
asymmetric and resembles that of a hard-poled piezo-
ceramic, whose distortion is related to the migratory
polarization “–P2” [27, 28]. It is well known that the
migratory polarization “–P2” originates from the depo-
larization field appearing in a prepoled sample and is
associated with charge motion within the grains. The
migratory polarization “–P2” is directed counter to the
polarization Pr induced by an external electric field and
can be very stable even under the application of a strong
ac field capable of reorienting the Pr [27].

Application of a similar approach to PZT films per-
mits one to conclude that the displacement field derived
from the hysteresis loops is nothing other than migra-
tory polarization, which cancels the polarization
(Figs. 3b, 3c) or self-polarization (Fig. 3a) of the thin
film. This is in accord with the above assumption that
the displacement of a hysteresis loop associated with
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Fig. 2. Elemental depth profiles of a PZT film prepared by
sputtering a lead-enriched target of PbZr0.54Ti0.46O3 +
10 mol % PbO and heat-treated in air at 550°C.
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the presence of an internal built-in field actually reflects
the existence of a self-polarized state in such films [9–
11, 14, 19]. The only difference is that using the migra-
tory polarization to describe the polarized state of a thin
ferroelectric film facilitates understanding of the fact
that, in the “static state,” there is no real internal field in
a film. One may thus believe that self-polarization is
intimately connected with migratory polarization. The
results reported below identify their origin more
clearly.

Measurements of the depolarization currents (curve 1
in Fig. 4) made on polarized samples showed that if the
latter are heated rapidly (curve 2) to a temperature close
to the Curie point, the current plot exhibits two portions
corresponding to different current directions. The low-
temperature part of the curve reflects depolarization of
the spontaneously polarized state, and the high-temper-
ature (slowly falling-off) portion is due to the relaxation
of the migratory polarization. Similar relations were
observed in bulk piezoceramic samples, which could be
characterized by a combination of the residual polariza-
tion Pr with the migratory polarization “–P2” [27].

Because the migratory polarization in a ferroelectric
is associated with charge motion, determination of the
type of carriers present in the films under study is
important. The majority carriers in PZT are known to
be either electrons (n type), which are due to oxygen
vacancies, or holes (p type), whose presence is usually
related to lead vacancies. Lead vacancies form, as a
rule, in films deposited on a substrate at a high temper-
ature or crystallized at a high temperature, i.e., in the
conditions where the lead deficiency is caused by the
high volatility of the lead oxide. It may be conjectured
that the hysteresis loops are shifted in this case along
the horizontal axis toward positive voltages [3, 4]. By
contrast, the negative loop displacement is usually
assigned to a perovskite film being rendered n type
when deposited in a medium with a low oxygen partial
pressure [5, 6].

In our case, when a target with a lead excess is sput-
tered on a cold substrate and the perovskite phase is
subsequently produced, oxygen vacancies form in the
film. This may result from the lead becoming oxidized
to the α-PbO phase, which has an oxygen excess [29]
because of the oxygen being absorbed from the PZT
perovskite phase [30]. An additional argument for the
presence of oxygen vacancies may be the value of the
activation energy, which is derived from the tempera-
ture dependence of conductivity G measured at 1 MHz
(Fig. 5). The activation energy W, calculated from the
relation G = const exp(–W/kT) and determined from the
slope of a plot of the logarithm of the conductivity vs.
inverse temperature obtained above 260°C, was found
to be 0.22 eV (Fig. 5). This figure corresponds to the
depth of the levels formed by oxygen vacancies and
lying within the range 0.19–0.48 eV in the band gap of
the PZT perovskite structure [31].
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
Fig. 3. Dielectric hysteresis loops of a 1-µm-thick PZT film
obtained (a) directly after preparation, (b) following polar-
ization with a +15 V voltage, and (c) after polarization by
−15 V at room temperature for 10 min.
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5. MEASUREMENT OF THE FREQUENCY-
DEPENDENT PYROELECTRIC CURRENT

The technique employed to measure and process the
frequency-dependent pyroelectric response under IR
laser irradiation of a sample is described in consider-
able detail in [22]. The signals were computer-pro-
cessed under the assumption of the polarization vanish-
ing both at the lower and upper interfaces of the struc-
ture. A rising positive voltage of up to +15 V and a
negative voltage varying down to –15 V were succes-
sively applied to the plates of a thin-film ferroelectric
capacitor. The sample was maintained at each voltage
at room temperature for 0.5 h. The measurements were
performed 1 h after the removal of the polarizing volt-
age. The calculated depth profile of the polarization is
plotted (in arbitrary units) in Fig. 6.

Curve 1 in Fig. 6 is the depth profile of the self-
poled state in the film. Judging from the pattern of the
curve, throughout about half of the film volume, the
self-polarization is produced by the negative charge at
the lower interface of the structure. The dominant role
of the lower interface is in accord with the assumptions
made in [12], where this phenomenon was studied by
measuring the piezoelectrically induced strain in thin
PZT films. As one approaches the upper interface of the
structure, the curve passes through zero and a weakly
polarized state of the opposite sign sets in the upper part
of the film.

As is evident from Fig. 6, the degree of sample
polarization is not high, 10–15% of the polarization
induced by applying a 15-V dc voltage across the
capacitor plates (see curves 1, 3). As follows from a
comparison of curves 3 and 4, the film undergoes a fast
relaxation of the polar state; indeed, the residual polar-

Fig. 5. Temperature dependence of the film conductivity G
obtained at a frequency of 1 MHz.
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ization decreased to 50–60% of the initial level in about
105 s. Such a pronounced aging effect is characteristic
of piezoelectric materials with a high concentration of
mobile charges, whose migration brings about partial
screening of the poled state.

It is worth noting that the P(x/d) curves that were
obtained on a sample poled by applying +15 and –15 V
(curves 3, 6) are asymmetric relative to the horizontal
axis. This asymmetry indicates that the field of –15 V is
not capable of switching the polarization in an appre-
ciable part of the film volume adjoining the lower elec-
trode. This implies, in turn, that the local field gener-
ated by the charges at the lower interface of the struc-
ture can be quite high (in this case, not lower than
150 kV/cm).

6. DISCUSSION OF RESULTS
Thus, our studies suggest that the introduction of a

substantial excess of lead oxide into a PZT film gives
rise to (1) oxygen vacancy formation and, as a conse-
quence, to n-type conduction in the film; (2) negative
charging of the lower interface of a ferroelectric thin-
film capacitor and the formation of migratory polariza-
tion; (3) the onset of a self-poled state near the lower
film interface; and (4) the formation of a poled state
near the upper interface of the structure, which is weak
compared to that near the lower interface and is
directed counter to it.

The results obtained in this work permit one to sug-
gest the following scenario of the onset of self-polariza-
tion in such PZT films. When a PZT film crystallized
into the perovskite structure at 520–550°C is being
cooled, electrons of the oxygen vacancies present in the
film begin to occupy the near-surface (localized) states

Fig. 6. Depth profile of the polarization obtained by LIMM.
(1) Self-polarized state; (2, 3) positive voltage (+8 and
+15 V, respectively) applied to the film; (5, 6) same for neg-
ative voltage of –8 and –15 V, respectively; and (4) film
polarized with +15 V and then aged for 24 h.
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of the lower interface. Below the Curie temperature, the
field generated by these electrons polarizes the region
of the film close to the lower interface. To be capable of
polarizing a PZT film, this field may be quite weak,
because the coercive fields are comparatively weak in
the vicinity of the Curie point. The high concentration
of localized states at the lower interface may be traced
to a number of reasons, the most significant of them, in
our opinion, being crystal structure distortions, the
presence of defects and foreign inclusions (for instance,
of the PbO phase), chemical interaction, interdiffusion,
etc. Note that the charging of the lower interface in a
thin-film capacitor implies the formation of migratory
polarization in the ferroelectric film, because, in this
case, the interface plays the part of a grain boundary.

Cooling the sample to room temperature increases
the spontaneous polarization in accordance with its
temperature dependence. This enhances the depolariza-
tion field, which, in turn, brings about an increase in the
migratory polarization “–P2.”

We note that dielectric hysteresis loops permit one
to determine the magnitude of the bias field induced by
the migratory polarization. However, in an inhomoge-
neously polarized film (the case we have here), the bias
field is an averaged quantity.

It may be conjectured that the mechanism of charg-
ing of the lower interface by carriers (electrons, as in
our case, or holes if the main structural defects are
vacancies of lead or of other ions occupying octahedral
sites in a cubic crystal) and the onset of self-polariza-
tion are of a universal character for thin-film perovskite
ferroelectrics.

The formation of a polarized state near the upper
interface, which is weak compared to that near the
lower interface, does not lend itself to unambiguous
interpretation. It is conceivable that part of the electrons
reach the upper interface of the structure to become
captured there by traps produced by lead oxide inclu-
sions. Checking this conjecture would require, how-
ever, additional investigations.
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Abstract—This paper reports on the results of investigations into the phase transformations observed in
Pb/Ti/Si and Ti/Pb/Si thin-film heterostructures upon layer-by-layer magnetron sputtering of lead and titanium
onto a single-crystal silicon substrate and subsequent annealing in an oxygen atmosphere. It is shown that the
dielectric properties of lead titanate films depend on the order of sputtering of lead and titanium metal layers
onto the surface of single-crystal silicon. The ferroelectric properties are revealed in 3000-nm-thick lead titan-
ate films prepared by two-stage annealing of the Pb/Ti/Si thin-film heterostructure (with the upper lead layer)
at T1 = 473 K and T2 = 973 K for 10 min. These films are characterized by the coercive field Ec = 4.8 kV/cm
and the spontaneous polarization Ps = 16.8 µC/cm2. The lead titanate films produced by annealing of the
Ti/Pb/Si thin-film heterostructure (with the upper titanium layer) do not possess ferroelectric properties but
exhibit properties of a conventional dielectric. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A radically new approach currently being developed
in functional electronics implies that elements pro-
duced in a single technological cycle with the use of
multifunctional materials should exhibit an important
fundamental property, namely, a nonlinear dependence
of the characteristics on external action. Among these
materials are thin films of lead titanate (PbTiO3). Many
properties of PbTiO3 films (for example, the high rema-
nent polarization, low coercive field, high permittivity,
low dielectric loss, high breakdown voltage, and good
acoustic characteristics) are widely used in power-inde-
pendent memory elements, dynamic random-access
memory devices, capacitors, waveguides, and different-
type acoustooptic devices intended for modifying the
spectral composition, amplitude, and direction of prop-
agation of light signals [1–3].

The properties of lead titanate thin films are gov-
erned, to a large extent, by the film structure (grain size,
degree of porosity, film–substrate interface condition,
etc.), which, in turn, depends on the preparation condi-
tions. This leads to a considerable difference between
the parameters of the bulk and film samples and to a
substantial scatter in the characteristics of the films pro-
duced using different techniques. For example, Byun
et al. [4] prepared lead titanate films with a perovskite
structure through metal–organic chemical vapor depo-
sition (MOCVD) at T = 450°C and revealed that the
dielectric properties of these films depend on the sub-
strate type. It was found that the PbTiO3 film grown on
a silicon substrate possesses a low permittivity (ε = 78).
By contrast, the PbTiO3 film grown on a substrate pre-
pared from silicon with a TiO2 sublayer is characterized
1063-7834/02/4404- $22.00 © 20774
by a relatively high permittivity (ε = 120). According to
Auger electron spectroscopy, the latter film has a sto-
ichiometric composition, and the presence of the TiO2
sublayer on the film–substrate boundary prevents inter-
diffusion of silicon and lead. For a PbTiO3 film in the
Pt/PbTiO3/Pt/SiO2/Si heterostructure, the permittivity ε
is equal to 150 and the capacitance–voltage character-
istic does not take on a butterfly shape typical of ferro-
electric films in metal/ferroelectric/metal structures [4].

The lead titanate films produced using the sol–gel
technique with deposition onto LaNiO3 conducting
films [5] possess ferroelectric properties characterized
by the remanent polarization Pr = 9.0 µC/cm2 and the
coercive field Ec = 40 kV/cm. For a PbTiO3 bulk single-
crystal sample, these parameters are as follows: Pr =
75 µC/cm2 and Ec = 6.75 kV/cm. Yoon et al. [6] pre-
pared PbTiO3 films on an indium–tin oxide (ITO) con-
ducting layer through metal–organic chemical vapor
deposition. According to the current–voltage and
capacitance–voltage measurements, these films in
an   Au/PbTiO3/ITO metal–dielectric–metal capacitor
exhibit properties of conventional dielectrics. The
authors explained the results of these electrical mea-
surements in terms of the stoichiometric composition
(according to Auger spectroscopy) and good surface
morphology of the lead titanate film under investiga-
tion.

The lead titanate films prepared by annealing of the
Ti/Pb/Si(100) heterostructure in our earlier work [7]
did not exhibit pronounced ferroelectric properties,
even though they consisted of titanate phases. In the
present work, we demonstrated that the microstructure,
002 MAIK “Nauka/Interperiodica”
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phase composition, and dielectric properties of the lead
titanate films produced by oxidizing the aforemen-
tioned thin-film structures depend on the order of sput-
tering of metal layers onto the surface of single-crystal
silicon.

2. EXPERIMENTAL TECHNIQUE

The thin-film metal composites were prepared by
magnetron sputtering of titanium and lead metal layers
from two different magnetrons in a single experimental
cycle. The chamber was preliminarily evacuated to a
pressure of 0.33 × 10–2 Pa. Argon was used as a sputter-
ing gas. The sputtering rate of titanium at the operating
pressure P = 0.16 Pa and the anode current I = 0.7 A
was equal to 0.55 nm/s, and the sputtering rate of lead
at P = 0.27 Pa and I = 0.2 A was as high as 2.5 nm/s.
Separate sputtering of titanium and lead metals made it
possible to obtain structures of the specified thickness
with different sequences of metal layers deposited onto
the silicon substrate. The ÉKÉF-500 Si(100) single
crystals were used as substrates. The objects of investi-
gation were Pb/Ti/Si and Ti/Pb/Si thin-film heterostruc-
tures with metal layers ~500 nm thick.

The lead–titanium (titanium–lead) thin-film struc-
tures were heat treated in a quartz reactor in a resistance
furnace at T1 = 473 K and T2 = 973 K. The duration of
each annealing stage was 10 min, and the oxygen flow
rate was equal to 40 l/h. The phase composition of the
studied films was determined by x-ray diffraction anal-
ysis on a DRON-3M diffractometer (CuKα radiation) in
the angle range 20°–65°. The surface morphology of
lead titanate films and the film–substrate interface were
examined using scanning electron microscopy (SEM).
In order to measure the electrical properties of lead
titanate films, the upper nickel electrode was applied by
magnetron sputtering under vacuum through a mask
with 1-mm holes and the lower contact with a silicon
plate was provided by an indium–gallium eutectic
alloy. The dielectric hysteresis loops were measured at
a voltage of 0.5 V and a frequency of 50 Hz.

3. RESULTS AND DISCUSSION

3.1. Dependence of the phase composition and the
structure of lead titanate films on the sequence of
metal layers deposited onto the substrate. Figures 1a
and 1b show the micrographs of cross-sectional cleav-
ages of the initial (prior to annealing) Pb/Ti/Si and
Ti/Pb/Si thin-film heterostructures prepared by magne-
tron sputtering onto the surface of single-crystal sili-
con. The lead titanate films with the lower titanium
layer are characterized by a better adhesion to the sili-
con surface as compared to the films with the lower lead
layer. The lead titanate films with the upper lead layer
have a coarse-grained structure with a grain size of
~1000 nm. In the Ti/Pb/Si heterostructure, the grained
surface of coarse-grained lead is smoothed by the upper
titanium layer. The x-ray diffraction pattern of the ini-
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
tial Pb/Ti/Si heterostructure (Fig. 2a) contains only
reflections of lead with the preferred orientation along
the [111] direction. The absence of titanium reflections
in this diffraction pattern suggests that titanium has a
fine-dispersed x-ray amorphous (for x-ray powder dif-
fraction analysis) structure. The x-ray diffraction pat-
tern of the Ti/Pb/Si heterostructure (Fig. 2b) with the
upper titanium layer exhibits additional reflections of
lead along the [200] and [220] directions, which indi-
cates a disturbance of the lead texture.

The initial structures were annealed under identical
conditions: the initial annealing (T1 = 473 K) resulted in
the stabilization of the initial structures, and the final
annealing (T2 = 973 K) brought about the formation of
oxide films with a complex composition. The x-ray dif-
fraction pattern of the lead titanate film produced by
annealing of the Pb/Ti/Si thin-film heterostructure is
displayed in Fig. 3. The main set of (101), (110), (111),
(002), and (102) reflections corresponds to the PbTiO3
tetragonal phase. It should be noted that, after short-
term annealing for 10 min (T = 973 K), the reflections

No. 3 00000 1 µm

(a)

(b)

No. 2 00000 1 µm

Fig. 1. Micrographs of cross-sectional cleavages of the (a)
Pb/Ti/Si and (b) Ti/Pb/Si thin-film heterostructures after
magnetron sputtering.
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attributed to the Pb3O4 and PbO lead oxides and one
low-intensity (~10%) reflection assigned to the TiO2

titanium oxide with a rutile structure remain in the
x-ray diffraction pattern. Figure 4 shows the micro-
graph of the cross-sectional cleavage of the PbTiO3 film
obtained on a single-crystal silicon substrate after

25

Pb(200)

2θ, deg
32 39 46 53 60

Pb(220)

Pb(111)

(b)

Fig. 2. X-ray diffraction patterns of the (a) Pb/Ti/Si and (b)
Ti/Pb/Si thin-film heterostructures prior to annealing.

30
2θ, deg

37 44 51 58 65

Pb2O3

PbTiO3(110)
PbTiO3(111)

PbTiO3(102)
TiO2 PbTiO3(002)

PbTiO3(101)

PbO

Fig. 3. X-ray diffraction pattern of the Pb/Ti/Si thin-film
heterostructure after annealing in an oxygen atmosphere at
T1 = 473 K and T2 = 973 K for 10 min.

(a)Pb(111)
P

annealing of the Pb/Ti/Si thin-film heterostructure.
According to the SEM data, the film thickness is equal
to 3280 nm and the mean grain size is ~580 nm. Judg-
ing from the micrograph, the PbTiO3 film has a poly-
crystalline (without craters and cracks) structure in
which nearly rectangular grains are oriented in a ran-
dom manner. It can be seen that the transition layer
(~1000 nm thick) is formed on the film–substrate
boundary due to interdiffusion of titanium and silicon.
The absence of the reflections associated with titanium
silicide phases suggests that the transition layer con-
sists of a titanium–silicon solid solution.

The annealing of the Ti/Pb/Si structure under the
same conditions brings about the formation of lead
titanate films in which the main phase is the Pb2O3
oxide. The x-ray diffraction pattern of the Ti/Pb/Si thin-
film heterostructure after annealing at T2 = 973 K
(Fig. 5) exhibits reflections attributed to lead titanate
with a tetragonal structure [(100), (110), and (111)], the
PbTi2O7 pyrochlore [(301)], and the TiO2 rutile. The
micrograph of the film cleavage is displayed in Fig. 6.
As is seen, the structure and morphology of this film
differ substantially from those of the lead titanate film
prepared through the oxidation of the Pb/Ti/Si thin-film
heterostructure. The structure of the former film
involves two weakly bound layers. No indication of
interdiffusion between lead and silicon is observed at
the abrupt film–substrate interface. No grains of partic-
ular shape are formed in the film. Therefore, the anneal-
ing temperature T2 = 973 K is not sufficiently high to
provide the formation of the film containing lead titan-
ate as the main phase.

Figure 7 displays the x-ray diffraction pattern of the
Ti/Pb/Si thin-film heterostructure after additional
annealing at T = 1173 K for 10 min. The main peak is
observed in the range 2θ = 36°–39° and corresponds to
the Pb2O3 oxide. It can be seen that, as the annealing
temperature increases, the main peak is split into the
(101) and (110) reflections assigned to PbTiO3, the
other reflections of lead titanate become narrower, and
their intensities increase. The last circumstance indi-
cates that the degree of crystallinity of the studied film
increases with a rise in the annealing temperature to
1173 K. Therefore, the formation of the lead titanate
film during annealing of the Ti/Pb/Si thin-film hetero-
structure occurs at an annealing temperature 200 K
above the temperature of formation of the lead titanate
film during annealing of the Pb/Ti/Si heterostructure. It
should be noted that the studied film contains TiO2 in
addition to lead titanate with a tetragonal structure.

Analysis of the phase composition and structure of
the lead titanate films formed through the oxidation of
Pb/Ti/Si and Ti/Pb/Si thin-film heterostructures
revealed that the reactivity of the thin-film heterostruc-
ture during the interaction of lead and titanium metal
layers (primarily, with oxygen and silicon and, then,
with each other) is determined by the sequence of these
layers. The reactivity of the Pb/Ti/Si structure is higher
HYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
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than that of the Ti/Pb/Si structure. The interaction of the
titanium layer with the silicon surface during heating is
accompanied by the generation of stresses at the inter-
face. The interface stresses arise both from the lattice
mismatch and different symmetries of titanium and sil-
icon crystals and from the difference between the ther-
mal expansion coefficients of the contacting layers. The
interface stresses activate the structures of interacting
layers, favor the breaking of bonds, and facilitate the
diffusion of silicon atoms into the titanium film. Upon
the interaction of titanium with silicon, lattice strains
also arise in crystal regions adjacent to the titanium–sil-
icon interface and activate interactions throughout the
heterogeneous thin-film structure [8].

In the case when single-crystal silicon is in contact
with the lead layer (the system with the upper titanium

No. 21 00000 3 µm

Si

PbTiO3

Fig. 4. Micrograph of the cross-sectional cleavage of the
Pb/Ti/Si thin-film heterostructure after annealing in an oxy-
gen atmosphere at T1 = 473 K and T2 = 973 K for 10 min.

No. 4 00000 1 µm

Fig. 6. Micrograph of the cross-sectional cleavage of the
Ti/Pb/Si thin-film heterostructure after annealing in an oxy-
gen atmosphere at T1 = 473 K and T2 = 973 K for 10 min.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
layer in the thin-film heterostructure), lead itself does
not interact with silicon and efficiently suppresses all
types of interaction between titanium and silicon. Upon
heating, ductile lead does not give rise to stresses simi-
lar to those generated by titanium in the system. There-
fore, the system with the lead layer on single-crystal sil-
icon in the thin-film heterostructure (the case of the
upper titanium layer) should be heated to substantially
higher temperatures in order to obtain the phases
already formed in the thin-film heterostructure with the
titanium layer on single-crystal silicon (the case with
the upper lead layer).

3.2. Dielectric properties of lead titanate films.
The dielectric hysteresis loops of the Pb/Ti/Si hetero-
structures subjected to annealing were measured with
the use of a Sawyer–Tower hysteresis scheme. The hys-

30
2θ, deg

37 42 48 54 6033 39 45 51 57

TiO2

Pb2O3

Pb2Ti2O7

PbTiO3(110)
PbTiO3(111)

PbTiO3(200)
TiO2 TiO2

Fig. 5. X-ray diffraction pattern of the Ti/Pb/Si thin-film
heterostructure after annealing in an oxygen atmosphere at
T1 = 473 K and T2 = 973 K for 10 min.

30
2θ, deg

37 42 48 54 6033 39 45 51 57

TiO2

Pb2TiO7

PbTiO3(110) PbTiO3(111)

PbTiO3(200)
TiO2 TiO2

PbTiO3(101)

Fig. 7. X-ray diffraction pattern of the Ti/Pb/Si thin-film
heterostructure after annealing in an oxygen atmosphere at
T1 = 473 K and T2 = 973 K for 10 min and subsequent
annealing at T3 = 1173 K for 10 min.
2
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teresis loops obtained have the form characteristic of
ferroelectrics (Fig. 8). Analysis of the hysteresis loops,
specifically for 3280-nm-thick films, gave the coercive
field Ec = 4.8 kV/cm and the spontaneous polarization
Ps = 16.8 µC/cm2. Note that the spontaneous pola-
rization of these films is higher than those of
1000-nm-thick lead titanate films prepared using a
modified sol–gel technique with deposition onto plati-
num (Ps = 3.5 µC/cm2) [9] and 380-nm-thick lead titan-
ate films produced through metal–organic chemical
solution deposition onto Pt(111)/Ti/SiO2/Si(100) (Ps =
13.62 µC/cm2) [10].

The lead titanate films produced by annealing of the
Ti/Pb/Si thin-film heterostructures do not exhibit ferro-
electric properties even at the annealing temperature
T = 1173 K despite the fact that, according to x-ray
powder diffraction analysis, the PbTiO3 lead titanate is
the main phase in these films.

4. CONCLUSIONS

The results obtained in the above investigation
allowed us to make the following inferences. The com-
position, crystal structure, and electrical properties of
the lead titanate films subjected to annealing are gov-
erned by the sequence of lead and titanium layers pre-
pared by magnetron sputtering onto single-crystal sili-
con, all other factors being the same. In the lead–tita-
nium–silicon structure, lead oxides formed at the upper
interface not only permit unobstructed penetration of
oxygen into the lower layers but even transfer oxygen
to titanium, for example, due to reduction of lead oxide
with metallic titanium. Since the oxidation occurs in an

10

3

P, µC/cm2

E, kV/cm–3

–10

Fig. 8. Dielectric hysteresis loop of the Pb/Ti/Si thin-film
heterostructure after annealing in an oxygen atmosphere at
T1 = 473 K and T2 = 973 K for 10 min.
P

oxygen atmosphere, the lead oxidation and oxygen
transfer proceed repeatedly. Part of titanium remains in
the metallic state due to the oxidation of the upper lead
layer, on the one hand, and the diffusion of silicon
atoms into the titanium layer which suppresses the oxy-
gen diffusion, on the other. As a result, the formation
temperature of titanate decreases and the PbTiO3-based
heterostructures with lead oxides and clearly pro-
nounced ferroelectric properties are formed. In the tita-
nium–lead–silicon structure, titanium and lead oxides
are almost independently formed on single-crystal sili-
con and then interact to form lead titanate. Conse-
quently, the final heterostructure involves lead titanate
and titanium oxide and, as a whole, is characterized by
the dielectric properties.

Thus, by changing the sequence of lead and titanium
layers deposited onto single-crystal silicon, it is possi-
ble to promote or inhibit the action of oxygen and sili-
con and to exercise control over the composition, struc-
ture, and properties of the lead titanate films formed
during annealing of the heterostructures.
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Abstract—A microscopic model of phase transitions in biferrocene derivatives is proposed. This model allows
for the presence of interacting mixed-valence cations and counteranions in the crystal structure, electron trans-
fer in cations, and charge oscillations in counteranions. The mutual effect of the mixed ordered phase is inves-
tigated, and the Mössbauer spectra of the biferrocenium triiodide and diiodobiferrocenium hexafluoroanti-
monate crystals are interpreted. An explanation is offered for the coexistence of the localized and delocalized
Mössbauer spectra. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Mixed-valence molecular crystals contain clusters
consisting of two or more metal ions with different
valences that are joined into a molecular system. Each
cluster involves a tunneling electron or a hole. The
physical properties of mixed-valence crystals are gov-
erned by competition between intracluster and inter-
cluster interactions. Sufficiently strong intercluster
interaction suppresses electron tunneling and gives rise
to cooperative phenomena in crystals of biferrocene
derivatives containing binuclear clusters of low-spin
iron [1, 2] and in crystals of hydroxy carboxylates
[M3O(O2CCH3)6(L)3]S involving trinuclear mixed-
valence complexes (where M is a transition metal, such
as iron or manganese; L is the ligand; and S is the sol-
vate molecule) [3, 4]. The spectra of these crystals in
different spectral ranges exhibit an unusual temperature
behavior. This behavior suggests that the redistribution
of electron density with an increase in temperature is a
specific feature of the cooperative phenomena. In the
charge-ordered phase, an extra electron is completely
or partly localized and a superposition of the spectra
characteristic of cluster ions in fixed oxidation states is
observed at low temperatures. An increase in tempera-
ture leads to a disturbance in the charge ordering. As a
result, the observed spectra are characterized by the
averaged parameters, which, in turn, indicate a com-
plete delocalization of electrons. It was found that, for
crystals of biferrocene derivatives and hydroxy carbox-
ylates, the temperatures corresponding to the averaging
of the Mössbauer spectra coincide with the tempera-
tures of jumps in the heat capacities [1–4].

In the first works devoted to the vibronic model of
charge ordering [5–8], the authors used the Piepho–
1063-7834/02/4404- $22.00 © 20779
Krausz–Schats approximation [9]. Within this approxi-
mation, it is assumed that each ion in a cluster has one
singlet state interacting with a totally symmetric mode
of the nearest environment. The intercluster dipole–
dipole interaction was chosen as a cooperative interac-
tion. Subsequently, this theory was developed in a
direction approaching the model concepts and real sys-
tems. In 1993, Rabah et al. [10] demonstrated that, in
biferrocene compounds, the spectrum of the lowest
one-particle states for each fragment of a Fe(II)–Fe(III)
low-spin iron cluster involves two molecular orbitals of
the dxy and  types with close energies. In 1994,

the Piepho–Krausz–Schats model was extended to this
case by Linares et al. [11]. More recently, in addition to
the totally symmetric mode interacting with both orbit-
als dxy and , Klokishner et al. [12] introduced the

Piepho mode [13] that modulates the distance between
fragments a and b in a dimeric cluster. The theory of
charge and structural ordering in mixed-valence bifer-
rocene salts was proposed in [14]. This theory allowed
for the mixing of the dxy and  orbitals by a nonto-

tally symmetric vibration. It should be noted that all the
aforementioned works were reduced to a model that
accounts for only mixed-valence cations consisting of
two iron ions with different valences, four adjacent
cyclopentadienyl rings, and a substituent atom X (X = I,
Br, Cl, H, etc.) in the crystal structure of biferrocene
derivatives [15]. However, these crystals are built up
either of stacks of mixed-valence cations and their sur-
rounding stacks of counteranions ( , I2Br–, Br2I–, etc.)
[15] or of stacks in which mixed-valence cations alter-
nate with counteranions. In this case, counteranions
have either two electron-transfer-coupled electronic
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states –Y–XB and XA–Y–  or two stable equilib-
rium positions between which anions jump. Charge
oscillations in the anion and the cation–anion interac-
tion lead not only to a change in the conditions for the
electron localization in the mixed-valence cation but
also to the ordering of charge or position of the anion
depending on its type. The phenomenological theory of
phase transitions in biferrocene derivatives with due
regard for the interaction between mixed-valence cat-
ions and anions was constructed by Kambara et al. [16].
However, these authors used the one-orbital model and
the Ising-type semiphenomenological Hamiltonian of
intercluster interaction and disregarded the interaction
of clusters with lattice vibrations. At the same time, the
extra electron in the mixed-valence cation and the
charge oscillations in the counteranion cause a consid-
erable distortion of the local environment and favor the
stabilization of the charge-ordered phase.

In the present work, we proposed a two-orbital
semiclassical vibronic model of phase transitions in
crystals of biferrocene derivatives. This model includes
electron migration in the mixed-valence cation, charge
oscillations in the counteranion, and cation–cation and
cation–anion cooperative interactions. Since the tem-
perature evolution of the Mössbauer spectra reflects
changes in the electronic structure of biferrocene deriv-
ative crystals due to phase transitions, special attention
is focused on the interpretation of this temperature evo-
lution within the model proposed.

2. HAMILTONIAN OF A CRYSTAL

Biferrocene derivatives whose crystals undergo
phase transitions belong to low-spin iron compounds.
Since a Fe3+ ion in this case can be treated as an ion with
a hole in the dε shell, the spins are represented as
S(Fe2+) = 0 and S(Fe3+) = 1/2 and the Heisenberg-type
exchange inside each mixed-valence cation is absent.
The interaction of iron ions in the cation can be
described within the model taking into consideration
only the electron transfer. Let us assume that the spec-
trum of the lowest electronic states of the Fe(II)–Fe(III)
cation with localized electrons contains two orbitals of
the dxy and types [10] which are separated by the

energy gap

(1)

Now, we designate the orbitals as ϕi( ) and ψi(dxy)

(where i = a and b) and introduce the transfer parame-
ters p = 〈ϕ a || ϕb〉  and p1 = 〈ψa || ψb〉 , which are related
to these orbitals [11]. The transfer integrals 〈ϕ a || ψb〉
between the states of different symmetry are ignored
[11]. Furthermore, we introduce the transfer parameter
β = 〈ΦA || ΦB〉  relating the states ΦA and ΦB in the coun-
teranion.
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–
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The Hamiltonian of a crystal consisting of interact-
ing cations and counteranions can be written in the
form

(2)

Eight terms of this Hamiltonian will be represented
below. In the basis set of the states ϕiΦj and ψiΦj (where
i = A and B), the electronic Hamiltonians of the cation
and anion have the form

(3)

Here, σx and σz are the Pauli matrices, ⊗  is the symbol
of the direct product of matrices, and I is the 2-by-2 unit
matrix. The third term in relationship (2) describes the
interaction between the extra electron of each cation
and the asymmetric (out-of-phase) mode [9] qCn =

[  – ]/  [here,  (i = a and b) are the totally
symmetric displacements of ions in the nearest environ-
ment of the a and b centers of the cation]; that is,

(4)

where vC is the vibronic coupling parameter for the cat-
ion. In formula (4), the constants of the interaction with
the ϕi and ψi orbitals are taken equal to each other. For
biferrocene salts, this assumption was proved by calcu-
lations performed in [11]. The qCn mode is assumed to
be local, and the dispersion of vibrations is disregarded.
Moreover, it is assumed that free vibrations of the nth
cation at the frequency ωC are harmonic; that is,

(5)

In a similar manner, we can write the operator 
of the interaction between the counteranion and its anti-
symmetric mode mixing the tunneling states Φ± =

H Hn
C
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(1/ )(ΦA ± ΦB) and also the Hamiltonian  for
free vibrations of the anion:

(6)

(7)

Finally,  and  are the cation–cation and
cation–anion dipole–dipole interaction operators
defined as

(8)

where

(9)

Here, Rnn' is the distance between the nth and n'th cat-
ions, Rnm is the distance between the nth cation and mth
anion, and θnn' and θnm are the polar angles of the Rnn'
and Rnm vectors, respectively. Since the mean distance
between anions is large compared to those between cat-
ions or a cation and an anion, the anion–anion interac-
tion is ignored. In expressions (9), d0 = eRab/2 is the
dipole moment of the cation with a completely local-
ized electron, D0 = qrAB/2 is the dipole moment either
of the anion with a completely localized charge or of
the anion occupying an equilibrium position (depend-
ing on the anion type), and, correspondingly, rAB is the
distance either between the anion fragments or between
two stable equilibrium positions of the anion. In the lat-
ter case, Rnn' is the distance between the cation and the
midpoint of the segment rAB connecting two equilib-
rium positions of the anion.

3. THE MOLECULAR-FIELD APPROXIMATION 
IN THE SEMICLASSICAL VIBRONIC MODEL

We now turn to the molecular-field approximation

and replace the quantities  and in the inter-
action Hamiltonians according to the equalities

(10)
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The parameters d0  and D0  characterize the mean
dipole moments of the cation and the anion. In this
case, the quantities  and play the role of dimension-
less order parameters and are defined by the formulas

(11)

Here,  is the molecular-field Hamiltonian of the crys-
tal, which can be expanded as the sum of the single-site
Hamiltonians:

(12)

(13)

Here, the quantities

are the structure parameters, which depend on the
mutual arrangement of cations and anions in the crystal
lattice. These parameters differ for biferrocene deriva-
tive crystals that are formed by individual stacks of cat-
ions and anions and those formed by stacks in which
cations alternate with anions.

According to the molecular-field approximation, it
is necessary to determine the eigenvalues of Hamilto-
nians (12) and (13) at arbitrary values of the order
parameters  and , i.e., at an arbitrary temperature.
Then, these eigenvalues should be substituted into rela-
tionships (11). The set of self-consistent equations thus
obtained determines the dependences (T) and (T).
However, a nonadiabatic pseudo-Jahn–Teller vibronic
problem with Hamiltonians (12) and (13) can be solved
only numerically. For this reason, the set of self-consis-
tent equations for the order parameters cannot be
obtained in an explicit form. To overcome this diffi-
culty, hereafter, we will resort to the adiabatic approxi-
mation in the framework of the molecular-field method
and disregard the kinetic energy of the nuclei in Hamil-
tonians (12) and (13). Within this approximation, the
energies of the cation and the anion are the adiabatic
potentials. This approximation was used earlier in [5–
8]. It was shown that the temperature dependences of
the parameters for the charge-ordered state exhibit
physically adequate features for strong, intermediate,
and weak vibronic coupling. The spurs in relationships
(11) are conveniently calculated in terms of the follow-
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ing adiabatic functions diagonalizing Hamiltonians
(12) and (13):

(14)

where

ψ1 2,
C 1
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The corresponding adiabatic potentials take the form

(15)

In the semiclassical approximation, the summation
over vibronic states in relationships (11) is replaced by
integration over the vibrational coordinates qC and qA.
As a result, we obtain the following set of self-consis-
tent equations for the order parameters  and :
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This set of equations possesses a number of nontrivial
solutions that are determined by the ratios between the
vibronic and transfer parameters and the characteristic
cation–cation and cation–anion interaction energies.

In [14], it was demonstrated that, within the two-
orbital model, a crystal composed only of interacting
mixed-valence dimers of low-spin iron can undergo
two phase transitions under the conditions when –1 <
∆/p ≤ x* and 1 < p/D ≤ y* (where D is the characteristic
energy of intercluster dipole–dipole interaction and the
parameters x* and y* are derived numerically). At the
same time, one transition occurs at p/D < 1 and ∆/p >
x* or at ∆/p < –1 and p1/D < 1. We assume that there
exists one orbital on each center of the cluster, as is the
case with the anion. Hence, the system is characterized
by one transfer parameter and only one phase transition
can take place, provided the transfer parameter is con-
siderably less than the characteristic energy of the inter-
cluster interaction. On this basis, we will analyze the
temperature dependences of the order parameters  and

 for the system of interacting cations and anions
within the framework of the above model including two
orbitals on the cation and one orbital on the anion.

For simplicity, we assume that p @ p1. The validity
of this inequality for biferrocene salts was demon-
strated using molecular-orbital calculations in [11].
Since the studied compounds are characterized by the
parameters p = 500 cm–1, ωC = 300 cm–1 [11], and ωA =
150 cm–1 [16], we have p/ωC = 1.7 and ωA/ωC = 0.5.
First, we consider the case when the level with the

τ
σ
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energy –p and the wave function ϕ– = (ϕa – ϕb)/
(∆/p > –1) is the ground state of an isolated mixed-
valence cation. Figures 1 and 2 display the family of
curves that illustrate how the vibronic interaction
affects the temperature dependences of the order
parameters  and . It is seen from these figures
that the  and  parameters simultaneously van-
ish at the phase transition temperatures. In the case of
weak cooperative interactions (β/KCA = 1 and p/KC = 3),
the charge ordering in a frozen lattice is absent. At all
the temperatures, the parameters  =  = 0 are the
solution to the set of equations (16). The vibronic inter-
action in the cation (vC/"ωC = 2) leads to the localiza-
tion of the extra electron in this cation, and the maxi-
mum dipole moment of the cation becomes equal to
0.93d0. The localized electron in the cation induces the
dipole moment of the anion. However, the parameter

 is considerably less than , because the vibronic
coupling parameter vA is equal to zero (Fig. 1, curves 1,
1'). The opposite situation occurs with curves 2 and 2'
in Fig. 1. At temperatures T < Tc (where Tc is the phase
transition temperature), the anion due to the interaction
with its odd vibration either has a localized extra charge
or occupies a fixed equilibrium position, thus suppress-
ing the electron tunneling in the cation. The tempera-
ture dependences of the order parameters  and  for
the case when two phase transitions are possible in the
rigid lattice at temperatures  and Tc (  < Tc) are
depicted in Fig. 2 (curves 1, 1', 2, 2'). The charge-
ordered state occurs in the finite temperature range

 < T < Tc. As the vibronic interaction becomes stron-
ger, the temperature range of the stabilization of the
charge-ordered state becomes wider and the order
parameters  and  increase (Fig. 2, curves 2, 2').
Finally, under the condition when vA = vC = "ωC, one
phase transition instead of two transitions is observed
and the order parameters  and  increase. This result
can be qualitatively interpreted as follows. Since the
transfer parameter p of the ground state (∆/p = –0.45)
exceeds the energy of the cation–cation interaction
(p/KC = 1.5), this interaction cannot localize the elec-
tron in the cation. At the same time, the ratio β/KCA is
equal to 1.5. Therefore, at vA = vC = 0 and low temper-
atures, when only the ground states of the cation and the
anion are populated, the crystal is in the disordered
state. For the first excited level in the cation, the tunnel-
ing splitting p1 is substantially less than the characteris-
tic energy KC of the cation–cation interaction. As a con-
sequence, the population of this level leads to an order-
ing of electrons in cations, the appearance of a nonzero
molecular field on each anion, and, hence, an ordering
of anions. An increase in the temperature results in a
disturbance in the correlation between dipole moments,
and the crystal reverts to the disordered state. In the
presence of the vibronic interaction, the spacing

2

τ T( ) σ T( )
τ T( ) σ T( )

τ σ

σ1 τ1

τ σ

Tc' Tc'

Tc'

τ σ

τ σ
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between the minima of the ground and first excited adi-
abatic potentials of the cation with the transfer parame-
ters p and p1 decreases and the range of the existence of
the charge-ordered phase increases (Fig. 2, curve 2).
For vA = vC = "ωC, the minimum of the adiabatic poten-

tial  with the transfer parameter p1 corresponds
to the ground state, the conditions for the stabilization
of the charge-ordered phase in the crystal appear to be
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Fig. 1. Temperature dependences of the order parameters
(1, 2)  and (1', 2')  at (1, 1') vA = 0 and vC/"ωC = 2 and
(2, 2') vC = 0 and vA/"ωC = 2. p/"ωC = 1.7, ∆/p = 0, p/KC =
3, ωA/ωC = 0.5, β/p = 1, and KCA/KC = 1.
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Fig. 2. Temperature dependences of the order parameters
(1–3)  and (1'–3')  at vC = vA = (1, 1') 0, (2, 2') 0.45"ωC,
and (3, 3') "ωC. p/"ωC = 1.7, ∆/p = –0.45, p/KC = 1.5,
ωA/ωC = 0.5, β/p = 1.5, and KCA/KC = 1.5.
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considerably milder, and one phase transition occurs in
the crystal.

The influence of the cooperative cation–anion inter-
action is illustrated by the curves plotted in Fig. 3. An
increase in the ratio KCA/KC leads to an increase in the
phase transition temperature and the order parameters

 and . Both variants depicted in Fig. 3 are calculated
at p/KC = 5. This indicates that the strong cation–anion
interaction aligns dipole moments of cations with a suf-
ficiently fast electron tunneling in cations. Figure 4
shows the temperature dependences of the order param-
eters for the ground level with a tunneling splitting p1 !

p and the wave function ψ– = (ψa – ψb)/ . In this sit-
uation, even a very weak cation–cation interaction sup-
presses the electron tunneling in the cation. Therefore,
the charge-ordered phase is stabilized at p/KC = 2 and
β/KCA = 1.25.

4. MÖSSBAUER SPECTRA

The electron delocalization being partly dependent
on the temperature is due to the temperature depen-
dence of the molecular field. This effect is referred to as
delocalization in a stationary sense [17], because the
spectrum is determined by the electron density redistri-
bution inside the mixed-valence cluster with a change
in the temperature rather than by the jump frequency of
the extra electron. The stationary (spatial) mechanism
of temperature transitions of the localization–delocal-
ization type in the Mössbauer spectra of mixed-valence
molecular crystals was quantitatively investigated in [7,
8, 18–21]. Now, we apply the theory of stationary local-
ization–delocalization of an extra electron to the calcu-
lation of the Mössbauer spectra of biferrocene deriva-

τ σ

2

1.0

0.8

0.6

0.4

0.2

0

τ, σ––

0.2 0.4 0.6 0.8 1.0
kT/p

1

1'

2'

2

Fig. 3. Temperature dependences of the order parameters
(1, 2)  and (1', 2')  at different KCA/KC ratios: (1, 1') 10
and (2, 2') 6.25. p/"ωC = 1.7, vA/"ωC = 0.5, vC/"ωC = 1,
∆/p = 0, p/KC = 5, ωA/ωC = 0.5, and β/p = 1.

τ σ
PH
tive crystals within the two-orbital vibronic model of
charge ordering. For a dimeric cluster with identical
nuclei a and b, the operator for the quadrupole interac-
tion of electron shells with nuclei can be written in the
form

(17)

where Qn is the quadrupole nuclear moment, qk =

is the operator for the electric field
gradient acting on the kth nucleus, rik is the radius vec-
tor of the ith electron (reckoned from the kth nucleus),
and I is the nuclear spin. The isomer shift operator is
given by the expression

(18)

Here, Rex and Rgr are the radii of nuclei in the excited
and ground states, respectively. The quadrupole split-
ting and the isomer shift for the cation in a particular

state with the wave function  are determined by
averaging operators (17) and (18) over the electronic
coordinates and then by integrating the result over the
vibrational coordinate qC. However, taking into account
that, at a given temperature, the system with the highest
probability resides in minima of the adiabatic potential
sheets, we determine the quadrupole splitting and the
isomer shift in minima of each adiabatic potential
sheet. The quadrupole splitting for the nucleus of the a

ion in the state  in the cluster at an arbitrary
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temperature is defined by the relationship

(19)

Here, γ is equal to 1 for the adiabatic potentials 
(where α = 1, 3, and 4) with one minimum at the point

. This is true for the adiabatic potential ,

because p @ p1. The adiabatic potential  has two
minima, and, hence, the value of γ can be equal to 1 and
2. The quadrupole splitting for the b nucleus can be
obtained by the replacement q*  q and q  q*.
Here, q and q* designate the mean electric field gradi-
ents at the Fe(III) and Fe(II) ions, i.e., the ions of the
cation with the completely localized electron. These
quantities are determined directly from experiments
with mononuclear complexes (cluster fragments). The

isomer shifts for the cations in the states  are
represented in a similar manner; that is,

(20)

where δ and δ* are the isomer shifts for the Fe(III) and
Fe(II) nuclei. The nucleus is sensitive to the quadrupole

splitting and isomer shift of the  state of the cat-

ion at the minimum  in the case when the width of
this level is less than the corresponding quadrupole
splitting and isomer shift, i.e., when the relaxation is
rather slow. Note that the overall Mössbauer spectrum
is the sum of the spectra attributed to different states

 of the cation at the minima  of the adiabatic
potential in the molecular field. If the relaxation is fast,
i.e., the level width is larger than the quadrupole split-
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ting, the nuclei respond only to the averaged parame-
ters. In this case, the contributions from different min-
ima of the adiabatic potentials to the quadrupole split-
ting and the isomer shift are averaged over equilibrium
populations.

The structure of the adiabatic potential minima for
the cation in the molecular field is such that, as the tem-
perature increases, the gap between the minima of the

potentials  and  (
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. By assuming

that the state  relaxes slowly, the quadrupole

splitting  and the isomer shift  can be
calculated from relationships (19) and (20).

Since the minima of the adiabatic potential 
rapidly approach each other at 
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c

 

, the contribu-

tions from the  ψ
 

2  
 state at the points  and  to ∆EQi

and δi should be averaged over the equilibrium popula-

tions of the minima  and . For the qua-
drupole splitting, this can be described by the expres-
sion

(21)

The relationship for the isomer shift  can be written

in a similar manner. The quantities  and ,

which correspond to the  and  sheets, can be eas-

ily derived by averaging , , , and 

over the equilibrium populations of the  and 
sheet minima.

The overall Mössbauer spectrum (i.e., the observed
spectrum) is a superposition of Lorentzian curves
describing different electronic states of the cluster in
the molecular field with due regard for their Boltzmann
populations. The temperature evolution of the Möss-
bauer spectra of biferrocenium triiodide and diiodobi-
ferrocenium hexafluoroantimonate crystals is displayed
in Figs. 5 and 6. The spectra were calculated using for-
mulas (19)–(21) with the isomer shift δ(Fe3+) =
δ(Fe2+) = 0.48 mm/s [22] and the vibronic coupling
parameter vC = 417 cm–1 [11]. The following quadru-
pole splitting parameters e2Qnq(Fe3+)/2 and
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Fig. 5. Temperature evolution of the Mössbauer spectra of
the biferrocenium triiodide crystal. Temperature, K:
(1) 100, (2) 200, (3) 330, (4) 335, (5) 338, and (6) 342.

Fig. 6. Temperature evolution of the Mössbauer spectra of
the diiodobiferrocenium hexafluoroantimonate crystal.
Temperature, K: (1) 100, (2) 200, (3) 263, and (4) 265.
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Fig. 7. Temperature dependences of the order parameters 
and  for (1, 1') biferrocenium triiodide and (2, 2') diiodob-
iferrocenium hexafluoroantimonate crystals.

τ
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P

e2Qnq(Fe2+)/2, the molecular field parameters KC, and
the gaps ∆ were taken from [22]: e2Qnq(Fe3+)/2 =
0.54 mm/s, e2Qnq(Fe2+)/2 = 2.08 mm/s, KC = 172 cm–1,
and ∆ = 322 cm–1 for diiodobiferrocenium hexafluoro-
antimonate and eQnq(Fe3+)/2 = 0.3 mm/s, eQnq(Fe2+)/2 =
2.11 mm/s, KC = 200 cm–1, and ∆ = –81 cm–1 for bifer-
rocenium triiodide. The parameters p, ωA, and ωC were
specified in Section 3, and the transfer parameter β was
taken equal to 480 cm–1. The vibronic coupling param-
eter vA and the molecular-field parameter KCA for the
crystals under consideration were determined by the
best fitting of the calculated to experimental phase tran-
sition temperatures. The temperature dependences of
the order parameters  and  for both crystals are plot-
ted in Fig. 7. We start our discussion with the spectrum
of the biferrocenium triiodide crystal. At low tempera-
tures (T ≤ 200 K), the spectrum consists of two doublets
with quadrupole splittings characteristic of Fe2+ and
Fe3+ (Fig. 5). As the temperature increases, the lines of
the doublets come close together and the quadrupole
splittings differ from ∆EQ(Fe2+) and ∆EQ(Fe3+). Already
at the temperature T = 335 K, the delocalized compo-
nent with a noticeable intensity appears in the spec-
trum. Thus, the spectrum involves three doublets,
namely, two localized doublets and one delocalized
doublet. At T = Tc, the spectrum is averaged. These
results can be qualitatively explained in terms of the
adiabatic potentials (Fig. 8). At low temperatures, only
the deepest minimum of the lower adiabatic potential

sheet  (Fig. 8a) is populated and the system is

localized; i.e.,  ≈ ϕa(r) and  ≈ ϕb(r). As
a consequence, two doublets appear in the Mössbauer
spectrum (Fig. 5). With an increase in the temperature
(a decrease in the molecular-field parameters), the min-

ima of the  sheet approach each other in energy
(Fig. 8b) and, correspondingly, the lines in the Möss-
bauer spectrum come closer together. This is accompa-

nied by the population of the minimum of the 
adiabatic potential sheet. Therefore, at the temperature
T = 335 K, the spectrum contains three doublets: two

localized doublets associated with the  potential

sheet and one delocalized doublet attributed to the 
potential sheet. The latter sheet is responsible for the
appearance of the delocalized doublet, because the
minima of this sheet almost level off at T = 335 K
(Fig. 8c). However, at the same temperature, the system

remains localized at the minimum of the  potential
sheet. This situation occurs as a consequence of a large
difference between the p and p1 transfer parameters and
small values of the order parameters  and  at 335 K.
Thus, the proposed model provides a clear physical
explanation for the coexistence of the localized and
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delocalized spectra experimentally observed by Hen-
drickson’s group [23–25].

The temperature evolution of the Mössbauer spec-
trum of the diiodobiferrocenium hexafluoroantimonate
crystal (Fig. 6) differs from that described above. The
spectrum contains two doublets over a wide range of
temperatures. A change in the temperature leads only to
a change in the spacing between the lines of the dou-
blets. At the phase transition temperature, the spectrum
transforms into the averaged doublet. As in the above

case, the  potential is characterized by a lower sheet.
However, the spacing between the minima of the lower

sheet and the minimum of the first excited potential 
is larger than the energy kTc, so that the population of

the minimum of the  potential sheet and, hence, the
intensity of the spectrum attributed to this sheet are
negligibly small at all temperatures T ≤ Tc. For this rea-
son, the spectrum at any temperature does not exhibit
three doublets.

5. CONCLUSION

The basic results obtained in this work can be sum-
marized as follows. The charge ordering, phase transi-
tions, and their manifestation in the Mössbauer spectra
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ture, K: (a) 100, (b) 300, (c) 335, and (d) 342.
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were investigated in crystals of biferrocene derivatives
in the framework of the microscopic model proposed.
This model accounts for the complex spectrum of tun-
neling states of the cation and anion, the vibronic inter-
action of the pseudo-Jahn–Teller type in the cation and
anion, and the cation–cation and cation–anion cooper-
ative interactions. It was shown that, in addition to the
localized Mössbauer spectra (Fe2+ and Fe3+) at low tem-
peratures and the delocalized (averaged) spectra
(Fe2.5+) at high temperatures, the spectra can contain
three doublets. This reflects the coexistence of local-
ized (Fe2+ and Fe3+) and averaged (Fe2.5+) Mössbauer
spectra. The experimental data on the Mössbauer spec-
tra of the biferrocenium triiodide and diiodobiferroce-
nium hexafluoroantimonate crystals were interpreted.
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Abstract—This paper reports on a study of the temperature dependences of the electrical resistivity, Hall coef-
ficient, and thermopower of nanoporous carbon prepared from polycrystalline carbides (α-SiC, TiC, Mo2C) and
6H-SiC single crystals in the temperature range 1.5–300 K. The structural units responsible for the character of
charge transport in these materials are carbon nanoclusters measuring ~10–30 Å. The conductivity in all the
samples studied was found to be p type with a high carrier concentration (nh ~ 1020 cm–3). The behavior of the
transport coefficients at low temperatures is discussed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of the various carbon modifications capable
of forming structures with manometer-scale dimen-
sions, such as fullerenes, nanotubes, and nanoclusters,
have recently attracted considerable interest. The trans-
port properties of macroscopic bulk materials produced
by combining such structures will depend both on the
properties of the nanostructural constituents them-
selves and on the methods used to compact them into a
sample [1]. One of the new objects with nanostructural
constituents combined to form a compact high-porosity
material is nanoporous carbon (npor-C). It is prepared
by chemically reacting carbide compounds (SiC, TiC,
Mo2C). Chemical removal of other than carbon atoms
produces a nanocluster carbon framework with an aver-
age cluster size of 10–25 Å and a high porosity of up to
70 vol % [2]. The possibility of fabricating mechani-
cally strong pieces of a given shape, combined with the
nanoporous structure, makes this material promising
for application, for instance, for use in electrodes in
electrolytic capacitors with record-high capacitance
characteristics [3]. At the same time, the electrical
properties of npor-C have not been studied in detail.
Information on the mechanisms of conductivity and on
the character of carrier scattering in these materials is
lacking.

This paper reports on a study of the electrical and
thermoelectric properties of nanoporous carbon carried
out over a broad temperature range. It was found that
the difference in transport properties between npor-C
samples prepared under different technological condi-
tions is primarily of a quantitative nature, whereas the
qualitative characteristics of all the samples studied are
similar and are apparently due to the properties of their
structural elements, more specifically, of carbon nano-
clusters.
1063-7834/02/4404- $22.00 © 20789
2. SAMPLE PREPARATION

The npor-C material was prepared by chlorinating
the starting carbides (α-SiC, TiC, Mo2C) at tempera-
tures of 700 to 1000°C. Composite samples were pro-
duced from a polycrystalline powder of the correspond-
ing carbide. Powder with grain sizes of up to 40 µm was
molded into a sample using a temporary binder; next,
pyrocarbon was synthesized in the pores to bind the
carbide grains into a compact material, after which
high-temperature chlorination (950°C) was carried out,
and the chlorine was removed in an argon flow. This
treatment leaves 8–11% of the nonporous pyrocarbon
binder in the samples (denoted subsequently by B). Part
of the samples prepared from SiC powder were sub-
jected, before chlorination, to high-temperature silici-
dation (type A samples). The pyrocarbon inclusions
reacted chemically to produce disordered β-SiC and
were subsequently also transformed to nanoporous car-
bon by chlorination. We also studied npor-C samples
prepared by chlorination of 6H-SiC single crystals
shaped as 0.5 to 1-mm-thick plates.

The npor-C structure was characterized using x-ray
diffraction and small-angle x-ray scattering [4], as well
as electron microscopy. It was found that the scattering
structural elements—carbon nanoclusters and nanop-
ores—are approximately of the same size. The size of
the nanoclusters and pores depends primarily on the
type of the starting carbide used, and the degree of their
uniformity depends on the grain size of the starting car-
bide powder, temperature, and rate of the carbonization
process, which is determined, in turn, by the rate with
which the reaction gases evolve. The nanoclusters in
the samples prepared from polycrystalline SiC (npor-
C〈poly-SiC〉) are the most uniform in size, the major
part of their volume being made up of structural ele-
ments 10–15 Å in dimension. In npor-C〈poly-TiC〉
002 MAIK “Nauka/Interperiodica”
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samples, the average size of such nanoparticles is
larger, 14–16 Å, and in npor-C〈poly-Mo2C〉 , it is 20–
25 Å. The carbonization of npor-C from single-crystal
6H-SiC takes more time than that from polycrystalline
carbides because the reaction gases experience difficul-
ties in escaping (due to its denser structure); as a result,
the low rate of the reaction front progression in npor-
C〈6H-SiC〉  allows the formation of relatively large
quasi-graphite nanoclusters measuring 30–120 Å and
greater.

3. RESULTS AND DISCUSSION

The temperature dependences of the electrical resis-
tivity ρ and of the Hall coefficient R are shown in
Figs. 1 and 2, respectively, for a number of npor-C sam-
ples prepared from different carbides under different
conditions. The curves in all the figures are labeled
according to the sample numbers in the table. Also
specified are the type of the starting carbide and the
technology of preparation (A and B for the polycrystal-
line carbides), as well as the electrical parameters of the
samples at 300 K (calculated without regard for the
material porosity). The ρ(T) and R(T) relations of most
samples are seen to follow a similar pattern, with the
resistivity and the Hall coefficient increasing with
decreasing temperature. Some samples exhibit satura-
tion of R(T) at low temperatures, and the Hall coeffi-
cient of npor-C〈6H-SiC〉  (sample no. 9) is temperature-
independent throughout the temperature interval cov-
ered. The sign of R corresponds to the p-type conduc-
tion. The magnetic-field dependences of the Hall volt-
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Fig. 1. Temperature dependences of the electrical resistivity
of nanoporous carbon. Here and in the other figures, the
curves are labeled in accordance with the samples in the
table.
P

age are linear for most samples up to H = 30 kOe. Thus,
the conduction can be assumed to be primarily of a sin-
gle-band nature. The hole concentration nh in the sin-
gle-band case lies within the range nh = 1/eR > 1019–
1020 cm–3 for the samples studied.

The corresponding Hall mobility µ (T = 300 K) cal-
culated from the expression µ = R/ρ is about 1 cm2/V s
in the npor-C〈poly〉 samples and is as high as 23 cm2/V s
in one npor-C〈6H-SiC〉 (Samples no. 7).

Figure 3 displays the temperature dependence of
thermopower α for a number of npor-C samples. The
sign of the thermopower corresponds to hole conduc-
tion and coincides with that of the Hall coefficient. The
α(T) relation is seen to be linear for T > 50 K, a feature
characteristic of the diffusion thermopower αd of a
degenerate carrier state with one carrier type [5],

(1)

Knowing the scattering exponent r and the carrier
concentration nh, and recalling that the Fermi energy is
EF = π2"2(3nh/π)2/3/2m*, one can estimate the carrier
effective mass m* in the nanoclusters. Assuming r =
−0.5, which corresponds to scattering from grain (nan-
ocluster) boundaries [5], we obtain m* ~ 0.1m0 (m0 is
the free-electron mass). A specific feature of the ther-
mopower behavior in npor-C is the absence of the
phonon-drag maximum in the α(T) dependence
observed in both pure and microcrystalline graphite [6]
at Tmax ~ 90 K. Indeed, the phonon drag effect manifests
itself at low temperatures, where electron interaction

αd π2k2T 1 r+( )/3eEF.=
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Fig. 2. Temperature dependences of the Hall coefficient of
nanoporous carbon.
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Characteristics of the npor-C samples studied

Sample no. Starting carbide R(300 K), cm3/C ρ(300 K), Ω cm µ(300 K) = R/ρ, cm2/V s

1 SiC-A 0.023 0.028 0.82

2 SiC-A 0.022 0.038 0.58

3 SiC-B 0.024 0.032 0.75

4 SiC-B 0.029 0.019 1.5

5 TiC-B 0.22 0.51 4.3

6 Mo2C-B 0.1 0.002 5.0

7 6H-SiC 0.255 0.011 23

8 6H-SiC 0.035 0.01 3.5

9 6H-SiC 0.38 0.033 12
with long-wavelength phonons increases and the
phonon component αph adds to the diffusion ther-
mopower: α = αd + αph. As the cluster dimensions
decrease, the phonon spectrum changes and phonon
scattering increases, which results in a change in the
character of the electron–phonon coupling and the
phonon drag effect being suppressed. Suppression of
the phonon component was earlier observed in nano-
cluster PbSe embedded in an opal host [7].

The difference in crystal structure and electrical
properties between different modifications of carbon is
known to be accounted for by the fact that its atoms can
reside in more than one valence state and can form
(through s–p hybridization) bonds of three main types
(sp3, sp2, and sp hybridization). Furthermore, real struc-
tures, depending on the actual conditions of their for-
mation, can form structures of intermediate types [8].
Accordingly, the electrical properties of different car-
bon modifications may vary over a wide range. A com-
parison of the electrical properties of the studied sam-
ples of nanoporous carbon with those of its other mod-
ifications shows that the dependence of the electrical
resistivity on temperature follows neither the behavior
of amorphous carbon, where one observes a strong
growth in the resistivity with decreasing temperature
(ρ ~ exp(T0/Tn), with n lying between 1/2 and 1/4 [9]),
nor the metallic course ρ(T) in crystalline graphite [8].

In pure single-crystal graphite, band overlap results
in electron–hole anisotropic conduction with a high
carrier mobility. In microcrystalline graphite, the Fermi
level shifts into the p band, such that, at concentrations
nh ≥ 8 × 1018 cm–3, one can use the single-band model
to describe the transport phenomena [10]. The increase
in the hole concentration with decreasing grain size is
usually attributed to the increase in the number of sur-
face states acting as electron-trapping centers. Thus, the
high hole concentration in nanoporous carbon can be
associated with a large free surface and, accordingly,
with a high concentration of acceptor states. The low
hole mobility is apparently caused by band-structure
distortions near the nanocluster boundaries and by the
mean free path being constrained to the nanocluster
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      200
size. Indeed, the hole mobility in the samples prepared
from different carbides grows in proportion to the
dimensions of the nanoclusters and to the extent to
which they fill the sample volume and assumes the larg-
est value in npor-C〈6H-SiC〉, where large quasi-graph-
ite clusters play a substantially larger part. The pres-
ence of the pyrocarbon binder in type B samples pre-
pared from polycrystalline carbides does not affect the
mobility markedly. The carrier mean free path being
apparently determined by the crystallite dimensions,
the usual mechanisms of its limitation (due to phonons,
impurities), which govern the temperature dependence
in conventional graphite-based materials, do not play a
noticeable role in our case. In these conditions, the tem-
perature dependences of the transport coefficients can
be determined by quantum corrections to the conduc-
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tivity, whose comprehensive study would require mea-
surement of these coefficients in magnetic fields and at
low temperatures.

4. CONCLUSIONS
Thus, our study of the electrical and thermopower

properties of nanoporous carbon prepared under the
specified technological conditions suggests that the
conduction has a p character with a high carrier concen-
tration. The main carrier scattering mechanism respon-
sible for the low mobility is associated with the carbon
clusters being nanosized. The specific features in the
nanocluster structure also account for the suppression
of the thermopower component originating from the
phonon drag.
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Abstract—The unfilled electronic states of dysprosium submonolayer films absorbed on the W(100) surface
are investigated using angle-resolved inverse photoelectron spectroscopy. It is shown that the energy position
of the peak at 1.7 eV is independent of the angle of incidence of electrons onto the crystal surface. This specific
feature is associated with electron transitions to the Dy 4f state located above the Fermi level. A correlation
between the change in the energy position of this peak and the change in the work function with an increase in
the absorbed dysprosium coverage suggests that the dipole moment of adatoms is affected by the dipole–dipole
interaction. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Earlier [1, 2], lanthanide submonolayer coatings on
the surface of tungsten and molybdenum were studied
to develop high-temperature cathodes with a small
work function. Further investigations were performed
for the purpose of revealing the reasons for the
observed change in the work function of different faces
of the substrate upon atomic adsorption of rare-earth
metals and of elucidating the structure of adsorbed lay-
ers and the role played by the 4f shell of rare-earth met-
als [3–7].

It is known from theoretical and experimental works
that adsorption on tungsten is accompanied by a transi-
tion of divalent lanthanides to the trivalent state. In this
case, the d electron transferred from the f shell is
attached to two valence s electrons. As a result of this
electron transition, the ground state of the rare-earth
metal remains unfilled and is located above the Fermi
level. Since the f shells are isolated from external per-
turbations, the f  level can be treated as the core level
and its position relative to the Fermi level is determined
by both the interaction with the substrate and the inter-
action between adsorbate atoms.

In this work, the energy location of the f state above
the Fermi level of dysprosium submonolayer coatings
on the W(100) face was investigated using angle-
resolved inverse photoelectron spectroscopy.

2. EXPERIMENTAL TECHNIQUE

The experimental results were obtained by measur-
ing the spectra in an isochromate mode. Electrons with
the energy Ekin impinged on the sample at a specified
angle to the normal to the surface. In the spectrum, the
intensity of emitted photons with a fixed energy (isoch-
romate) was measured on scanning Ekin.
1063-7834/02/4404- $22.00 © 20793
The measurements were performed with a photon-
counting spectrometer similar to the spectrometer
described earlier in [8]. The photon-counting spectrom-
eter included an electron multiplier with a CaF2 win-
dow. The maximum detection efficiency was 9.8 eV,
and the transmission band was 0.6 eV.

The W(100) sample was cleaned from carbon impu-
rities according to the standard technique of annealing
in a rarefied oxygen atmosphere. The surface was
cleaned with a flash up to T ≈ 2500 K. The dysprosium
source was prepared from a tantalum strip that was pre-
viously degassed under vacuum at a temperature above
the working temperature. A 1-mm3 piece of dysprosium
was welded onto the depression of the strip. The adsor-
bate purity was 99.99%. The adsorbate deposition onto
the sample was performed at room temperature. The
residual pressure in the vacuum chamber was
10−11 Torr.

3. RESULTS AND DISCUSSION

Figure 1 shows the isochromate inverse photoelec-
tron emission spectra of the Dy–W(100) system, which
were measured for normal incidence of the electron
beam and different adsorbate coverages. It is seen that
the spectrum of the atomically clean W(100) surface
contains a broad peak located approximately 4.4 eV
above the Fermi level. This peak is associated with
electron transitions to tungsten bulk unfilled states [9].
As the dysprosium coverage increases, the amplitude of
the main peak decreases, specific features appear on its
sides, and the minimum at 7 eV smoothens. Noticeable
differences between the inverse photoelectron emission
spectrum of the clean tungsten surface and the spectra
of the surface with the deposited adsorbate manifest
themselves at the coverage θ = 0.1 of the monolayer
(ML) of dysprosium.
002 MAIK “Nauka/Interperiodica”
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Upon the deposition of dysprosium, the inverse pho-
toelectron emission spectrum changed only slightly due
to a low probability of radiative transitions to 4f levels
at a photon energy of 9.8 eV. For this reason, the spectra
were decomposed into a structureless background and
Lorentzian peaks. The structureless background was
approximated by a linear function. An example of the
decomposition of the inverse photoelectron emission
spectrum for normal incidence of electrons at a cover-
age of 0.6 ML is shown in Fig. 2 (dotted lines). It can
be seen that, apart from the peak associated with the
electron transition to band states (4.4 eV), there exist
two peaks at energies of 1.7 and 6.2 eV. The latter two
peaks correspond to adsorbed dysprosium. Here, we
analyze the change in the energy position with varia-
tions in the coverage for only one peak whose energy
with respect to the Fermi level is equal to 1.7 eV at θ =
0.6 ML. In order to elucidate the nature of the observed
peaks, we measured the angle dependence of the
inverse photoelectron emission (Fig. 2). The experi-
ment demonstrated that the energy position of the
1.7-eV peak is independent of the angle of incidence of
the electron beam onto the surface; i.e., it is indepen-
dent of the tangential component of the momentum. A
comparison with the energy level diagram for atomic
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dysprosium gives grounds to assume that this feature is
associated with transitions to the ground 4f state of the
triply charged dysprosium ion 6H15/2 [10].

The changes in the energy position and width of the
studied feature with respect to the Fermi level with an
increase in the dysprosium coverage on the surface is
illustrated in Fig. 3. The root-mean-square error in the
determination of the energy position is shown for one
of the points in Fig. 3. In order to calculate its value,
several inverse photoelectron emission spectra, which
were measured under identical conditions, were
decomposed into peaks and a structureless background.
Note that, as the coverage increases to half the mono-
layer, the level under investigation approaches the
Fermi level. This dependence correlates with the
change in the work function with variations in the
adsorbate coverage (Fig. 3). A further increase in the
dysprosium coverage leads to an increase in both the
work function and energy of the level. According to the
concept of adsorption of electropositive atoms [11], the
dipole moment of adatoms decreases in the region 0–
0.5 ML due to the dipole–dipole interaction. This pro-
cess should be accompanied by a decrease in the dis-
tance between the adatoms and the surface and can lead
to a shift of the Dy 4f level toward the Fermi level.
Another argument in support of this inference is the
observed increase in the width of the energy level
(Fig. 3). In actual fact, as the adatom approaches the
metal surface, the probability of the electron transition
from the 4f state to the substrate bulk increases, which
leads to broadening of the energy levels of adatoms. A
similar mechanism was considered earlier in [12].

It should be noted that, upon the adsorption of elec-
tropositive elements on the W(100) surface, the specific
feature of the electron density of unfilled states was also
observed in the vicinity of Ef with the use of angle-
resolved inverse photoelectron emission spectroscopy
[13, 14]. However, in contrast with the Dy–W(100) sys-
tem, the energy position of this feature varies depend-
ing on the angle of incidence of the electron beam but
remains unchanged with an increase in the adsorbate
coverage. This difference reflects the role played by the
4f states of the rare-earth metals in the course of
adsorption.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 4      2002
4. CONCLUSION
Thus, the inverse photoelectron emission spectro-

scopic investigation of the dysprosium adsorption on
the W(100) surface experimentally revealed the
unfilled Dy 4f states above the Fermi level. The data
obtained confirm the inference that the dipole moment
of adatoms decreases as the result of the dipole–dipole
interaction. Further consideration of the shifts of 4f
states with variations in the adsorbate coverage calls for
theoretical estimations.
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Abstract—This paper reports on a study of the size distribution of aluminum islands forming an aluminum-
coated poly(ethylene terephthalate) film subjected to tension. The islands are shown to form four statistical
ensembles, with the distribution in each of them being thermodynamically optimized and coinciding with the
canonic distribution of thermodynamic probability. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The distribution n(y) in size y in an ensemble of non-
equilibrium objects (soot aggregates in filled rubber,
nanodefects on the surface of loaded metals, bacteria,
yeast fungi, protein molecules in bacteria, density fluc-
tuations on the surface of polymethyl methacrylate)
was found [1–5] to be identical to the canonic distribu-
tion of the thermodynamic probability [6]:

(1)

where ∆U0 is the formation energy of the object, β ≡
1/kBT, kB is the Boltzmann constant, T is the tempera-
ture, and n0 is the normalization constant. This implies
that the distribution of such objects is thermodynami-
cally optimized, i.e., that the entropy of their arrange-
ment has a maximum value.

This work is a continuation of those studies. It deals
with the distribution of aluminum islands forming on
the surface of an aluminized poly(ethylene terephtha-
late) film subjected to tension.

2. EXPERIMENTAL

The samples used were oriented poly(ethylene
terephthalate) films 5 µm thick, 15 mm long, and 4 mm
wide, on whose surface a 30-nm-thick aluminum layer
was deposited. The films were stretched along the ori-
entation axis, and the elongation was measured. Two
samples were studied: one of them was stretched to
1.33 times its original length at a temperature of 323 K;
the other, to 1.53 times its original length at 373 K.
When stretched, the aluminum layer cracked to form
islands (Fig. 1). The size distribution of the islands was
analyzed with a Neophot 32 optical microscope (Karl
Zeiss, Jena). The number of islands on the surface
under study was ≈1000–1500, thus ensuring fairly reli-
able statistics.

n y( ) n0y2 βy∆U0–( ),exp=
1063-7834/02/4404- $22.00 © 20796
3. RESULTS AND DISCUSSION

Figure 1 shows a part of the surface of an aluminum-
coated poly(ethylene terephthalate) film stretched (at
373 K) to 1.53 times its original length. The tension
axis was horizontal. Aluminum islands with their long
axis perpendicular and short axis parallel to the direc-
tion of tension are seen to have formed on the surface.
The linear size of an island was estimated as the mean
of two measurements, one parallel and the other per-
pendicular to the stretching axis.

The island size distribution for one of the samples is
displayed in Fig. 2. The n(y) distribution for the second
sample had the same asymmetric pattern. Analysis
shows that the distributions can be described as a sum
of four relations of the type of Eq. (1) with different

3 µm

Fig. 1. Image of aluminum islands on the surface of a
poly(ethylene terephthalate) film stretched to 1.53 times its
original length at 373 K.
002 MAIK “Nauka/Interperiodica”
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energies ∆U0i (Fig. 2):

(2)

Hence, the aluminum islands make up four statisti-
cal ensembles. The island formation energies for these
ensembles were found to be ∆U01 ≈ 0.098, ∆U02 ≈
0.033, ∆U03 ≈ 0.01, and ∆U04 ≈ 0.003 kJ/mol. The aver-
age island sizes in the four ensembles are 〈 y1〉  = 0.05,
〈 y2〉  = 0.15, 〈 y3〉  = 0.45, and 〈 y4〉  ≈ 1.40 µm, respec-
tively.

Thus, the formation energy and the average island
size in the neighboring ensembles differ by a factor of
three:

(3)

The ratio of the average sizes and formation ener-
gies of nanodefect ensembles on the surface of loaded
metals was also found to be three [2, 5].

The room-temperature values of β∆U0i do not
exceed 0.03. This implies that the ensembles of islands
on the surface of poly(ethylene terephthalate) were pro-
duced by thermal fluctuations.

At equilibrium, the prefactor in Eq. (1) has the
form [1]

(4)

where pi ≡ exp(–β∆U0i). Because  ≈ 3, the pref-

actor ratio γi ≡  for the two adjacent ensembles

should be equal to γ0 = 1/27 at equilibrium. In real fact,
however, the values of γi varied from 0.01 to 29; hence,
the ensembles of aluminum islands in the samples
under study are not at equilibrium. A similar result was
obtained for ensembles of nanodefects on the surface of
loaded metals [2, 5]; namely, there was no equilibrium
between defect ensembles and the extent to which the
equilibrium was not reached depended on the actual
experimental conditions (the load and duration of its
application).

Despite the absence of equilibrium, the shape of the
island size distribution is described as a sum of canon-
ical probability distributions (1), each of them being
determined by the maximum entropy [6]. A thermody-
namically optimized shape of the distribution sets in
apparently in a time considerably shorter than the sam-
ple loading time (under our conditions, this time was
approximately 10 min).

n y( ) n0iyi
2 βyi∆U0i–( ).exp

i 1=

4

∑=

∆U01

∆U02
------------ = 

∆U02

∆U03
------------ = 

∆U03

∆U04
------------ = 

y2〈 〉
y1〈 〉

---------- = 
y3〈 〉
y2〈 〉

---------- = 
y4〈 〉
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---------- = 3.

n0i

1 pi–( )3

2
--------------------,=

∆U0i

∆U0i 1+
-----------------

n0i 1+

n0i
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Thus, it was established that the aluminum islands
produced in an aluminum-coated poly(ethylene tereph-
thalate) film under tension form four statistical ensem-
bles. The size distribution of the islands in each ensemble
is thermodynamically optimized and has the form of a
canonical distribution of thermodynamic probability.
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Fig. 2. Size distribution of aluminum islands on the surface
of a poly(ethylene terephthalate) film stretched to
1.53 times its original length at 373 K. Solid line is the fit-
ting of the distribution with Eq. (2); dashed line, the island
distributions for ensembles 1, 2, and 3.
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