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Abstract—A new version of a cyclotron-resonance maser is studied theoretically and experimentally. Here, a
spatially periodic helical electron beam couplestraveling (autoresonance) and quasi-cutoff (gyrotron) waves of
the same freguency, interacting with them at different cyclotron harmonics. The theory and early experimental
results show that this maser can effectively generate a traveling wave with low quasi-cutoff wave excitation
losses using a very simple feedback system. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It is well known [1-5] that, among cyclotron-reso-
nance masers (CRMs) operating with relativistic parti-
cles, a cyclotron-autoresonance maser (CARM) is one
of the most attractive designs. In this device, electrons,
following helical trajectoriesin amagnetic field, gener-
ate acopropagating traveling wave whose frequency, as
in free-electron lasers, may significantly exceed the fre-
guency of electronic oscillation (in this case, the cyclo-
tron frequency) due to the Doppler effect. Therefore,
CARMs can use weaker magnetic fields than
gyrotrons—another popular CRM version in which
electrons interact with a standing wave (quasi-critical
waveguide mode) at the cyclotron frequency or at its
harmonic. Another advantage of the CARM is the par-
tial mutual compensation of off-resonance conditions
due to changes in the electron energy and the electron
tranglational velocity (the autoresonance effect [6, 7]).
This alows electrons to be in resonance with the wave
for along time. Theoretically [1, 2], if the beam quality
is high, a high efficiency can be reached due to this
compensation. However, CARM efficiency is still low
[8-14], and it has not yet gained acceptance as wide as
the gyrotron. The low efficiency isattributed to the high
sensitivity of the device to the electron velocity spread
and to spurious gyrotropic oscillations, which, asarule,
suppress the interaction with the autoresonance waves.

A CARM with an efficiency as high as 26%, which
is close to the theoretical value for a perfect electron
beam, has been implemented only once [15]. Later, it
has been found [16] that, in that experiment, along with
the traveling (autoresonance) wave, being in resonance
with the electrons at the fundamental cyclotron har-
monic, the quasi-cutoff (gyrotron) wave was excited at
the same frequency but for the second cyclotron har-
monic. It is remarkable that the gyrotron wave did not
suppress the generation of the autoresonance wave;
instead, it favored this process. Note that such an inter-
pretation of the experiment [15] was not evident

because the gyrotron wave was confined within the cav-
ity and the autoresonance wave alone was observed at
the exit. Nevertheless, the masing frequency and to a
great extent the high efficiency were likely to be deter-
mined just by the gyrotron wave. We emphasize that
such an interaction (cooperation) of the waves is only
possible for an equiphase electron beam, where the
electrons gyrate with nearly the same phases unlike
beamsin weakly relativistic gyrotrons. Appropriate cal-
culations [16] have shown that the cooperation of the
modes offers a number of attractive features that may
significantly simplify the feedback and improve the
efficiency. In this paper, we theorize about the cogener-
ation of the autoresonance and gyrotron waves and
report experiments on the implementation of a CARM
gyrotron—a device based on this principle.

INTERPRETATION OF EXPERIMENT [15]

To produce a dense el ectron beam in the experiment
[15], we employed an explosive emission diode gun
placed in a strong magnetic field (Fig. 1). The whole
diode current was 3-5 kA. A cylindrical anodic particle
selector was used to separate out the most rectilinear
central portion of the beam, where the particle current
and energy were 100 A and 500 keV. Then, the beam
was set swinging (acquired the transverse velocity
component) in the transverse nonadiabatic magnetic
field of akicker—acurrent-carrying coil inclined to the
system’s axis of symmetry. The kicker generated a
magnetic field having both longitudinal and the trans-
verse components. The electron beam swung and the
traveling TE;; wave interacted in the cavity under the
conditions of fundamental cyclotron resonance:

W= hv+ . )

Here, w and h are the frequency and the longitudinal
wave number of the TE,; wave, and v, wg = €B/mcy,

and y = JJA/l—(v/c)2 are the longitudinal velocity,
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Fig. 1. Experimental high-efficiency CARM [14].

cyclotron frequency, and Lorentz factor of the elec-
trons. The cavity had the form of a circular waveguide
with the below-cutoff taper at its cathodic end and the
Bragg reflector at the collector end. Due to this
improved beam-forming system, which provides a
small particle velocity spread, the high (up to 26%) effi-
ciency was achieved in [15]. However, some experi-
mental results have not been convincingly explained. In
particular, when the efficiency wasthe highest, the mas-
ing frequency was outside the reflection band of the
Bragg reflector. This casted strong doubt upon the fea-
sibility of feedback for the operating wave, athough
the structure of the output radiation closely followed
that of the TE,; wave. It was assumed [15] that the mas-
ing frequency and the cold cavity frequency diverge
because of a change in the Bragg reflector frequency in
the presence of a high-current electron beam. This
explanation, however, has not been confirmed by
detailed calculations.

Another explanation of the fact that the masing fre-
guency goes beyond the reflection band of the Bragg
reflector, while the transverse structure of the output
radiation remains unchanged, has been suggested in
[16]. This explanation relied on the experimental result
that the maser frequency was close to the cutoff fre-
guency of the TE,; wave, for which the cyclotron reso-

TE,,

h

Fig. 2. Dispersion diagram for the simultaneous interaction
of electrons resonating with traveling TE;, wave at the fun-
damental cyclotron frequency and with standing TE,; wave
at the second cyclotron harmonic.

nance condition at the second harmonic was satisfied
(Fig. 2):

W= 20g. 2

Thus, the electron beam could, in principle, interact
at the same frequency both with thetraveling TE;; wave
under the autoresonance conditions and with the quasi-
cutoff TE,; wave under the gyrotron conditions at the
second cyclotron harmonic. Less trivia is the assump-
tion [16] that the two waves were generated simulta-
neously because this interaction is only possible when
the electrons of the beam gyrate in phase. This assump-
tion, however, is consistent with the technique used to
form the electron beam: the kicker was placed inside
the cavity and the electrons did start interacting with the
rf field having no time to change the phase. This was
validated by directly measuring the phase spread of the
particles, as described below. Once the possibility of
the simultaneous excitation of the autoresonance and
gyrotron waves has been understood, other aspects of
the experiment and the role of each of the waves
become clear. A composite oscillation comprising both
partial resonance waves (TE;; and TE,;) was presum-
ably excited in the cavity. The TE,, wave was not radi-
ated from the cavity because the inner diameter of the
corrugation in the Bragg reflector was smaller than the
cutoff diameter of the waveguide for this wave. As a
result, the transverse structure of the output radiation
was like that of the TE;; wave, while the TE,, wave,
providing efficient feedback, was absorbed by the cav-
ity walls and scattered by the electron beam into the
TE;;, wave of the same frequency. The scattering was
efficient because the el ectrons gyrated in phase, making
the beam spatially periodic. The spatial periodicity cou-
pled the waveswith the different spatial field structures.
The TE,; wave extracted the RF power from the cavity
almost reflectionlessly.

It should be noted that the situation when the elec-
trons are in double resonance with the traveling operat-
ing wave and with the quasi -cutoff (or counterpropagat-
ing) spurious wave at the same frequency but at differ-
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ent harmonics is common in CARMs. In fact, CARMs
often use the operating conditions under which the dis-
persion characteristics of the beam and the wave almost
coincide (“touch” one another). Sincethe cyclotronres-
onance band under these conditions is sufficiently
wide, it seems very likely that conditions for synchro-
nism with another mode at a higher cyclotron harmonic
will be satisfied for one of the frequencies within this
band. Also note that the effect of spurious synchronism
with the counterpropagating wave in a CRM where the
operating wave is copropagating has also been studied
in [17] for another situation, namely, for the waves
weakly coupled by a nonequiphase electron beam (in
which the electrons are uniformly distributed in initial
gyration phase).

The conditions under which an equiphase electron
beam interacts simultaneously with the autoresonance
wave and with the gyrotron wave may significantly
increase the efficiency. In this case, the gyrotron wave
providesinitial beam bunching and feedback. Then, the
resulting signal is amplified in the electron beam—trav-
eling wave system. The electrodynamic system of a
CARM gyrotron may have the form of ausual gyrotron
cavity—a tapered waveguide. At its cathodic end, the
waveguide is evanescently tapered for the gyrotron
wave, and, at the collector end, it is tapered so that the
autoresonance wave can freely leave the cavity (Fig. 3).

The new design has much in common with a dual-
section multimode CRM [18]. In thefirst section of this
device, the quasi-cutoff waveisexcited at the frequency
w, . Inthe next section, thiswave istransformed into the
traveling wave with the multiple frequency w, = nwy.
According to [18], the theoretical efficiency of such a
system that is based on Doppler multiplication of fre-
guency is no more than 10% even for aperfect electron
beam. A similarity also exists between the CARM
gyrotron and the new version of agyro-TWT [19, 20].
In the latter, the standing and the traveling waves are
coupled not by a helical electron beam, but through a
helical corrugation on the wall of the operating
waveguide.

COUPLING BETWEEN THE TRAVELING
AND STANDING WAVES BY AN EQUIPHASE
ELECTRON BEAM

Let the electrons simultaneoudly interact with the
traveling TE;; wave of frequency w at the fundamental
cyclotron resonance frequency and with the standing
(quasi-cutoff) TE,; wave of the same frequency at the
second cyclotron harmonic (Fig. 2). The waves may
efficiently couple through an equiphase electron beam
inwhich all particles possess the sameinitial cyclotron
phase ¢,. This condition holds, for example, for athin
paraxial beam (al its electrons encircle the waveguide
axis) produced by swinging a rectilinear beam with a
kicker. The shape of such abeamiscloseto ahelix that
istraced by an electron in the magnetic field. The beam
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Fig. 3. Simplest oscillator operating with coexcited travel-
ing and standing waves (CARM gyrotron).

exhibits a longitudinal periodicity (the period equals
the Larmor pitch of an electron) and an azimuthal peri-
odicity. Because of this, when resonance conditions (1)
and (2) hold, waves with different longitudinal wave
numbers and different azimuthal indices couple evenin
the linear approximation. Coupling between the two
waves due to an equiphase electron beam (and the
absence of such coupling in the linear regime for a
mixed-phase beam) becomes clearer if we consider
electron bunches created by either wave. Specifically,
the quasi-cutoff wave synchronized with the second
cyclotron harmonic tends to bunch the particles of the
mixed-phase paraxial beam into two straight lines par-
allel to the magnetic field and located oppositely on the
Larmor cylinder. The traveling wave synchronized with
the fundamental cyclotron harmonic confines such a
beam into ahelix with the pitch L, = 217h on the surface
of the same Larmor cylinder (Fig. 4a). Since the limit
shapes of the electron bunches in these two cases are
significantly different, the waves do not couple by the
mixed-phase beam. In contrast, in the case of the
equiphase paraxial beam, the electron bunches repre-
sent aperiodic set of pointsthat are cut from the respec-
tive bunches of the mixed-phase helical beam by the
helical tragjectory of an electron (Fig. 4b). When theres-
onance frequencies (1) and (2) of these two waves are
equal, the electron bunches created by them in the
equiphase beam have the same shape. As a result, the
bunches created by one of these waves efficiently excite
the other, which isindicative of efficient coupling.

Formally, this effect aso follows from the fact that
theinitial phases of the electrons relative to both waves
areegual. In fact, the phase of an electron relativeto the
traveling wave is ©, = wt —hz— ¢, while the phase rel-
ativeto the standing waveis ©, = wt —2¢. Here, zisthe
longitudinal coordinate, tistime, and ¢ isthe azimuthal
angle. For a perfectly thin beam (¢, = 0), the initial
phases of the electrons relative to both waves are equal :
9,(0) = ©,(0) = wt,, wheret, is the time instant when
an electron enters the interaction space. If resonance
conditions (1) and (2) are satisfied simultaneously, the
particle phases with respect to both waves will remain
approximately equal even asthe particle movesthrough
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Fig. 4. Shape of electron bunches that are created in the
paraxial beam by the gyrotron wave at the second cyclotron
harmonic (on the left) and by the autoresonance wave at the
fundamental cyclotron harmonic (on the right): (a) beam
with mixed initial phases and (b) equiphase beam.

the interaction space. Thus, the electron bunch that
excites one of the waves will also excite the other, cou-
pling them together. The coupling weakens as the
spread in the initial phases of the cyclotron gyration of
the electrons increases and becomes loose for a ran-
domly mixed hollow paraxia beam.

SIMULATION OF CARM GYROTRON

The electron—wave interaction can be described in
terms of equations that are a simple generalization of
the well-known CRM equations averaged over rapid
cyclotron gyration [3]. To this end, it is convenient to
represent the electron Lorentzian factor asy = yy(1 +
w; +W,), where w; and w, describe the energy
exchange between an electron and atraveling (autores-
onance) wave at the fundamental cyclotron frequency
and between an electron and a standing (gyrotron) wave
at the second harmonic, respectively. We have

dw i,
d_Zl = —«,Im(a,e ),

3

aw,
dg

Here, { = kzisthe normalized longitudinal coordinate,
k = wlc, a; , are the normalized amplitudes of the

waves, K; = p/2p, and K, = pé /2p, are the electron—
wave coupling coefficients, py , = yvp /Y. are the nor-
malized components of the el ectron momentum, and L
isthe normalized length of the cavity. The longitudinal

structure of the gyrotron wave is assumed to be sinuso-
idal. The longitudina particle momentum is changed

= _k,sn(myL)Im(ae ).
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only by the traveling wave and is related to the particle
energy through the well-known relationship [6, 7]

P, = _Bzo = Wl’Bph- (4)

Here, By, = kih and B, = v|g/c are, respectively, the

phase velocity of the traveling wave and the initial lon-
gitudinal velocity of the electrons, both being normal-
ized by the velocity of light. The equationsfor the el ec-
tron phases relative to both waves have the form

dO; _ =8 —(1—Bu)Wi—W,

F,
19, _ =Wy oo
d¢ P,

Here, 8, =1 - B, /Bpn — wg,/w and &, = 1 — 2wyg /w
guantify the off-synchronism conditions between the
electrons and both waves, wg isthe initial cyclotron

frequency of the electrons, and the quantity
F = )(1Re(a1ei 61)
+x,9n(YL)Re(ae ™) + eB,/mey,wp,

on the left sides of Egs. (5) isresponsible for so-called
“force” electron bunching. Also, X, = (1/B,— 1/B)/2p,,
X, =1/2f3,, and 3, isthetotal longitudinal magnetic field
of the two waves. Theinitia conditionsfor Egs. (5) are

0,(0) = wty—9y, 0,(0) = wty—2¢,, (6)

where the initial cyclotron phases ¢, of the electrons
are distributed uniformly in the interval 0 < ¢, < A,
(Ad, = 0 for aperfect equiphase beam and A, = 2rtfor
a mixed-phase beam).

The slow-varying amplitude of the gyrotron wave
interacting with the electron beam is described by the
equation

L
da2 a, _ .G2 . ~ -0,
= +2QZ =i E‘([sm(rrZ/L)Ej(ze

O, 0,0, (7)

where T = wt, Q, isthe Q factor of the wave, and angle
brackets mean averaging over the initial parameters t,
and ¢,.

For the traveling wave, reflection from the cavity

ends is absent and its excitation is described by the
steady-state equation

da . -io,
d_Zl = IG"l |3(16 DO! do (8)
with the zero amplitude at the entrance to the cavity:
a((=0) = 0. )
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In Egs. (7) and (8), N1
D) 0.6+
G = ABull=B) o _ 8
! INsYo 7 2T TNy, 051
are the wave excitation factors, | is the beam current, 04}

| =mc?/e, and N , are the wave norms. 03

The partia efficiencies of interaction of the electron
beam with the traveling and the quasi-cutoff waves are 0.2
defined by the expressions ol

Ny o(T) = =Wy (1), 4, 0 .
b 1-ys 12.0 125 B.KOe

In calculations, we considered a CARM gyrotron . . _
with a perfectly phased paraxial electron beam. The fﬁg’d;E;f'f'fﬂ%_g;f?_e)%’%ﬁ“”an%y{f)”gggem magnetic
device operated at the TE;; and TE,; modes of the
cylindrical gyrotron cavity (Fig. 3). According to the
calculations, at sufficiently high initial transverse elec- M

tron velocities, B = v /c = 0.60-0.65, the electron- 0.5

to-traveling wave energy transfer efficiency of the

device may be as high as 40-60% in a wide range of 0.44
parameters (beam current, initial energy and pitch fac-

tor of the electrons, and Q factor of the gyrotron wave). 0.3

Figure 5 shows the efficiency of an oscillator with a

particle energy of 500 keV, acurrent of 50A, and a cav- 0.2
ity Q factor of 3000 (which isequal to itsohmic Q) ver-

sus magnetic induction with the transverse particle 0.1F
velocity taken as a parameter. The €lectron-to-gyrotron )

wave energy transfer efficiency is less than 1%. When

the cavity Q factor decreases, the €l ectron energy trans- 0
ferred to the gyrotron wave grows but remains much

smaller than the energy gained by the traveling wave.

~ Thespread intheinitial cyclotron phases of the par- Fig. 6. Efficiency of the CARM gyrotron versus spread in
ticles decreases the efficiency of the CARM gyrotron theinitial cyclotron phases of beam particles.

(Fig. 6). Nevertheless, if the particle phases are mixed

only dlightly (Ad, < 172), the device isweakly sensitive

to the initial phase spread. A further increase in the Wy
beam width decreases the energy given up by the elec- AN
trons to the traveling wave and increases the energy N
given up to the gyrotron wave. Q&\

The efficiency of a CRM using standing and travel- \‘\

ing waves may thus be significantly higher than that of oL ¢

a conventional cyclotron autoresonance maser operat- \“‘\ ’“‘%,
ing as an oscillator. One reason is that a CARM o
gyrotron has a better longitudinal structure of the RF N
field of thetraveling wave. It issimilar to thefield struc- b s
ture in a CRM-based traveling wave amplifier (gyro- _0.1L AN

TWT). Another reason for the high efficiency of a Mo
CARM gyrotron is its capability of maintaining syn- o’
chronism between the electrons and the traveling wave \
for along time due to the interaction with the standing N
wave. Consider the variation of the electron phase rela- —02 L L L L
tive to the traveling wave under the simplifying -06 -04 02 0 02 w
assumption that inertial bunching prevails:

1P

-0.010

0.005

dO; —90,—Vv,W; —V,W, Fig. 7. Distribution of the particles over changes in their
d = . (10 energy that are caused by the traveling and the quasi-cutoff
4 P, waves at the exit from the interaction space.
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Fig. 8. Current, voltage, and output power pulses of the
CARM gyrotron.

In this case, the term F, responsible for force bunch-
ing in the first equation in (5), can be neglected. Here,
vi=1- B;i and v, = 1 are the coefficients of inertial
bunching, which take into account the energy exchange
between the electrons and the autoresonance and
gyrotron waves, respectively. Since the phase velocity
Bpn Of the autoresonance wave is closeto the velocity of
light, v, < v,. Thus, having gained a small amount of
energy Aw, from the gyrotron wave, the electron may
radiate a significantly greater amount of energy Aw,; =
-AwW,V,/v, into the traveling wave, remaining in syn-
chronism with it. This effect is illustrated in Fig. 7,
which shows the distribution of the electrons over
changesin their energies w; and w;, at the exit from the
interaction space. It can be seen that the mgjority of the
particles are near the dashed line v,w; + v,w, = const.

EXPERIMENTAL STUDY OF A CRM
OSCILLATOR WITH SIMULTANEOUSLY
EXCITED AUTORESONANCE AND GYROTRON
WAVES

Experiments with the CARM gyrotron were con-
ducted in a Sinus-6 accelerator equipped with a diode-
type explosive emission gun. The accelerator generated
an =20-ns electron beam with a current of 3-8 kA and
a particle energy of 300600 keV. The experimental
setup was similar to that used in the above experiment
with the high-electron-efficiency CARM [15]. How-
ever, the parameters of the electron beam and of the
electromagnetic system in these two experiments
somewhat differed. Asin [14], reasonable current and
particle velocity spread were provided by cutting the
most rectilinear portion of the beam created by the
diode gun (Fig. 1) with the 1.5-mm-diam. aperture in
the anode. After passing through the aperture, the recti-
linear electron beam was set swinging in the transverse
magnetic field of the kicker. The swung beam entered
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the cavity—a circular waveguide with evanescent tap-
ing at its cathodic end. At the collector end, the
waveguide either expanded or tapered so that the quasi-
cutoff TE,; wave alone was confined.

The first set of new experiments used a 460-keV
60-A electron beam. The cavity diameter and length
were 7.7 and 60 mm, respectively (the cutoff frequency
for the TE,; wave was 37.8 GHz). At the collector end,
the cavity was bounded by acircular waveguide 7.1 mm
in diameter (its cutoff frequency for the TE,; wave was
41 GHz). The reflection of the traveling TE,;; wave at
the exit from the cavity was negligible; at the same
time, the Q factor of the TE,; gyrotron wave was very
high. Maser radiation at 40 + 1 GHz with the transverse
structure similar to that of the TE;; wave was obtained
in the experiment. A maximal power of 6 MW and an
efficiency of 22% (Fig. 8) were obtained at alongitudi-
nal magneticfield of 11.0to 11.3 kOe and at apitch fac-
tor B/B; of about 1. The difference between the masing
frequency and the cutoff frequency of the TE,; wavein
the cavity can be associated with the excitation of the
gyrotron TE,, wave with a high longitudinal index.

The second set of experiments used a400-keV 50-A
electron beam. To be sure that the simultaneous excita-
tion of the autoresonance and gyrotron waves takes
place, i.e., that the TE,; wave is present, we compared
masing with open and closed resonators of the same
diameter (8.1 mm; the cutoff frequency of the TE,,;
wavewas 36.0 GHz) and length (90 mm). The openres-
onator expanded at the exit; the closed one tapered so
that the first longitudinal TE,; mode alone was con-
fined. The length of electron—wave interaction could be
varied by moving the magnetic screen (a thick copper
ring shielding the pulsed field of the solenoid), which
directed the electron beam onto the waveguide wall.

The device mased at 36.0 £ 0.5 GHz with either res-
onator. The CARM gyrotron with the closed resonator
and the 5.5-cm-long interaction length featured a
3.5-MW output power, which corresponded to a 17%
efficiency. The transverse structure of the output radia-
tion was similar to that of the TE,; wave. The CARM
gyrotron with the open resonator was studied for inter-
action lengths of 9, 7, and 5.5 cm. In compliance with
the masing mechanism elaborated in this work, the
major portion of the power was emitted from the open
cavity by the TE;; wave but the TE,; wave was aso
observed at the same frequency under certain condi-
tions. The highest power radiated through the TE;;
wave was 4 MW, which corresponded to a 20% effi-
ciency, was achieved at the smallest interaction length
(5.5 cm). A further decrease in the interaction length
wasimpossiblein the design under study. For electron—
RF field interaction lengths of 7 and 9 cm, the output
power was 3.1 and 1.3 MW, respectively. When the
magnetic field was varied to optimize the pitch factor
(Fig. 9), the maximum masing power was observed at
11.2 kOe, which corresponded to the optimal off-syn-
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Fig. 9. Output power of the CARM gyrotron versus mag-
netic field for the 5.5-cm interaction length.
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Fig. 10. Output power of the CARM gyrotron versus trans-
verse electron velocity at an interaction length of 5.5 cmand
amagnetic field of 11.2 kOe.

chronism conditions between the electrons and the trav-
eling wave. At atransverse electron velocity of 0.65 c,
which corresponded to the maximal efficiency
(Fig. 10), the pattern of the output radiation was in
good agreement with that of the TE,; wave. As the
transverse particle velocity increased with the masing
frequency remaining unchanged, the portion of the
power that was extracted with the TE,; mode grew. At
atransverse velocity of 0.75 c, the radiation pattern cor-
responded to the TE,; wave with a minor portion of the
TE,; wave because the latter fell out of resonance with
the electron beam.

Animportant evidencein favor of the mechanism of
wave cogeneration considered is the experimental
result obtained when the cyclotron gyration phases of
the electron beam were mixed at the entrance to the
cavity. The phase spread was achieved by increasing
the kicker—cavity distance to 7 cm. After traveling this
distance, the electrons acquired a velocity spread and
thus became uniformly mixed over cyclotron gyration
phases. Asaresult, the beam entering the cavity was not
equiphase. In this case, no generation of the TE;, wave
was observed.

CONCLUSION

The simultaneous interaction of a thin equiphase
electron beam with the traveling (autoresonance) wave
TECHNICAL PHYSICS Vol. 46
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at the fundamental cyclotron resonance frequency and
with the standing (gyrotron) wave at the same fre-
guency but at the second harmonic allows the imple-
mentation of anew high-efficiency CARM gyrotron. Its
efficiency (up to 60% theoreticaly and 20-25%
obtained in the early experiments) is much higher than
that of asingle-mode CARM. In the new oscillator, the
gyrotron wave provides feedback and forms electron
bunches; the resulting signal is efficiently converted
into the autoresonance wave, amplified, and extracted
from the interaction space in a convenient form. This
configuration may employ very simple gyrotron-type
cavities instead of complicated Bragg cavities.

The idea reported in this work has recently been
extended further [21, 22]: an oscillator based on a com-
bination of a gyro-BWT and a gyro-TWT has been
implemented. It uses a counterpropagating wave
instead of the gyrotron wave and can betuned in awide
frequency band. Its efficiency exceeds that of a usual
gyro-BWT.

It should be noted that wave coupling by an electron
beam islikely to be used not only in CRMs, but also in
free-electron lasers [23]. The latter use forced, rather
than free, oscillations of electrons in a spatialy peri-
odic magnetic field; therefore, the electron beam is
always equiphase.
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Abstract—It is shown that the application of a resonator composed of one-dimensional and two-dimensional
coaxial Bragg mirrors provides a spatially coherent radiation from a hollow electron beam with a transverse
size several orders of magnitude larger than the wavelength. The two-dimensional Bragg mirror placed at the
cathodic end of the resonator synchronizes the radiation across the hollow electron beam. The standard one-
dimensional Bragg mirror placed at the collector end closes the feedback loop and reduces ohmic losses to as
low as 5-10% of the lasing power. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It has been proposed [1, 2] to use two-dimensional
(2D) distributed feedback (DF) to obtain a spatially
coherent radiation from high-power ribbon-shaped
[3,4] or hollow [5] €electron beams. This feedback
mechanism can be implemented with so-called 2D pla-
nar or coaxial Bragg resonators. In essence, these reso-
nators are waveguides of the respective geometry with
adoubly periodic corrugation on their inner surfaces. It
has been shown [6, 7] that a free-electron laser (FEL)
with the 2D Bragg resonators may operate under
steady-state single-frequency lasing conditions at an
amost arbitrary width of the electron beam. To date,
the efficiency of the new feedback approach has been
experimentally demonstrated in a planar 4-mm-range
free-electron maser [8, 9] based on the ELMI accelera-
tor (Institute of Nuclear Physics, Siberian Division,
Russian Academy of Sciences). A coaxial version of the
FEL with 2D DF based on the high-current accelerator
(Strathclyde University, Glasgow, United Kingdom) is
now under development [10].

It should be noted that the implementation of this
feedback poses difficulties associated primarily with a
number of design constraints. For example, for planar
FELSs, the best situation is when the system is open in
the transverse direction, so that transverse (relative to
the trand ational motion of the electron beam) electro-
magnetic energy fluxes are extracted. However, for
early pilot 2D DF FELSs, such a configuration seemsto
be too complex; simpler systems closed in the trans-
verse direction and providing unidirectional radiation
extraction are needed. For coaxia FELSs, problems
associated with unidirectional energy extraction do not
arise. Here, a mgjor part of the energy radiated by the
electrons is extracted in the direction of the transa-

tional motion of the electron beam. Nevertheless, if the
2D Bragg structure occupies the whole interaction
space, ohmic losses associated with azimuthal energy
fluxes appear to be high. A possible design of the two-
mirror arrangement is that where two doubly periodic
Bragg structures (mirrors) are separated by a regular
waveguide. In this configuration, however, the azi-
muthal energy fluxes proveto be sufficiently highin the
mirror located near the collector end of the system. This
may ultimately cause rf breakdown.

Therefore, the FEL design with a resonator com-
posed of 2D and 1D Bragg mirrors (Fig. 1) seemsto be
optimal. A 2D Bragg mirror at the cathode synchro-
nizes the radiation across the hollow electron beam.
Then, a conventional 1D Bragg mirror at the opposite
(collector) side that partly reflects the output radiation
and closes the feedback loop will suffice. With the
parameters chosen optimally, the reflection from the
exit mirror is not too high, the radiation is amplified
mostly after the entrance mirror, and the amplitude of
the azimuthal energy flux in the first 2D mirror proves
to be relatively small. Hence, the ohmic losses due to
these waves also become small and their effect on the

h lo h
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Fig. 1. FEL with aresonator composed of (1) 1D and (2) 2D
Bragg mirrors. (3) Hollow relativistic electron beam.
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energy balance is insignificant. The optimum choice
also removes the above breakdown problem.

In this work, the FEL design with the composite
coaxial two-mirror resonator (Fig. 1) isanalyzed.

THE MODEL AND BASIC EQUATIONS

Consider a quasi-planar model of the coaxial FEL.
We assume that the radii of the inner and the outer cyl-
inders of the coaxial waveguide are much larger than
the wavel ength and the distance between the cylinders.
Then, the azimuthal dependence of the field can be
described in terms of the Cartesian variable x = R¢.

Let ashallow 2D corrugation
r = r,cos(h,z)cos(hzx), (1)

where 2r, is the corrugation depth, be applied on the
entrance mirror. This corrugation couples four partia
waves and provides their mutual scattering. Two of
these waves («,) copropagate and counterpropagate
with the beam (in the £z directions), while the other two
(%B.) propagate in the transverse (azimuthal) directions
(xx directions):

E = ERe([&Le_ihZ+ Sﬁ_eihz_’_ %+e—ihx%_eihx] ei(?)t).(z)

L et the propagation constants h of the partial waves
meet the Bragg resonance condition

h=h. 3)

In formulas (2) and (3), h, = ./21d,; d, is the cor-
rugation period; s.(X, z t) and B.(x, z t) are Sowly

varying functions; and @ = h, cisthe Bragg frequency,
which is taken as the carrier. The function Eq(r)
describes the transverse (radial) wave structure and
coincides with a mode of the regular waveguide. The
mutual scattering of these waves by Bragg structure (1)
with alowance for the electron-beam excited synchro-
nous wave 54, can be described by the system of equa-
tions[6, 7]

0 10 .
b * Ba giA + OA +ia,(B, +B) = J,

0 B 20A +0A +ioy(B.+B) = 0, (4

%‘%( + BQ%EBt + 0B, +i0,(A,+A) = 0.
Informulas (4), we usethe normalized variables Z =
zCw/c, X = xCw/c, 1 = tCw, and (A,, B,) = (.,
RB.)eKp/ymcw C2 Here, K = B/2B, is the electron-
wave coupling parameter, 4 = y2 is the parameter of

inertial bunching [11], yistherelativistic mass factor of
the electrons, B, is the trandlational particle velocity,

GINZBURG et al.

and [ is the wave group velocity. The amplification
parameter (Pierce parameter) C isgiven by

1
_ elo MK
Chc®8myreH

where |, is the beam current per unit length, r, is the
spacing between the cylinders, a, is the coefficient of
wave coupling by the Bragg structure (it is proportional
to the corrugation depth [6, 7]), and o describes ohmic
loss.

It is significant that the presence of losses for the
confined waves 9B, isimperative for steady-state oscil-
lations to set up. If ohmic losses are absent, |osses may
be caused by the diffraction spread of the wave beams
9B, in the z direction. Equations (4) ignore diffraction
effects because they assume that the transverse dimen-
sion L, of the wave beams %3, far exceeds the wave-
length, so that the geometrical optics approximation is
valid.

In the exit 1D Bragg mirror, like in the regular part
of the resonator, only two partial waves that propagate
inand in opposition to the direction of the beam’strans-
lational velocity are present:

C

E = ERe([A.e" "+ €™ ™). (5)
These waves are scattered by the 1D Bragg structure
r = rycos(hi2) (6)
subject to the condition
h=hy/2, (7

where h; = 217d; and 2r; and d, are the depth and the
period of the 1D corrugation, respectively. The scatter-
ing is described by the equations

0 a0 ; -
0 >+ Byr a_DDA++0A++ oAl = J, ©
0 a0 :
D_Z_Bgr(ﬂ%A_+crA_+|0(1A+ =0,

where a is the coefficient of wave coupling by the 1D
Bragg structure [12].

In the regular part of the resonator, the amplification
of the wave s, is described by an equation similar to
(8) with the zero coupling coefficient.

The boundary conditions for Egs. (4) and (8) under
which the external electromagnetic energy flux into the
resonator is zero have the form

A(X,Z2=0) =0, A(X,Z2=L, =0, (99)
wherel, =1, + I, + |, is the full length of the resonator
(Fig. 1).

Next, the amplitudes of the partial waves «, should
be continuous at the boundaries between different sec-
TECHNICAL PHYSICS Vol. 46
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tions. In the transverse direction, we have the cyclic
boundary conditions for the partial waves:

B.(X+L,, Z) = B,(X 2),

A(X+ L, Z) = A(X 2),
wherel, = 2rRisthe perimeter of the systemand L, ,=
l, .Cwlc.

In view of (9b), we can expand the fields into the
Fourier series:

(9b)

AX2Z) = 5 Al2)e™,

m= —o0

B.(X.2) = BI(Z)e™,
where s = 217L,. Each of the harmonics can be treated

as the mth azimuthal mode. The averaged motion of the
particles in the field of the synchronous wave ., is

described by the equation [11]
5,20 Ofq = Re(A,e®) (10)
with the boundary conditions
G)|Z:0 = 0,00, 2m),
(11)

a0
*Pij De|z o = A4,

where © = Wt — hz— h,zis the electron phase relative
to the synchronous wave, A = (@ —hv—h,v))/@Cis
the initial detuning of undulatory synchronism at the
carrier frequency, h,, = 21vd,,, and d,, is the undulator
period. From Eq. (10), we obtain the el ectron current

21

111 [e e"°do,,

0

J =

which excites the synchronous wave and enters the
right-hand sides of Egs. (4) and (8). In terms of the new
variables, the electron efficiency is given by

_ C q
H(1-vo)
where
xz"@e 190
190
= 5 ”Ebz 5 ‘ do,dX. (12)

z

In Egs. (4), (8), and (10), it is assumed that the 2D
[Eq. (3)] and 1D [Eg. (7)] Bragg resonance conditions
are satisfied simultaneously. Clearly, thisis possible if
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h, = h;/2, which is valid when the corrugation periods
arerelated asd, = ./2d,.

NUMERICAL RESULTS

Figures 2 and 3 show results of simulation for the
system of Egs. (4), (8), and (10). The parameters were
closeto those used in experiments with the 8-mm-range
FEL that are being carried out on the high-current
accelerator at the Strathclyde University [10]. The
entrance (2D) and exit (1D) Bragg mirrors were,
respectively, 23 and 13 cm long; the regular part of the
resonator was 38 cm long; the average diameter was
2R =7 cm; and the spacing between the cylinders was
ro =1 cm. The corrugation amplitude was 0.3 mmin the
entrance resonator and 0.1 mm in the exit one. The
beam current per unit length was 50-100 A/cm, the par-
ticle energy was 0.5 MeV, the undulator period was
4 cm, and the oscillatory velocity of the particlesin the
undulator field was 5 = 0.2-0.3. Under these condi-
tions, the Pierce parameter was C = 7 x 1073; the dimen-
sionlesslengths of different sectionswerelL,=1.4,L,=
2.4, and L, = 0.8; and the perimeter of the system L, =
1.4. Theloss parameter was set equal to o =0.02, which
corresponded to a duralumin resonator. In the simula-

w >

1
750

1
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1
0 250

0 |
-20 -15 -1.0

Fig. 2. Simulated self-excitation in the coaxial FEL with a
composite Bragg resonator at L, = 1.4, Ly = 2.4, L, = 0.8,
Ly=14,0,=0.5,a, =03, and o = 0.02. (8) Normalized
electron efficiency versus time at the optimal detuning
parameter A = —1.0 and (b) steady-state maximal efficiency
and relative ohmic losses versus A.
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Fig. 3. Stea‘%-sxate %atial distribution of the partial wave
amplitudes &L, and U3, for the same FEL parameters asin
Fig. 2a

tions, the trandational velocity of the particles was
assumed to equal the group velocity of the copropagat-
ing synchronous wave.

Figure 2a plots the normalized electron efficiency
versus time. It shows that steady-state lasing can be
obtained in this FEL configuration. The maximal effi-
ciency is attained at negative off-synchronism parame-
ters A near the self-excitation band edge (Fig. 2b). Asa
result, at the above parameters, the FEL efficiency was
15-20% and the output power was 100200 MW.

Figures 3a—3c illustrate the spatial distributions of
the partial wave amplitudes in the steady-state lasing
mode. It isimportant that the amplitude of the synchro-
nous wave A, is constant throughout the transverse
coordinate, which indicates that only the axisymmetric

GINZBURG et al.

wave (m = 0) isexcited. In this case, all portions of the
electron beam give up the same amount of energy,
thereby providing the sufficiently high average effi-
ciency. The amplitudes 9B, of the transverse waves
propagating in the entrance mirror were found to be not
too high in this case. On the one hand, this eliminates
the rf breakdown problems. On the other hand, the
ohmic losses due to the finite conductivity of the reso-
nator walls prove to be sufficiently small. These losses
can be defined as the difference between the beam
power entering the resonator and the power radiated
from the resonator:

I:)ohm(o/o) =1

L

I(|A+(X, Z=L,) +|A(X, Z =0)*)dX

an

According to our simulations, the ohmic losses at
the above parameters is no more than 5-6% for any A
(Fig. 2b). It isyet significant that the steady-statelasing
mode cannot set up in this FEL design if the ohmic (or
any other, for example, diffraction) losses for the con-
fined waves 9B, are completely absent (see [7] for
details).

It should be emphasized that the transient behavior
remained identical to that shownin Fig. 2 whentheres-
onator diameter wasincreased to 50—70 cm and the nor-
malized perimeter, accordingly, to L, = 10-15. The
maximum perimeter at which steady-state lasing was
observed, was limited only by the RAM capacity.
Importantly, the steady-state |asing mode was indepen-
dent of the initial longitudinal and azimuthal field dis-
tributions.

Thus, using a resonator composed of 1D and 2D
coaxial Bragg mirrors provides a spatialy coherent
radiation from ahollow electron beam whose crosssize
is severa orders of magnitude larger than the wave-
length. The steady-state spatial distribution of the laser
radiation coincideswith that of one of the axisymmetric
modes in the coaxial waveguide.
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Abstract—An algorithm for computer simulation of images obtained by magnetic force microscopy (MFM) is
suggested. It is based on the Brown formalism and takes into account the shapes and the magnetic properties of
the MFM tip and sample studied. The robustness and efficiency of the algorithm are tested by simulating the
MFM image of a point magnetic dipole for the case where the tip is approximated by a nonmagnetic truncated
cone covered by athin uniformly magnetized layer. From the computer simulation of the MFM images of the
dipole, the optimum parameters of the MFM probe are obtained. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The last decades have marked an extensive search for
novel mediafor datarecording and storage. In spite of the
great advances in optical recording techniques, micron
and submicron magnetic structures continueto attract con-
Sderableinterest because they hold much promisefor cre-
ating quantum magnetic disks and other media for ultra-
high-density magnetic datarecording [1, 2].

The properties of such objects, which are prepared
on or near the surface of solids, are being studied by
scanning probe microscopy to an increasing extent
[3, 4]. The basic sensitive element of these microscopes
is a flexible cantilever with a probing tip fixed at its
edge. Scanning probe microscopy images result from
the interaction of the tip with the surface structures. In
the atomic force mode, when the tip touches the sur-
face, the surface image (topography) representsthe tip—
surface relief convolution. This substantialy distorts
the resulting pattern. The distortions are due to the fact
that, when scanning, the tip touches the surface by its
different parts. To avoid this problem, researchers per-
form computer analysis of the experimental images by
using special deconvolution algorithms, which enable
the noticeable suppression of the distortions [5, 6].

The use of magnetic probes (magnetic force micros-
copy, MFM) makes it possible to study the magnetic
properties of the surface structures with a submicron
resolution [4, 7]. If the two-pass technique is combined
with the lifting mode of MFM operation, one can
simultaneously obtain both the surface topography and
the magnetic image of the same areaon the sample. The
essence of the lifting mode is that the tip traverses this
areatwice. In the first pass, it touches the surface and
its path is memorized. Then, the tip is raised through a

given height and moves aong the path memorized,
sensing only magnetic effects. The resulting magnetic
contrast either maps the forces of magnetic interaction
between the surface structures and the tip (dc mode of
microscope operation, cantilever does not vibrate) or
displays the gradient of probe-surface magnetic inter-
action forces (ac mode, cantilever vibrates at its natural
frequency) [4].

Magnetic interactions are long-range; therefore, in
the case of MFM, the effect of the tip on imaging
becomes still more significant and should be taken into
account by means of special analytic approaches. The
probe may affect the image through the shape of thetip
or its magnetic part [8]. The magnetic properties of the
probe, for example, the magnetization distribution over
the volume of its magnetic part, may also be a factor
[9, 10]. The geometry of thetip can be reconstructed by
specia deconvolution agorithms if the profile of the
surface studied is known or test samples with known
geometric parameters are used [5, 6]. To find the mag-
netization distribution over the magnetic part of thetip
is a more intricate challenge. In the mgjority of cases,
however, thetip isassumed to be uniformly magnetized
with its total magnetic moment aligned with the probe
axis.

Anaysis of experimental MFM data implies the
computer-aided simulation of MFM images. I ts essence
is the evaluation of the interaction between the tip and
the magnetic field produced by surface structures of the
sample. Deconvolution algorithms for experimental
MFM images can be found in the literature (for exam-
ple, the use of Fourier analysisfor extracting the “true”
magnetic image that bears information only on the
poles and domain walls of the sample [11]). However,
most researchers apply direct simulation algorithms to

1063-7842/01/4608-1014%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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MFM images based on tentative model s of the geomet-
ric and magnetic characteristics of the tip and surface
areaunder study. Historically, at the stage MFM matur-
ing, its objects were largely thin magnetic films used as
magnetic recording media. Once digital information of
onetype (1 or 0) has been written on such a carrier, its
magnetic structure becomes periodic. The magnetic
field above this sample can analytically be estimated by
integrating over itsvolume[12-15] or by applying Fou-
rier analysis[16]. An analytical approach is also possi-
blein some special cases, for example, in the case of an
individual domainwall [17, 18]. Thetip can roughly be
approximated by a point-contact magnetic dipole; then,
its magnetic interaction with the sample surface can be
evaluated by using the formula for point dipole-mag-
netic field interaction [12, 13, 16, 17, 19] or the Green
function formalism [20]. However, the “actua” size of
thetip involved in the magnetic interaction with the sur-
face is rather large. Therefore, if the magnetic part of
the tip were approximated by a figure whose shape is
closer to the real size of the tip [14, 15, 18, 21, 22],
computer simulation would provide results more ade-
guate to experiment. In this case, the evaluation of tip—
sample magnetic interaction can be made by integrating
over the magnetic volume of the probe. However, ana-
lytic integration applies only to alimited number of the
tip geometries. To simplify the associated computa-
tions, integration is replaced by summation over small
subvolumes into which the initial magnetic volume of
the probe is divided; in other words, we pass to the
Brown formalism [22, 23]. Of particular interest hereis
that such an approach to simulating MFM images may
take into consideration dynamic magnetic processes
arising when the magnetization of thetip or of the sam-
ple changes because of their interaction [24]. However,
it requires ahigh computer power and has not yet found
wide recognition in simulating MFM images.

In this work, we pioneer in-depth analysis of the
potentialities and restrictions of the Brown formalism
as applied to computer simulation of MFM images.
With the algorithm elaborated and numerical experi-
ments, we also try to optimize the MFM tip parameters
in order to provide the tradeoff between the spatial res-
olution and the sensitivity of a magnetic force micro-
scope.

COMPUTATIONAL ALGORITHM
FOR TIP-SURFACE INTERACTION IN MFM

In the absence of induced currents, the force gradi-
ent of tip—surface magnetic interaction at a given posi-
tionr of the probein acoordinate system related to the
sampleis given by

S = 5 [ [MIDH +r)dv, (@

tip volume

TECHNICAL PHYSICS Vol. 46 No.8 2001

1015

where M (r,) is the magnetization per unit volume of a
magnetic tip material at apoint r,, H,(r +r,) isthefield
induced at this point, [ isthe del operator, and M (r )
isthe scalar product.

The magnetic volumes of the tip and the sample are
divided into small subvolumes according to the Brown
formalism. Their size should exceed the range within
which the effect of microscopic (atomic) processes is
significant and, at the same time, be sufficiently small,
i.e., such that the macroscopic behavior of a solid is
adequately described at a local level. For the sake of
simplicity, we assume that all the subvolumes have an
egual size and, hence, volume. Each of the partition ele-
ments has a cubic shape and is approximated by a
point-contact magnetic dipole with the magnetic
moment

mtI =M tVII1 (2

where Vti isthe volume of a partition element.

To simplify theanalysis, we do not take into account
the variation of the magnetizations of the tip and the
sample when the probe moves over the surface. In other
words, we assume that both the tip and the sample are
absolutely magnetically hard (a static model of magne-
tization). In addition, it is suggested that only dipole-
dipole interaction between the tip and the sample takes

place; that is, the jth sample dipole located at a point ri
produces the magnetic field

He (r+ri=rs)
_3(+z-A)(midr+r-r))  m, 3

|r +rti—r;|5

— -
|r +1, —rS|
a the point where the ith dipole of the tip is located.

Here, mi is the magnetic moment of the jth sampling
element.

Thus, integration in formula (1) can be replaced by
summation, which simplifies the computation and
makesit independent of the shape and magneti zation of
the tip and the sample:

50‘25(” = z %mt'D)éa—zH'z'(r +1, —ré)H )
j—tsartrggle

We consider the three-dimensional case. The tip is
approximated by a nonmagnetic truncated cone cov-
ered by amagnetic layer (Fig. 1a). Such an approxima-
tion is adequate to the shape of tips used in MFM
[25, 26]. To simulate scanning, the virtual tip is sequen-
tidly placed in different sites over the virtual surface.
Thetip travel s according to the lifting mode with regard
for the convolution effect. That is, in scanning the sur-
face during the first pass, the geometry of the tip is
included, which affectsitstrajectory in the second pass.
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Fig. 1. Approximation of the MFM tip by a nonmagnetic
truncated cone covered by athin magnetic layer. (a) Princi-
pal normal section of the three-dimensional model trun-
cated cone with the angle ay;, and length Ly;,; the radius of
the truncated part is ry;, and the thickness of the magnetic
layer isdgp,. (b) Partition of the magnetic part of thetip into
small subvolumes with the linear dimension Ay, that are
approximated by point magnetic dipoles.

EFFECTIVE PARAMETERS OF MFM PROBE
PARTITION

The integration-to-summation transition causes par-
tition errorsin the cal cul ation of tip—sampleinteraction.
They depend largely on the size Ay, of an element of
volume partition (Fig. 1b): the smaller the size, the
smaller the error. However, as the size of the element
decreases, the number of the elements grows. This
makes the computations much more cumbersome and
imposes increased requirements to the computer per-
formance, in particular, to the RAM capacity.

We studied the dependences of the model image
parameters on Ay,. The object to beimaged wasasingle
point-contact dipole at the center of the scan area. The
dipole was directed parallel to the sample surface and
had amagnetic moment of =2.14 x 103G (in this case,
the dipole approximates an iron cube of side 50 nm).
Thetip was assumed to be uniformly magnetized along
its axis of symmetry. A typical model MFM image of
the dipole for the given parameters is depicted in
Fig. 2a. The parametersto be studied arethe MFM con-
trast, which characterizes the sensitivity of the micro-
scope, and the resolution (resolving power). The reso-
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Fig. 2. Computer-aided simulation of the MFM image of a
point magnetic dipole for the tip approximated by a non-
magnetic truncated cone covered by a magnetic layer. The
tip is uniformly magnetized along the axis normal to the
sample surface, and the magnetic moment of the dipole is
paralel to the sample surface. (a) Typical image of the
dipole and (b) algorithm for the determination of the MFM
contrast and resolution along the magnetic moment of the
dipole from the image profile simulated.

lution is defined asthe distance between those positions
of the tip (those points on the image profile) where the
magnetic interaction force gradient along the magnetic
moment of the dipole is minimal and maximal. The
MFM contrast equals the difference between these two
values of the gradient (Fig. 2b).

When simulating the image of the dipole, one can
construct a contrast vs. Ay, curve by varying Ay, all
other tip parameters being fixed. Since this curve is
found for the partitioned magnetic layer of the tip, the
MFM contrast for two close values of Az, may differ
greatly. This difference will decrease with decreasing

Ay until Ay, is less than some Aﬁfg below which the
contrast remains nearly unchanged. Thisisevidencefor
the numerical robustness of the algorithm. Figure 3
shows contrast vs. Ay, curves for different values of the
magnetic layer thickness dy, and the model cone angle
Q- Thevalue of thetip elevation above the surface and
the magnetization per unit volume of the magnetic
material of the tip are kept constant: D, = 100 nm and
My, = 1710 G/cm® (for iron), respectively. Itis seen that

Aeff

ip found by the above technique is amost indepen-
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Fig. 3. Computer analysis of theMFM contract in theimage
of thedipolevs. A, for various values of the model param-

eters. Ltip = 500 nm. dtip = (a) 20, (b) 40, and (c) 60 nm;
Oip = (W) 20°, (@) 40°, and (a) 60°.

dent of ay, but strongly depends on d;,. The values of
Mgy obtained for different dy, arelisted in the table.

As was noted above, magnetic interaction is long-
range; therefore, a major part of the tip is responsible
for imaging by MFM. Yet, the interaction decreases
with increasing distance, and one can take into consid-
eration only the edge (effective) portion of the tip of

length Lﬁg, ignoring the effect of its remaining part.
This greatly simplifies the computation. Contrast vs.
Ly, curves obtained for D, = const = 100 nm and My, =

1710 G/cm?® indicate that the contrast sharply grows
with Ls, when Ly, is small and remains practically
unchanged for Lg, = Lﬁfpf (Fig. 4). The computer smu-

lation at different dy, and a;, showsthat L, isamost
independent of d;, and varies with ay, only slightly:

from Lfffpf 1200 nm for a, = 20° to Lt?fpf (0150 nm for

Qg = 60°.
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Fig. 4. Computer analysisof the MFM contract in theimage
of the dipole vs. length of the nonmagnetic part of the trun-
cated conethat istaken into consideration. D, = 100 nm. dgjp,

and a;, are the same asin Fig. 3.

OPTIMAL PARAMETERS OF MFM PROBE

The performance of the probeto agreat extent deter-
mines the MFM image quality and, hence, the potenti-
alitiesof MFM. Of concern to usisthe question: Which
must be probe parameters for a tradeoff between the
contract and the resolution to be achieved (in other

Effective linear size Aﬁfg of a subvolume of the magnetic

layer for its various thicknesses

diip, NM Aﬁfg , m
20 56
30 67
40 89
50 11-12
60 17-18
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words, for both the contrast and the resolution to be at
areasonable level)?

To answer the question, we tried to find the optimal
geometry of a nonmagnetic tip covered by athin mag-
netic film. It was assumed that the magnetic structure of
the tip is homogeneous and geometry-independent. As
before, the tip was approximated by a nonmagnetic
truncated cone with a magnetic layer (Fig. 1). The
parameters under study werethose that can be varied by
the manufacturers of the cantilevers: dgy,, thickness of
the magnetic layer; oy, cone angle; and ry, radius of
the nonmagnetic substrate (truncated part) of the tip.

O Resolution
. B MFM contrast
- a I..
u gy
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T
]
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o
. T
a
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Fig. 6. Computer analysis of the MFM contract and resolu-
tionvs. radius of the truncated nonmagnetic part of the cone
for agh =40° and dgp =60 nm. Ay, =5nm, D, =100 nm,
and Ly, = 500 nm.

We simulated the MFM images of the point-contact
dipole that were obtained for various d;, and ay, (all
other parameters of the tip shape being fixed) and con-
stant tip elevation D, = 100 nm and magnetization per
unit volume of the magnetic material of the tip M, =
1710 G/cm?3 (for iron). From these images, we con-
structed contrast and resolution vs. dg, and oy, curves
(Fig. 5). From these curves, we deduce the optimal

ranges for dy, and o, namely, dgn = 60-80 nm and
agy = 30°-50°.
We also found the optimal value of the tip (nonmag-

netic substrate) radius ry, (Fig. 6) for dgn and ag . It

was found to be rgp =30 nm.

Thus, our computer simulation provesto be efficient
in studying MFM imaging. Tentative data suggest that
the computer images (obtained with the above tech-
nique) of ferromagnetic nanoparticles and micron-size
planar structures correlate well with their experimental
images provided that the shape of the magnetic probe
and its path are correctly taken into account (i.e., the
effect of tip—surface convolution is included). Associ-
ated investigations are under way and will be published
later.

CONCLUSION

We described an algorithm for computer-aided sim-
ulation of MFM images. The algorithm is based on the
No. 8
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Brown formalism and takes into account the shape and
the magnetic properties of the tip and the sample.

The efficiency of the algorithm was tested by simu-
lating the MFM image of a point magnetic dipole for
the case where the tip is approximated by a nonmag-
netic truncated cone covered by athin uniformly mag-
netized layer. Algorithm parameters that specify the
robustness of our numerical method were found.

From the computer simulation of the MFM images
of the magnetic dipole, an interrelation between the tip
geometry and the sensitivity and resolution of a mag-
netic force micrascope was derived. Optimum geomet-
ric parameters of the MFM probe were obtained.
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Abstract—The effect of low-energy ion bombardment on the growth and properties of thin films deposited by
rf plasma sputtering at low substrate temperatures is studied. The dependences of the film thickness, density,
crystal structure, and conductivity on the bias voltage applied to the substrate are obtained. At biases ranging
from 0 to —30V, nickel films are polycrystalling; at higher biases, they exhibit axial (111) texture. At the bias
—60 V, the density of the Ni filmsis close to that of the bulk metal and the crystal structure of the filmsisthe
most ordered. With afurther increase in the bias, the density of the films drops because of gas (argon and resid-
ual gases) atoms incorporated into the films. The same bias dependence of the density is observed for amor-
phous films of binary aloys of d and f metals. In this case, the films deposited at the substrate bias—40V have
the highest density. © 2001 MAIK “ Nauka/Interperiodica” .

In recent years, low-temperature growth of ordered
films stimulated by various electromagnetic [1, 2] and
corpuscular [3-13] effects has received much recogni-
tion. The stimulation of oriented growth by ion bom-
bardment seems to be particularly promising. The
action of a bombarding beam is localized in an
extremely narrow surface layer, and its energy and
angle of incidence can be varied in a wide range. Of
interest here is that, as ion bombardment parameters
change, so do the structure and properties of the films.
An example is a decrease in the temperature of Si-on-
Si epitaxial growth when the energy of bombarding
ionswasreduced [3]. In[4], theion treatment improved
the quality of ohmic contacts. | on-beam-assisted depo-
sition (ion—plasma sputtering of films in combination
with ion bombardment at an angle to the surface) has
also found wide application [5-7]. The basic advantage
of this method is the formation of biaxia texture irre-
spective of the material type and substrate properties.
Also, the substrate can be biased (deposition with bias)
[8-13]. With this method, the films grown have been
shown to be of high purity [8]. In addition, the elemen-
tal composition of the films can be controlled when
multicomponent targets are sputtered [9, 10], micros-
tresses in the films can be varied [8, 11, 12], and their
crystal structure can be modified [3, 5-13]. It has been
repeatedly noted [6, 12, 13] that the effect of ion bom-
bardment on the film properties shows up at the early
stage of growth. Thus, ion stimulation allows the con-
trol of growth conditions and obtaining of films of prac-
tical value. In this work, we report the density (deter-
mined by X-ray fluorescent analysis), crystal structure,
microstresses, and conductivity of nickel filmsand gad-

olinium—cobalt alloy as functions of the bias applied to
the substrate during their growth.

Pure nickel films were obtained by the rf
(13.56 MHz) diode sputtering of a 100-mm-diam. tar-
get in argon at a pressure of 1 Pa. The power and the
voltage of the dc bias component applied to the target
were 300 W and 1600 V, respectively. Substrates were
48 x 60-mm ST 50 1-10.6 pyroceramic plates. The tar-
get—substrate distance was 100 mm. During the pro-
cess, the substrate was cooled by water. The frequency
of the bias applied to the target and to the substrate was
the same. A series of the films where the substrate bias
was varied from 0 to —180V (dc component) were pre-
pared. The deposition time was 30 min in all experi-
ments.

The density of thick films can well be measured by
the gravimetric method. Using abalance of classll, one
can measure the density of ametal film with athickness
of about 300 nm and a surface area of 5 cm? up to
0.35 g/cm?3. For thinner films, the gravimetric method
isinapplicable. Therefore, we used X-ray fluorescence
spectroscopy, which measures the relative values of the
density.

For thin films, an X-ray fluorescence signal |; varies
as ph, where p and h are the film density and thickness,
respectively. Note that afilm is considered to be thin if
the condition pph < 0.1, where p is the absorption fac-
tor, is satisfied [14]. This condition holds, for example,
for Ni films thinner than 1000 nm. In this range of
thicknesses, the X-ray fluorescence signal from a film
is proportional to its mass and the signal intensity is
sufficient for analysis of even ultrathin (about 10 nm

1063-7842/01/4608-1020$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Density and thickness of the Ni films vs. substrate
bias (py is the density of bulk nickel).

thick) films. Therefore, this method is appropriate for
measuring the density of thin films[15]. The signal was
calibrated asfollows. A reference sample was analyzed
by X-ray fluorescence spectroscopy and weighed with
aVLR-200 analytic balance with and without a nickel
film. The thickness of the films was measured in an
STM-2000 tunnel microscope. To do this, a periodic
rectangular profile was lithographically patterned on
the films. As an etchant, we used a 2H,SO, + 5HNO; +
5CH;COOH + 3H,0 solution. The film density was
measured by the formula p; = I;my/(I,Sh), where my is
the mass of the reference film, S isits surface area, |,
istheintensity of its X-ray fluorescence signal, and |; is
the intensity of the signal from a film being analyzed.
Therelative error in p was evaluated according to [16].
The error in measuring the film thickness (6 nm) made
amajor contribution to the density error. The maximal

(111)

1021

overall relative density error was found to be 3.8% (for
the film deposited at the bias—180 V). The error can be
decreased by using smoother substrates.

Figure 1 shows the thickness and density of the
nickel filmsvs. substrate bias relative to the housing of
the reactor. The density of bulk nickel is 8.91 g/cm?
[17]. The maximal density of the film, 8.9 + 0.7 g/lcm?®
was obtained for the bias —60 V. The thickness of the
films deposited at small biases grows insignificantly
with increasing bias. Thisis possibly because the films
become more compact. With a further rise in the bias
voltage, the thickness decreases because of enhanced
re-evaporation. The density also drops in this case
because of argon and residua gas atoms incorporated
into the films.

The crystal structure of the films was analyzed with
DRON-3M X-ray diffractometer (FeK, radiation with
the wavelength 0.1938 nm). At the biases 0 and —-30V,
the Ni films grew polycrystalline, as indicated by a
series of reflections[(111), (200), and others] in the dif-
fraction patterns (Fig. 2, curve 1). At the other biases,
the films exhibit (111) texture, since there are no reflec-
tions except (111) and (222) in the diffraction patterns
(Fig. 2, curve 2).

To reveal a preferential direction in the substrate
plane, the (200) pole figure was taken [18]. The figure
has aring at the angle a = 54.7°; hence, the texture is
axia (Fig. 3). The [1110axis of the texture runs nor-
mally to the substrate surface. Figures 4 and 5 depict
the (111) reflection intensity reduced to the film thick-
ness, interplanar spacing d,,,,), size of coherently scat-
tering blocks, and microstresses against bias voltage
applied to the substrate. It is seen that the crystallinity
(reflection intensity) of the Ni films vs. substrate bias

(311)
(222)

L

F
4

oy A PO A N

! !
120 150

20, deg

Fig. 2. X-ray diffraction patterns for the Ni films. The substrate biasis (1) 0 and (2) 90 V.
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Fig. 3. (200) pole figure for the Ni film. The substrate bias
is—60V.

dependence is similar to the density—bias dependence.
There are, however, two essential points worth noting.

First, the maximum of the (111) reflection intensity,
i.e., the maximum content of the crystal phase in the
film, is observed at the bias—90 V. Then, the half-width
of the rocking curves for the (111) reflections is the
least (10°) at —90V. That is, at thisbiasvoltage, themis-
orientation of the grains relative to the texture axis is
the least, 5°. However, the crystal perfectionisthe best
for the films grown at —60 rather than —90 V, which the
least microstresses and the largest size of the blocks
indicate.

Second, the interplanar spacings d,, in the films
are always smaller than in the bulk metal (0.1017 nm),
which was analyzed under the same conditions. The
interplanar spacing d g in the film obtained at -60 V

d 22y A I 111y % hihy, imp/s
1.0164 F 500
400
1.0162
300
1.0160 200
100
porss——+—— v
0 -60 -120 —-180

Ubias7 A

Fig. 4. (m) (111) reflection intensity reduced to the film
thickness and (O0) interplanar spacing d,5,) as functions of
substrate bias.

NAUMOV et al.

equals that of the bulk sample. Since the film has the
axial (111) texture, the spacing diq Was determined
when it was tilted at an angle of 54.7°. The density of
the film estimated from d,,,) = 0.1016 nm was found to

be 8.9 + 0.1 g/lcm?, which is somewhat larger than that
measured by the above technique. This discrepancy
may be explained by grain-boundary disordering.

The resistivity is an important parameter that char-
acterizes the materia structure. The resistivity of the
films was calculated by measuring the sheet resistivity
and the thickness. The bias dependence of the resistiv-
ity of the Ni filmsis shownin Fig. 6.

The resistivity of bulk nickel was measured to be
6.14 x 10 Q cm [17]. In the range of small substrate
biases, the resistivity of the films drops with increasing
substrate bias and attains its minimum at —40 V. Com-
paring thisresult with the data of structure analysis, one
can assume that the density of defects in the intergran-
ular space is significant at small biases, although the
structure of individual grains is more perfect at larger
biases (-60...—90 V).

The bias dependences of the film properties can be
explained asfollows. In general, the film growth can be
divided into two competing processes. mass transfer
(both to and from the substrate) and atomic ordering of
agrowing film (or the formation of itscrystalline state).
Both are sensitive to changesin the physical state of the
substrate (both uncovered and covered by a growing
film). For example, if the films grow without ion stim-
ulation, a rise in the substrate temperature, as a rule,
resultsin film ordering. At the sametime, therate of re-
evaporation of the films aso increases because the
amplitude of thermal vibration grows. That is, with the
target atom flux toward the substrate remaining
unchanged, the backward atom flux builds up. In our
experiment, ion bombardment serves as an alternative
to heating. However, the effects of the two processes
markedly differ. Asthe substrate temperature increases
during heating, adatoms have moretimeto migrate over
the surface of agrowing film. The growth becomes pro-

e =NAd/dx 1073

D, nm

60

Fig. 5. (O0) Size of coherently scattering blocks and (m)
microstresses in the Ni films vs. substrate bias.
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0 =30 -60 -90 -120
Ubias’ v

Fig. 6. Resistivity of the Ni films vs. substrate bias.

gressively equilibrium and the films more and more
ordered. In most cases, the totally equilibrium epitaxia
growth takes place when the substrate temperature is
close to two-thirds of the melting point of the film
material [19]; that is, when the balance between the rate
of material delivery to the substrate, rate of re-evapora-
tion, and time of migration of adatoms is set. At low
temperatures (the substrate is cooled by force), the
growth is essentially nonequilibrium largely because of
the short time of adatom migration. However, the time
of migration can be extended by bombarding the grow-
ing film surface by low-energy ions of inert gases. In
our experiment, thisis done by applying an rf biasto the
substrate. Moreover, computer simulation shows [20]
that ion bombardment causes local stress relaxation at
the site of an ion impact and modifies the crystal struc-
ture within 1 nm or more away from the film surface
(the distance depends on the ion energy). It is also
believed [8] that ion bombardment removes primarily
foreign, rather than nickel, atoms from the surface,
since impurity atoms are weakly bonded to the surface,
thereby providing more ordered growth and increasing
the conductivity of the films. One advantage of ion-
assisted film growth is that ions effectively act only on
the near-surface region of the substrate (on the order of
severa or several tens of atomic layers depending on
the ion energy). This enables the application of highly
ordered dense films on substrates that cannot be heated
because of their degradation.

The energy of Ar ions bombarding the substrate sur-
face can be estimated by the formula E; = eV, — V|,
where e is the charge of an electron, V,, is the plasma
potential, and V, is the dc bias applied to the substrate.
The plasma potential was measured with a cylindrical
Langmuir probe and turned out to be roughly 15V inall
experiments. The density of the argon ion flux toward
the substrate was determined from the formula P,, =
WI/E,,, where Wisthe density of the power flux toward
the substrate and E,, is the ion argon energy. The den-
sity of the target-to-substrate atom flux was evaluated

TECHNICAL PHYSICS Vol. 46 No.8 2001
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Fig. 8. (a) Bright-field image of the surface morphology of
the amorphous GdCo film after amplitude filtration and
(b) electron diffraction pattern.

Fig. 9. Bright-field images of the surface morphology of the
GdCo films at the biases (8) 90 and (b) —100 V.
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Table
: - Re-evaporated
: : : lon flux density, | Atom flux density, :
Bias, V Density, g/cm? Thickness, nm 2 2 atom flux density,
1/(cm=s) l/(cm=s) 1(cm? 9)
0 8.4 254 4.17 x 10* 1.24 x 10'° 2.46 x 10%3
-30 8.7 249 1.94 x 10% 1.24 x 105 -
—60 8.9 225 2.83 x 101 1.24 x 10% 9.85 x 10'3
-90 8.6 200 3.57 x 10% 1.24 x 10'° 2.63x10%
-120 7.8 160 3.82x10% 1.24 x 105 5.26 x 10
-150 6.1 108 4,55 x 105 1.24 x 101 8.66 x 104
-180 4.6 65 4.89 x 101 1.24 x 10'° 1.07 x 10%

by the formula Py; = ph/(mat), where p and h are the
density and the thickness of the film, respectively; m,is
the atomic mass of Ni; and t isthe film deposition time.
The associated values are summarized in the table.

The atomic flux density listed in the table was deter-
mined from the maximal mass of the nickel film. The
mass was maximal at the bias-30V, i.e., when the re-
evaporation of the atoms from the substrate is the least.
Thelast column of the tablelists the re-evaporation flux
density for these conditions.

The same hias dependence of the density was
observed for amorphous films of binary alloys of d and
f metals. Gd,3Coy7; films were obtained by
ion—plasma dc sputtering onto water-cooled glass sub-
strates [21]. The argon pressure in the process was
2.25 x 1072 Pa, and the voltage across the target, 1.5 kV.
The thickness of the films that was measured by the
Fizeau interferometric method [22] was found to be
80 nm. lon irradiation was performed at substrate
biases ranging from 0 to —160V relative to the housing
of the reactor. Figure 7 plots the relative density of the
GdCo films against substrate bias. The density deter-
mined experimentally is normalized to the calculated
density that is the weighted average of the densities of
pure Co (8.9 g/cm?3) and Gd (7.95 g/cmd).

It is seen that the curve in Fig. 7 is in many ways
similar to that for the Ni films. Asthe biasisraised, the
density first increases, peaking at —30...-50V (p/p, =
0.78), and then sharply drops. Figures 8a and 8b show,
respectively, a TEM image of the GdCo film obtained
at the biasvoltage—40V and an el ectron diffraction pat-
tern for this film (JEOL-200 transmission electron
microscope). It is seen that the biasing of the substrate
results in the growth of the films with a complex peri-
odic surface morphology. Fineirregularities (10-30 nm
in size) aggregate to form 100- to 150-nm clusters; the
latter aggregate into coarser (700—-1000 nm) ones; etc.
At larger bias voltages, the films become more porous.
This can be explained by working and residual gases
incorporated into the films (Fig. 9a) and microstresses
developed. Eventually, the microstresses result in blis-
tering (Fig. 9b).

Thus, we have shown that the properties of the films
can be controlled by using ion stimulation. Specificaly,
at low substrate biases, the films grow denser and more
ordered than those obtained without biasing. At high
biases, ion bombardment causes defects in the films;
hence, the density lowers and the crystal structure
worsens. It has been demonstrated that the effect of ion
stimulation on the density isthe samefor the nickel and
GdCo films.

ACKNOWLEDGMENTS

Thiswork was financially supported by the Russian
Foundation for Basic Research (grant no. 98-02-
16581).

REFERENCES

H. Akazava, J. Appl. Phys. 79, 9396 (1996).

H. Gleiter and B. Chalmers, High-Angle Grain Bound-
aries (Pergamon, Oxford, 1972; Mir, Moscow, 1975).
3. W. Shindo and T. Ohmi, J. Appl. Phys. 79, 2347 (1996).

4. S. P. Morgan and D. V. Morgan, Thin Solid Films 272,
107 (1996).

5. L.S.Yu, J M. E. Harper, J. J. Cuomo, et al., J. Vac. Sci.
Technol. A 4, 443 (1986).

6. K. G. Ledler, N. Sonnenberg, and M. J. Cima, J. Elec-
tron. Mater. 25, 35 (1996).

7. Y. lijima, K. Onabe, N. Futaki, et al., J. Appl. Phys. 74,
1905 (1993).

8. Handbook of Thin-Film Technology, Ed. by L. I. Maissel
and R. Glang (McGraw-Hill, New York, 1970; Sov.
Radio, Moscow, 1977), Val. 1.

9. A. Nakagawa, M. Sugiura, and Y. Okabe, Jpn. J. Appl.
Phys. 30, L993 (1991).

10. L. Li andW. B. Nowak, J. Vac. Sci. Technol. A 12, 1587
(1994).

11. A. Misra and M. Nastasi, Appl. Phys. Lett. 75, 3123
(1999).

12. K.-F. Chiu, M. G. Blamire, and Z. H. Barber, J. Vac. Sci.
Technol. A 17, 2891 (1999).

13. V.V.Naumov, V. F. Bochkarev, and O. S. Trushin, Neorg.
Mater. 34, 57 (1998).

I .

TECHNICAL PHYSICS Vol. 46 No.8 2001



14.

15.

16.

17.

18.

THE EFFECT OF LOW-ENERGY ION BOMBARDMENT

X-ray Fluorescence Analysis, Ed. by N. F Losev
(Nauka, Novosibirsk, 1991).

O. S. Trushin, V. F. Bochkarev, A. A. Goryachev, et al.,
Zavod. Lab. 66, 39 (2000).

P Téaubert, Abschétzung der Genauigkeit von
Messergebnissen (Berlin, 1987; Energoatomizdat, Mos-
cow, 1988).

Physical Quantities: Handbook, Ed. by I. S. Grigor’ev
and E. Z. Rastorguev (Energoizdat, Moscow, 1991),
p. 99.

Ya S. Umanskii, Yu. A. Skakov, A. N. Ivanov, and
L. N. Rastorguev, Crystallography, X-ray Radiography
and Electron Microscopy (Metalurgiya, Moscow,
1982).

TECHNICAL PHYSICS Vol. 46 No.8 2001

19.

20.

21.

22.

1025

L. S. Paatnik, M. Ya Fuks, and V. M. Kosevich, Mecha-
nism of Formation and Substructure of Condensed Films
(Nauka, Moscow, 1972).

B. Stricklan and C. Roland, Phys. Rev. B 51, 5061
(1995).

V. F. Bochkarev, A. A. Goryachev, and V. V. Naumov, RF
Inventor’s Certificate No. 2046 840 (1995).

Physics of Thin Films: Advancesin Research and Devel-
opment, Ed. by G. Hass and R. Thun (Academic, New
York, 1967; Mir, Moscow, 1970), Val. IV.

Trandated by V. Isaakyan



Technical Physics, Vol. 46, No. 8, 2001, pp. 1026-1036. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 71, No. 8, 2001, pp. 98-108.

Original Russian Text Copyright © 2001 by Elokhin.
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On the Longitudinal Stability of Technogenic I onized
Formations
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Abstract—A mechanism behind the longitudinal stability of technogenic ionized formationsin air is consid-
ered. Air isionized by radioactive emergency € ectionsfrom dangerous plants. The stability mechanism is based
on cloud polarization when unlike heavy ions are separated under the action of the force of gravity. The longi-
tudinal and transverse distributions of the heavy ions (charged water drops), as well as the distribution of their
difference, calculated in acylindrical coordinate system agree well with experimental data found in the litera-
ture. The reflection coefficient for electromagnetic waves reflected from an ionized air layer is derived. The
wavelength dependence of the absolute value of the reflection coefficient is consistent with experimental and
analytic datafor the centimeter range of wavelengths. A range where the magnitude of the reflection coefficient
sharply growsis found. © 2001 MAIK “ Nauka/Interperiodica” .

It has been shown [1] that ionized formations, plas-
moids, appear over the underlying surface polluted by
radioactive impurities. They take the form of bodies of
revolution, such as cylinders, ellipsoids, truncated
cones, etc. The cross size of the plasmoids depends, in
general, on the polluted area of the underlying surface.
Typically, they measure several tens to several hundred
meters across and no less than several hundred meters
in height [1]. As follows from natural experiments,
these formations are stable against environmental
effects (wind, moisture, etc.). In-depth investigation
into the effect of reflection of electromagnetic waves
from the plasmoids [1] requires some of their parame-
ters, namely, stability, uniformity of the spatial ion dis-
tribution, and dependence of the reflection coefficient
on the length of a wave scanning the plasmoids, to be
refined. The last property is of special importance,
since the authors of [2], studying the centimeter range,
detected the effect of reflection only when avery sensi-
tive detector was used.

When considering ionized formations in the atmo-
sphere, i.e, in a mixture of gases where oxygen
accounts for 21%, it should be recognized that the for-
mations are largely ion—on, rather than ion—electron,
clusters. Indeed, in air, the lifetime of a free electron
before it is captured by an oxygen molecule (atom) is
Te~ VkNo, =2x 109 s (k. =8.85x 107 cm¥sisthe
coefficient of capture of a free electron by a neutra
atom or molecule, N, = 0.21N, cm2 isthe concentra-
tion of oxygen molecules in air, and N, = 2.75 %
10%° cm3). Therate ky of electron—on recombinationis

=10~ cmd/s. Let us assume that, as a result of aradia-
tion accident, an gjection with adoserateashigh as| =
1 R/h (strong accident) takes place. Then, for the radia-

tion yield of eectron-on pairs G = 2.08 x 10° R e,
the concentration of electronsin air will be N, = N, =

JGl/kg = 2.4 x 10% cm3. The lifetime of an electron
to recombination with anionis T, ~ /kygn. = 4 s. Com-
paring T, and T,, we see that, after thermalization, an
electron generated as a result of atom or molecule ion-
ization is captured by a neutral oxygen atom or mole-
culewithin 2 ns to produce a negatively charged ion. It
is easy to check that the resulting concentrations of the
positive, N,, and negative, N_, ions, aswell astheresult-
ing concentration of the electrons N, can be estimated
(under steady-state radiation conditions) from a set of
equations

Gl —k;N,N_—k4N,N, =0,

N, = N_+ N,

Gl —Kk,NgN — ksN,N. =0
up to the spontaneous decay of the negative ions. This
set is reduced to the third-order equation

ka N2 + kNokg N2 —ksGIN, — Glk;Ngkg/k; = 0.
Its solution yields the concentrations

Ne = [GI — kg N2 1/[kcNo(L — ka/k)],
N_=N, —N,.

For the constants given above and the ion-on
recombination rate k; = 1.6 x 10° cm®/s, the associated
valuesare N, = 6.021 x 10° cm3, N_= 6.021 x 10° cn3,
and N, = 1.036 x 10*3 cm3. Such a great difference
between the concentrations of theionsand the e ectrons
isdueto thefact that, even for such ahigh doserate, the

concentration of oxygen is 10 times greater than that
of the positive ions. Therefore, at the residence time of

1063-7842/01/4608-1026%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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the plasmoids in the real atmosphere and especialy in
its boundary layer, where the plasmoids form, T, = 2—
3 Us, they must be treated asion-on, rather than ion—
electron, formations.> Below, we show that the capture
of molecular water ions resultsin ion—drop formations.
Under terrestrial conditions, one can consider electron—
ion plasmaformationsif thelifetime of free electronsis
long. Their lifetime can be increased, for example, by
decreasing the pressure in the upper atmosphere. This
subject, however, is beyond the scope of this report.
With regard for the electron and ion concentrations
found, the air permittivity in the polluted region of the
underlying surfaceis given by [3]

ATIN_€°
M_(u)2 + vz)

4TIN€° 4mN, €°

e =1- _
me(w’ + V%) M, (w0 +V?)

_ 4T[€2Ni %_'_NQMD
(W +vi)M,

wherev isthe collision frequency, w isthe electromag-
netic wave frequency, M, = M_= M; is the mass of an
ion, m, isthe mass of an electron, and N; = N, = N_.

Taking the mass of an oxygen molecule as the mass
of anion inthe above expression, we find that the effect
of electrons on the permittivity is negligible, since
M;N/mN; = 10 < 1 for the values of N, and N; found.
This inequality holds for the mass of heavy ions up to
103M,.

Inthiswork, wetake into account that the plasmoids
form in the real atmosphere, which is characterized by
some humidity and ion composition [4]. These proper-
ties must be included in the description of the physical
structure of the plasmoids. Moreover, such an approach
must provide a better insight into the conditions for
plasmoid stability. In fact, the presence of moisture in
the region of the accident (it is assumed that either the
underlying surface is polluted, an emission of radioac-
tive gases and/or aerosols takes place, or a radioactive
gas like radon evolves from breaks in the Earth’s crust
as a predecessor to an earthquake [5]) must lead to the
production of heavy ions. Their mobility and diffusion
coefficient are much lower than those of light ions.
Accordingly, transfer conditionsfor the heavy and light
ions will also differ. This must affect the condition for
longitudinal plasmoid stability. In addition, the heavy
ions, unlike the light ones, experience theforce of grav-
ity, which causes spatial charge separation. The hypoth-
esis that heavy ions can be separated by the force of
gravity (negative ions are heavier) was used by Frenkel
to explain the polarization and the mechanical stability
of clouds in ascending air [6]. Following [6], we
assume that, in the presence of moisture, positive and
negative ions produced as aresult of air ionization by y
and 3 sourcesin the surface areapolluted by radioactive
aerosols form hydrated complex ions of both signs[4].

L Similar conclusions were madein [2].
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FS = 6T[VI‘1W1

Uo

Fig. 1. Polarization of the water cloud in the atmosphere
when ions are captured by water drops or dust microparti-
cles.

L et us consider the motion of water drops of masses
m, and m,, radii ry and r, (r; < r,), and charges g* and
g~ When moving, the drops experience the force of
gravity mqg, Stokesforce Fg= 61twr,w, and force of elec-
trostatic interaction F = E(f; here, g isthe gravitational
acceleration, v is the dynamic air viscosity, w is the
velacity of relative motion, and E is the strength of the
electric field due to the polarization of an ionized layer.
The resulting motion of either drop (Fig. 1) isdescribed
by the equations

ml(?j—\f[v = myg—61vr,—w, + Eq,
mz%VTV = m,g +—61vr,w, — Eq .

If initially the drops were at rest, the solutions of the
equations have the form

_ mg+Eq’ 0] 6TTVr 1t
Wi = 6TIVr, [1 PO m, D]’
W = m,g — Eq[ pD_GnvrztD}
2 6TTVr, 0 m, Of

For the steady motionatr, =103 cmandt > T =
m,/6TIVr, = 2pr,/9v = 1072 s (i.e., when w; = w,), the
electric field strength for m= (4/3)Ttpr3 is given by

gmzrl—mlrz
q(ry+ry)

I' _rl

q

E =

= 3 mrlrz

Atr,=10%cm,r,=103cm,p=1gcm=3,andq=
e=1.6x 1019 C, E =25 x 10°V/cm, wheress the ter-
restrial electric field is=1.3 V/cm. Note that, as the air
humidity rises, so does the breakdown field [7]. The
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A, F(Shn)

1 1
-80 —-40

Fig. 2. Height profile of the differencein the air conductiv-
ity OA = (A, —A_). The testing ground (Institute of Experi-
mental Meteorology) was 7 km from the emergency unit of
the Chernobyl nuclear power station (May 18, 1987) [8].
F, conductivity of the background.

h

P
P =p,U%h)/2 csin(®)

Fig. 3. lllustration of the longitudinal stability of the plas-
moids.

velocity of the steady collective motion of the dropsis

2
w = %’[rg_rlrz +r3]

or

2pg 2
9v

a r, > r,. For the given values of the parameters and
v =1.94 x 10°kg/(m s), wisabout 1 cm/s. Thus, in the
presence of moisture or dust, aeroions resulting in the
radiation field of a radiation source generate heavy
ions, which produce water or dust clouds that polarize
under gravity. Compelling evidence in favor of such a
mechanism is the height profile of the differencein the
conductivity dA = (A, —A) [8] (Fig. 2). According to
[6], aeroions are entrained by ascending air (with the
typical stream velocity 1 m/s) and are trapped by water

W =

ELOKHIN

drops with the formation of heavy (largely negative)
ions. Then, the heavy ions are separated into positive
and negative ions under gravity. The positive ions,
together with positively charged droplets or dust micro-
particles adsorbing positive charge from air, and the
negative ions form a layered structure. Its longitudinal
stability will depend on both the force of electrostatic
interaction between the layers and the constancy of the
velocity of ascending air. Now we will evaluate the
force of electrostatic interaction, considering the struc-
ture as a plane capacitor with the surface charge o =
€€gE, where E isthe electric field strength found earlier
and e, = 8.85 x 1072 F/m. If the weight of the capacitor
“plates’ cannot be ignored, the energy of their electro-
static interaction (CU%2, where C is the capacitance
and U is the potential difference between the plates)
should be counterbalanced by the work of externa
forces Fq.d, where d is the equilibrium spacing
between the plates. From the equality CU%2 = F.d, we
find F,, = CU%2d. For aplane capacitor, C = ee,Sd and

U =Q/C,whereQ=0S Thus, Fe, = €€,.SE%2. Then, for
e = 1 (for air) and S= IR, (R, = 5 m is the plasmoid
radius), Fo; = 2.17 x 10° N. Clearly, this force will
increasewith drop size, sincethefield strength grows as
the drop radius squared. For an air stream velocity
Uy(h), let us find the component of the force F, that
causes the collapse of a plasmoid when it is subjected
totheair stream (Fig. 3). At apressure of the air stream

P = p,U? (h)/2, where p, is the density of air,

_pa

F. U2(h)ds,

O

where ds = 2R,dh.

Approximating Ug(h) by u, (h/z,)™, we find for z, =
10mand m=0.5[9]
H

pa 25 E_1
Fe= HJ'Fc(h)dh.
0

|:h|:|2m h
ROBZOU 2m+1 and

For the given values of the parameters and H =
500 m, we obtain

2
l—:c pauzo RO H

F

E'jDzm
(2m+1)(2m+ 2) L] -

At u, =3-5m/s, F. makes (2.25-6.25) x 10° N.
When the plasmoid is off the vertical axis by the angle
B = 10° the collapsing component of F. equals
FesinB = 3.9 x 10°-1.09 x 10° N; that is, this compo-
nent is either much smaller than or comparable to Fg.
Asthe wind velocity increases, so does the inclination.

At B = 15°, F.sinf = 1.62 x 10° N. Thus, if the wind
velocity is such that the deflection of the plasmoid from
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the vertical axis is within some limiting value 3, =

arcsin( Fo/ F¢), it can be said that the plasmoid islon-
gitudinally stable under given conditions and that such
objects of the technogenic origin do exist and form in
ascending air.

Now that the basic mechanisms responsible for the
stability of the plasmoids have been understood, let us
derive a set of equations for concentrations of aeroions
and heavy ions, aswell asfor the amount of condensed
moisture, which favors the formation of theions. Then,
we will briefly discuss methods for measuring basic
parameters that are necessary to determine the concen-
trations.

The relative humidity D at a given temperature of
ambient air is defined as D = P/P4(T), where P is the
partial vapor pressure at the temperature T (desired
quantity), P, is the partial (saturated) vapor pressure
under thermodynamic equilibrium at the given temper-
ature (Table 1), D isthe parameter to be measured, and
P = DPg;. FromtheAvogadro law PV = (W) RT, where
V is the volume considered (hereafter, we consider the
unit volume, V,, = 1 cm3), mis the vapor (water) mass,
M isthe gram-molecular mass of water (K o = 18), and

R is the gas constant, we obtain m = PV,/RT or m =
DP.V,/RT. Let us approximate a water drop by a
sphere of radiusr (the value of r isfound by averaging
over a drop ensemble with the volume spectrum in the

form f(V) = Ae "V°; Ais determined from the expres-
sionA o f (V)dV =Ny, where N, isthe number of drops

per unit volume, that is, their concentration [6]). Since
V = 41133, the function f(V) in terms of the radiustakes
the form f(r) = Bexp(—r/ry)°r?dr and we find

00 0

_ ~(r/rp)° 3 —(r/rg)° 2
r={e °rdr}/{e 0rdr}.
I I

Taking theintegral in the numerator, we cometo

. 4
SO i [ M 5 BN Yy Iy
J'e rdr 3%] rEﬁj rogr[gjv

0
where [ (2) isthe gammafunctionand I'(z+ 1) =z (2).

Calculating the denominator yields rg/3, so that we

find r =0.893r,. Thevalueof r alowsusto determine
the water mass per unit volume via the expression m =
(4/3)Tr3pNy, where p = p(T) is the density of water
(Table 2). Eventually, Ny is given by

3DP(T)u
g = Y
4T p(T)RT
For the relative humidity D ranging from 50 to
100%, t = 20°C (T =293 K), R=461 J(kg K), and ry =
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Table 1. Temperature dependence of the saturated water
vapor pressure Pg; [10]

t,°C P, kPa t,°C P, kPa
-5 0.401 12 1.401
—4 0.437 13 1.497
-3 0.463 14 1.597
—2 0.517 15 1.704
-1 0.563 16 1.817
0 0.611 17 1.937
1 0.656 18 2.062
2 0.705 19 2.196
3 0.757 20 2.337
4 0.813 21 2.486
5 0.872 22 2.642
6 0.953 23 2.809
7 1.005 24 2.984
8 1.072 25 3.168
9 1.148 26 3.361
10 1.227 27 3.565
11 1.312 28 3.780

Table2. Temperature dependence of thewater density p [10]

t, °C p, glem?® t, °C p, glem?®
0 0.999841 16 0.998943
1 0.999900 17 0.998775
2 0.999941 18 0.998596
3 0.999965 19 0.998406
4 0.999973 20 0.998205
5 0.999965 21 0.997994
6 0.999941 22 0.997772
7 0.999902 23 0.997540
8 0.999849 24 0.997299
9 0.999782 25 0.997047

10 0.999701 26 0.996785
11 0.999606 27 0.996515
12 0.999498 28 0.996235
13 0.999377 29 0.995946
14 0.999244 30 0.995649
15 0.999099

103 cm, Ny isroughly equal to ~10°. Given the velocity
of air rise due to convection U, = 10> cm/s and the
steady velocity of drop fall relativeto air w=1cm/s, we
will derive a set of equations that describe the forma-
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tion of the plasmoids when the underlying surface area
of radius R, is polluted by y and 3 sources of dose rate
H R/s. Assume that the decay period of the radioactive
contamination far exceedsthetimeit takes for aeroions
to be entrained by the air flow to aheight of 1 km. Then,
we are dealing with the steady-state conditions and the
terms with the time derivatives of the desired functions
can be set equal to zero. Taking into account that fast
electrons, whose range in air is 1.5-2.0 m, make a
major contribution to ionization, we represent the
source of ionizing radiation as a cylinder of radius R,
and height z,. In this case,
H(r, 2) = Ho[n(r) —n(r — Ro)l[N(2) —n(z—2)].

Assuming that heavy ions are singly charged2 and
that the equalities Ny = Ny = Ny = ,/GH/k, for
aeroions are valid, we write a set of equationsin terms
of the diffusion—drift model:

KENGNG —k, N5 Ng —k, NGN — . Egrad(Ng)
— i’ Ngdiv(E) — U, grad(Ng) )
+DYdiv[grad(N3)] = O;

K'NgNS —k N3Ng —k NSNS + " Egrad(Ny)

—uY'Ngdiv(E) — U, grad(Ng) )
+D"div[grad(N)] = O;

. _ i + .
divE = seo[Nd Nl ; 3

and the quasi-neutrality condition
Ng—Ng = 0. 4)

Here, k. is the recombination coefficient; k¥ and k{ are
the coefficients of capture of positive and negative ions
by small and large drops, respectively (N and N} are
the respective concentrations of small and large drops);
and P, p¥, DY, and DY are the mobilities and dif-
fusion coefficients, respectively, for the heavy ions.
With the z axis directed upward, we have U; = (Uy—

w)e,. For the cylindrical geometry in view of the azi-
muth homogeneity of the problem,

gge LN

= +
E = E,e, + E,e, az

grad(N) =

VE = 20 0Ey4 Qe
divE = rar(rE,)+aZ(EZ),

divigrad(N)] = +249N N

ortl ™ 57

2 Heavy ions can a so be multiply charged, as shown in [6].
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The boundary conditions are as follows:

N =Ny =g ®)
or r=0 or r=0
Na(r. 2o = Ng(r D), = O, (6)
Na(r. 2], ., = Na(r. 2)[, ., = O. ()

For theradiation yield of ion pairs per unit exposure
(1 R) and unit volume (1 cm?3) G =2.08 x 10° Rt cm,
the concentration of the heavy ionsat z= 0 is given by

Na(r, 2)|,- o = Na(r, 2|, -,

K (8)
= SN -n(r-R).

The coefficients of capture of ions by water drops,
kP and kg, have the form [8]

« = 2n0,p, At [INGLAL])

1+2D,/(D, c+) ©)

where D, and c, are the mean diffusion coefficients
(=0.05 cm?s) and the thermal velocity of a light
aeroions (=3.0 x 10* cm/s), respectively, and D, is the
diameter of the drops.

n

Since for the heavy drops D, =2 x 103 cm, k; =
0.63 x 102 cm¥s and the time to capture 1, ~
1/(k2N'd) =107?s. Similarly, if for the small dropsD, =

2 x 10 cm kP = 0.63 x 10 cmd/s. Assuming that dif-
fusion inthelongitudinal direction (zaxis) isnegligible
in comparison with convection, we omit the longitudi-
nal diffusion termsin Egs. (1) and (2). Multiplying the
vectors scalarwise in our set of equations and having
regard for quasi-neutrality condition (4), we come to

+ +0 - +a = N+
PN NG — kN3N~ NN — ', e
(10)
we ONg ONy . wl1a[ ONg
+Ezaz +Ulaz +D. rar[r ar} =0
_ - - \M
kQNONg—krNdNO—k,Nde—ME,%
(11)
ON; aNd wlar ONg
~WE G Ui DFa_r[W}‘O'
E. 0E, OE,
S+ T4+ 2 =0
r or 0z 0 (12)
N =N =0 (13)
TECHNICAL PHYSICS Vol.46 No.8 2001
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with the boundary conditions

ar r=0 al’ r=0 ) O’ (14)
Ng(r. 2|, ... = Ng(r,2)], . = O, (15)
Nu(r,2)|, .. = Ni(r.2)|,.. = O, (16)
_ KN

N(r, 2)[,- = SN =n(r =R,
r (17)

PNIS
N1, 2,20 = S0 () =0 (7 - Ry).

For the steady motion of the charge carriers, we now
find the components of the electric field. The equations
of current density for each of the chargesin view of the
directions of the fiedld and the air velocity (Fig. 1) are
written as

J3 = EW'Ng—U;Ng - D 'grad(Ny),

J; = —EpY”'N;—U,N;— D" grad(Nj).
If the current densities of the positive and negative
ionsare equal (Jy = J3), we have
Ep’Ng—U; Ng — D:'grad(Ny)
= —EpYN;—U;N;-D"grad(Ny)
or
E(1'NG + 1NG) + Uy (Ng— Ng)
= grad(D}'N;—D"Ny).
Writing vector equation (18) componentwise and

using the equation for quasi-neutrality [Eqg. (13)], we
find

(18)

E(r,2) = [(%((DXV— D%ND}/((M“ + NG, (19)

E(r,2) = [%((DXV— DYV)NE)]/((MYV + NG, (20)

These equations are consistent with known results
for the one-dimensional electric field. Set (10)—(17),
where E, and E, are defined by Egs. (19) and (20),
respectively, was solved by the succession-sweep
method [11] with respect to Egs. (10) and (11) for
desired concentrations. Estimates were made for R, =
10m, z, =10 M, r % = 20 m, and z,,, = 200 m. The
respective diffusion coefficients and the mobilities of

the light and heavy charged drops were D} = 1.63 x
108, D =1.37 x 10, u" = 0.053 x 105, and ' =
0.063 x 10, The step in both radial and vertical direc-
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N,(r = const, 2), m™?

1013 _
1012
1011
1010
10°
108
107
108
10°

|
200
Z, m

1
0 100

Fig. 4. Distribution of the concentration of the positively
charged drops N, (r = const, 2) along the height.

Ny(r, 2), m™
1012 C

100+
108 +
10 +
10*+

102+

1 1
10 12
r,m

100||||
0O 2 4 6 8

Fig. 5. Radial distribution (z= const) of the concentration of
the heavy charge carriers (charged drops).

tions was taken small (d, = 0.133 m and d,= 0.25 m) to
provide qualitatively correct and reliable results. The
iteration method was used because the set of equations
isnonlinear. The divergence was determined by the for-
mula

€= ﬁ_z | C RN O O]

for each layer j alongtheheight (j =1, 2, ..., N) and lay
within 10-102%. The results of calculations are
depicted in Figs. 4—7. The height distribution of the
concentration of the heavy negative ions is similar to
that of the positive ones. a drastic fall at small heights
changesto asmooth fall asthe height increases (Fig. 4).
In the radial direction (Fig. 5), the charge carrier con-
centration shows a sharp decrease with the transition
region width Ar = 2 m. This ensures good reflection of
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0 4 8 12 16 20
R, m

oL

Fig. 6. Radial distribution of the differencein the concentra-
tions of the heavy charge carriers (charged drops).

electromagnetic waves in the meter range. The radia
distribution of the difference in the carrier concentra-
tions AN = NJ (r, 2) — N5(r, 2) (z= const) implies that
the system asawholeis neutral. At the periphery of the
distribution, excess positive charge carriers, which
appear because of their higher mobility in comparison
with the negative (heavy) charges, are neutralized by an
excess of the negative charge. The height distribution of
the difference in the concentration of the negative and
positive charges (Fig. 7) indicates that the plasmoid has
a layered structure (oscillation is associated with the
numerical method of solution). Such apictureisconsis-
tent with the distribution of the conductivity found in
experiments [8]. Moreover, according to our concept, it
provides the longitudinal stability of the formations,

=

>
=

i

E—

W

L ]
1 0 -1
N(r = const, 2) — N,(r = const, 2), 10° m’

Fig. 7. Distribution of the differencein the concentrations of
the heavy charge carriers (charged drops) along the height
(r = const).
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demonstrating once again that they do actually exist.
These findings are circumstantially supported in [12],
where the natural electric field of the Earth was mea-
sured at aheight h = 0.8 m from a surface radioactively
polluted with a pollution density Q (Fig. 8). Since the
field lines of the electric field E, are normally directed
toward the soil (the earth is negatively charged), a
decrease in the field strength can be associated with
excess negative ions due to air ionization by the radio-
active products (Fig. 9). The negative charge of theion
cloud induces a positive charge on the soil surface, thus
producing a local oppositely directed electric field
E'(Q). The effective field E = Ey, — E'(Q) will decrease
with increasing Q (increasing dose rate from the under-
lying surface), as demonstrated in Fig. 9. The image
forces resulting between the negative charge of theions
and the induced positive charge confine the negative
charge, preventing its diffusion. On the other hand, by
virtue of the quasi-neutrality of a cold plasma, which,
in essence, forms by air ionization, an excess concen-
tration of positive ions must occur over the negative
ions. The resulting electrostatic forces also contribute
to the stahility of the plasmoid. Thus, due to the steady
processes of air ionization, ion recombination, ion leak-
age, etc., the ion cloud above the polluted underlying
surface segregates into layers. This is a result of the
hydration of the negative ions and their gravitational
settlement. Measurements of the effective electric field
near the radioactive plume from the ventilation pipe of
the nuclear power station (Fig. 2) gave the same results.
Similar atmospheric effects [13] observed at nuclear
explosions at atesting ground (Nevada, USA) were also
associated with vertical charge separation in the radio-
active cloud.

E,V/m
300

250

200

150 -

100

50

1 1 1 1 1 ]
0 10 20 30 40 50 60
P, UR/h

Fig. 8. Natural electric field of the atmosphere vs. radioac-
tive pollution of the sail [12].
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The mechanism behind the formation of plasmoids
that is considered in this article unambiguously implies
that they must have the form of bodies of revolution
(ellipsoids, spheres, or cylinders depending on the ion
source). Such geometry arises under the action of
forces of electrostatic interaction between unlike ions
in the transverse and longitudinal directions. The radial
distribution of the ions in the plasmoid (Fig. 5) alows
us to derive the wavelength dependence of the coeffi-
cient of reflection of an electromagnetic wave from a
plasmoid. Usually, the reflection coefficient for an elec-
tromagnetic wave is found by reducing the Maxwell
equations to second-order equations for electric or
magnetic field with appropriate boundary conditions.
These equations are solved for incident and reflected
waves, and then the reflection coefficient R= A, /A, OF
its absolute value |R| = (Ae/Aind)® ~ Pret/Pinc ~ O« IS
found. Here, A, Aner Prery @Nd Py @re, respectively, the
amplitudes and the intensities of the reflected and inci-
dent waves; 0, isthe scattering cross section.

When estimating the reflection coefficient R, we
turn to the results of [14-16] and assume that an elec-
tromagnetic wave with awavelength A strikes the inter-
face between air and an ionized air layer. In this layer,
the ion concentration is symmetric about the plane z =
ro (Fig. 10). In our coordinate system, the plane xy coin-
cides with the interface (the y axis runs normally to the
plane of Fig. 10) and the normal to the plane of inci-
dence of the wave makes an angle ©, with the positive
direction of the z axis. Note that any plane electromag-
netic wave can be represented as a superposition of two
waves with the vector E in and normal to the plane of
incidence.3 Therefore, we will consider only such
waves. The simplest harmonic solution of the Maxwell
equations is written as E(r, t) = E,@® -, where k =

kd + kj + kX is the wave vector for which k? = K+

k: + k3 andr =i +yj + zk. If our coordinate system
issuchthat k, =0, thenk, = xsin®, =¢, k, = kcosQ, (k =
w/c). We will consider only the wave with the vector E
normal to the plane of incidence. Since e and o depend
solely on z, we eadly find that the x dependence of the
electric and magnetic fields is exponential, while their
dependence on zismore complex and isto be determined.
Inthiscase, E,=E,=0— H,=0andthe Maxwell equa-
tions written in the Gaussian system have the form

0E, W _

E = _IEHX' EEy = ((D/C)HZ,
OH, dH, .w,
3z 9x _ ctEw

3 The plane of incidence of an electromagnetic wave is that passing
through the normal n to the wave front and z axis.
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Excessive positive charge

| __—

Excessive negative charge

E'Y E(Qy) =Ey-E'(Qp)
Qoy. B h=0.8m

Image charge

Fig. 9. Vertical separation of the ions generated by radioac-
tive aerosols from the polluted underlying surface [12].

— N
PR L0

81e’N(2)
M(’ +v%)

€e=1-

Fig. 10. Reflection of an electromagnetic wave from the
ionized air layer.

where

, 4TTO
g = e+i—.
W

Here, we took into account that the differentiation of
the components of E and H with respect to time and x
is reduced to multiplying the associated expressions by
the factor —iw and i&, respectively.

On straightforward rearrangement, we obtain [14]

oH, crwr. (2] _

- +Iw[EbD S }Ey =0, (22)
0E, .w,, _
E-’-IEHX = 0. (22)
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Fig. 11. (a) Absolute value of the reflection coefficient |R|
vs. wavelength and (b) comparison of (1) author’s results
with (2) experimental datain[17].

A solution of thissystem isfound by introducing the
incident wave,

E, = P(2), H, = —(c/w)BP(2),
s (23
B= |RhHe-¢
and the reflected wave,
E, = R(2), H, = (c/w)BR(2), (24)

where P(2) and R(2) are functionsto be found.

Substituting (23) and (24) as the sum of the fields
into (21) and (22) yields, after summation and subtrac-
tion, the equations for R(z) and P(2):

R = -iBR+y(P-R),

P' = iBP-y(P-R),
wherey = 3'/2p.

For arbitrary z, the reflection coefficient V(2) is
defined as the ratio V(2) = R(2)/P(2). Multiplying (25)
by P and (26) by R, subtracting one from the other, and
dividing the difference by P?, we arrive at the Riccati
equation for V(2):

V' = —2iBV +y(1-V?). (27)
The boundary condition for a solution of (27) is
V(2)|,.. =0, (28)

since the reflected wave does not penetrate into the
layer. A similar equation is obtained for the waves the
vector E of which lies in the plane xz. Analytically,
Eq. (27) is solved by the method of successive approx-
imations [14]. To find the solution with a numerical

(25)
(26)
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technique, we will consider the normal incidence of an
electromagnetic wave on an ionized layer (©, = 0) and
represent the desired function V(2) in the complex form

V(z) = u(2)+iv(2), (29)
where u(z) and v(2) arerea functions of the real argu-
ment z that are to be found.

The dependences of the permittivity €(2) and the
conductivity o(z) on the ion concentration in the ion-
ized layer are written as

8me’N(z) .
M (w2 + vé) ’

2e°vyN;
M(w" +vg)
where w = 2mc/A = 1.884 x 10'YA and v4 = 4 x

10°,/T/300, s [3]. Then, B as a complex function of
the real argument z has the form

B =2

_w Amo
= E+i—.
c C w

8me’N(2)
M(w’ + V%)

Since
<1,
we apply the de Moivre formulato 3 to find

= = /s +Bﬂ'Tqu %:OS¢O+ISIHED,

4mto_ 8TEVLN(2)

= arctan
bo o

WM (w? +V2)

Eventually, for  and y, we have

N GV N
@l 14 2 val(@) |
c WM(W™ + Vg)

g de (30)

y = % = E:_Lezd_N%’L_n)_eﬂ]
ZB 4¢' |\/|((‘o2 + V;) dz (A)D

Substituting (29) and the complex expressions for y
and 3 into (27) and separating the real and imaginary
partsyields

u = 2(du+c,v)—a[l-(u*=v?)] +2buv, (31)

v' = =2(c,u+dv) +b[1—(u’—v?)] +2auv, (32)
where

21me’vy  dN.

2’ dN. | _ dN
WM (w’ +v5) dz’

- M(oo2+v§f)a1
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N _ 4TePv4N(2)
¢, =9 dg= e

cM(0® +Vv2)
The boundary conditions remain the same:
u2)|,.. =0, v(2,..=0. (33)

The set (31), (32) with boundary conditions (33)
were solved by a routine based on the Runge—Kutta
method. The magnitude of the reflection coefficient
|R| = u? + v? calculated as afunction of wavelength A is
shown in Fig. 11, where the analytical curve |R| = f(A)
(Fig. 118) is compared with the experimental depen-
dence o, (M) for the centimeter range [17] (Fig. 11b).
Here, o, the effective scattering cross section, is
directly determined from the radar equation. Both
curves behavein asimilar manner: the absol ute val ue of
the reflection coefficient grows with wavelength. From
Fig. 11afollowsthat |R| grows most rapidly in therange
1-10 m.

Finally, let us derive an R vs. g, dependence where
R is the coefficient of reflection from an ionized air
layer and g, is the surface density of radioactive pollut-
ants on the underlying surface. Sincetheradia distribu-
tion of the ions is sufficiently sharp, we can represent
the reflection coefficient as a discontinuity (jump) of
the derivative at the air—ionized layer interface [3];
that is,

2 +
AMe? I dr Y

Now we find the radial derivative of the charged
drop concentration from (10) and (11), leaving only the

chemical kinetics termsin them, subject to Nj = Ny:

(NE) + NENE = NE(KPNS + KINL)/2k, = 0.

Putting N5 = ./GH/k, and assuming that the dose
rateislow, i.e., that

2(KPNS + KINL)/k, > N2, (34)
we have Nj = (N3 [KPNS + KINL]/2K) V2.
Differentiation yields

dr J(Té) dr

1
(G A/ (KENG + keNg) /2K, dH
kD 2(H)* dr-
Writing the expression for the dose rate in the case

of a disk with point radioactive sources of specific
activity qq [18] that are uniformly distributed over its
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surface in the form H(r, 2) = K¢(r, 2), where K = goTiK,
(go isthe desired quantity), we have

+ J4r’ + 2
H(r, 2) = Kln[z—(’——;zg——i‘)} = Ko(r, 2)
and, hence,
m = kel Ao G
8'\/|(.02D(rD

s n r1d
x (2A(KENG + KINL) ) q)—d—qr’

whered¢/dr and ¢ are calculated at the boundary of the
region polluted.

From the last expression, it follows that the reflec-
tion coefficient varies as the fourth root of q,. Hence,
we can determine g, by measuring R and the other
parameters of the atmosphere [19]. It can be shown
that, with condition (34) met, the dependence of the
reflection coefficient on the intensity Py of an gjection
from a volume source also follows the 1/4 power law:
P4[R ~ Pg“]. In the general case (with regard for the
temperature and the humidity of the boundary atmo-
spheric layer), this dependence will have the form R ~
P4", where 0.25 < A < 0.5. The same range of the expo-
nent isvalid for the Rvs. g, dependence.

REFERENCES

1. A. P Elokhin and E. N. Kononov, At. Energ. 80, 129
(1996).

2. A. N. Didenko, Yu. P. Usov, Yu. G. Yushkov, et al., At.
Energ. 80, 47 (1996).

3. V. L. Ginzburg, The Propagation of Electromagnetic
Waves in Plasmas (Nauka, Moscow, 1967; Pergamon,
Oxford, 1970).

4. V.V. Smirnov, in Proceedings of the Institute of Experi-
mental Meteorology, Vol. 19: Ecological-Geophysical
Aspects of Nuclear Power Sation Monitoring (Gidrom-
eteoizdat, Moscow, 1992), pp. 45-60.

5. K. Kato, in Collection of Reports of Society of Earth-
quake Forecast (1984), No. 33, pp. 184-186.

6. Ya |. Frenkd’, Theory of Phenomena of Atmospheric
Electricity (GITTL, Moscow, 1949).

7. G. A. Voraob'ev, Physics of Dielectrics, Strong Fields
Region (Tomsk. Univ., Tomsk, 1977).

8. V. V. Smirnov in Proceedings of the Institute of Experi-
mental Meteorology, Vol. 19: Ecological-Geophysical
Aspects of Nuclear Power Stations Monitoring (Gidrom-
eteoizdat, Moscow, 1992), pp. 111-122.

9. Calculation of Radioactive Material Propagation in the
Environment and Radiation Dose for Population



1036

10.

11

12.

13.

14.

(MKhO Inter¢oménergo, Moscow, 1992), p. 59;
p. 248.

H. Kuchling, Physik (Fachbuchverlag, Leipzig, 1980;
Mir, Moscow, 1982).

A. A. Samarskii, The Theory of Difference Schemes
(Nauka, Moscow, 1977).

E. Ya Begun, E. S. Dmitriev, A. B. Ivanov, and
G. P. Markov, in Radiation: Latent Ecological Problems
(ANRI, 1998), No. 1, pp. 15-19.

R. Holzer, in Nuclear Explosion in Space, on the Earth,
and under Water (Voenizdat, Moscow, 1974), pp. 219-
234.

L. M. Brekhovskikh, Waves in Layered Media (Nauka,
Moscow, 1973; Academic, New York, 1980).

ELOKHIN

15. L. M. Brekhovskikh, Zh. Tekh. Fiz. 19, 1126 (1949).
16. P H. van Cittert, Physica6, 840 (1939).

17. K. A. Boyarchuk, E. N. Kononov, and G. A. Lyakhov,
Pisma zh. Tekh. Fiz. 19 (6), 67 (1993) [Tech. Phys.
Lett. 19, 184 (1993)].

18. N. G. Gusev, E. E. Kovalev, D. P. Osanov, and V. I. Po-
pov, Radiation Protection against from Distant Source
(Gosatomizdat, Moscow, 1961), Part I1.

19. A. P Elokhin, RF Inventor’'s Certificate No. 2147137
(2000).

Trandated by V. saakyan

TECHNICAL PHYSICS Vol. 46 No.8 2001



Technical Physics, Vol. 46, No. 8, 2001, pp. 1037-1039. Trandlated from Zhurnal Tekhnicheskor Fiziki, Vol. 71, No. 8, 2001, pp. 109-111.

Original Russian Text Copyright © 2001 by Povzner, Andreeva, Sachkov, Kryuk.

BRIEF COMMUNICATIONS
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Abstract—Using the method of finite elementsit has been found that in atwo-phase system a semiconductor—
metal concentrational transition takes place. Specific features of the dependence on concentration and temper-
ature of the effective electrical conductivity in a FeSi—FeSi, system are studied in the vicinity of critical con-

centrations. © 2001 MAIK “ Nauka/Interperiodica” .

Some resistive materials are multiphase composi-
tions having U-shaped polytherms with the specific
resistance p(T) [1-3]. Typically, these exist at acertain
temperature T, at which p acquires a minimum value
and the sign of the temperature coefficient of resistance
(TCR) changesfrom negativeto positive. In thevicinity
of T, the absolute values of TCR are small. One of the
main objectives of studies on resistor materials is the
search for systemswhere this condition can be attained.
M etal—semiconductor metallic systems are very attrac-
tive asabasis of resistive materialsin the form of two-
phase alloys of the silicides of transition metals, which
have good operational characteristics [4, 5].

The analysis of statistical systems in [6] demon-
strated the possibility of forming aU-shaped polytherm
of electrical resistance, but only in systems where the
conductivities of the metallic and semiconductor
phases differed by about an order of magnitude. Find-
ing matching componentsfor such systemsisadifficult
task. In this study, systems with a matrix structure are
considered in which inclusions of the second phase are
distributed rather nonuniformly, for example, accumu-
lated at grain boundaries as components of a eutectic.
A FeSi—-FeSi, system has been analyzed in detail.

The diagram of stable phase states of FeSi; ., , alloys
is well known [4, 7]. At temperatures below 1400°C
and 0 < x < 0.016, the thermodynamically stable phase
ise-FeSi. If theadloy isrichin silicon, 0.016 <x< 1, a
two-phase system is formed containing iron disilicide
embedded in iron monosilicide. In contrast to the study
[6] cited above, we take into account that the FeSi, par-
ticlescan be distributed essentially nonuniformly, accu-
mulating as fringes at the grain boundaries and forming
eutectics.

To find out the consequences of nonuniform distri-
bution of FeSi, inclusions, we consider a current flow
through a simplified system of cubic FeSi grains sepa-
rated by accumulations of the FeSi—FeSi, eutectic

(Fig. 1). Thegrainis2hin size; the thickness of itstwo-
phase boundary region is 2D. It will be taken into
account that the conductivities of FeSi and FeSi, at
300 K are 0.321 and 5-10 (Q m)%, respectively; i.e.,
they differ by four orders of magnitude.

The concentration of semiconductor phase in the
region of a two-phase boundary is readily obtained
from the expressions

h3
h®—(h-D)*

where C, is the average disilicide concentration in the
sample; C, is the disilicide concentration in the eutec-
tic; and L isageometrical parameter characterizing the
“looseness’ of the boundary.

We allow for the fact that the eutectic medium, in
turn, has amatrix structure; the cross sections of differ-
ent matrices are shown in Fig. 2. In matrix scheme a,
the semiconducting particles of FeSi, are separated by

Cp, = CoH, M = 1),

(a) (b)

D} A

Fig. 1. (8) Schematic unit cell of a polycrystalline two-
phase FeSi—eSi, system; regions A and C are filled with
eutectic; B isthe single-phase monosilicide; histhe haf the
grain dimension; and D is the thickness of the two-phase
boundary of grains. (b) Equivalent electrical circuit of the
unit cell of agrain.

1063-7842/01/4608-1037$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 2. Schematic cross sections of eutectic regions. Cross-
hatched areas are FeSi,,. Dashed lines are boundaries of unit
cellsused in calculating Ope.

P/P300
2.5
2.0
1.5

1.0

1 1
250 300 350 T,K
Fig. 3. Polytherms of the relative resistance in various sys-
tems. (1) single-phase monosilicide; (2) iron disilicide;
(3) FeSi—FeSi,, system having a eutectic structure c at Cg =
0.0015 and 6 = 0.01. Arrowsindicate critical concentrations
of disilicide.
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Fig. 4. Effective conductivity as afunction of concentration
in two-phase systems with a different geometry of eutectic
subsystems for arelative boundary thickness of 4 = 0.01.

thin continuous |layers of the FeSi, semiconductor com-
ponent. Structure b isadua a, with layers of monosili-
cide enveloping the disilicide. System ¢ contains square
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inclusions of FeSi, in a checkerboard pattern. In con-
ducting medium d the particles of the semiconductor
phase have a spherical shape.

We now consider the behavior of the specific resis-
tance of the above systems as a function of concentra-
tion and temperature. When the current flows in the
direction indicated by arrow in Fig. 1, the unit cell can
be divided by equipotential and adiabatic planes into
regions A, B, and C. In aregular, macroscopically uni-
form, isotropic system like this one, the effective spe-
cific conductivity o, is equal to that of the unit cell. It
can be conveniently determined in two steps. The first
step is to calculate the conductivity o, of the eutectic
systems a—d using an approach based on the method of
finiteelements[8, 9]. The spatial distribution of the cur-
rent density is determined from the condition of the
extremum of the functional

X = Ifcdv, ©)

where Jand o arethelocal current density and conduc-
tivity of a heterogeneous medium, respectively, and V,
isthe volume of the unit cells highlighted in Fig. 2 with
dashed lines.

Next, using the range of J values determined, we
calculate the effective conductivity of the eutectic

e = /0] (4)

where [Iidenotes averaging over the sample volume V.

The effective conductivity of the unit cell and, cor-
respondingly, the entire macroscopic isotropic system
0, can now be calculated by the Dul’ nev method [10].
For this calculation we use the equivalent electrical cir-
cuit of the unit cell shownin Fig. 1b. It should be taken
into account that region B is monophase and regions A
and C containing grain boundaries are microscopically
heterophase regions. Thus,

_ D
RA - hzo_bei (5)
_ 1
RB - (1_D)O.1’ (6)
_ D
TS, v

where 0, and gy, are the conductivities of the monosi-
licide and the FeSi—FeSi, eutectic, respectively.

The values of the partial conductivity of FeSi deter-
mined by the method described in [1] will be used to
calculate the temperature dependences o(T). The con-
ductivity polytherm of FeSi, will be approximated by
the usual exponential dependence for a semiconductor
with abandwidth of E;= 0.2 eV [4].
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Figure 3 shows the curves of the effective relative
conductivity of the above heterogeneous systems as a
function of volume concentration of iron disilicide cal-
culated for a relative thickness of the boundary region
of d=D/L = 0.01, g, being the conductivity of monosi-
licide at 300 K. It can be seen that the conductivity of
the systems considered has an exceptionally sharp
dependence on the concentration of the second phase.

In [8], 0,C,) dependences have been determined
for asystem with aregular homogeneous distribution of
inclusions of various forms. It was shown that at C, <
0.3 the effective conductivity of matriceswith square or
round particles weakly depended on concentration, that
it was practically independent of the form of particles,
and that it could be described by the known Maxwell
formula with an accuracy of not lower than 1% [12].
The Maxwellian dependence is shown in Fig. 3 as
curve M. It is readily seen that under the conditions
considered here, the conductivity of the above systems
depends markedly on the form of thedisilicide particles
at concentrations C, < 0.03, i.e., an order of magnitude
lower than in the case of homogeneous distribution.
This dependence is most pronounced in system b and
least, in system a. At concentration C. indicated by
arrows in Fig. 4 and corresponding to disilicide parti-
clesin the eutectic bonding, adrastic drop in conductiv-
ity and a metal—semiconductor transition occur. It can
be seen that C, values depend markedly on the geome-
try of the eutectic particles.

In the vicinity of C,, functions o (T) of the two-
phase systems considered also experience considerable
changes. In Fig. 3, typical polytherms of the relative
specific resistance of a two-phase FeSi—FeSi, film of
structure d having aeutectic region of relativewidthd =
0.01 are presented for various concentrations of the dis-
ilicide. As seen in Fig. 3, as the content of the second
phase changes, the dependence p(T) typical of FeS
(curve 1) transforms to a semiconductor-type poly-
therm (curve 3). At concentrations around C,, atransi-
tional U-shaped polytherm is observed (curve 2) with a
typical extended portion of low TCR values.

By summing up the results of calculations for the
polytherms, the following conclusions can be made.
The p(T) function is significantly dependent on three
parameters: theinitial concentration C, of the semicon-
ductor phase, the boundary looseness parameter |, and
the shape of inclusions constituting it. It should be
noted that by varying the film synthesis technology,
various combinations of these parameters can be pro-
duced to optimize the resistive properties of the films.
It should be taken into account that the morphol ogy and
geometrical parameters of the second phase particles of
these systems depend substantially on the synthesis
conditions. In particular, by varying the crystallization
rate and modes of subsequent thermal treatments, the
resistivity parameters of such materials can be con-
trolled.
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Nonuniform distribution of the inclusions of the
second phase can significantly affect critical concentra-
tions and should be taken into account in interpreting
the results of experiments on semiconductor—metal
transitions in two-phase systems.

This study explains the considerable scatter in the
specific resistance of iron monosilicide, which was
observed in [13-15]. It appears that it was caused by
small, uncontrollable deviations of composition from
the stoichiometry and multiphase structure of the sam-
ples. The effect of nonhomogeneity in the second phase
distribution may also be important for studies into the
details of electrical charge transport in a number of
other materials, where the specific resistances of the
two phases are appreciably different.
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Abstract—An efficient source of pulsed electromagnetic radiation in the range 0.3-10.2 um is described. The
parameters of the device and the results from studies of the radiation characteristics are presented. © 2001

MAIK “ Nauka/Interperiodica” .

Plasma sources of electromagnetic radiation have a
high electrical efficiency. Itiswell known that the emis-
sion power and the plasma density and temperature in
such sources depend on the energy deposited in thedis-
charge and, consequently, on the discharge current
[1-4]. Studies of the spatial distribution of the temper-
ature in the discharge make it possible to optimize the
parameters of the power supply aswell asthe design of
the radiation source in order to achieve the maximum
emission efficiency.

In experimental devices for the generation and
acceleration of a dense plasma, a capacitive energy
storage is usualy used as a power supply. In this case,
the maximum current is limited by the capacitor induc-
tance and the parasitic inductance of the wiring (bus
bars connecting the capacitor electrodes to the plasma
accelerator electrodes). Minimizing the inductance
allows oneto achieve a storage discharge mode close to

2 3
L/

T~

aperiodic and approach the maximum possible level of
discharge currents in experimental devices.

In this paper, we present results from experimental
studies of a high-power pulsed radiation source based
on the end coaxia magnetoplasma compressor (MPC).
Experimental dependences are obtained for the param-
eters of an experimental device with a busless supply
circuit, which makes it possible to achieve high emis-
sion efficiency. The dependences of the radiation
parameters and the results from studies of the radiation
characteristics in the optical wavelength range are pre-
sented.

The experimental layout is shown in Fig. 1. The
electrodes of a coaxia MPC were mounted on metal
plates connected to the corresponding el ectrodes of the
storage capacitors. The charging of the storage from a
high-power rectifier allowed usto obtain voltagesin the
range 2—3.6 kV. The device was activated with the help

e
|1
1

Fig. 1. Schematic of an MPC with foreplasmainjection: (1) outer electrode, (2) central electrode, (3) chamber K1 for the formation
of aforeplasma, (4) plasmajets, (5) additional electrode, (6) fluoroplastic insulators, (7) anode plate of the energy storage, (8) cath-

ode plate of the energy storage, and (9) spark gap.

1063-7842/01/4608-1040$21.00 © 2001 MAIK “Nauka/Interperiodica’
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(b)

(d)

Fig. 2. Typical waveforms of (&) discharge current (325 kA/div, 20 pg/div), (b) voltage across the load (0.75 kV/div, 20 ps/div),
(c) power deposited in the discharge (250 MW/div, 20 ps/div), and (d) discharge resistance (2.35 mQ/div, 20 ps/div) at storage volt-

ages of (a) 20.0 and (b) 3.2 kV.

of an auxiliary plasma (foreplasma) source, whose
electrode was axially positioned inside the central elec-
trode of the MPC. When an additional capacitor (C; =
60 uF) was discharged through this electrode, a fore-
plasma was produced inside chamber K1. Under the
action of the thermal pressure, the foreplasma was
injected through holes in the central electrode of the
MPC in the form of individua jets into the discharge
gap. The energy of the charged particles of the fore-
plasma was sufficient for the discharge to bridge the
discharge gap, which resulted in the discharging of the
capacitive storage. Individual plasmajetsformed auni-
form plasma disc, which then transformed x into a cur-
rent-carrying plasma shell typical of the end MPCs.
The polarity of the MPC el ectrodes was chosen accord-
ing to the recommendationsin [3].

The parameters of the experimental device are as
follows: the storage capacitance is 1400 pF, the voltage
is 2-3.6 kV, the discharge current is 200400 kA, the
inductance of the discharge circuit is8.75 nH, the max-
imum emission power is 55 MW, and the discharge
pulse duration is 22 ps.

Let us consider the results of the measurements of
the source characteristics. Figure 2a shows the wave-
forms of the discharge current of the capacitive storage,
and Fig. 2b shows the waveforms of the voltage at the
MPC electrodes. We note that the discharge is oscilla
tory with a high damping rate equal to Inl(t)/1(t +
T) 0O 1.39. Using the waveforms i(t) and u(t), we can
find the time dependences of the discharge power p(t) =
2001
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u(t)i(t) and resistance r(t) = u(t)/i(t) (Figs. 2c, 2d).
When obtaining these dependences, a correction was
made for the deformation introduced by the parameters
of the resistive—capacitive voltage divider, whose time
constant (~10 ps) iscomparable with the duration of the
processes under study. We note that the power isaways
positive, and, consequently, the discharge resistance is
ohmic in character.

The dependences of the discharge current on the
charging voltage of the energy storage U, and on the
stored energy

W, = %cui

are shown in Fig. 3. The current increases linearly with
increasing voltage; i.e., we can assume that the integral
resistance of the discharge circuit (R = AU/Al 19.4 x
102 Q) and the mean power loss in the energy range
under study remain constant. The current can aso be
evaluated by integrating the current waveform in
Fig. 2a over the first half-period and comparing the
result obtained with the charge stored in the capacitor.
Hence, we obtain

cu,

ly = —,

f(t)dt
J
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Fig. 3. (a) Dependences of the current through the load (the solid curve and the symbols correspond to cal cul ations and experiment,
respectively) and the stored energy (dashed curve) on the charging voltage; (b) the dependences of the current through the load and

the radiation power density on the stored energy.

where 1, is the duration of the first current half-period
and f(t) is the function describing the time dependence
of the current. Figure 3 also shows the calculated
dependences of the discharge current on the charging
voltage; in calculating these dependences, the shape of
the current waveform during the first half-period was
assumed to bei(t) = I ,sinwt.

Theradiation energy intherange 0.3< A <10.2 um
was measured with an IMO-2N laser radiation power
meter. Figure 3 shows the radiation power density at a
distance of 1 m from the source as a function of the
charging voltage and the stored energy. The bend of the
dependence of the radiation energy and the decrease in
its slope can be explained by the fact that the maximum
of the temperature distribution curve (the Planckian
curve) of the radiating plasma s displaced into the UV
region and goes beyond the meter passband as the
deposited energy (and thus the plasma temperature)
increases. The corresponding value of the discharge
current is 1, 1260 KA. At this current, the magnetic
pressure uH?%2 (where H isthe strength of the magnetic
field produced by the current) substantially exceedsthe
thermal pressure of the plasma column ~2nkT (wheren
is the electron density in the plasma column, k is the
Boltzmann constant, and T is the temperature), which
leads to the formation of constrictions, the onset of
instability, and the formation of a plasma focus (PF)
[1-5]. The temperature can be estimated from the Ben-
nett relation for an equilibrium plasma configuration
with alowance for only the azimuthal magnetic field
produced by the current,

uHG _
> 2nkT,
where charged particles are assumed to be distributed
uniformly acrossthe plasmacolumnand H, = 1,/21r, is
the magnetic field at the boundary of the plasma col-
umn of radius ry,. Substituting r, =1 cmand n =5 x
108 cm3, weobtain T 7.8 x 10 K.

Theradiation energy of the high-temperature region
for the given temperature and density is equal to nearly
102 J. The total radiation energy evaluated by integrat-
ing the flux density within the directional pattern of the
radiation source is equal to W; = 1.744 kJ. Hence, the
efficiency of theradiation sourceisequal to 0.19. When
evaluating the radiation energy, the angular distribution
of the radiation energy in the azimuthal and meridional
planes was assumed to be proportional to the PF cross
section.

The spatial temperature distribution in the discharge
and the effects accompanying the high-current MPC
discharge can be estimated from photographs made
with optical filters (Fig. 4). We note that the high-tem-
perature region of the discharge islocated near the end
of the central electrode and has a spindlelike shape typ-
ical for aPF[2, 3]. The upper boundary of the passband
of aUFS-6filter is410 nm; thus, it isreasonableto sug-
gest that the PF is actually formed. In addition, the dis-
charge is accompanied by a high-power shock wave at
the outlet from the plasma accel erator.

The measurements carried out with lower frequency
filters show that the regions with lower temperatures
have larger sizes; in the red spectra region, the dis-
chargeisdiffusein character. In Fig. 4a, we can see the
effects of intense erosion on the central electrode; i.e.,
the temperature of the metal sputtered during erosionis
T, < 5500 K. In some cases, the discharge was asym-
metrical in shape because of the nonuniform injection
of the foreplasma into the discharge gap.

The spatial temperature distribution is seen most
clearly in Fig. 4a. We can distinguish four characteristic
regions: (i) the high-temperature PF region at the end of
the central electrode (the size of this region is equal to
the electrode diameter d, and its height is on the order
of (2-2.5)d); (ii) the internal region between the elec-
trodes, which occupies most of the discharge volume
and includes the PF; (iii) the current-carrying plasma
shell; and (iv) the external low-temperature region

TECHNICAL PHYSICS Vol. 46 No.8 2001
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Fig. 4. Photographs of a high-current MPC discharge obtained with (a) TS-2, (b) NS-10, (c) NS-13 filters and (d) the view of the

MPC electrodes.

occupied by a heated gas mainly consisting of neutral
molecules.

A detailed pattern of the spatial temperature distri-
bution is presented in Fig. 5. To visualize discharge
regions with different temperatures, we applied the
algorithm of searching the contour lines of the image
brightness and the subsequent computer processing of
photographs with the help of the Corel PhotoPaint pro-
gram package. The computer processing makes it pos-
sibleto distinguish afairly wide spectrum of brightness
gradationsin the discharge, which, in fact, represent the
isotherms of the temperature distribution.

Among the ways of increasing the power of pulsed
optical radiation, we can distinguish two directions.
Thefirst direction isrelated to the methods for increas-
ing the pul sed radiation power by increasing the capac-
itance of the storage capacitor C, and/or by increasing
the charging voltage U, at the storage capacitor (which
resultsin the increase in the pulse energy). The second
direction is related to the methods for shortening the
radiation pulse at aconstant energy deposited inthedis-
charge. These methods include the decrease in the par-
asitic inductance of the capacitor elements and current-
carrying elements, eg., by using small-inductance
capacitors and current-carrying elements made in the
form of metal plates, by selecting the shape and mate-
rial of the electrodes in order to minimize the plasma
resistance in the discharge, and using speedup capaci-
torsin the energy storage.

We briefly describe the method using speedup
capacitors. A speedup capacitor is a low-inductance
capacitor (a set of capacitors) connected in paralle to
the main capacitors of the energy storage and posi-

TECHNICAL PHYSICS Vol. 46 No.8 2001

Fig. 5. The qualitative picture of the spatial temperaturedis-
tribution in the discharge; images (a)—(c) correspond to
Figs. 4a-4c.
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0 t

Fig. 6. The waveforms of the discharge current for a circuit
with a speedup capacitor: (a) an aperiodic mode and
(b) oscillatory mode.

tioned as closely to the MPC as possible. The capaci-
tance of the speedup capacitorsis chosen from the con-
dition C, = (0.001-0.01)C,. In this case, the discharge
circuit is described by a third-order differential equa-
tion. Solving the differential equation for this circuit
assuming that the active resistance of the discharge
plasma is constant (R, = const), which is true for dis-
charges with foreplasma ignition systems, we arrive at
the following results:

(i) For an aperiodic process, the discharge current
lot) is described by the equation

Iy = K& + K™+ Kye™,

where Ky, K,, K3, a, B, and y are constants depending
on theinitial conditions and the circuit elements.

(i) For an oscillatory process, the discharge current
lot) is described by the equation

Loy = Kie™'sinBt + K,e "' cospt + Kye ™,

whereK,, K,, K3, a, B, and y are a so constants depend-
ing on the initial conditions and the circuit elements.
The shape of the discharge current for two cases (the
aperiodic and oscillatory modes) is shown in Fig. 6. It
isseen in thefigurethat, intheinitia stage, the current

VOLKOLUPOV et al.

in the circuit under consideration is not zero, but is
equal to a certain value |, which depends on both the
capacitance of the speedup capacitor and the initia
number of ionized particlesin the discharge gap. In this
case, ionization and heating occur in the discharge gap
in the initial stage of the discharge; hence, the growth
rate of the discharge current is higher than in systems
without speedup capacitors.

We have developed and created a source of broad-
band optical plasma radiation based on a high-current
discharge in air. The source is capable of producing
pulses with a power of up to 55 MW. The source effi-
ciency with respect to the energy deposited in the dis-
charge is on the order of 19%. The use of the busless
connection of the MPC electrodes to the capacitors of
the energy storage allowed usto obtain fairly short cur-
rent pulses with aduration of ~20 s and to enhance the
radiation power. The results of photographic studies of
the emission from the high-current discharge in differ-
ent spectral regions allowed us to analyze the spatial
radiation distribution in the discharge and estimate the
spatial temperature distribution. The results obtained
can be used to develop afairly simple method for qual-
itatively estimating the plasmatemperature distribution
in high-current high-voltage pulsed discharges.
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Abstract—The surface structure and the morphology of polished MgO(100) substrates after ion implantation
and laser annealing are studied. It is shown that ion implantation, combined with subsequent laser annealing,
modifies the surface of the MgO(100) substrate, producing asingle-crystal surface layer. According to electron
diffraction analysisdata, thislayer iscontinuousonly in case of Cd* implantation. © 2001 MAIK “ Nauka/ I nter-

periodica” .

INTRODUCTION

One of the most promising materials for modern
cryoel ectronics is the high-temperature superconductor
(HTSC) YBa,Cuz0O;_5 which is conventionally used
either as thin films on insulating substrates [1] or as
Y Ba,Cu;0; _s/MgO(100) heterostructures. The quality
of the heterostructures depends on both the supercon-
ducting thin-film technique and on the surface condi-
tion of the insulating substrate. For example, the non-
planarity of substrates prepared by finish grinding, fol-
lowed by chem—mech polishing, impairs the
performance of YIG—superconductor devices [2].
Therefore, alternative surface processing techniques
that leave the properties of the damaged surface layer
on the MgO(100) substrate close to those of the bulk
material are of both scientific and practical interest. In
this paper, we studied the structure and the morphol ogy
of the MgO(100) substrates subjected to ion implanta-
tion and laser annealing.

EXPERIMENTAL

Single-crystal MgO(100) substrates were mechani-
cally cut from ingots, ground, and polished with dia-
mond powder of agrain size no more than 0.5 pum until
a scratch-free surface with a roughness R, < 0.05 um
was obtained. The misorientation angle between the
substrate surface and the (100) planewaswithin 1°. The
surface layer was found to contain misorientations
indicative of its quasi-polycrystaline structure.

The energy and dose of He*, O*, Cd*, and B* ions
were E = 50-300 keV and D = 10'3-10'¢ cm. Both the
as-polished and the as-implanted substrates were sub-
jected to laser annealing at a coherent radiation wave-
length of 10.6 um and a power of 25 W.

The surface structure of the as-polished MgO(100)
substrates, the implantation-induced damage, and the

surface structure of the annealed (recrystallized) sub-
strates were studied by He" Rutherford backscattering
(E, = 860 keV, © = 165°) in the channeling mode.
Related spectra were taken for the ion beam aligned
with the [1000direction. The structure of the surface
layer was analyzed by X-ray diffraction (DRON-2 dif-
fractometer, CuK, radiation) and reflection electron
diffraction (performed in an electron microscope
equipped with a diffraction attachment).

The surface layer can be amorphous, polycrystal-
line, or single-crystalline. It is known that amorphous
layers do not give distinct diffraction rings on electron
diffraction patterns, whereas polycrystalline layers do.
Electron diffraction patterns from single-crystal sur-
faces consist of symmetrically arranged spots, or reflec-
tions.

We studied the surface structure of the polished
MgO(100) substrates subjected to different process
ings. (1) as-prepared (mechanically polished) sub-
strates, (2) laser-annealed mechanicaly polished sub-
strates, (3) as-implanted substrates, and (4) laser-
annealed implanted substrates.

The quality of the substrate surface can be judged,
in addition to other criteria, from the superconducting
properties of HTSC films synthesized on it.
Y Ba,Cu;0,_5s HTSC films were deposited on differ-
ently pretreated MgO(100) substrates by pyrolysis of
the ceramic charge with an organic binder. The charge
was chemically synthesized from yttrium, barium, and
copper nitrate solutions [3]. From the samples resulted,
temperature dependences of the resistance R(T) were
taken in the range of 77-300 K by the conventional
four-probe method at the direct current 100 pA.

1063-7842/01/4608-1045%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Energy spectraof He" Rutherford backscattering in the channeling mode (E, = 860 keV) from the MgO(10Q

N

s nglecgysxal

substrates: (1) random gpectrum; (2-6) after 100-keV He' implantation with respective doses of 1 x 10%6, 5 x 101% 1x 101 5 x
10™, and 1 x 10 cm™?; and (7) as-prepared substrate. Y is the backscattering yield, and N is the channel no.

MODIFICATION OF SUBSTRATE SURFACE
BY ION IMPLANTATION
AND LASER ANNEALING

(8 He" implantation. The Rutherford backscatter-
ing spectrawere taken from the substrates doped by dif-
ferent doses of 100-keV He" ions (Fig. 1). In the chan-
neling mode, spectrum 7 for the initial (undoped) sub-
strate is similar to those for the substrates doped by
doses of 1 x 10% (spectrum 3), 5 x 10 (spectrum 4),
and 1 x 10% cm (spectrum 2); i.e., the surface damage
due to the mechanical polishing within the 0.28-um-
thick surface layer remains nearly the same. At depths
of 0.28 um or more, the damage is small compared to
the amorphization. The weak effect of the dose on the
surface structure of the MgO(100) substrates is sup-
ported by the small variation of the superconducting
properties of the underlying films. The room-tempera-

ture resistance was found to be between 0.7 and 0.8 Q,
and the superconducting transition temperature, within
the range from 77 to 79 K.

It isworth noting that the spectra obtained at differ-
ent sites of the substrate surface are somewhat different
(Fig. 2). Thismay indicate the presence of dightly mis-
oriented mosaic blocks, which istypical of single-crys-
tal magnesium oxide. The X-ray diffraction data con-
firm this supposition (Fig. 3). The size of inhomogene-
ities is comparable to the probing beam size (about
1 mm?). According to the electron diffraction data, an
increase in the energy from 50 to 300 keV at a constant
dose of 10 cm? leaves the surface damage
unchanged. These results suggest that, because of their
small weight, heliumions cannot damage the surface to
an extent close to amorphization. The electron diffrac-
tion data for the laser-annealed MgO(100) substrates

The effect of the MgO(100) substrate treatment on the superconducting properties of Y Ba,CuzO5 _ 5 films

Superconducting transition temperature, K ]
Treatment Resistance, Q
Tr Tr=0 ATc
B* implantation (E = 300 keV, D = 10'® cm™) 85 <77 >8 16
B* implantation (E = 300 keV, D = 10%° cm™) 85 83 2 0.3
with subsequent laser annealing
As-prepared reference sample 86 77 9 0.84

Note: Tristheinitial superconducting transition temperature, Ty - o corresponds to the zero sample resistance, AT is the transition width.

TECHNICAL PHYSICS Vol. 46 No.8 2001
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Fig. 2. Energy spectraof He* Rutherford backscattering in the channeling mode (Eq = 860 keV) from the MgO(100) substrates with
(1-4) polycrystalline and (5) single-crystal surface structure; (6) random spectrum.

show that both as-prepared and helium-doped surfaces
retain the polycrystalline structure.

(b) O* implantation. As follows from the electron
diffraction data for the substrates doped with O* ions
(E=100keV, 5 x 103 < D < 10% cm?), their surfaceis
nearly amorphous. The electron diffraction patterns
taken from the O*-doped substrates subjected to laser
annealing contain reflections indicative of the single-
crystal structure of the surface layer.

(c) B* and Cd* implantation. The surface structure
of both as-iimplanted substrates and laser-annealed
implanted substrates varied as in the case of the O*
implantation. It should be noted, however, that, unlike
the lighter ions, the implantation of heavy cadmium
ions (E =200 keV and D =5 x 10'® cm™) resultsin the
appearance of single-crystal reflections throughout the
MgO surface. The idandlike modification of the sur-
face structurein the B*- and O*-doped substratesis evi-
dently due to the smaller weights of these ions as com-
pared to that of Cd*, since similar structure modifica-
tions were aso observed after B* and O* implantation
into Y1G substrates[4].

Since the maximum surface temperature provided
by the scanning laser (2000°C) is much lower than the
MgO melting point (2800°C), the formation of the sin-
gle-crystal surface layer through solid-phase recrystal-
lization seemsto be a possihility.

(d) Superconducting properties of YBa,Cu;0;_;
films on the implanted substrates. The effect of the
2001

TECHNICAL PHYSICS Vol. 46 No. 8

MgO(100) surface structure on the electrical properties
of HTSC films was studied on samples of two types:
Y Ba,Cu;0; _s/MgO(100) films doped by B* and Cd*
ions (E =300keV, D = 10" cm™) (type ) and similarly
doped YBa,Cuz;0O;_5MgO films subjected to laser
annealing (typel).

To control the process of HTSC film fabrication and
to obtain a database for comparative analysis, reference
samples YBa,Cuz0,_5 films deposited on the sub-
strates immediately after the mechanical polishing) of
both types were also prepared. They were thermally
treated together with the samples of the corresponding

T,

1 1 1
47°01'30" 47°45" 47° 0K

AdcCu

Fig. 3. Diffraction pattern from the MgO(100) single-crys-
tal substrate.
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type. The initial superconducting transition tempera-
ture turned out to be equal for all of the samples. The
superconducting properties were better for the HTSC
films on the B*- or Cd*-doped substrates subjected to
laser annealing: they offer a higher final superconduct-
ing transition temperature and a lower electrical resis-
tance at room temperature. The superconducting prop-
erties of the films obtained on the B*-doped substrates
arelisted in the table.

Thus, we have demonstrated that the single-crystal
surface layer on polished MgO(100) substrates can be
produced by ion implantation, followed by laser
annealing. According to the electron diffraction analy-
sis, the continuous single-crystal layer was obtained
only on the Cd*-doped substrates.

YAKOVLEYV et al.
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Abstract—Electrical and optical characteristics of asubnormal glow dischargein ashort (L = 10 cm) discharge
tube with an inner diameter of 5 mm are investigated. The dependences of the discharge current—voltage char-
acteristic, the energy deposition in the discharge, the plasma spectral characteristics in the 130- to 350-nm
wavelength range, the emission intensities of the XeCl(D—X) 236-nm and XeCl(B—X) 308-nm bands, and the
total emission intensity in the range 180-340 nm on the pressure and composition of the Xe/Cl, mixture are
studied. Two modes of glow discharge are shown to exist: the low-current mode at a discharge current of |, <
2 mA and the high-current mode at | 4, > 2 mA. The transition from one mode to another occurs in a stepwise
manner. The increase in the chlorine content causes the discharge voltage and the energy deposition in the
plasmato increase. At low pressures of the Xe/Cl, mixture (P < 0.7 kPa), stationary strataform in the cathode
region. The lower the discharge current, the greater the volume occupied by the strata. This longitudinal dis-
charge acts as a powerful source of continuous broadband emission in the range 180-340 nm, which forms due
to overlapping the XeCl(D, B-X) and Cl5 bandswith edges at A = 236, 308, and 258 nm. The intensity of the

236-nm band is at most 20% of the total intensity of UV radiation. The maximum power of UV radiation (3W
at an efficiency of 8%) is attained at a xenon partial pressure of 250-320 Pa and atotal pressure of the mixture

of 2 kPa. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

Systematic studies of longitudinal low-pressure
glow dischargesin the mixtures of heavy gases (Ar, Kr,
and Xe) with chlorine began more than 20 years ago
[1, 2]. Interest in this type of dischargeisrelated to the
wide applications of noble-gas plasmas with small
admixtures of halogen-containing molecules in plas-
mochemistry [3, 4], quantum electronics, and other
fields of science and technology. The first studies of
these discharges were carried out with Ar/Cl, [1] and
Kr/Cl, [2] mixturesat pressures P < 130 Pain discharge
tubes with lengths of L = 50 cm and diameters of 14—
30 mm and were aimed mainly at determining the elec-
tron energy distribution functions and electrical param-
eters of the positive column.

Thelongitudinal low-pressure glow dischargein the
Xe/Cl, and Kr/Cl, mixtures was first proposed as an
efficient source of continuous UV radiation and opti-
mizedin [5-7]. Thedischargewasignited in cylindrical
guartz tubes with lengths of L = 17-28 cm and inner
diameters of 1.2—3.0 cm. At discharge currents of |4, =
20-30 mA and pressures of P = 0.6—4 kPa, the emission
power of an excimer lamp attained 1020 W at an effi-
ciency of 12-23%. The longitudinal and transverse dis-
tributions of the densities of XeCl* and KrCl* mole-
cules in the discharge tube were found to be nonuni-
form: most of the excimer molecules were produced in

the anode region and in the central part of the tube [6].
The maximum generation efficiency of UV radiation
was attained at relatively low discharge currents (1, <
10 mA), when the voltage drop across the discharge
tube was maximum. Such ahigh-voltage mode of alon-
gitudinal dc discharge occurs when passing over from
the dark Townsend discharge to the normal glow dis-
charge and is called the subnormal glow discharge
(SGD) [8]. An SGD in a 40-cm-long coaxial tube
enabled an excimer lamp with an emission power of
8 W at an efficiency of 30% to be created.

In this paper, we continue studying the low-pressure
(P < 30 kPa) electric-discharge excimer lamps based on
the mixtures of Ar, Kr, and/or Xe with molecular chlo-
rine [9-14]. The most attention is concentrated on
achieving the steady-state pump mode and a further
decrease in the mixture pressure. The electrical, spec-
tral, and energy characteristics of low-pressure SGDsin
Xe/Cl, mixtures in a short narrow discharge tube are
determined.

EXPERIMENTAL SETUP

A glow dischargewasignited in athin-walled quartz
tube with an inner diameter of 5 mm. The distance
between the 10-mm-long, 5-mm-wide cylindrical
nickel electrodes was 100 mm. The electrodes were
placed inside the discharge tube near its open ends. The

1063-7842/01/4608-1049$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Current—voltage characteristics of SGDs in Xe/Cl,
mixtures: Pyg/ PCIZ = (1) 0.60/0.08, (2) 2.00/0.04,
(3) 2.00/0.16, (4) 2.00/0.40, and (5) 2.00/0.56 kPa.
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Fig. 2. Power deposition in an SGD in a Xe/Cl, mixturevs.
the chlorine partial pressure for Pye = 2.0 kPa and I, =
(1) 3and (2) 10 mA.

308 nm XeCl(B-X)

236 nm XeCl(D-X)

200 250 300 A, nm

Fig. 3. Emission spectrum from an SGD in a Xe/Cl, mix-
ture.

discharge tube was placed in asealed 10-I buffer cham-
ber with a CaF, window and three quartz windows 5 cm
in diameter. The chamber was connected via the CaF,
window to a0.5-m-long Seya—Namiokavacuum mono-

SHUAIBOV et al.

chromator equipped with a 1200-line/mm diffraction
grating. The discharge tube was positioned so that its
center was at the same level as the centers of the
entrance and exit monochromator dlits. An FEU-142
photomultiplier with an LiF window served as aradia
tion detector. The residual pressure in both the mono-
chromator and photomultiplier compartment was 10—
10 Pa. The operating range of the spectrophotometer
was 130-350 nm. The relative calibration of the mono-
chromator—photomultiplier system was performed with
the help of the emission continuum of molecular hydro-
gen in the range 165-350 nm. The system for recording
the photodetector signal was the same as in [10-14].
The SGD was powered by a high-voltage dc power sup-
ply (Ug, < 30KkV, I, <100 mA); apositive voltage was
applied to the anode through a ballast resistor (r, =
400-700 kQ). The discharge currents were in the range
I = 0.5-30 mA. Absolute measurements of the SGD
emission power were carried out with a Kvarts-01
detector by the procedure described in[9]. Between the
Kvarts-01 detector and the aperture on the discharge
tube surface, a filter with a 200- to 400-nm passband
wasinstalled. In the measurements, the rel ative spectral
sensitivity of the detector was taken into account.

ELECTRICAL AND OPTICAL
CHARACTERISTICS

An SGD existed in the low-current and high-current
modes. A stepwise transition from one mode to another
occurred at |4, = 0.5-1.5 mA; in some current—voltage
characteristics, the transition manifested itself as a
hump at low discharge currents (Fig. 1). At larger cur-
rents, the rate at which U, decreased progressively
slowed, which corresponded to the voltage stabilization
and the transition to the normal mode of a glow dis-
charge. At I 4, = 10 mA, the current—voltage characteris-
tics measured in our experiments were similar to those
obtained in [15] with a9-mm-diameter and 23-cm-long
coaxial tubeat | ;,=10-80 mA. At low currents, the cur-
rent—voltage characteristics were also similar to those
of an SGD in a coaxial tube [9]. The increase in the
mixture pressure and/or the xenon content led to an
increasein both Uy, and the power depositioninthedis
charge (Fig. 2). The decrease in the pressure of the
Xe/Cl, mixture to 0.5-0.7 kParesulted in the formation
of stationary strata in the cathode region of the dis-
charge tube. When the discharge current decreased
from 10 to 3 mA, the strata occupied the entire positive
column. Stratified SGDs are of importance for devel op-
ing special UV radiation sources with a controlled reg-
ular distribution of the emission intensity over the
source surface. Such sources can be used to draw regu-
lar geometric figures on the surfaces of photosensitive
materials and prepare special photomasks.

Figure 3 shows the emission spectrum from an SGD
in a Xe/Cl, mixture. The spectrum contains strongly
broadened XeCl(D—X), XeCl(B—X), and Cl,(D'-A)

TECHNICAL PHYSICS Vol. 46
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Fig. 4. Intensities of the XeCl(D, B-X) bands with A =
(1) 236 and (2) 308 nm and (3) the total emission intensity
of from the SGD in the range 180-340 nm vs. (@) the chlo-
rine partial pressure at Py = 2.0 kPaand (b) the xenon par-

tial pressure at Pg; =80 Pafor I =8 mA.
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Fig. 5. Intensity of the XeCl(D—X) 236-nm band in the
Xe/Cl, = 3.6/0.24-kPa mixture vs. the SGD current.

bands with edges at A = 236, 308, and 258 nm, respec-
tively. Due to the broadening and overlapping of these
bands, the discharge can be regarded as a broadband
(180-340 nm) radiation source. The entire spectrum
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can be divided into two bands: the XeCl(B—X) band
together with CI; 258-nm bands and the XeCl(D—X)

band (joining them results in the spectrum recorded).
For each mixture, we determined the intensities of the
XeCl(D, B-X) bands and the integral intensity in the
range 180-340 nm. The band intensity was defined as
the area below the corresponding profile of the emis-
sion spectrum, which was corrected for the relative
spectral sensitivity of the monochromator—photomulti-
plier system.

The dependences of the intensity of a Xe/Cl, SGD
excimer lamp on the chlorine and xenon partial pres-
suresare shown in Fig. 4. Theintensity of the XeCl(D—
X) band is at most 10-20% of the integral intensity of
UV radiation from the SGD plasma. The optimum par-

tial pressure of Cl; liesin the range 250-320 Pa. The

dependence of the intensity of the 236-nm band on the
discharge current is linear in the range 1-20 mA and
then saturates (Fig. 5). Such a shape of the dependence
J=1(l,) issimilar to that of theintegral intensity of UV
radiation from the longitudinal glow discharge in a
wide tube [5], in which the UV intensity starts decreas-
ing at discharge currents of | = 30 mA. The maximum
averaged radiation power in the range 180-340 nm is
3 W at an efficiency of 8%.

CONCLUSION

It is shown that an SGD in a Xe/Cl, mixture in a
short narrow discharge tube acts as an efficient source
of continuous UV emission in the wavelength range
180-340 nm (P = 3 W at an efficiency of 8%). Due to
the strong overlapping of the XeCl(D, B-X) and Cl,(D—
A) molecular bands, the emission spectrum has the
form of a continuum with peaks at A = 236, 258, and
308 nm. The intensity of the XeCl(D—-X) 236-nm band
is at most 20% of the total intensity of UV radiation.
The optimum partial pressures of chlorine and xenon
are 250-320 Pa and 2 kPa, respectively.
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Abstract—The possibility of diagnosing high-energy proton beamswith the help of parametric X-ray radiation
generated in single crystals is considered. © 2001 MAIK “ Nauka/Interperiodica” .

To date, numerous experiments on the use of the
effect of channeling of relativistic charged particles in
single crystals have been performed [1]. With great suc-
cess, crystalooptic systems are applied as particle
deflectors based on bent crystals for the gjection and
forming of beams in modern accelerators[2, 3]. Single
crystals also received wide application for beam diag-
nostics.

In this paper, we discuss the technique of beam diag-
nostics based on the detection of specific radiation that
arises when arelativistic proton passes through an ori-
ented single crystal. Because of the periodicity of crys-
tals structures, single crystals can with success be
applied as radiators of monochromatic polarized para-
metric X-ray radiation (PXR) with acontrolled frequency.
Thisradiation is a result of the diffraction of pseudopho-
tons of the self-field of ardativigtic proton [4].

The PXR of relativistic electrons was first observed
in adiamond single crystal in Tomsk [5]; later, similar
investigations were performed in Kharkov [6] and Ere-
van [7]. In these investigations, this type of radiation
has been studied for the electron energiesfrom 20 MeV
to 4.6 GeV and for the energies of generated photons
from afew keV to several hundred keV. No such inves-
tigations have been made for protons. At the sametime,
the possibility of using PXR for the production of
beams of polarized X-ray photons can substantially
widen the circle of applications of proton accelerators
and storage rings. An important thing in this caseisthe
possibility of obtaining greater ©, angles of PXR €jec-
tion, up to TY2 with respect to the direction of the proton
motion, as compared to, e.g., transition radiation,
where©, = y™.

The advantage of protons over electronsistheir sub-
stantialy smaller (in fractions of the characteristic
angley™) scattering in the crystals, which makesit pos-
sible to obtain high-intensity coherent radiation using
thick crystals or, on the contrary, to use thin crystals
that only weakly disturb the proton beam. The PXR
photons are emitted along the direction of the particle

propagation ©, = ©, (central reflection) and in the
direction ©, = 20, (side reflection).

Figure 1 displaysthe geometry of the angular distri-
bution of PXR emitted into the side diffraction reflec-
tion. The plane of the drawing coincides with the plane
formed by the proton-momentum and reciprocal -lattice
Vectors.

Experimental investigations [8] show that the
degree of linear polarization for some directions can
reach 90%. We cal culated the angular and energy distri-
butions of PXR produced by 70-GeV protonsin a(110)
silicon crystal 1 mm thick according to the theory [9].
The results of the calculations of ©,, distributions for
O, = 40° and 10° with respect to the (110) plane of the
silicon crystal are given in Fig. 2; the ©,, distributions
are similar. It is seen that the intensity of the PXR
reflection has a narrow minimum in the direction ©,, =
©,, = 0. The angle of the maximum intensity of PXRin
the calculated distributions is close to the effective
angle of radiation emission determined as ©, = (y2 +

Wi lo? + OF)Y2, where @, is the root-mean-square

angle of multiple scattering of a proton in the crystal,
w, isthe plasma frequency of the material, and wisthe
photon-emission frequency. In our case, we have ©p, =

Fig. 1. Geometry of the angular distribution of X-ray pho-
tonsin aside diffraction reflection of PXR.

1063-7842/01/4608-1053%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 2. Angular distributions of PXR photons into the side
reflection for a silicon crystal 1 mm thick. Proton energy
70 GeV; ©g = 40° (1) and 10° (2).
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Fig. 3. Spectraof PXR photons (excited by protons with an
energy of 70 GeV) emitted into the side reflection for asil-
icon crystal 1 mm thick.
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Fig. 4. Asymmetrical geometry of crystal irradiation upon
the generation of PXR (Laue-Bragg transition).

y? since w;/a? and ©F, are much smaller than y2
therefore, the shape of the distributions shown in Fig. 2
only weakly depends on the angle ©,. The densities of
radiation in the maximum are ~1.2 x 10° and ~3.8 x
1073 photon/(p Q) for ©, = 40° and 10°, respectively.
Figure 3 shows the total spectra of emission pro-

duced by protons with an energy of 70 GeV inasilicon
crystal calculated according to the theory [9] for ©, =

BAVIZHEV et al.

40° (curve 1) and 10° (curve 2) with respect to the plane
(110). In contrast to the angular distributions, the shape
of the total spectra of PXR in the side reflection sub-
stantially depends on the angle ©,. At ©, = 40°, the
spectral distribution of PXR represents a sharp peak at
the photon energy E, =5 keV withthe FWHM AE,/E, =
6% and with the spectral density of radiation in the
maximum ~6.3 x 10~° photon/(p eV). At ©, = 10°, the
radiation spectrum represents a wide two-hump distri-
bution centered at E, = 18.5 keV with relative FWHM
=45%, and maximum spectral density ~3.7 x 10~° pho-
ton/(p eV). The total photon yield is ~3.8 x 10 pho-
ton/p for ®, = 40° and ~3 x 10-° photon/p for @, = 10°.

Because of the absorption of photonsin the crystal,
it isexpedient to use an asymmetrical geometry of crys-
tal irradiation (Fig. 4), namely, the so-called Laue-
Bragg transition case. Thus, if a 70-GeV proton moves
inside a crystal at a distance less than the photon
absorption length from the crystal surface, the spectra
density of emission will be ~6 x 10~ photon/(p eV) at
©,=40° and ~3.5 x 10~ photon/(p eV) at 10° per 1 mm
of the path.

It is obvious that this geometry is the most promis-
ing, since it permits one, using a periphera portion of
the proton beam, to organize an additional channel to
work with X-ray radiation. Taking into account the
small absorption of photonsin the asymmetrical geom-
etry in comparison with the Laue geometry, longer
crystals can be employed for the production of X-ray
radiation with the greatest intensity. In the case when
the absorption of photons is insignificant, the rate of
spectral, angular, and spectral-angular density of PXR
is substantial until the root-mean-square angle of the

multiple scattering satisfies the condition @fn <Sy?+

ooﬁ /o¥; afurther increase in the crystal length leads to

an effective increase in the width of the angular and
spectral distributions and, as a consequence, to the sat-
uration of the growth of these radiation characteristics.

Thus, in the case of protons, crystals that are longer
by afactor of (yd/y,)? than in the case of electrons of the
same energy can be used for the generation of PXR
beams. Therefore, asafactor that restricts the thickness
of the crystal used for radiation generation, nuclear
interaction should be regarded in the case of protons,
and, now, the nuclear length L, rather than the radiation
length Ly isthe parameter that determines the optimum
length of the crystal. In our case, Ly = 30 cm and,
a ©,= 10° the yield of X-ray photons can reach

~1072 photon/p.

When using PXR for the diagnostics of relativistic
protons, the sufficiently high intensity and the directiv-
ity of the radiation make it possible to take crystals of
very small size, which virtually do not disturb the beam
to be analyzed. Moving a thin crystal in the beam and
measuring theyield of PXR, one can determinethe pro-
No. 8
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Fig. 5. Diagnostics of relativistic proton beams using PXR
(schematic): (1) crystal, (2) goniometer, and (3) x-y posi-
tion detector of X-ray radiation.

ton-intensity distribution over the cross section of the
beam with a resolution determined by the width of the
crystal, which can be specified to an accuracy of afew
microns. An advantage of this method is the simplicity
and compactness of the construction for the beam diag-
nostics, which consists of a goniometer with a fixed
crystal and a detector of y photons (Fig. 5).

Taking into account that the angular distribution of
PXR substantially depends on the divergence of the pri-
mary beam, this method of diagnostics can also be suc-
cessfully applied for measuring angular characteristics
of proton beams, since an increase in the angular diver-
gence of the beam to be analyzed |eads to a broadening
of the peak and a decrease in the narrow dip in the cen-
ter of the angular distribution of PXR. Estimates show
that the resolution of this method of measuring angular
divergence of the beam can be ~0.1y™. This does not
exceed the possibilities of the method that can be real-
ized, e.g., with the use of coherent transition radiation
[10] in alayered target, but the simplicity of the fabri-
cation and the compactness of the crystal radiator, as
well as the high energy and large angles of gection of
the radiation with respect to the direction of the proton
beam, make PXR more preferable for measurements of
thiskind.

The combined measurement of the intensity of a
fraction of the beam upon displacement of the crystal
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and of the angular distribution of the particles of this
fraction can be used for measuring the emittance of the
beam at a definite place in the channel.

The accuracy of measuring the parameters of the
proton beam and the resolution of this diagnostic
method can be substantially improved by focusing [11]
the generated X-ray radiation using a bent crystal.
Thus, many principles of controlling radiation that have
long been harnessed in X-ray diffraction optics can aso
be successfully applied for forming PXR beams.
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Abstract—A correction to the simple exponential temperature dependence of viscosity arises because of adif-
ference between thereal and ideal conditionsfor aviscousfluid flow. This correction issimilar to those to pres-
sure and volume in the real gaslaw. Asaresult, the expression for viscosity takes the form

n = Ne€Xp

E
Lk(T + T

H

Literature experimental data for the viscosity of various fluids verify this dependence. © 2001 MAIK

“ Nauka/Interperiodica” .

In the study of polymeric glasses under deformation
[1], the following dependence of limit stress o on tem-
perature T and strain rate v was obtained:

o = (A+BInv)-(C+DInv)T, (D)

where A, B, C, and D are constants. Since viscosity n =
o/v under experimental conditions, the temperature
dependence of viscosity is given by

U-
n = oexpEk(e _a_?)%, (2

where U = k(A —-CT)/D, a=k/D, and 6 = B/D.

The only difference of expression (2) from the
Eyring formula[2], obtained theoretically in the case of
large stresses, is that, in (2), the difference (6 — T)
appears instead of temperature T. The same difference
in the expression for viscosity has been empirically
found elsewhere [3, 4].

The appearance of the difference in the exponential
dependence of viscosity may be explained in the fol-
lowing way. The specific heat at constant volume c, of
monoatomic fluidsiscloseto 3R[5], where Risthe gas
constant. Therefore, in the ideal case, such fluids, like
solids, are equivalent to a system of noninteracting har-
monic oscillators that obeys the Boltzmann statistics.
According to Eyring [2], particles in a viscous fluid
flow must overcome potential barriers. In the classical
case, a potential barrier of energy E can be overcome
only by particles with an energy of no less than E.
Therefore, the prabability of passing through the bar-
rier is proportional to the number of particles with an
energy € = E. Asis shown in the Appendix, for a set of
harmonic oscillators, this number is proportional to

exp(—E/KT). (©)

The probability of the particles passing through the
barrier is proportiona to the same function.

Real fluids essentially differ from ideal monoatomic
fluid, since, in the former, the particle motion is much
more intricate than oscillations about a fixed center.
Moreover, the Boltzmann statistics applies to an equi-
librium system, whereas a viscous fluid flow is a non-
equilibrium process. Therefore, the probability that a
system will penetrate the barrier should differ from (3).
One can assume that, in the first approximation, a cor-
rection T, to temperature must appear in expression (3)
much as corrections to pressure and volume appear in
the real gas law. As a result, expression (3) takes the
form

o_E 0O

P T T, “

Eyring employed function (3) in his theory. Substi-

tuting (4) for (3) yields Eqg. (2) for the viscosity of a

polymeric glass (the case of large externa forces),

where T, =—0. Then, for the viscosity of ordinary fluids
(small external forces), we will have

_ O O

N = Ne@PHF T (5
A lot of experimental datafor the viscosities of var-

iousfluids has been analyzed to verify Eq. (5). By vary-

ing the parameters n,, E, and T,, we found the mini-

mum of the quantity

1
S—HZ

which isthe mean relative deviation between the cal cu-
lated and the experimental values. Here, n. isthe exper-
imental viscosity; ), theoretical viscosity calculated by

: (6)

Ne—Nt
Ne
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Table 1
Fluid T, K n m  |ne, 10°Pas| E, kJmol To, K 5, % | Reference

Nonane 253-423 18 6.6 1.78 8.24 -25 0.36 [7, 8]
Undecane 253-473 18 13.6 2.07 8.07 54 0.85 [7, 8]
Benzene 285-400 24 3.6 0.705 12.02 27 0.85 [7]
n-xylene 283-403 13 3.2 111 112 39 0.27 [7]
Toluene 253-393 13 4.3 0.774 13.09 71 0.5 [7, 8]
Ethylbenzene 253-393 13 4.4 134 10.48 29 0.33 [7, 8]
Freon-21 209-329 31 4.6 145 7.14 -2 0.08 [7]
Freon-113 241-333 24 3.9 114 10.17 3.7 0.07 [7]
Freon-114 209-333 32 5.2 1.63 7.71 0.5 0.08 [7]
Methyl alcohol 183-333 15 254 1.22 8.67 —24 114 [7]
Ethyl acohol 183-348 25 60.5 0.198 17.82 42 115 [8]
Diethyl alcohol 153-313 17 21.4 3.80 3.66 -58 194 [7]
Acetone 183-333 16 9.1 2.16 6.22 =17 113 [8]
Nitrobenzene 273480 19 9.5 4.49 6.54 87 0.91 [8]
Acetic acid 283-383 11 34 271 7.34 —61 0.33 [8]
Bromine 273-333 13 18 6.73 5.64 -41 0.14 [8]
Sodium 371-1200 10 4.6 571 1121 170 0.39 [7]
Zinc 723973 6 17 32.60 15.56 100 0.045 (8]
Mercury 253-1073 24 26 53.52 2.613 0.75 | 0.035 [7]
Sodium chloride 10981273 8 2.0 4.37 19.15 —-440 0.66 [8]
Gasoline 223-573 28 255 0.447 14.49 70 12 [7]
Kerosene 223-573 28 72.3 3.96 5.88 -97 3.2 [7]
Saltpeter mixture 423-823 41 153 28.86 6.97 -219.5 0.082 [7]
BM-4 ail 243-373 24 |1x10° 6.52 75 -186 10 [7]
Resin 282-373 20 |2x10° 8.25 14.65 —226 14 [3]
Aqueous solution of 263-353 10 7.2 6.39 3.48 -162 11 [7]
sodium chloride (20 wt %)
Table 2

Fluid P, Bar T, K n m No, 10°Pas | E k¥moal | Ty, K 5, % | Reference
Water 1 273-363 10 5.6 2.4152 4.7428 | —139.86 0.0046 [7]
Water 20 273-483 22 13.7 2.4180 47460 | —139.70 0.021 [7]
Hydrogen 10 15-30 12 35 0.00475 3.16 47 1.46 [7]
Nitrogen 30 65-120 12 7 0.0985 5.3 48 243 [7]

(5); and n, the amount of experimental viscosities used
in the calculations. The gas constant was set equal to
R =8.31441 J(mol K) [6].

The calculations showed that Eq. (5) adequately
describes the temperature dependence of the fluid vis-
cosity. The results calculated for various fluids are
listed in Tables 1 and 2. Thesetables summarizethecal-
culated parametersn,, E, T,, and 9, along with temper-
ature intervals in which the measurements were con-
ducted, the number of viscosity values employed in the
calculations (n), the maximum-to-minimum viscosity

TECHNICAL PHYSICS Vol. 46
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ratio (m) in the interval specified, and associated refer-
ences. In Table 2, the pressure p under which the mea-
surements were made is listed as well.

In the case of high-viscosity fluids, d runs to 10—
15%. However, the experimental values of viscosity
randomly deviate from the calculated curve. Inthelogn
vs. T plot, data points would appear on both sides of the
curve. Hence, the large values of & are associated with
relatively large experimental errorsin this case.

Sometimes, the extreme values of the experimental
viscosity (those measured near the melting point and
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Table 3 Table 4

To, K No, 10°Pas| E, kJmol 3, % To, K No, 10°Pas| E, kJmol 3, %
10 39.85 12.64 0.134 -8 54.118 2515 0.176
30 38.14 13.26 0.098 -3 53.775 2570 0.083
60 35.82 14.19 0.062 -1 53.665 2.501 0.049
70 35.02 14.52 0.055 0 53.590 2.603 0.037
80 34.26 14.85 0.047 0.5 53.555 2.609 0.035
100 32.60 15.56 0.045 0.75 53.520 2.613 0.035
120 31.27 16.23 0.049 1 53.500 2.616 0.035
140 30.13 16.87 0.058 15 53.477 2.621 0.037
150 29.70 17.16 0.071 25 53.425 2.631 0.046
180 27.80 18.24 0.092 5 53.300 2.656 0.079
220 25.72 19.65 0.126 10 52.941 2.715 0.162

above the temperature of vaporization of the material)
deviated from the cal culated curve much more than the
other values. These values and the corresponding tem-
peratures are not given in the tables.

If the viscosity varies only dightly and the number
of data points is small, the minimum of d diffuses and
there appear many number triplesng, E, and T, result-
ing in equally good agreement between the calculated
and the experimental values. In such cases, even minor
measurement errors may cause substantial errorsin the
parameters calculated. Table 3, where the results for
zinc are listed, exemplifies the strong smearing of the
minimum of o. The parameters for zinc listed in Table
1 are taken at the center of the dip. The same situation
takes place for sodium chloride in Table 1. The smear-
ing of the minimum of d is observed for most metals
and inorganic compounds. However, if the temperature
range is wide enough and, accordingly, the number of
viscosity measurements is large, the minimum of o
turns out to be sharp and the parameters n,, E, and T,
are determined fairly accurately. An exampleis Table4,
where the calculations for mercury are listed.

Tables 1 and 2 show that the correction to tempera-
ture T, may be both positive and negative. Presumably,
factorsviolating theideal conditionsin the system give
correctionsof different sign. Theresulting sign depends
on the predominant factor. One may suppose that the
temperature correction is negative when a system
comes out of equilibrium. Thisis supported by the fol-
lowing facts. First, in another kinetic phenomenon, dif-
fusion, where the temperature dependence of diffusion
coefficient is analogous to (4), the correction T, is
always positive [9]. It is known that diffusion in solids
and liquids is much closer to equilibrium than viscous
flow [10]. Second, polymeric glasses under deforma-
tion experience large forces and, therefore, the devia-
tion from equilibrium islarge. In this case, the absolute
value of the negative correction T, even exceeds the
temperatures at which the polymer isin the glassy state.

For instance[1], 6 = 415K for polymethylmethacrylate
and 6 = 388 K for polystyrene. These temperatures are
close to the softening temperatures of the materials.

To conclude, we note that the potential barrier
height U may be a linear function of temperature: U =
Uy — BT [1]. In this case, the experimentally found
energy E for ordinary fluids will not only define the
potential barrier height but will also depend on Ty: E =
Uy + BT,.

APPENDIX

Consider asystem consisting of N oscillators with a
frequency . Let us find the number of oscillators ng
that have an energy € = E at a temperature T. In the
framework of the Boltzmann statistics, using the nor-
malized probability that an oscillator isin the nth state
with the energy

_ 0
€, = ﬁwﬁw 57
we arrive at

Z exp(—nAw/KT)

n=ng
00

ne = N

= Nexp(-E/KT). (Al)
Z exp(—nAw/KT)

n=0

Here, we have taken into account that /2w is very small
compared to E, and hence, the equality nghw = E is sat-
isfied with a sufficiently high accuracy. Expression (A1)
is aso valid when the oscillators have various frequen-
cies, since the exponential is independent of the fre-

quency.
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Abstract—The propagation of anonlinear stationary thermomagnetic wave in superconducting mediais qual-
itatively analyzed in view of the effect of an external magnetic field. The velocity and the thickness of the wave
front are estimated. It is demonstrated that the inclusion of an external magnetic field affects the thermomag-
netic wave profile only dightly. © 2001 MAIK “ Nauka/Interperiodica” .

The evolution of Joule heat during the dissipative
motion of amagnetic flux givesriseto pronounced non-
linear effects showing up as various wave processes.
These processes define the dynamics of thermal and
electromagnetic perturbations in  superconducting
media [1-3]. The stationary propagation of a nonlinear
shock thermomagnetic wave in the resistive state of a
superconductor is an example. Asisshown [1], the dis-
persive, nonlinear, and dissipative processes in super-
conducting media result in the formation of stable ther-
moelectric, E, and/or thermomagnetic, H, waves
depending on the surface conditions. It was assumed
that the critical current density |, is independent of the
local value of the external magnetic field H (Bean's
model of critical state [4]). However, in sufficiently
strong fields, this dependence cannot be disregarded
(see, eg., [9]) and its effect on the nonlinear thermo-
magnetic wave should be taken into account.

In this paper, we studied the structure of a shock
thermomagnetic wave for an arbitrary dependence of
the critical current density j. on the external magnetic
field H. Expressions for the velocity and the thickness
of the wave front were obtained.

The propagation of a thermomagnetic wave in a
superconducting medium along the x axis with a con-
stant velocity v is described by the nonlinear heat con-
duction equation (with the self-simulated variables
&(x, 1) =x—vt) [1]

dT dr dT
V& = & ) TIE @
Maxwell equations
dE _ 4mv. o _ v
d_E‘ - C2 J’ E - CH’ (2)!(3)
and the related equation of critical state
j = 1T, H) +j(E). (4)

Here, v and k are the specific heat capacity and the ther-
mal conductivity, respectively, and j, istheresistive cur-
rent density.

In the weak heating approximation (T —Ty) < (T, —
To), the resistive current density j, in the range of vis-
cous flow (E > E4;, where E4 is the effective field [5])
isalinear function of the vortex electric field; i.e, j, =
04 E, where 04 isthe effective conductivity and T, and
T, are the equilibrium and the critical superconductor
temperatures, respectively. For weak fields (E < E4),
the dependencej,(E) is substantially nonlinear and may
be attributed to the thermally activated motion of the
magnetic flux (flux creep [5]).

In the range between two critical magnetic fields
H, <H<H, the dependence of the critical current

jcon T and H can be approximated as the product of two
functions of single variable:

¢ = 1T, H) = jo(T)®(H). (5)

Here, j(T) =c(To) —a(T —To), je(To) = o isthe equilib-
rium current density, a characterizes the thermal reduc-
tion of Abrikosov vortex pinning on crystal defects, and
@ will be determined below for different values of the
external field H. The therma and electrodynamic
boundary conditions for Egs. (1)—(5) are given by
dT

T — +to) = T;, —=(X— —) = 0,

E(§ — +o) = 0, E(§ —-) = E,,

where E, isthe constant external electric field.

Jointly solving Egs. (1)—(5) with boundary condi-
tions (6) yields the following equation for the E wave:

d du _
FHE dE% dE ~ 0 U
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where
_ c dor,_J(E) . dEJdE
F=p1+1)- dDdE[BT Oy4 +dz}dz (8)
— JO Jr E2
U=g TJ’[ qn}od o2 OCE. 9)

Here, z=&/L, B = (vt )/L, T = (4mtgxK)/C?v, t, = (VLA)/K,
E, = k/(aL?), L = (cHp)/(4mj,) is the magnetic penetra-
tion depth, o, isthe differential conductivity, and H, is
the external magnetic field.

Following [6], let us represent the equation for sta-
tionary pointsin the phase plane (E, dE/dz) as

Bz ér [1+Joq)}____q) = 0. (20

d Jr 2E,

In not-too-strong fields, when H < H. , the

EE . . i
(DD/ E% function can be chosen in terms of the Kim

Anderson model [7]. In our situation, Eq. (10) has two
equilibrium states: a stable node, E, = 0, and a saddle,
E = E;. The phase portrait illustrating these equilibrium
statesisplotted in Fig. 1. The separatrix AB, connecting
thesetwo singular points, correspondsto the* overfall”-
type solution with the amplitude E..

With the boundary conditions E = E, at z — —oo,
this equation can be written as the equation for wave
velocity Vv

1-QoVe = Xo(Ve) = QgVe, (12)

where
2

E
Qe = 2t 2Ek

ZE J
Q, = 21¢ 1-—=% 12
e ZH[ 04E.J’ (12)

and H, is a constant parameter.

Common points of the X,(Vg) function and the qua-

dratic parabola QcE? yield the velocity v we areinter-
ested in;

— CEe|:1 jO

V = — ———
£ 2H," o4E
2

]
X [1|_+22L JD -1
O ct e o4E

The corresponding plot is depicted in Fig. 2. Only
the positive value v« is physically meaningful. In the
[imit H, — oo (Bean’smodel [4]), thewave velocity is

(13)
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Fig. 1. Phase portrait of Eg. (10).
Xo(VE)
1
0 VE Qal VE
Fig. 2. Graphica solution of Eq. (11).
defined by
L Ee 12
Ve = - . 14
E tk[ZT EJ (14)

In the reverse case, when Hy, — 0, the velocity is
largely small and is aimost independent of the wave

|: J :| .
Ee Ud Ee

For the field H approaching H. , the following
approximation isvalid:

JoE

JlH

2
L* Hg

Ve=—
€ CtEZT Ek

(15

(16)

In conclusion, our results suggest that taking into
account an arbitrary dependence of j. on H has aminor
effect on the wave profile, since the phase portrait
remains nearly the same. The qualitative analysis pre-
sented above may be useful for experimentally study-
ing the penetration of a magnetic flux into a supercon-
ductor placed into an external magnetic field. Improv-
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ing the protection of superconducting devices at the
design stage is another possible application of our
results.
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Abstract—The exact explicit solution of the Maxwell equations for nonparaxial singular beams propagating
in free space or in a homogeneous isotropic medium is considered. It is shown that, in the paraxial approxima-
tion, such solutions for mode beams of both lower and higher orders may turn into the solutions for guided
modes or vortices of optical fibers. It isfound that a variation of the Rayleigh length for a mode beam does not
change the structure of phase and polarization singularities; it merely transformstheir coordinates. In the parax-
ia limit, the singularities are shifted off the axis to regions with negligible light fluxes. © 2001 MAIK

“ Nauka/Interperiodica” .

The propagation of a real laser beam is always
related to externa perturbations, which usually induce
changes in its structure. Changes in the field structure
can be conveniently characterized within the concept of
structural stability of the Mors functions [1]. In singu-
lar-beam optics, the change in the number of wave-
front dislocations in response to small variations of the
beam parameter, e.g., the Rayleigh length z,, may serve
as a descriptive qualitative characteristic of structura
stability. From this standpoint, the birth and/or death of
didocations (dislocation reactions [2]) at small varia-
tions of z, may be considered as an example of struc-
tural instability of the wave field. In [2], a nonparaxial
beam in which elementary plane waves have various
real directions of propagation and the magnitudes of the
wave vectors are modulated by the Gaussian function
has been considered. The elementary wave spectrum
was limited to uniform fields only, whereas the evanes-
cent waves were neglected. As aresult, edge diffraction
by “numerical aperture’ arises and dislocation rings
form. Any small variation of the Rayleigh length z,
induces the birth—death of the ring dislocations.
Although the sum of thetopol ogical indices of the char-
acteristic surface remains constant (Poincaré-Hopf the-
orem [3]), the total number of dislocations changes.
Hence, the beam is structurally unstable. For abeam to
be structurally stable, one hasto take into account fields
for which the sum of the squares of the direction
cosines of elementary waves is other than unity, i.e., to
take into account the evanescent waves of free space.
We have considered this problem for lower-order non-
paraxial vector beams in [4]. However, the Davis
boundary conditions, employed in the paper, did not
allow us to pass to the limit of higher-order paraxia
beams.

The aim of this paper is to study structurally stable
mode beams carrying phase and polarization singulari-
ties. As boundary conditions, we require that, in the

vicinity of the focal plane z = 0, the electric and mag-
netic field components of nonparaxial singular beams
transform, in the paraxial approximation, into the fields
of the eigenmaodes and the vortices of aweakly guiding
optical fiber with the axisymmetrically distributed
refractive index.

In order to solve the problem, we take advantage of
the method of Whittaker potentials[4] and represent the
scalar potentialsin the form

w, = AVPY(cosB)j,.(kR)cos(ld),
W, = AVPO(cos)j, (kR)sin(19).

Here, P! (cosB) are the associated Legendre polyno-
mials, j(kR) are the mth-order spherical Bessel func-

tions of the first kind, R = /X2 +y? + (z+iz)? isthe

complex radius, cost = (z +izy)/R, AET? isanormaliza-
tion factor, k is the wave number, and ¢ is azimuth
angle.

Such a choice of scalar potentials (1) is dictated by
the symmetry requirement for the fields at the input to
a weakly guiding fiber [5]. Note that the associated
L egendre polynomials have the form

dp,
PO) = (1_Z2)Id_z' and

1 d", .2 m @)
—(*-1)"
2"ml dZm(Z )

( = cosb.

Pm({) =

Besides, in the paraxial approximation, we have

1063-7842/01/4608-1063%21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Distribution of the light intensity in the waist plane z = 0 of the singular beam in free space for (a) EHizv , (b) EH§‘3/ ,
(© EH;‘{ ,(d) HEgzv , (e HEi‘S/ ,and (f) HEEX modes. The Rayleigh length kz; = 1. The coordinates are measured in units of the

wave number k.
kz, > 1and where

In(R)

m

1 2 .
0 Go(x,,2), Go(X, ¥, 2) = zexpg—grz-gg; £ = 1+|250
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(b)

(d)
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Fig. 2. Distribution of the electric (black lines) and magnetic (gray lines) field lines of singular beams with kzy = 1in the planez=
Ofor (a) EHig , (b) EH§3V ,(€) TEgy, (d) H ESZ ,(eH Eisv , and (f) TMg; modes. The gray circle marks out the beam region with

thewaist radiusp = ,/2z,/k.
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STRUCTURAL STABILITY OF A NONPARAXIAL SINGULAR MODE BEAM

is the wave function of the fundamental mode of the
Gaussian beam.

Then, for | = m, we have Pf') =sin'® = (r/R)', and
scalar potentials (1) are given by

|
0 Ocosl O]
W, 0O == Go(r, _ . 3
1205 Glr 20 /D €)

In the plane z = 0, expression (3) exactly coincides
with the wave functions of the even and odd linearly
polarized (LP) modes of aweakly guiding optical fiber
with the parabolic profile of the refractive index [5].
According to[5], the even and odd LP modes polarized
along the x and y axes can be combined into hybrid HE
and EH modes as

HE,, = LP*(e) + LP'(e),
HEM .,
EHY .

= LP’(e) -LP*(g)),

y (4)
= LP*(e) —LP’(e),

EHM,, = LP’(e,) + LP(e)).

Expressions (4) are written for the fields of electric
type. Corresponding expressions for fields of magnetic
type can be found in a similar way. The y and x super-
scripts at the LP modes correspond to even and odd
modes, respectively. The subscript denotes the direc-
tion of the predominant linear polarization. Using the
relation [4] between potentials (1) and the electric and
magnetic fields, we obtain, in view of (4), aset of struc-
turally stable E fields of the free space eigenmodes.
These fields are in agreement with those of the eigen-
modes of aweakly guiding fiber in the paraxial approx-
imation (seetable). Note that a similar approach can be
applied to finding the fields of nonparaxial singular
beams with unequal indices, | # m. However, in the
table, we list expressions for the fields with equal indi-
ces only because of the awkwardness of the mathemat-
ical expressions in the other case. Also, for the fields
with equal indices, the transition to a paraxial singular
beam takes place throughout the z axis, while for those
with unequal indices, such atransition is possible only
for a combination of nonparaxial singular beamsin the
vicinity of the beam waist z= 0. However, inside afiber,
such fields exist along its whole length.

Figure 1 shows intensity distributions for nonparax-
ial higher-order singular beams for two groups of HE-
and EH-modes. Figure 2 illustrates the distribution of
the electric and magnetic field lines for these groups.
The maximum distortion of the cross section of the
nonparaxial beam is observed in the direction of the
asymptotes to the electric field lines. In the case of the

TECHNICAL PHYSICS Vol. 46 No.8 2001
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TE and TM modes that result from the even and the odd
EH modes at | = 1, the field lines have the symmetric
distribution. Theintensity distribution in thefocal plane
is aso symmetric. It is worthy to note that the HE and
EH modes have a singular line (a polarization disclina
tion) with theindex v = -1/2 for HE modesand v = 1/2
for EH modes on the optical axis. The polarization dis-
clination can be transformed into a purely screw dislo-
cation with the topological charge | by considering the
superposition of the even and the odd HE and EH
modes. The fields of such a superposition are homoge-
neous and inhomogeneous optical vorticesin the states

cviom [ |+1,I[J|-1, -4 0 HEY,, +ioHE,  and

cvV O |1, 101,40 EHfY,, +icEH ", (0=#1
is the helicity), respectively. An increase in the Ray-
leigh length kz, reducesthe distortion of the HE and EH
modes, so that the singular beam becomes axisymmet-
ric near the optical axisfor kz, > 1. Away from the axis,
the shape of the singularity lines remains the same, but
the energy flux near them is negligible.

If one uses the paraxia approximation kz, > 1, the
wave functions for the field components will be sub-
stantialy simplified. In this case, the expressions for
thefields of the singular beam modes structurally coin-
cide with the expressions for the eigenmodes of a
weakly guiding fiber that are listed in Table 14.1 of [5].

However, the radial function F|(I~?) (R is the normal-
ized fiber radius) takes the form F,(R) =j,(R)/R.

It should be emphasized that, in both singular non-
paraxia and singular paraxia vector beams, there
exists a strict relation between the sign of topological
charge | and the polarization helicity o. This relation
serves to discriminate between homogeneous and inho-
mogeneous vortices. This difference is the most pro-
nounced in the shape of Poynting vector lines.
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In Memory of Mikhail B. Golant

Mikhail B. Golant, Dr. Sci. (Tech.), a Lenin and
State Prize winner, a participant of the Great Patriotic
War, died on February 7, 2001, at the age of 79.

The contribution of Golant, an outstanding scientist
and engineer, to the development of contemporary sci-
ence is difficult to overestimate. Along with significant
achievements in electronic science and technology, his
name is associated with anew agein the physics of mil-
limeter and submillimeter waves. The novel approach
to designing backward-wave tubes (BWTSs) that was
suggested by Golant in the late 1950s and early 1960s
allowed researchers to develop milliwatt coherent
sources radiating in the millimeter and submillimeter
ranges. The development of BWTSs, which still remain
at the leading edge of technology by a number of their
parameters, can, without exaggeration, be thought of as
one of the greatest advances in world electronics. This
breakthrough made it possible to perform unique
microwave experiments in radio physics, biology, and
medicine and also gave rise to the evolution of a new
field in experimental physics—millimeter- and submil-
limeter-wave BWT spectroscopy.

Golant always defended his scientific ideas to the
end. The peak of his activity fell at the onset of semi-

conductor electronics and laser physics. At that time,
experimentation with low-power vacuum tubes
appeared to be out of date. It was becoming clear that
milliwatt-power vacuum tubes would be ousted by
semiconductor devices. However, BWTs designed by
Golant still remain a basic tool for physical research in
the millimeter- and submillimeter-wave ranges.

The same is true for biophysical investigations into
the effect of low-intensity microwaves on living organ-
isms. He directed these investigations and took active
part in them by himself. Results obtained do not fit
today’ sideas and concepts but will undoubtedly revolu-
tionize our knowledge about information processing
and transfer in the cells of living organisms.

Golant’s life and activity have shown that purpose-
fulness, fresh insight into problems posed, seeing sig-
nificant points, and the capability of discovering
“strangeness’ in conventional modes of thought are the
key to success in science. Scientists should not be
afraid of risk.

A.M. Prokhorov, Academician, Nobel Prize winner
E.M. Dianov, Academician
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Kinetic M echanismsfor thelnitiation of Super sonic Combustion
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under the Excitation of Molecular Vibrationsin Initial Reagents
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Abstract—Mechanismsfor theinitiation of autoignition in hydrogen—air mixturesin a supersonic flow behind
ashock at temperatures <700 K when the H, and N, molecule vibration is selectively excited are considered.
By exciting molecular vibration in the gases, one can initiate detonation combustion behind the shock front even
at weak shocks at gas temperatures <500 K. It is established that even asmall (<0.15%) amount of vibrationally
excited ozone present in the reacting mixture may considerably shrink the induction zone. © 2001 MAIK

“ Nauka/lInterperiodica” .

INTRODUCTION

Initiating the combustion of H, + O, (air) mixtures
in asupersonic flow behind ashock waveis asubject of
much investigation [1-5]. This problem is of interest
because of the possibility of designing hypersonic ram-
jets with detonation combustion [6, 7]. In the majority
of theoretical works, it was assumed that the delayed
excitation of molecular vibrations behind the shock
front and the excitation of molecules produced by the
chemical reactions do not change the basic parameters
of the process. Recently, however, it hasbeen shown [5]
that molecular vibrations may sometimes significantly
ater the length of induction and combustion zones
when an H, + air mixture is ignited by an inclined
shock. Moreover, the nonequilibrium preexcitation of
the vibrational degrees of freedom of H,, O,, and even
N, molecules may markedly accel erate the process and
shrink the combustion zone.

Yet, the problem of supersonic combustion under
the preexcitation of initial components has not been
adequately understood. Specifically, mechanisms of
how molecular vibrations of initial reagents initiate
combustion in a low-temperature supersonic flow
behind a shock and how the vibrations influence the
threshold for autoignition still remain unclear. It is the
purpose of thiswaork to throw light on these points.

STATEMENT OF THE PROBLEM
AND BASIC EQUATIONS

Consider an inclined shock wave behind which the
gas velocity remains supersonic [1-3]. We assume that
the rotational and translational degrees of freedom of
molecules are in thermodynamic equilibrium. At tem-
peraturestypical of the combustion of H, + air mixtures

(<3000 K), the Boltzmann distribution of moleculesis
established behind the shock front for lower vibrational
levels of each of the modes. In this case, we can apply
the model of local vibrational temperatures to describe
relaxation processes [8, 9]. Then, the equations that
govern the flow of areacting mixture in the relaxation
zone of the shock along the 0X axis (the OX-axis direc-
tion is aligned with the gas velocity vector behind the
front) are given by

d(pu)_O’ du 1dP -0,

dx ax ' p dx
dH dev du _
ax 2 &Jrudx =0
dy; de
uge = G-y zle % = Qf
J_
P = pRT/y,
< (o =)
Gi = ZSq! Sq - |q |q [Rq R(;l
q=1

— (& —€¢0) (1= Yz0) z le 0Vii|’

i=1
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Here, P, p, T, and u are, respectively, the pressure, den-
sity, temperature, and velocity of the gas; R is the gas
constant; N, is the Avogadro number; N, is the concen-
tration of molecules of theith sort; |, istheir molecular
mass, M, is the number of molecular and atomic com-
ponents in the mixture; L is the number of components
consisting of linear molecules; Sis the total number of
molecular components; Z is the number of modes for
the molecules of the ith sort; hy; is the enthalpy of for-
mation of molecules (atoms) of the ith speciesat T =
298 K; M, is the number of reactions that produce (or
remove) theith component; ©; and T; are the character-
istic and local vibrational temperatures, respectively, of
the &th mode; g; is the multiplicity of its degeneracy;
l¢ is the number of vibrational quanta lost or acquired
by the mode & a vibrationa-vibrational V-V'
exchange (the number of the exchangesis L,); W , =

ziM:llwiE, oY for the case of intramolecular V-V
eXChange1 WE' p = WE, p = WZ, pyj (E - il p D J) for

STARIK, TITOVA

intermolecular V-V' exchange; W , and W , are the
rate constants for intra and intermolecular V-V
exchanges, W , is the rate constant of vibrational—
trandational V-T relaxation at collision with the ith

partner; afq and a;, are the stoichiometric ratios of the

qth reaction; n,” is the number of components

involved intheforward (+) and back (-) reactions; K,
aretherate constants of these reactions; [3; arethe coef-
ficients of expansion of the gth chemica reaction in
terms of normal mode coordinates; bq is the number of
modes involved in the gth reaction; k is the Boltzmann
constant; E, is the energy consumed by the vibrational
degrees of freedom of a molecule formed by the rth

reaction; and E;(_) isthe energy of activation of therth
chemical reaction that produces (removes) the vibra-
tionally excited molecule.

In the absence of equilibrium between the transla-
tional and vibrational degrees of freedom of molecules
involved in areaction, the rate constant of the reaction
can be expressed as

Ko(T, Tj) = 0q(T, T))k(T), )

where kg (T) is the rate constant of the gth chemical

reactionat T, = T and ¢(T, T)) is the factor of deviation
from equilibrium.

To calculate ¢4(T, T;) for both dissociation reactions
A (V) +M=A+A+ M and exchangereactions A,(V) +
BC(V') = AB(W) + AC(W') (V, V' and W, W' are the
vibrational quantum numbers of the reagents and reac-
tion products, respectively), we used the modified
model [10]

bo(T, T))

- (1-Yj0) " 5 s 50
[0 " (o5 2PE
—9j 2
rl (1-y)) E 2 quTJE

j=1 j=1

Here, E; istheenergy of some vibrational level that is
a “bottleneck” when vibrationally excited molecules
pass to energy quasi-continuum. The value of Ej
depends on the gas temperature T and also on severa
parameters of reacting molecules. To date, specific
expressionsfor E; have been deduced only for the dis-
sociation of diatomic molecules [11]. For T = 500—
5000 K, Ej for Hy, N,, O,, and NO molecules can be
approximated well by the energy of the highest discrete
level in the vibrational spectrum [9]. This parameters
has also been determined for polyatomic molecules.
For bimolecular exchange reactions like AB(V) +
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CD(V') = AC(W) + BD(W"), the exact expressions (val-
ues) for E; arelacking. Calculations performed within
the model of “efficiency of using vibrational energy”

showed that Ef = E,, for moderate-temperature
exchange reactions like AB(V) + C = AC + B, where
AB = H,0, OH, H,, O,, N,, NO, or NO, [9]. We con-
sider thisrelationship to bevalid also for other bimolec-
ular exchange reactions.

Boundary conditionsfor system (1) at x = 0 are param-
eters behind the shock front (labeled by subscript 1). They
are found from the equations of mass, momentum, and
energy conservation under the assumption that the popula
tions of the vibrationa levels and the gas composition
remain unchanged when passing through aviscous shock.

KINETIC SCHEME

The dynamics of chemical transformations in the
system of elements H-O-N is comprehensively
described with 152 reversible reactions involving O,
H,, O, H, H,0O, OH, HO,, H,0,, O3, N, N,, NO, NO,,
NO;, N,O, HNO, HNO,, HNO;, HNO,, N,Os5, NH,
NH,, NH3, N,H, N,H,, N,H;, and N,H, (a total of
27 components) [12]. In our case, however, they are not
al equally important in finding mechanisms of com-
bustion initiation. We tried to separate out the minimal
set of reactions that adequately characterize the basic
dynamic and thermodynamic parameters of the com-
bustion initiation process. Four approaches (schemes)
were considered: (1) all 152 reactions involving
27 components, (2) 42 reactions and 13 components
(H,0, H,, O,, OH, H, O, N,, N, NO, NO,, HO,, H,0,,
and O5), (3) 35 reactions and 12 components (reactions
involving O; are rejected), and (4) 19 reactions and 10
components (reactions involving HO, and H,O, are
rejected). It was assumed that the trandational, rota-
tional, and vibrational degrees of freedom of the mole-
cules come into equilibrium immediately behind the
shock front.

Table 1 lists the temperatures T, behind the front,
induction zone lengths L;,, and combustion zone
lengthsL.. Also given arethevaluesof T and M, aswell

931

asthe mole fractions of H,0, H,, O,, OH, H, O, N,, N,
NO, NO,, HO,, H,0,, and O3, at the end of thereaction
zone (the associated parameters are labeled by sub-
script €) for the stoichiometric H, + air (2H, + O, +
3.76N,) mixture. Here, P, = 1197 Paand T, = 226 K
(conditions at the dtitude Hy = 30 km). The front makes
theangle 3 = 20° with the velocity vector u,. The Mach
number M, of the undisturbed flow was varied. Neces-
sary thermodynamic data and temperatures depen-

dences kg (T) were taken from [13] and [12], respec-
tively. The values of L, are the distances from the front
where the concentration of H atoms was the highest; L,
is the distance from the front where T = 0.99T,. Asfol-
lowsfrom Table 1, only reduced scheme 2 provides suf-
ficiently correct valuesof L, L, T, M,, and i, through-
out the range of M.

Table 2 lists the reactions involved in scheme 2 and
also the factors necessary for calculating the rate con-

stants of the forward, ki, (T), and back, k’, (T), reac-

tions by the formula kg = Aquq exp(an/T). Together
with chemical reactions (1)—(42), the model includes
V=V' exchange processes between the symmetric,
deformation, and antisymmetric (v4, V,, V5) modesof an
H,0O molecule; between the modes of H, (v,), O, (Vs),
OH (vg), N, (v;), and NO (vg) molecules; between the
symmetric, deformation, and antisymmetric modes of
NO; (Vg, V10, V11), HO; (V12, V13, Vas), @Nd O3 (Vy5, Vss,
v,7) molecules; as well as between the modes of an
H,0, (V1g, V19, Voo, Va1, Vo,) Molecule. Included also are
V-T energy relaxations for the modesv,, v,, Vs, Vg, V7,
Vg, V10, Vs, Vg, @Nd Vyy. The relaxation equations
assume that there exists quasi-equilibrium between the

Vg and v, modes: yy = Yo, exp[(©g — 20,0)/T]. It was
also assumed that the modes v, and v, of the O; mol-
ecule, as well asthe modesv,g, Vo, V41 @nd Vyg, V,, Of
the H,O, molecule, are at sharp resonance (0,5 = 07,
@18 = 4@20 = @21, and @19 = @22) BeIO\N, we g|Ve the
channels of vibrational energy exchange (their seria
numbers havetheletter V) and their associated rate con-
stants W

1V H,O(001) + M — > H,0(100) + M Wi,
oV H,O(001) + M —» H,0(020) + M w,
3V H,O(100) + M —» H,0(020) + M wh,
AV, H,0(010) + M — > H,0(000) + M Wi,
5V. Hz(v = 1) + H20(001) B HZO(OOI) + H2(V = 0) W4_3,
6V. H2(V = 1) + HZO(OOl) B HZO(lOO) + H2(V = 0) W4_1,
V. H20(010) + 02(V = 0) —_— HZO(OOO) + 02(V = l) W2_5,
8V, H,0(001) + OH(V = 0) —~ H,0(000) + OH(V = 1) Wi,
TECHNICAL PHYSICS Vol. 46 No.8 2001



932

ov.
10v.

11v.

12v.

13Vv.

14v.
15Vv.
16V.
17v.
18V.
19v.

20Vv.

21V.

22V.
23V.
24V.

25V.

26V.

27V.
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32V.

33V.

34V.

35V.

36V.

37V.

STARIK, TITOVA
H,0(100) + OH(V = 0) —> H,0(000) + OH(V = 1)
Hy(V = 1) + OH(V = 0) —» Hy(V = 0) + OH(V = 1)

Hy(V=1)+M —» Hy(V=0) + M
O(V=1)+M—= O,(V=0)+ M

OH(V=1)+M —= OH(V=0) + M

N,(V = 1) + H,0(000) —= Ny(V = 0) + H,0(010)
OH(V =1) + Ny(V=0) —= OH(V=0) + Ny(V = 1)
No(V = 1) + Ox(V = 0) —= Ny(V = 0) + Ox(V = 1)
NO(V = 1) + H,0(000) —> NO(V = 0) + H,0(010)
NO(V = 1) + Ox(V = 0) —= NO(V = 0) + O,(V = 0)
No(V = 1) + NO(V = 0) —= Ny(V = 0) + NO(V = 1)

Ny(V=1) + M —» Ny(V=0) + M

NO(V=0) + M —= NO(V =0) + M

O,(V = 0) + NO,(001) —> O,(V = 1) + NO,(000)
NO,(001) + H,0(000) —~ NO,(000) + H,0(010)

NO(V = 1) + NO,(000) —= NO(V = 0) + NOL(V = 1)

NO,(020) + M —»> NO,(100) + M
NO,(001) + M —»> NO,(020) + M
NO,(010) + M —»> NO,(000) + M
HO,(100) + M —»> HO,(003) + M
HO,(010) + M —»> HO,(001) + M
HO,(001) + M —»> HO,(000) + M
H,0(100) + HO,(000) —> H,0(000) + HO,(100)
O,(V = 1) + HO,(000) —= Ou(V = 0) + HO,(010)
HO,(010) + NO,(000) —> HO,(000) + NO,(100)
H,0(010) + HO,(000) —~ H,0(000) + HO,(010)
04(100, 001) + M —» 04(010) + M
04(010) + M —» O4(000) + M

0000

1000
H,0,5 +M —= H,0,0040¢H + M
+ o000t 2 2%001(%
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0000
38V. H,0, 1004005 +M —= H,0,(00000) + M WE o,
(00010
10000
30V. H,0(100) + H,0,(00000) —» H,0(000) + H,0,00400H W5,
(b0 010
1000
40V. Oy(V = 1) + H,0,(00000) —= Oy(V = 0) + H,0,=0 W5,
2( ) 2 2( ) 2( ) 2 2%00015 5.2,
1000
41V. HOL(010) + H,0,(00000) —» HO,(000) + H,0, Wiy,
»(010) 204( ) »(000) 2220000010 13.3,
1000
42V. NO,(100) + H,0,(00000) —» NO,(000) + H,0, Wo s,
2( ) 2 2( ) 2( ) 2 2%0001[] 9.2,
43V. N,(V = 1) + 05(000) —> N(V = 0) + O5(101) W, 5.

The subscripts & and p in W , take the values 0-16,
2., 2,, and Z;. The numbers 1-16 are mode numbers.
The subscript 0 corresponds to the unexcited state of
any of the molecules; %, to the combined state (v,5 +
V47); 21, to the combined state (V49 + Vy,); and Z,, to the
combined state (vig + 4V, + V,). The temperature
dependences W (T) for reactions (1V)—~27V) at M #
HO,, H,0,, O; werethe same asin [12]. The values of

Wiy, Wip, Wih, Way, Wiy, Wiy, Weo, Wiy,
Wy, , Whgo, and WA 5, for M = HO,, H,0,, O, were
determined the Wy (T) =
W2 ()W (PY/W;2 (P), where WY (P) and

from formula

WEH,Z‘? (P) are expressions for the related rate constants

for the V=T and V-V' processes. These expressions are
obtained using formulas of the SSH theory or the semi-
empirical Millikan—White formula[14, 15]. The values

of Wy 5 and W)5, for agiven temperature were found
from the relationship Wi ,(T) = W (300 K)
WY o (PY/W}' D (300 K), where W; (300 K) and
WQ’,' » (300 K) are the cal culated and measured val ues of
Wy, a T =300 K. The values of Wy 1 (300 K) and
Wi, (300 K) for M = O,, O, and O, were taken from
[16]; for M = H,0, it was assumed that Wy ;5 = W5 ;¢
and Wi, = WS,,; and for M = H,, N,, H, OH, NO,
NO,, N, HO,, and H,0,, we put WY ,; = W%, and
WM = W2, Calculations also showed that the fol-

TECHNICAL PHYSICS Vol. 46 No.8 2001

lowing equalities are approximately fulfilled: W, ,, =
Wss, = Ws13 = Wh 13 = Wi, Wgﬂz.m = Wg/.llv Wi, =
Wos, = Wiz, = Wig, W;AZ.O = Wg/.lo, and ngl.zz =
WY, . The values of WY, , and W5 ,, were calculated
by the formulas Wy, = WhoWii o (P)/Wap (P) and

Wi 1s = WY, o WY /W5, . The value of W, 5 = 5 x 10714
cm¥/swas found in [17].

RESULTS OF NUMERICAL ANALYSIS

Earlier [5], it was noted that taking into account the
slow excitation of molecular vibrations behind the
shock front may significantly affect the combustion
characteristics. Table 3 summarizes calculated L;,, and
L., aswell as T, P,, and M, at different M, (given also
are the values of T, corresponding to M), for the com-
bustion of the 2H, + O, + 3.76N, mixture a T, =
226.5K, Py = 1197 Pa, and 3 = 20° (hereafter, such
conditions will be considered). Two kinetic models are
analyzed. The former considers only chemical pro-
cessesinvolving 13 components (model 1), and the lat-
ter also includes the nonequilibrium excitation of
molecular vibrations and the effect of the vibrations on
the chemical kinetics (model 2). The values of L, and
L. are seen to grow when the molecular vibrations are
taken into account. The higher T,, the greater the
growth.

Now we will consider how the preexcitation of H,
and N, molecules influences combustion initiation in a
supersonic flow. It is known that vibrations in these
molecules are effectively excited in electric discharge
[18, 19]. Figure 1 plots L, against the Mach number of
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Table1
Mo =12, T; = 931K Mo =10, T, = 717.8K M, =8, T; =537.2K

Scheme 1 2 3 4 1 2 3 4 1 2 3 4
L;,, cm 2922) | 292(2) | 295(2) | 2952) | 154(4) | 1544) | 6.15(7) | 4543) | 237(6) | 2.37(6) >1(8) 3(5)
L, cm 508(2) | 5012 | 501(2) | 6732 | 156(4) | 156(4) | 6.15(7) | 501(3) | 237(6) | 2.37(6) 3.01(5)
Te, K 2552.9 2543 2543 2672 2510.5 2501.4 2501.4 2631.6 2474.7 2465.7 2596.7
Me 3.57 3.58 3.58 35 294 2.95 2.95 2.88 2.26 2.26 22
Ye: H,O 2.37(-1) 237(-1) | 2.37(-1) 246(-1) | 2.47(1) 247(-1) | 247(1) | 257(-1) | 254(-1) | 2.54(-1) 2.64(-1)
H, 537(-2) | 54(-2) | 54(-2) | 512(-2) | 498(-2) | 5.03(-2) | 503(-2) | 47(-2) | 473(-2) | 4.76(-2) 4.39(-2)
0, 173(-2) | 1.74(=2) | 174(=2) | 15(=2) | 17(=2) | 1.64(=2) | 1.64(=2) | 1.39(=2) | 1.56(-2) | 1.57(-2) 1.31(-2)
OH 331(-2) | 33(=2) | 33(2) | 327(-2) | 3.06(-2) | 3.01(-2) | 3.01(-2) | 294(-2) | 28-2) | 2792 2.7(-2)
H 3.3(-2) 3.36(-2) | 3.36(=2) | 2.64(=2) | 2.87(=2) | 2.87(=2) | 2.87(=2) | 218(=2) | 252(-2) | 2.56(-2) 1.89(-2)
o) 127(=2) | 1.29(=2) | 1.29(=2) | 1.03(-2) | 1.11(-2) | 1.08(=2) | 1.08(-2) | 8.39(=3) | 9.38(=3) | 9.46(-3) 7.17(=3)
N, 6.06(-1) | 6.06(-1) | 6.06(-1) | 6.11(-1) | 6.12(-1) | 6.11(-1) | 6.11(-1) | 6.16(-1) | 6.15(-1) | 6.14(-1) 6.19(-1)
B 1.86(~6) | 1.68(=6) | 1.68(=6) | 2.45(-6) | 9.79(=7) | 1.23(-6) | 1.23(-6) | 1.77(6) | 1.04(=6) | 9.41(-7) 1.36(—6)
NO 6.38(-3) | 6.66(-3) | 6.66(~3) | 7.64(=3) | 3.84(=3) | 6.05(=3) | 6.05(3) | 6.94(=3) | 5.33(-3) | 5.57(-3) 6.39(-3)
NO, 1.36(~6) | 1.33(-6) | 1.33(=6) | 1.14(-6) | 8(=7) 1.19(-6) | 1.19(-6) | 1.03(~6) | 1.06(~6) | 1.04(-6) 9.2(-7)
HO, 1.1(-5) 1.04(-5) | 1.04(-5) 9.66(~6) | 8.97(-6) | 8.97(-6) 8.23(-6) | 7.78(-6)
H,0, 1.41(-6) | 1.39(-6) | 1.39(-6) 1.26(-6) | 1.2(-6) | 1.2(-6) 1.06(-6) | 1.05(-6)
O, 9.88(-10) | 1(-9) 8.55(~10) | 8.08(—10) 6.5(-10) | 6.60(-10)

VAOLLL IIVLS

Note: Writing A(n) means A x 10",
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KINETIC MECHANISMS FOR THE INITIATION OF SUPERSONIC COMBUSTION 935
Table 2
. 0 3 n-1g1 0 3 n-1c1
Re;rﬁ,on Reaction Kig, (cm*mol)"~* s~ kZq, (cm*/mol)"~* s~
Aq | My | Eag Aq | My | Eag
Reactions involving H,O, OH, O, H, H,, O,
1 HO+M=0OH+H+M 1(24) 2.2 -59000 2.2(22) -2 0
2 Hy+M=2H+M 2.2(4) 0 —48300 9(17) -1 0
3 0,+M=20+M 2.6(18) 0 —59580 1.1(14) -1 900
4 H+O+M=0H+M 7.1(18) -1 0 8.5(18) -1 -50830
5 H,+O=0OH+H 1.8(10) 1 —4480 8.3(9) 1 —-3500
6 O,+H=0H+O 2.2(14) 0 —8455 1.3(13) 0 -350
7 H,O + O=20H 5.8(13) 0 —9059 5.3(12) 0 -503
8 H,O+H=0H +H, 8.4(13) 0 -10116 2(13) 0 —2600
9 H, + O, = 20H 1.7(15) 0 —24200 1.7(13) 0 —24100
Reactionsinvolving N, N,, NO
10 N, +M=2N+M 3.72(21) -1.6 -113272 7.94(19) -16 0
11 NO+M=N+0O+M 5.25(17) -0.5 —75600 1(17) -0.5 0
12 O+N,=N+NO 1.74(14) 0 —38455 4(13) 0 -504
13 |O+NO=N+0, 1.51(9) 1 -19439 6.46(9) 1 -3147
14 H+NO=N+OH 1.7(4) 0 —24500 4.5(13) 0 0
Reactions involving NO,
15 NO,+M=NO+0O+M 1.1(16) 0 -32712 1.1(15) 0 941
16 OH +NO=H +NO, 2(11) 05 —15500 3.5(14) 0 —740
17 0,+NO=0+NO, 1(12) 0 —23568 1(13) 0 -302
18 NO, + N = 2NO 3.6(12) 0 0 1.1(11) 0 —39200
19 2NO, =2NO + O, 2(12) 0 —13500 1.2(9) 0 530
Reactions involving HO,
20 HO,+M=H+0O,+M 2.1(15) 0 —23000 1.5(15) 0 500
21 H, + O, =HO, 5.5(13) 0 —29213 2.5(13) 0 -354
22 H,O+0O=H+HO, 4.76(11) 0.372 —28743 1(13) 0 -540
23 H,O + O, = OH + HO, 1.5(15) 0.5 —-36600 3(14) 0 0
24 H,O + OH =H, + HO, 7.2(9) 0.43 -36100 6.5(11) 0 —9400
25 20H, =H + HO, 1.2(13) 0 —20200 2.5(14) 0 —950
26 OH+0,=0+HO, 1.3(13) 0 —28200 5(13) 0 -500
27 N +HO, =NO + OH 1(13) 0 —1000 2.69(12) 0 —41630
28 OH + NO, =NO + HO, 1(112) 05 —6000 3(12) 05 —1200
Reactionsinvolving H,0,
29 H,O, + M =0H + OH + M 1.2(17) 0 —22900 9.1(14) 0 2650
30 H+H,0,=HO, + H, 1.7(12) 0 —1900 6(11) 0 —9300
31 H +H,0, =H,0 + OH 5(14) 0 —5000 2.4(14) 0 —40500
32 2HO, = H,0, + O, 1.8(13) 0 -500 3(13) 0 —21600
33 HO, + H,O = H,0, + OH 1.8(13) 0 -15100 1(13) 0 -910
34 OH + HO,=H,0,+ 0O 5.2(10) 05 —10600 2(13) 0 —2950
35 H,O+0,=H,0,+0 3.4(15) 0.5 —44800 8.4(11) 0 —2130
Reactionsinvolving Og
36 O;+M=0,+M 4(14) 0 —11400 6.9(12) 0 1050
37 O;+H=0H+0, 2.3(12) 0.75 0 4.4(7) 144 —38600
38 0;+0=0,+0, 1.1(13) 0 —2300 1.2(13) 0 —50500
39 O3+ OH=HO,+ 0, 9.6(11) 0 —1000 9(8) 0 0
40 O3+ H,=HO, + OH 6(10) 0 —10000
41 0O;+HO,=0OH +0,+ 0, 2(10) 0 —1000
42 O3+ NO=NO,+0O, 1.2(12) 0 —1400
Note: Writing A(n) means A x 10",
TECHNICAL PHYSICS Vol. 46 No.8 2001
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10*
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Fig. 1. Induction zone length vs. Mach number in front of the shock for various vibrational temperatures of H, and N, (dashed and
continuous curves, respectively). T; (j = 4, 7) = (1) 1500, (2) 2000, and (3) 3000 K. Dash-and-dot line depicts the dependence

Lin(Mo) at Tjg = To.

an undisturbed flow in front of a shock for different
vibrational temperatures of the H, and N, molecules.
Even adight excitation of H, or N, (T, or Ty, = 2000 K)
significantly shrinks the induction zone. However, at
such weak excitations of both H, and N, there existsa
range of M, where the shrinkage of the zone is maxi-
mal. For B = 20° and H = 30 km, thisrangeis My = 9—
10.5at T,0=2000 K and 7.5-10.5 at T,, = 2000 K. For
example, if My = 9.5, the shrinkage of the induction
zone with H, excitation is 200 times greater than with-
out H, excitation at T,y = 2000 K; for My =9, the differ-
enceisonly fivefold. As T, or T, risesto 3000 K, the
situation noticeably changes. The induction zone con-
siderably shortensat al M,. Even at M, = 7, which cor-
responds to the temperature T, = 460 K behind the
front, L;, with H, excitation equalsonly 5 m (3mfor N,
excitation). Without the preexcitation, autoignition at

M, < 9.5 virtually does not occur (L, > 1 km). At the
same time, at high My, (My > 12) and, hence, T,, a
decreasein L;, isnot large even for the strong excitation
of H, or N,.

To explain the results obtained, let us consider the
formation of chemically active O and H atoms, as well
asOH and HO, radicals at low T, and different level s of
H, and N, excitation. Note that combustion-initiating
mechanisms at low (T, < 700 K) and moderate (T, >
800 K) temperatures behind the front markedly differ
evenif H, or N, molecules are not excited. At both low
and high T, the basic reaction that initiates the combus-
tion isreaction 9 (see Table 2), which forms vibration-
aly excited OH radicals. Then, the radicals dissociate
(reaction 4) to produce O and H atoms. At low T, this
source of H atoms competes with the reaction that isthe
reverse of reaction 8 and generates H and H,O. Thelat-

Table 3
Mg 8 10 12
Model 1 2 1 2 1 2
T, K 537.2 539.1 717.8 725.9 931 953.2
Lin, €M 2.38(6) 2.39(6) 1.55(5) 1.98(4) 2.94(2) 3.77(2)
L., cm 2.38(6) 2.39(6) 1.57(4) 2.01(4) 5.01(2) 6.05(2)
Te, K 2466 2464 2501 2498 2543 2537
P, Pa 4.77(4) 4.73(4) 5.45(4) 5.35(4) 6.09(4) 5.87(4)
Me 2.26 2.16 2.95 2.82 3.58 3.43
Note: Writing A(n) means A x 10",
TECHNICAL PHYSICS Vol. 46 No.8 2001



KINETIC MECHANISMS FOR THE INITIATION OF SUPERSONIC COMBUSTION

Yi N,

(a)

937

T,K

VA

0,

H;

10—10

2500

12000

1500

1000

10712

500

10—2 g g g %
-7 2500
1074
| __ 12000
1076 -
11500
108
10-10 11000
10712 500
1072 100 10% 10*
X, cm

Fig. 2. Variation of y; and T along the relaxation zone of the shock with Mg = (a) 9 and (b) 9.5 for the combustion of the 2H, + O, +
3.76N, mixture. Continuous curves, H, preexcitation (T, = 2000 K); dashed curves, H, is not excited.

ter source dominates at high T,. The H atoms partici-
pate in two processes. One produces O atoms (reaction 6)
and initiates a chain mechanism of combustion, while
the other generatesHO, (reaction 20). At T > 800 K, the
rate of the former process exceeds that of the latter;
however, at T < 650 K, the situation is the reverse and
the chain mechanism does not immediately come into
play. The production of HO, in large amounts at low T,
triggers vigorous reactions that cause the decomposi-
tion of HO, (reaction 32 and reverse reactions 25 and 39).
In this case, O; and H,0O, form in large amounts (reac-
tions 39 and 32, respectively). While hydrogen perox-
ide is a passive component and its accumulation pre-
vents combustion, O; dissociates (reaction 36) with the
formation of additional O atoms, thereby initiating the
chain mechanism through reaction 5.

The excitation of molecular vibrations in H, sub-
stantially modifies the overall combustion process. The
extent of modification depends on the excitation level

TECHNICAL PHYSICS Vol. 46

No. 8 2001

and also on T, and, hence, M. This is illustrated in
Fig. 2, which shows how a shock wave with My = (a) 9
and (b) 9.5 changes the concentrations of theinitial and
resulting components in the mixture and the tempera-
tureaong therelaxation zone at T,, = 2000 K. For com-
parison, dashed lines depict the distributions yi(x) and
T(x) without H, excitation. One can see that, for both
Mo =9 (T, = 627 K) and My = 9.5 (T, = 675.5 K), the
preexcitation of H, produces a considerably greater
amount of H atoms immediately behind the shock
front. First, reaction 9, which generates the OH radi-
cals, and the reverse of reaction 8, which generates the
H atoms, are accelerated. Second, a new path for the
production of atomic hydrogen appears. This path is
associated with the intense dissociation of the vibra-
tionally excited H, (reaction 2). Subsequently, the pro-
cesses in the relaxation zone proceed in a various way
dependingon T;. At T; <650 K (M, < 9), the H atoms
are spent on the formation of HO, (since, as was indi-
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Fig. 3. Variation of y; (continuous curves) and T (dashed curves) for the combustion of the 2H, + O, + 3.76N, mixture behind the
shock front with Mg = 9 under the preexcitation of N, to T»g = (a) 2000 and (b) 3000 K.

cated, therate of reaction 20 is higher than that of reac-
tion 5) and H,0, (reaction 32). Accordingly, the con-
centration of H,O, grows and that of the H atoms
declines. This considerably inhibits ignition although
L;, is smaller than that without preexcitation even for
Mp<9.

Withincreasing T, (T, > 650 K), the rate of reaction 5
increases and that of reaction 32 drops. H-HO, interac-
tion forms largely hydroxyl groups (the reaction
reverse to reaction 25). However, the concentration of
the H atoms does not decrease, since the rate of the
reaction reverse to reaction 8 increases because of the
resulting OH radicals. Therefore, in the excitation case,
the differencein the lengthsL;,, for My =9.5and M, =9
is much greater than in the no-excitation case. The
higher degree of H, excitation (T,, = 3000 K) causesthe
stronger H, dissociation and increases the H concentra-
tion within the induction zone to alarger extent than at
T, =2000 K. Therefore, in theformer case, the temper-
ature has a lesser effect on the H and H,O, concentra-

tions; as a result, L;,, considerably (by afactor of up to

10%) shrinks in comparison with the equilibrium condi-
tionseven at low T;.

In the case of N, preexcitation, the mechanism that
intensifies the chain ignition of the H, + air mixturesis
radically different. Figure 3 demonstrates y;(x) and T(X)
curvesfor theignition of the 2H, + O, + 3.76N, mixture
behind ashock at Mj =9 and different levelsof N, exci-
tation: T, = 2000 and 3000 K. At the higher excitation
of N, (T4, = 3000 K), first N atoms form. Then, active
O and H atoms, as well as OH radicals, which are
responsible for the chain mechanism of combustion,
appear. At the lower excitation (T,, = 2000 K), such a
drasticincreasein the N concentration at the early stage
of combustion initiation does not occur. The concentra-
tion of NO is aso markedly lower. It is clear that, at
T, = 3000 K, the high-rate initiation of combustion is
associated with the N atoms resulting from the dissoci-
ation of the vibrationally excited N,. This seems to be
strange, at first glance, since neither N, nor N isimme-
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Fig. 4. Variation of the vibrational temperatures T,—Tg (the
subscripts correspond to the mode nos. of individual mole-
cules) for the combustion of the 2H, + O, + 3.76N, mixture
behind the shock front with Mg = 9 under the preexcitation
of N2 to T7O =2000K.

diately involved in the chain mechanism. Combustion,
in this case, is initiated as follows. The resulting N
atoms combine with O, (back reaction 13) to produce
O atoms and vibrationally excited NO molecules. The
latter rapidly dissociate (reaction 11) into O and N
atoms; that is, the chain mechanism, keeping the con-
centrations of the O and N atoms at a sufficient level,
takes place. The O atoms initiate the chain mechanism
of combustion (reactions 5 and 6).

At the lower excitation of N,, dissociation proceeds
much more slowly and the above mechanism of forma-
tion of O atoms becomes insignificant. Here, the basic
factor that intensifies combustion is the presence of
vibrationally excited O, molecules, which appear (at
X < L;,) behind the shock front because of the V-V'
exchange between N, and O, (reaction 16V). This is
distinctly seen in Fig. 4, which shows the variation of
the vibrational temperatures T; (j = 1-8) in the relax-
ation zone of the shock wave with My = 9 at T, =
2000 K. Because of therisein T5 (T5 > T), reaction 9,
producing OH radicals, and reaction 6 (interaction of
molecular oxygen with atomic hydrogen) are acceler-
ated. These reactions also proceed at T, = 3000 K.
However, at the high excitation of N, they play aminor
part. Another important factor that initiates combustion
when the N, molecules are excited at T, =2000K isan
increasein thetranslational energy of the gaswithin the
induction zone. This increase is associated with the
relaxation of the vibrational energy stored by the N,.
For example, T = 627 K immediately behind the shock
front against T = 780 K at x > 60 m. At high T, this
effect is less prominent, because the induction length
shrinks (in this case, the characteristic length of relax-
ation of the N, vibrational energy exceedsL;,).
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Fig. 5. Induction zone length vs. Mach number in front of
the shock for the simultaneous preexcitation of N, (T =
1000 K) and O3 [T17g = (1) Tg, (2) 2000, and (3) 3000 K]
(continuous curves). Dashed curve stands for N, and O3
unexcited.

The use of an electric discharge is a simple yet the
most efficient way of exciting molecular vibrations in
N,. However, if the discharge isinitiated in air, a small
amount (<0.15%) of vibrationally excited ozone
appears aong with excited N, [19]. It is therefore of
interest to trace its effect on the combustion dynamics
in a supersonic flow. The effect of the ozone on the
induction zonelengthisillustrated in Fig. 5 for the mix-
tureH, : O,: N,: 0;=0.299:0.147 : 0.553 : 0.00147
at T, = 1000 K (it isassumed that antisymmetric vibra-
tions are excited in the ozone). As the excitation of the
ozone increases (the amount of the ozone in the mixture
does not exceed 1% in terms of oxygen concentration),
the range of M, which favors the combustion and cuts
L;, expands. For example, if only the N, vibrations are
preexcited (T, = 1000 K), the Mach number at which
L;, equals 10 m is My = 10. In the presence of the
excited ozone (T,79 = 3000 K), the same value of L, is
at My =8.5 (T, =580 K).

Thus, asmall concentration of excited ozone present
in discharge-activated air markedly shrinksL;, even for
weakly excited N,. At My = 9, the length shrinks by a
factor of 100 even at T, = 1000 K and T;,, = 2000 K.
The reason is that, when the antisymmetric vibrations
in O3 grow, ozone dissociation (reaction 36) proceeds at
ahigher rate and O atoms in amounts necessary for ini-
tiating the chain mechanism of combustion arise very
rapidly. Accordingly, OH radicals form. Ozone-hydro-
gen interaction (reaction 40) aso produces OH radi-
cals. Therefore, back reaction 8 again is the basic
source of H atoms. When the excitation of N, rises to
T4 > 2000 K, the effect of O; excitation on the charac-
teristic of supersonic combustion at O, concentrations
in the mixture aslow as mentioned above becomes |ess
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pronounced. The effect is insignificant also at low T,,
when a considerable amount of H,O, is produced.

CONCLUSION

The preexcitation of molecular vibrationsin H, and
N, may initiate detonation combustion even behind the
front of weak shocks (gas temperatures T, < 500 K).
For the moderate excitation of both H, and N, and not
very high gas temperatures (600—700 K) behind the
front, there exists arange of M, where the preexcitation
of H, or N, considerably (by a factor of up to 10°)
shrinks the induction zone. Asthe excitation grows, the
range expands toward smaller M. Even asmall amount
of vibrationally excited ozone present in discharge-
activated air markedly (by afactor of up to 500) short-
ens the induction zone and initiates detonation combus-
tion behind the weak shock (T; ~ 500 K) even if N, is
low-excited.

ACKNOWLEDGMENTS

Thiswork was financially supported by the Russian
Foundation for Basic Research (grant nos. 99-01-
01165 and 99-02-18494).

REFERENCES

1. T.Yip, AIAA Pap., No. 89-2567 (1989).

2. N.G. Dautov and A. M. Starik, Fiz. GoreniyaVzryva 32
(2), 94 (1996).

3. D. E. Gonzales, AIAA Pap., No. 96-4960 (1996).

4, C. Li, K. Kailasanath, and E. S. Oran, Combust. Flame
108 (1), 173 (1997).

5.

10.

11

12.

13.

14.
15.

16.

17.

18.

19.

STARIK, TITOVA

A. M. Starik and N. G. Dautov, Teplofiz. Vys. Temp. 34,
737 (1996).

M. J. Ostrander, J. C. Hyde, M. A. Young, and
R. O. Kissinger, AIAA Pap., No. 87-2002 (1987).
W. Chinits, AIAA Pap., No. 96-4536 (1996).

O. Knab, T. H. Gogel, H. H. Frihauf, and E. W. Messer-
chmid, AIAA Pap., No. 95-0623 (1995).

S. Losev, A. Sergievskaya, A. Starik, and N. Titova,
AIAA Pap., No. 97-2532 (1997).

N. M. Kuznetsov, Kinetics Monomolecular Reactions
(Nauka, Moscow, 1982).

E. A. Kovach, S. A. Losev, and A. L. Sergievskaya,
Khim. Fiz. 14 (9), 44 (1995).

A. M. Starik and N. G. Dautov, Kinet. Katal. 37, 346
(1996).

Thermodynamical Properties of Individual Substances:
A Handbook, Ed. by V. P. Glushko, L. V. Gurvich,

G.A.Bergman, et al. (Nauka, Moscow, 1978, 1979),
Vols. 1, 2.

F. J. Tanczaz, J. Chem. Phys. 25, 439 (1956).
R. C. Millikan and D. K. White, J. Chem. Phys. 39, 3209
(1963).

V. V. Lunin, M. P. Popovich, and S. N. Tkachenko, Phys-
ical Chemistry of Ozone (Mosk. Gos. Univ., Moscow,
1998).

K. S. Klopovskii, A. S. Kovalev, D. V. Lopaev, et al., Zh.
Eksp. Teor. Fiz. 107, 1080 (1995) [JETP 80, 603 (1995)].
A. A. Vedenov, Physics of Electric Discharge CO,
Lasers (Energoizdat, Moscow, 1982).

N. G. Basov, V. A. Danilychev, V. A. Dolgikh, et al.,
Kvantovaya Elektron. (Moscow) 13, 1161 (1986).

Trandlated by V. |saakyan

TECHNICAL PHYSICS Vol. 46 No.8 2001



Technical Physics, Vol. 46, No. 8, 2001, pp. 941-945. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 71, No. 8, 2001, pp. 13-16.

Original Russian Text Copyright © 2001 by Malai, Shchukin, Yalamov.

GASES AND LIQUIDS

Motion through a Viscous Liquid of a Heated Spheroidal Solid
Particle under Conditions of Uniform Internal Heat Release
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Abstract—An expression has been derived allowing the drag to be estimated on a spheroidal hydrosol particle
moving in aliquid under conditions of an arbitrary temperature difference between the particle surface and a
separate region, which takes into account the temperature dependence of the liquid viscosity presented in the
form of an exponential power series. © 2001 MAIK “ Nauka/Interperiodica” .

FORMULATION OF THE PROBLEM

Consider a spheroidal particle of a solid containing
uniformly distributed constant-power heat sources
(sinks), which is immersed in an incompressible vis-
cous liquid occupying the whole space. The motion of
heated spheroidal particles through viscous liquid and
gaseous mediawas studied in anumber of papers[1-5].
A particleis considered heated if the average tempera-
ture of its surface is well above the ambient tempera-
ture. Heating of the particle surface may be due, for
example, to a chemical reaction inside the particle,
radioactive decay of the particle matter, and so on. The
heated particle significantly influences the thermophys-
ical characteristics of a medium and may appreciably
affect the velocity field and the pressure distribution in
itsvicinity.

The motion of nonspherical particles through liquid
and gaseous media under conditions of small relative
differences of temperature was considered in papers
[6-9].

In this paper, in the framework of the Stokes approx-
imation, an analytical expression for the hydrodynamic
force acting on a uniformly heated spheroidal particle
has been obtained, which takesinto account the temper-
ature dependence of the liquid viscosity represented in
the form of an exponential power series, for an arbitrary
difference between the temperatures of the particle sur-
face and a separate region.

In the frame of reference with respect to the center
of mass of the particle, the problemisreduced to that of
a heated immovable oblate (prolate) spheroid placed in
a plane-parallel flow of liquid having a velocity U,
(paralel to the symmetry axis of the spheroid). It is
assumed that the density, thermal conductivity, and
thermal capacity of the liquid and the particle are con-
stant, and the thermal conductivity of the particle is
much greater than that of the ambient liquid.

Of the parameters governing the liquid flow, only
the dynamic viscosity coefficient strongly depends on
temperature [9]. This dependence will be taken into
account using the expression

Hiig =
D

(a F, = 0 this formula is reduced to the well-known
Reynolds relation [9]). Here A = const; [, = Hiig(Te);
and T, istheliquid temperature away from the particle;
the indices “lig” and “p” here and below refer to the
parameters of the ambient liquid and the particle,
respectively. It is known that the viscosity of aliquid
drops exponentialy with temperature [9]. An analysis
of the known semiempirical formulas has shown that
expression (1) best describes viscosity variations in a
wide temperature range with any required accuracy.
The flow about the spheroid is presented in spheroi-
dal coordinates (g, n, ¢) with the origin at the center of
the hydrosol particle. The curvilinear coordinates €, n,
and ¢ are related to the Cartesian coordinates by the
following expressions [10]
X = csinhesinncosd, Yy = csinhesinnsing, @
Z = ccoshecosn
or
X = ccoshesinncosf,
Z = csinhecosn,

y = ccoshesinnsing,

©)

where ¢ = ,/b2—a3 in the case of a prolate spheroid
(ap < by, formulas (2)) and ¢ = ,/a5— b} for an oblate

1063-7842/01/4608-0941$21.00 © 2001 MAIK “Nauka/Interperiodica’
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spheroid (a, > by, formulas (3)), ay and b, are the semi-
axes of the spheroid, and the z axis of the particle Car-
tesian coordinate system coincides with the spheroid’s
axis of symmetry.

For small Reynolds numbers, the distributions of
velocity Uy, pressure Py, and temperature T, are
described by the following set of equations[11]:

|:”:)Ilq uhqAUhq + Z(ml I|q|:|)UI|q + [I-T-Il liq x rOtUhq]( )
divU;q = 0,
AT =0, AT, = —q,/A,. (5)

Equations (4) and (5) are solved with the following
boundary conditions:

Uig =0, Tyg = Tp,
T oT, (©)
}\Ilq a;q - )\pg a € = 50,
Ujjq— U, cosne,—U_sinne,, 0
Tig— T, Pig— P, a € -—oo,
T,z a &—0. (8)

Here, g, and €, are the unit vectors of the spheroidal
coordinate system, A is the thermal conductivity, U,, =
|U|, and g, is the (constant) power of the heat sources
(sinks) per particle unit volume. Boundary conditions
(6) alow for azero liquid velocity condition at the par-
ticle surface, equality of the particle surface and thelig-
uid temperatures, and continuity of the heat fluxes
through the particle surface. The particle surface is
specified by the coordinate €,. At alarge distance from
the particle (¢ — ), boundary conditions (7) are
valid, and the finiteness of the physical parameters of
the particle at € — O istaken into account in (8).

The force exerted by the flow on the particle is
defined by the formula

F, = IE—P”qcosn
(©)

sinhe
+ 0,.CcoSn — Oshsomsnn %}IS

where dS= c2cosh’e § nndnd¢ isadifferential surface
element, and o, and o, are the components of the
stress tensor in a spheroidal coordinate system [11].

THE FIELD OF VELOCITIES
AND THE TEMPERATURE DISTRIBUTION:
DETERMINATION OF THE DRAG

To find the force exerted by a liquid on a heated
spheroidal solid particle, it is necessary to know the
temperature field around the particle. Integrating Eq. (5)

MALAI et al.

under the corresponding boundary conditions gives

tig = 1+\—C/aoarccot)\, (10)
A
t, = B+ QoY% arccoth
)\P
’ t)\ t)\ ()
arcco _arcco
+J’ s J’fd)\

Ao

Here, A = sinhe; t =T/T,,; y=t;— 1isadimensionless
parameter characterizing the heating of the particle sur-
face; t, = TJT,,; and T, is the average surface tempera-
ture of the heated spheroid defined by the formula

(12)

B = 1+%L })\\" DyA/1+)\ arccotA,,

Ay = sinhgg,

+1

C 2, 2\ _
ZAmeJ'qp()\ +Xx7)dx; x = cosn.
-1

2

f=-

Taking (10) into account, expression (1) takes the
form

(13)
g = uw[nzavo(arccom exp{ ~Yoarccoth}

where

Vo= a,

Making use of the fact that the viscosity depends
only on theradial coordinate A, we solve Eq. (4) by the
method of the separation of variables, resolving the
velocity and pressure fields into Legendre and Gegen-
bauer polynomials [10]. In particular, for the compo-
nents of the mass velocity U the following expressions
satisfying boundary conditions (7) are obtained:

U,
Uc(e,n) = cH G, +AGy, (14
€
U,
Uy(g,n) = —_S'nr][c +AG3+AGyl, (19
TECHNICAL PHYSICS Vol. 46 No.8 2001
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where
© @(1)
Z - (n+3)A"
© @(2)
R z (n+ A"
@ (1)
_B —Qﬂ——r][(nw)ln)ﬁ’—l},
£ (n+3)\ A
1+\° 1+2°
Gy = G+ =5 —2G), G,=G,+ > —2.G),

ol = ‘h‘(‘n‘lfs—) z [(n+4—K)

x{(n+1-K)a’ +a?} +a P10, (n=1),

@ _ 1 &
o - ‘m[z{(“*z‘”

><[(n+l k)a(1)+a(k2)] +G(3)}@(2)

+B z [(2n-2k-3)aP + a(k”]e(nl_)k_z—aag‘”}

(n=3), H, = cA/coshzs—sinzr],
of = 212(af’ +af) +al + 6af’),

o =1, o’ =1, o = -1,

B = —21{3(20f" +af) + a0 |

2(0(1)+G(2)) a(23) (4)]

]

(16)

(1) _ k

a,’=C,+12 § (-1)
2

Cn—2k—2
(2k + 1)(2k + 3)(2k + 5)°

A, = 1,

al? = (N=2)C,=YoCn_s

i
(4k + 5)Cn—2 -2
+12 kZO (-1) (2k+1)(2k + 3)(k2k +5)

TECHNICAL PHYSICS Vol. 46 No.8 2001

il
k 1
-3 kZO (-1) 2k 3)(2k+ 5)[(n—2k—2)Cn_2k_2

(nz1),

—YoCroak-3+ (N+2k=4)C,_5_,]

al = —2(n+2)C,+2y,C,_1-2(n-2)C,_,

i i
k ~n-2k-2 2k—2 k
+12 Z (' G 620 (-1)

((k+2)(4k+5)
(2k+3)(2k+5)[(n 2k=2)C,_o_»

—YoCn_ak_3+ (N=2k-4)C,_5_4]

(nz1),

G(4) —

[VoAn 1—(h=1)(n-2)A,_;] (n=1),
!

Ck = _—
IRIEIEp N

I, +3l3+5lg+ ... +slg=

x Ffrfafe . fr,

Lt (D"
=k 5
[ =1 +l3+15+ ...+,

_ _nk-1__ Y&
f2k—1 - ( 1) C(2k—1)
[k/2] denotes the integer part of k/2.
The force acting on the spheroid because of viscous
stresses is determined by integrating expression (9)
over the spheroid surface and, taking into account (14)
and (15), isequal to

(k=1),

uoo 0 y

F, = Am——A,exp D——aoarccot)\djnz, a7

where n, isthe unit vector along the z axis.

Note, that expression (17) for the force was obtained
under the assumption of uniform particle motion,
which is only possible when the total force acting on a
particle is zero. Since force (17) is proportional to the
velocity and becomes zero only together with it,

Variation of the coefficient K with the average surface tem-
perature of the spheroid and the ratio of its semiaxes

T, K b
203 | 313 | 331 | 353 0

K | 2066 | 2023 | 1.818 | 1704 | 12

K | 0978 | 0649 | 0367 | 0173 | 14
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another force has to be present to balance (17) for uni-
form motion to be possible.

The integration constants A, and A, appearing in the
expressions for the components of mass velocity are
determined from the boundary conditions at the spher-
oid surface. Then, expression (17) can berepresented in
the form

F, = 6magl.KU,n,, (18)
where
Gl

2
3 /1+2[G,G, -G,G)]

U Ay
X eXpL—¢
O

0
8, arccotA {7,
0

G, and G, arethefirst derivatives of the corresponding
functions with respect to A; and n, is the unit vector
along the z axis.

To obtain an expression for the hydrodynamic drag
on an aprolate spheroid it is necessary to substitute iA
for A and —ic for ¢ in formula (18) (i is an imaginary
unit).

Thus, formula (18) allows oneto estimate the hydro-
dynamic force acting on a spheroidal particle contain-
ing uniformly distributed constant-power heat sources
(sinks). This estimation takes into account the depen-
dence of viscosity on temperature expressed in theform
of an exponential power series for an arbitrary differ-
ence between the temperatures at the particle surface
and away fromiit.

As an example, the table gives the calculation
results of the dependence of K on the average tempera
ture of the spheroid surface and the ratio of spheroid
semiaxesfor granite particlesof aradiusR=2x10°m
suspended in water (T, = 293 K, A = 6.095, F, = 0,
n=1).

In the limit y — O (small temperature gradientsin
the spheroid’svicinity), a, = R, K = 1, and formula (18)
transforms into the Stokes formula [10].

L et usconsider the motion of aspheroidal particlein
agravitational field. A particle sinking under the action
of gravitational force in a viscous liquid ultimately
acquires a constant velocity, such that gravity is bal-
anced by hydrodynamic forces.

The gravitational force on the particle, with allow-
ance made for its buoyancy, is

4
Fg = (pp_pliq)génagbo- (19)

MALAI et al.

Equating (18) to (19), we obtain the velocity of the
steady fall of anonuniformly heated spheroidal particle

[ — bGG GG
pllq)g 1+)\0a0 ? 2 :

1

|:|Ay |
X eXp[T—ayarccotA{].
o¢ 0

L et us highlight some problemswhich can be solved
using the results obtained. Consider the motion of a
particle containing nonuniformly distributed heat
sources (sinks) of density g, In this case, the average
temperature of the spheroid surface is defined by the
following relation:

T _ 1
T L 4T[a0)\|iqToo.qudV’
\%
wheretheintegral istaken over the wholevolume of the
spheroidal particle.

Another case is that of heat sources (sinks) of con-
stant intensity |, distributed not in the volume but over
the particle surface. It is easy to show that the solution
can be obtained if in the above rel ationshipsfor the case
of uniform internal heat release the following substitu-
tionis made

=3
qp - 4b0|0|:2

Here, € isthe spheroid’s eccentricity. It is also possible
to consider the motion of a uniformly heated particle
with an average surface temperature T,. In particular, if
an electromagnetic radiation (having the wavelength
Ag) Of intensity I, is incident on the spheroid, the
absorbed energy is TR?lK,,, where R is the semimajor
axis of the spheroid and K, isthe absorption factor [12].
If Ag > R, the absorbed energy is uniformly distributed
over the particle surface; that is, the particle can be con-
sidered uniformly heated. In this case, it is necessary to
takethat g, = 0 and T = T in the boundary conditions (6).

The parameter y takes the form
— 1 ts -1 —
Y= [1 + \2aCCOtA (t: = TdTo).
0
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Abstract—The concentration NH, of negative hydrogen ions in a low-voltage cesium-hydrogen discharge

plasma NH_ is determined from experiments with laser radiation absorption caused by the photodetachment of

electrons from the H™ ions. The resolution of a setup measuring the relative absorption is =10 for a signal-to-
noiseratio of ~1072 or less. A heated-cathode diode is used to initiate the discharge at avoltage of U < 10V and
acurrent density of j < 5 A/cm? (hydrogen pressure P, is equal to severa torr, and the cesium concentration

in the plasma N2 ~ 104 cm ). The absorption due to the photoionization of excited Cs atomsis shown to be
negligible. The measured concentration NH_ of the H- ions is 1012-10"3 cm3. Experimental results are consis-
tent with the theory. © 2001 MAIK “ Nauka/Interperiodica” .

(1) In modern plasma sources of negative hydrogen
ions, the ions are generated by dissociatively attaching

thermal electrons to vibrationally excited H3 (v) mol-
ecules being in the ground electronic state X' Z; [1, 2].

The necessary concentration of H3 (v) is attained

mainly by the cascade filling of vibrational states via
radiative transitions from excited singlet states of H,
molecules [3]. Intensefilling of the vibrational statesis
provided in high-voltage electric discharges where
electrons emitted by the cathode have an energy eU =
50 eV. Since el ectronswith energies of several electron-
volts or higher destroy H- ions, volume plasma ion
sources usualy consist of two chambers.

In the first chamber, highly excited molecules are
generated in the presence of fast electron beams. In the
second one, where the dissociative attachment of ther-
mal electrons and the generation of H- ions take place,
the beams are absent. The chambers are separated by
either a meshy magnetic filter [2] or a so-called hybrid
source [4]. In the latter, fast electrons from the cathode
are strictly confined near the chamber walls using elec-
tric and magnetic fields of special configuration. The
excited hydrogen molecules pass from the walls to the
center of the chamber, where H- ions are generated by
dissociative attachment. Thus, H- ions are generated in
the region free of fast electrons.

(2) Thegoal of thiswork wasto study the generation
of H™ ions in Cs + H, low-voltage discharges (U <
10V). In such discharges, cesium ionizes, whereas
hydrogen does not, remaining in the ground state. A

potential well filled by Maxwellian thermal electronsis
formed in the gap. The concentration of the thermal
electrons in the gap (n, = 10*-10%** cm™3) is consider-

ably higher than the concentration n of fast electrons

in the cathode beam. Thus, the vibrational kinetics of
electronsin the discharge is determined exclusively by
the Maxwellian electrons. The temperature T, of the
electronsin the low-voltage Cs + H, discharge is close
to 1 eV. Such avalue is optimum both for the dissocia-
tive attachment to vibrationally excited H, moleculesin

the ground state X'Z; [5] and for the production of the
required vibrational distribution function of the H, mol-

ecules. Thus, all conditions for the intense generation
of H-ionsin asingle space are met.

According to the theory of low-voltage Cs+ H, dis-
charge [6-9], a very high concentration of H- ions
(N,- = 10" cm™) can be attained in the discharge
plasma if the emissivity of the cathode is sufficiently
high (js= 10 A/cm?). Therefore, discharges of this type
can be used for generating narrow beams of H- ions
with ahigh current density j - (up to 1A/cm?). Exper-

imental studies of low-voltage Cs + H, discharge
[10—-14] showed, in particular, that the plasma parame-

L AsT, exceeds 1 eV, the vibrational excitation efficiency decreases
because of H,, dissociation and the high-rate generation of atomic
hydrogen. This sharply increases the rate of V-T relaxation of H,
molecules due to atomic hydrogen. As a result, the concentration
of H™ ionsin the discharge decreases [9].

1063-7842/01/4608-0946%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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ters obtained with such discharges are sufficient for
attaining high valuesof N, .

In this work, direct measurements of NH, in the

low-voltage Cs + H, discharge are reported for the first
time. The results of the measurements are compared
with calculations.

We studied largely dense-plasma discharges (3 <
Py, L < 12torr mm, where py, isthe hydrogen pressure
and L istheinterelectrode spacing). Under these condi-
tions, the effect of interaction between H3 (v) mole-

cules and the electrode surfaces on the vibrationa dis-
tribution function is negligible. Therefore, when com-
paring theoretical and experimental data, one does not

need to know the deactivation probabilities for H (v)
on cesium-coated surfaces.

(3) The concentration N, - was determined from the

experimentally measured absorption of the laser radia-
tion. The absorption was caused by the photodetach-
ment of electronsfrom H-ions. A continuous-wave P [
10* W semiconductor laser was used. The spectral
width of the radiation was approximately 2 nm, and the
maximum intensity wasat Ao = 816 nm (hv, = 1.52 V).
This wavelength corresponds to the maximum photo-
ionization cross section of H-ions (o, = 4 x 107" cm™
[15]). However, the corresponding energy hv, is insuf-
ficient for the photoionization of highly occupied dis-
crete levels of Cs (7S, or lower). As aresult, the pho-
toionization of Cs under the experimental conditionsis
insignificant (see below). On the other hand, the laser
radiation at this wavelength can effectively be filtered
out from the discharge radiation, because the former
falls within a wide spectral “window” where cesium
does not emit.

The diode used in the experiment is shown in
Fig. 1a. The face ends of cylinders 12 mm in diameter
were used as parallel-sided electrodes. The lateral sur-
faces of the cylinders were covered by insulating BeO
ceramics. The interelectrode spacing L was 3 mm. The
Mo cathode cylinder was heated by a radiator placed
inside the cylinder. A platinum foil 0.1 mm thick was
welded to the face end of the cathode cylinder. The
anode cylinder was made of oxygen-free copper.
A cylindrical probe made of gilded tungsten was
inserted in the interelectrode gap through a hole at
the center of the anode. The probe diameter and
length were 0.1 and 2 mm, respectively. The axis of
the probe was parallel to the electrode surfaces. The
diode was mounted in a glass bulb placed in a spe-
cia thermostat. To prevent cesium condensation,
the temperature inside the thermostat was main-
tained between 550 and 600 K.

The measurements were performed in the pulse-
periodic mode. A special source generating regulated
voltage pulses of variable amplitude (U < 10 V) and
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Fig. 1. (a) Diode used in the experiment: (1) anode, (2) cath-
ode, (3) cylindrical probe, (4) cross section of laser beam,
and (5) heater. (b) Experimental setup for optical measure-
ments: (1) semiconductor laser, (2) focusing lens, (3) beam-
splitting plate, (4) polarizer, (5) mirrors, (6) thermostat with
the diode, (7) interference filter, (8) FD-24K photodiodes,
(9) digital voltmeter, (10) differential amplifier, (11) S1-
122A oscilloscope, (12) differential integrator, (13) analog-
to-digita converter, (14) bulk thick-wall brass case,
(15) laser beam, and (16) gate pulses.

duration T = 1 ms was used to sustain the discharge.?
The permissible current load | of this source did not
exceed 10 A. The pul se repetition frequency was varied
in the range 10 < f < 40 Hz. Thus, the current pul ses of
the arc were almost rectangular. During the measure-
ments, the external parameters (cathode temperature,
cesium concentration, and hydrogen pressure) were
maintained constant. Variations in both the pulse shape
and the arc plasma parameters with time (i.e., from
pulse to pulse) were negligible. This property of the
low-voltage heated-cathode arc alowed the use of
gated integration in the measurements. The parameters
of the electronic component of the plasma are virtualy
related to the instantaneous current. The molecular
component relaxation time 1, did not exceed 0.5 ms
[12]. Therefore, the measurements began when the
plasma became quasi-stationary, i.e., At = 0.5 ms after

2The I-V characteristic of the low-voltage heated-cathode arc
shows that the current saturates at the level of the thermionic cur-
rent of the cathode. This allows the regulation of the arc voltage.
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Fig. 2. Laser radiation absorption by the plasma of the low-
voltage Cs + H, discharge (discharge turn-off time is
marked with the dotted line): (1) | =4.0A, U=6.6V, and
Py, = 2torr; (2) 1 =3.0A,U=5.0V, and Py, = 1torr.

arc initiation. The probe measured the el ectron temper-
ature and concentration aswell asthe potential distribu-
tion in the gap. The probe measurements were per-
formed simultaneously with the optical measurements.
The experimental setup and the procedure of electrical
measurements are described in more detail in [10, 14].

The weak absorption of the probe radiation by our
plasma object was caused by its small size and also by
the small cross section of electron photodetachment
from the H-ions. Thisimposed severe requirements on
the experimental setup and the measuring procedure. It
was necessary to provide the detection of weak noisy
signals (a signal-to-noise ratio of ~107 or less). Noise
was due to the mechanical vibrations of the setup, con-
vective flows of dusty air because of heating the ther-
mostat, etc. The block diagram of the experimental
setup for optical measurementsisshownin Fig. 1b. The
setup uses the method of gated integration to measure
the relative absorption of the laser radiation as low as
AP/P, = 107° (P, and AP are the incident and absorbed
radiiation power, respectively).2 With regard for the fact
that the linear size of our plasma object is about 1 cm,

the setup can determine N - a a level of 225 x
104 cm3,

Consider the operation of the setup. The beam from
laser 1 is split into the probing and reference beams by
plate 3. The probing beam passes through the setup and
is partially absorbed by the plasma. Lens 2 inside the
laser case focuses the probing beam in the gap so that
its cross section becomes elliptic (major semiaxis is
1.0 mm; minor semiaxis, 0.35 mm). The major semi-

3In the study of the magnetochromatic effect in gaseous nitrogen
dioxide [16], the absorption of the laser radiation by nitrogen
dioxide was measured at a level of AP/Py =5 x 107°. In contrast
to our experiments, the measurements in [16] were performed
using asingle pulseg, i.e., without averaging the valid signal. Low
noise is the reason for such high sengitivity.
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axis of the ellipse is parallel to the electrode surfaces.
The inclination of the beam-splitting plate can be var-
ied with a micrometer screw. In this way, the probing
beam moves aong the discharge axis. The results dis-
cussed below refer to the case when the probing beam
was focused between the cathode and the probe
(Fig. 1a).

Both beamsfall on photodiodes 8. The plasma radi-
ationiscut off by narrow-band interferencefilter 7. The
passband maximum lies at the wavelength A,. The out-
put signals of photodiodes 8 are applied to the input of
differential amplifier (DA) 10 withagain K, =200. The
photodiodes and the DA are enclosed in a bulk thick-
wall brass case used to equalize the temperature and
protect the high-sensitivity measuring circuit from
external electrical noise. The DA is balanced with
polarizer 4. The balancing is monitored using an oscil-
loscope [11]. The output signal of the DA is applied to
the input of differential integrator (DI) 12. The DI
improves the signal-to-noise ratio, i.e., facilitates the
extraction of the desired signal.

The DI consists of two gated integrators. The differ-
encesignal from the gated integratorsisamplified (K, =
28) and integrated with an output capacitor. One of the
integrators is gated a short time before the initiation of
the low-voltage arc. This integrator is used to measure
the noise component of the DA output signal. The sec-
ond integrator is gated during the discharge. It is used
to determine the sum of the desired and noise signals.
Thus, the DI output signal is proportional to the laser
radiation power absorbed by the low-voltage arc
plasma. Gate pulses 0.3 mswide were applied to the DI
0.4 ms before and 0.6 ms after theinitiation of the low-
voltage arc. For a gating frequency f = 20 Hz, the time
constant of the DI was ~10? s. The design and the per-
formance of the DI are detailed in [17]. The output sig-
nal of the DI was digitized using an analog-to-digital
converter and applied to aPC.

Precautions have been taken to minimize the noise
caused by the mechanical vibrations of the elements of
the setup. To suppress air convection due to the heating
of the thermostat, the reference and probe beams prop-
agated inside small-diameter glass tubes.

Signal readout and digitization were performed
every second. For each of the discharge modes, the
maximum possible duration of measurement was
~10%s. Signal recording began 200-300 s after the
steady conditions had been set and the arc had been ini-
tiated. The measurements lasted 200-300 s until the
discharge was switched off. Then, the DI output signal
corresponding to the zero absorption was recorded for
another 200-300 s. Associated records are shown in
Fig. 2. The results were statistically processed. To cal-
culate the relative absorption of the laser radiation, the
ratio between the absorbed power measured and the
incident power was determined. The signal propor-
tiona to the incident power was recorded with digital
voltmeter 9 (Fig. 1b).
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Fig. 3. Relative populationsv; = N;/ Ni(B) of the excited lev-
els of a Cs atom for one of the experimentally studied dis-
charge modes: | =2A,U =52V, Ph, = ltorr, ng=4.7 x

102 cm™3, and T, = 0.64 eV (Ni(B) isthe population of the

excited level according to the Boltzmann distribution when
the excited level is in equilibrium with the ground level).
The solid curve is the population v(E) calculated in the
Gurevich—Pitaevskii diffusion approximation of quasi-con-
tinuous spectrum.

We performed measurementsin the presence of thearc
and in the absence of the laser radiation to estimate the
efficiency of plasma radiation cutoff. It can be argued
(within the accuracy of our measuring procedure) that the
plasmaradiation did not fall on the photodiodes.

(4) The plasma parameters (including the concentra-
tion N - of the negative ions) were calculated at the

midgap (X = L/2), i.e., at the site of the probe, using an
approximate model described in [7]. The plasmain the
gap was assumed to be uniform. A comparison of these
approximate calculations with the exact solutions
obtained using the procedure described in [8] shows
that, for x = L/2, they are in fairly good agreement: the
respective electron concentrations diverge no more than
twofold, and the difference in T, does not exceed 15%.
Given T, one can, with the model described in [7], cal-
culate al the parameters of the plasma, namely, the con-
centrations of the plasma components, the populations
N, of the excited levels of a Cs atom, and the vibrational

function H,(v) for the distribution of H, molecules [9].%

4 The potential drop near the electrodes should be determined from
the balance conditions for charged particles and energy at the
plasma boundaries. In our case, the form of related expressions
depends on the mechanism of cathode beam relaxation in a
plasma (cf. [6-8] and [9]). This problem is not considered in this
work, because the nonequilibrium (beam) component of the elec-
tron distribution function has no effect on the vibrational kinetics
of electronsin the plasma.
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Fig. 4. (a) Concentrations NH_ of negative hydrogenionsin
the interelectrode gap for various modes of the low-voltage
cesium-hydrogen discharge; (b) plasma parameters n,, and
Te measured with the probe placed at the center of the gap

(x = L/2) for various modes of the discharge. Closed sym-
bols, experimental data; open symbols, calculations for x =

L/2 (center of the gap). Ph, = (m,0) 1, (®,0) 2, (4, A)3,
and (e, ©) 4torr.

Now let us find N; and estimate the laser radiation
absorption caused by the photoionization of cesium.
The cesium spectrum is subdivided into two parts. The
lower widely spaced levels (i = 6S, 6P, 5D, 7S, and 7P)
will be considered in a discrete spectrum approxima-
tion with regard for impacts of thefirst and second kind,
optical transitions (in the effective lifetime approximar
tion [18, 19]), and interactions with H, molecules [20]
(for more details, see [7]). Highly excited closely
spaced levels (from 7P to the ionization threshold) will
be considered in the Gurevich—Pitaevskii approxima-
tion of quasi-continuous spectrum [21]. Typical dimen-

sionless values of the population v; = N/ Ni(B) that were
calculated for one of the experimentally studied dis-
charge modes (the point corresponding to p,,, = 1 torr,
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Fig. 5. Filled symbols: experimental values of the relative
absorption AP/Pg of the laser radiation in the plasma. They

were used to calculate the concentrations NH_ shown in
Fig. 4a. Open symbols: calculated factors of absorption
caused by the photoionization of excited Cs atoms for the
same discharge modes asin Fig. 4a. The values of P, &€

thesameasin Fig. 4a

Ne = 4.7 x 108 cmr3, and T, = 0.64 eV in Fig. 4b) are

shown in Fig. 3 (N{® = (g/gsdNeseXp{ —E/KT.} is the
Boltzmann equilibrium population, and g; is the statis-
tical weight of alevel). For E = E;p, a continuous func-
tion v(E) should be used instead of the discrete function
V;(E;). Theformer is obtained by solving an appropriate
diffusion equation [21] and is joined together with the

values of Vp and Vg = NeNes/NesKo(To) at the edges of

the quasi-continuous spectrum (n¢ is the concentra-
tion of Cs*ions, and Ky(T,) isthe equilibrium ionization
constant for the 6S state). The distribution of the popu-
lations of the excited statesin Fig. 3istypical for plas-
mas where ionization dominates over recombination. It
should be noted that this distribution has small values of
V(E) in the upper part of the spectrum, where the photo-
ionization absorption of the laser radiation occurs.® The
distribution shown in Fig. 3 is typical of al discharge
modes. The vaue of the photoionization cross section
used in the calculations was taken from [22].

(5) The experimental and cal culated data are shown
in Figs. 4 and 5. The concentrations N, - for various

modes of the low-voltage arc that were determined
from the absorption values are shown in Fig. 4a (the
laser radiation was assumed to be absorbed in a 1-cm-

5The possibility of absorption due to transitions from the 7S level
to the Rydberg 6P states of the quasi-continuous spectrum was
also analyzed. Absorption of this type was found to be very wesk.

BAKSHT et al.

thick layer of the plasma). The cathode emission was
js= 14 Alcm?. The values of the electron concentra-
tion n, and temperature T, measured with the probe at
the center of the discharge for the same modes are
shown in Fig. 4b. In the calculations, they were used as
discharge mode parameters. The calculated concentra-
tions N ,- for various discharge modes are also shown
inFig. 4a. Thetotal concentration N(COS) of cesuminthe

gap was determined by calculations, since this value
could differ significantly from the concentration Ngg
over theliquid phase under experimental conditions. As
is seen from Fig. 4, the experimental and calculated
data are in satisfactory agreement.

The measured values of the relative absorption
AP/P, (Fig. 5) were used to cal cul ate the concentrations
N,- showninFig. 4. InFig. 5, shown is also the calcu-
lated coefficient K, of absorption (absorption per
1-cm-thick plasma layer) caused by the laser-induced
ionization of excited Cs atoms. As is evident from
Fig. 5, the measured absorption is greater than the pho-
toionization absorption in cesium by two orders of
magnitude. Therefore, the former cannot be due to the
photoionization of Cs atoms.

Asfollowsfrom Fig. 4b, as the concentration n, and
the temperature T, of the plasma electrons increase, the

concentration N, grows, approaching ~10% cm.

According to theoretical predictions, N - can exceed
the values attained in the experiment. Greater values of
N,,- can be obtained using higher-emissivity cathodes
(for example, LaBg cathodes) or hollow-cathode dis-
chargesin aCs + H, mixture[23].

(6) Thus, it has been shown that a high concentration
of H-ions (N - ~ 10" cm) in alow-voltage cesium-
hydrogen discharge plasma is a possibility. The values
of N ,- measured are consistent with theoretical predic-
tions.
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Abstract—A model of nonlinear periodic traveling strain waves induced in laser-irradiated metal plates with
quadratic nonlinearity is proposed. Interaction between the elastic strain fields and the concentration of point
defects is taken into account. The effect of generation—recombination processes on the evolution of nonlinear
localized waves is considered. An equation for the amplitudes of the nonlinear wavesis derived. It is employed
to analyze the attenuation of the waves with allowance for low- and high-frequency losses. © 2001 MAIK

“ Nauka/Interperiodica” .

The generation of various solitary waves (e.g., soli-
tons) is one of the most prominent nonlinear effects
when asolid is subjected to intense pul sed action (laser
or electron irradiation, shock loading, etc.). This phe-
nomenon has been addressed in numerous theoretical
and experimental works [1-6]. The velocities of soli-
tary waves are proportiona to their amplitudes, and
their shape is virtually time-independent. When study-
ing the evolution of the nonlinear elastic wavesin crys-
tals, one should take into account various (intrinsic or
induced) lattice defects, giving rise to large strain. Dis-
persion, dueto thefinite thickness of acrystal, also sig-
nificantly influences wave dynamics. Spatial dispersion
related to the finiteness of the lattice spacing [7] may
play an important role at high frequencies, where the
free path of a phonon is smaller than the wavelength.
Investigation into the dynamics of the waves with
allowance for wave—defect interaction is of great theo-
retical and practical value, in particular, for the analysis
of anomalous mass transfer during laser or ion implan-
tation of metals[8] and the mechanic activation of com-
ponents in solid-phase chemical reactions.

The purpose of this work was to study the propaga-
tion of alongitudinal-strain nonlinear wave in a crystal
plate where point defects (vacancies and interstitials)
with the bulk concentration ny(x, t) (j = v for vacancies
and j =i for interstitials) are induced by an externa
energy flux (laser radiation or particle beam). When
passing, a longitudina wave changes the activation
energy of defect formation in the tension and compres-
sion areas, which leads to the spatial redistribution of
the defects [9]. The defects migrate in the crystal and
recombine at various centers of density p,, such asdis-
locations, interstitial impurities, etc. Let thewavelength
A be larger than the plate thickness h. Then, the nonlin-
ear dynamic eguation that describes the propagation of
elastic waves in an éastic continuum with quadratic

nonlinearity is represented as

9°u  20°u PBno*udu

T2 % 2T Av2ox

ot ax~ P oax )
_ 20 il u 20°U] KQ;dn;

bi2ax T oxU p Ox’
Here, u(x, t) is the displacement of the medium; ¢, =
(E/p(1 —0?)¥2 and ¢, = (Wp(1 — 0?))¥2 are the veloci-
ties of the longitudinal and transverse waves, respec-
tively; p isthe density of the medium; K isthe modulus
of uniform compression; and Q; isthe dilatation param-
eter characterizing a change in the crystal volume upon
the formation of one point defect (if j = v, Q; < 0; if j =1,
Q; > 0). The coefficient of nonlinearity By and the dis-
persion parameter | are given by [10]

_ 3E [1—4o+soj
= +3B) ——= 22
P 1-¢0° (1—0)3
10 [ L 2@5
+AP Dl_OD}H:Dl__
12 = h?g?
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where A, B, and C are the Landau moduli of the third
order; E istheYoung modulus; and o is Poisson’sratio.
For the majority of solids (metalsand many of the poly-
mers), By < 0.

Samsonov et al. [2-4] thoroughly studied Eqg. (1) in
the absence of concentration stresses (so-called dual-
dispersion equation). We used the Hamiltonian
approach to generalize this equation to the case of elas-
tic concentration stresses [9].

The distribution of the defects in the medium
depends on that of strains and stresses and is deter-
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mined by the right-hand side of Eq. (1). Therefore, the
comprehensive description of the propagation of an
elastic wave requires Eq. (1) to be closed by the equa-
tion for the density of defects. Assume that the evolu-
tion of the defectswith timeisgoverned mainly by gen-
eration, recombination, and diffusion. Then, the density
of defects n; obeys the diffusion—kinetic equation

2

on; _ ou
a_t] = QO"'an_X"'Dia_ij_BJ’nJ’ 2

where q, isthe rate of generation of point defectsin the
absence of strain, the second termin theright of Eq. (2)
represents the contribution of strain into defect genera-
tion (¢ = u, isthe strain in the medium), D is the diffu-
sion coefficient for a defect of thejth type, and 3; isthe
rate of recombination at sinks. The bulk recombination
of the unlike defectsis not taken into account.

The closed system of Egs. (1) and (2) comprehen-
sively describes the interrlation between the point
defect density and the displacement of the medium: the
nonuniform distribution of defects affects the displace-
ments, which, in turn, change the distribution of the
defects according to Eg. (2).

Eliminating the concentration of defects from the
above system of equations, we arrive at the following
equation for the displacement:

20°u Bno’udu

6[6 u_. 200U o'u 20" L{j}
Otlo “9x’ P 9x0X

—C
Ebt e x4D

o'u 20'u By 9’ Puf
a2 oxt 2 gt
264@} [6 u 0°u
— T— CS—

axH g ot X

KQj 02u

= — £_+D

p a X’ [

_|2§iD 0'u
0x*Lot?ax

©)

Bno?udu

2[] a*u
Ebtzax2

Equation (3) is a differential analog of equations
typical of dissipative media with shape memory (or
relaxation) [1]. In the absence of dispersion (I = 0) and
generation of defects (g, = 3 = 0), Eq. (3) isreduced to
the equation for alongitudinal wavein free space. Inthe
general case, Eq. (3) can be solved only numerically.
However, one can consider the right of Eqg. (3) as a
small deviation of the wave processes from the “ unper-
turbed” state provided that the dissipation effects are

small. Then, assuming that U; = C- Uy

204@}
—ci—= |
axt

in the zero
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approximation, we can rewrite Eq. (3) as
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Equations of this type were theoretically studied in
[11-13]. Below, we will consider only the long-wave
approximation (A/h > 1). Following [13], we pass from
Eq. (4) to equations for coupled norma modes. Intro-
ducing variables g, and €,:

Ju

3% = €118y,
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we arrive at the system of equations
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Here, the coefficient g = quQj/pci and two coeffi-
cients{ = B2 and W = DI? characterize the dissipation of
the wave energy at low and high frequencies, respec-
tively. The third term in the left of (6) describes the

energy dispersion (B4 = 13(c2 — ¢?)/2 is the dispersion
coefficient). The nonlinear term proportiona to €g,

allowsthe redistribution of the energy between the low-
and high-frequency oscillations.

It isseen from system (6) that thefunctionse; and €,
represent two counterpropagating strain waves interact-
ing with each other because of nonlinearity and dissipa
tion.

Consider the evolution of the strainwave e, = g(x, t),
propagating from left to right along the x axis. It fol-
lows from (6) that

0’e B
Bt ot

The energy flux density for the localized perturba-

o€ oe
at | %ax
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tionsisgiven by

dﬂg £ /2)d>¢]

0

(7)

A

= _g‘!)'g dx+Z{stx—u{£§de.

Here, E = 0(82/2)dX is the energy of the wave.

Because of the smallness of the dissipation effects, we
will consider nonlinear quasi-stationary modes
described by a solution of Egs. (6) that ignores strain
field—defect interaction: g ={ = = 0. Inthiscase, sys-
tem (6) is reduced to the Korteweg—de Vries equation
allowing solutions in the form of stationary periodic
(cnoidal) waves or solitary waves (solitons) [13]. Sta
tionary periodic strain waves depending on the single
traveling variable z= x—Vt (V isthe velocity of the non-
linear wave) are represented as[13]

2any _ Elmp

<t 2asn’[k,z,m].  (8)

e(2) =

Here, aisthe amplitude; r = n? isthe coefficient of har-
monic distortion (0 < r < 1); K(m) and E(m) are the
complete eliptic integrals of the first and the second
kind, respectively; and k. (—Bna/3pcymP)V? = ka2 is
the analog of the wave number for anonlinear periodic
wave. The amplitude a, coefficient m, and the period of

thewave A arerelated asA = ,/—2B4pc./By MK(m)av2.

If theamplitude tendsto zero (r — 0), expression (8)
describes a linear harmonic wave (the élliptic sine is
changed to the trigonometric sine: sn = sinx). In the
case of large amplitudes (a — O, r — 1), we are
dealing with essentially nonlinear waves, which are
close to solitons (the elliptic sine is changed to the
hyperbolic tangent: sn(x, 1) = tanhx). Substituting
Eqg. (7) into Eq. (8), we arrive at

(3g:" + 4g,2) 2 + 4g (g2 + 9,2)

9)
+47g;a™ +4pg,a”™ = 0,
where
Ak,
4 2 4
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O; = I sn’(y, m)en’(y, m)dn’dy,
ko
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k
k
6, = 199 = [1a- 25n(y, m))dn’(y, m)

—men (y, m)sn (y,m)] dy.

For soliton-like waves (large amplitudes), the ampli-
tude is given by the equation

Bl 2 24uky 5
sBd )\2

3da

Sat —2ga+7

(10)

We neglect the second and the third terms in the
right-hand side in Eg. (10), since the energy dissipation
at high frequenciesis small for the characteristic values
of the strain (€ < 10). Then, the amplitude of the non-
linear wave exponentially decays, a = agexp(—yt), with
the damping factor y = 49,Q/3. If the first two terms
dominate, the solution of Eqg. (10) iswritten as

) foot 77Ba(0) pie 7
() = a0 5o |-

In the general case, the amplitude varies according
to acomplex law and is given by the implicit formula

a

@ = [ %
1, (21BA8/20C,B,)€7 ~ 3gE - (36ukg/A)E”
From these expressions, we can conclude that the
low-frequency (g) and high-frequency (¢ and n) losses
affect the properties of the nonlinear waves in essen-
tialy different ways.

In the other limiting case (a — 0), the amplitude
also exponentially decays but with another damping
factor y ~ g.Q, asfollows from Eq. (10).

Thus, we obtained an equation describing the prop-
agation of nonlinear localized waves of elastic strainin
an elastic medium with allowance for the generation of
nonequilibrium defects by external energy fluxes. This
equation is a generaization of the well-known
Korteweg—de Vries-Burgers equation [14]. Equations
for the amplitude of the nonlinear waves were derived,
and the damping factors were found.

Of great interest is the propagation of soliton-like
solitary waves in a medium that contains clusters of
point defects (vacancy voids, loops of intertitials, etc.).
Nonlinear interaction of the solitary waves with the
clusters can lead to alocal increase in the temperature,
thereby facilitating recombination processes. Recombi-
nation gives rise to local heating and strains in the
medium. Investigation into the nonlinear interaction
between the straintemperature fields and lattice
defects (both point defects and clusters) is not only of
scientific importance. In particular, methods for defect
detection in solids can be elaborated.
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Abstract—The conductivity of a low-melting metal—polymer—metal system as a function of temperature is
studied. A new technique for detecting structural modificationsin metalsis suggested. Experimental resultsare
discussed within amodel of charge instability, which occurs in thin polymer films when boundary conditions

are changed. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Diagnostics of structural modifications in metals is
one of the hottest problemsin metal science. Thesearch
for new methods in this field has always led to gaining
new knowledge. In this paper, we present experimental
results that might lay afoundation for a new technique
to study structural modificationsin metals.

Extensive research on solid-iquid phase transitions
has shown that they are always accompanied by anom-
alies in physical properties both below the melting
point and above the phase transition temperature (AT
may exceed 100°C [1, 2]). The pre- and postmelting
effects were apparently first revealed in [3]. At the
stages of pre- and postmelting, heat capacity [4], as
well as thermal conductivity and diffusivity [5], show
anomalous behavior. These effects attend the melting of
metals [6], insulators [7], and semiconductors [8]. To
study the pre- and posttransition phenomena, research-
ers have to use sophisticated and expensive techniques,
such as X-ray absorption [6], ellipsometry [9], preci-
sion thermography [8], etc. However, there are certain
problems related, for example, with the effect of sur-
face impurities or material contacts that are hard to
tackle with these techniques.

In this paper, we consider the possibility of detect-
ing structural modifications in metals near the melting
temperature by measuring the current through the
metal—-insulator interface.

Our method measures the current passing through a
metal l1-insulator—metal 2 (M,—-M,) structure. A
metal under study is M;, while M, isametal that does
not undergo structural modificationsin a given temper-
ature range. As a rule, the injection mechanism of
charge transfer dominates in such a system [10]. It
should be stressed that charge transfer in our conditions
does not cause structure modifications or breakdown of
theinsulator. The injection current depends on parame-
tersof contacting materials such asthe work function of

the metal s and the insul ator, the space charge density in
the insulator, the trap density in the insulator, the posi-
tion of the trapsin the forbidden gap, and so on. Many
of these parameters are temperature-dependent; there-
fore, the injection current will also vary with tempera-
ture.

However, a change in the injection current due to
structural transitions in metals is small in the linear
approximation. To detect changesin the metal structure
parameters, special conditions are needed. For exam-
ple, if the properties of the insulator being in contact
with the metal nonlinearly depend on the space charge
density, the injection current can be substantially
increased and, thus, reliably detected under the same
conditions. A polymer (polyheteroarylene) film can be
used as such an insulator. For some polymers of this
type, a great nonlinear increase in the permittivity and
conductivity at aminor increase in the free carrier con-
centration has been observed [11, 12].

EXPERIMENT

We used a planar metal—polymer—metal (M,—P-M,)
structure (Fig. 1). Poly(phthalidylidenebiphenylilene)
(PPB) was employed as apolymer. This polymer offers
good film-forming properties when applied on metal
substrates. It was shown [13] that PPB forms continu-
ous homogeneous films of thickness 0.05-10 pm under
certain process conditions. Also, this polymer shows no
singularitiesin the temperature dependence of the con-
ductivity up to the softening temperature (360°C in air).
Finally, PPB is the most studied among the polymers
where the high-conductivity state has been realized
[14-16].

A polymer layer was applied on the electrode M, by
spinning from a PPB solution in cyclohexanone. The
sampl e thickness was varied in the range of 0.1-5 pum.
The quality and the homogeneity of the polymer films

1063-7842/01/4608-0956%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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were inspected by the methods of optical, transmission
electron, atomic force [17], and scanning tunneling
microscopy (STM).

Low-melting metals, such as gallium, Wood alloy,
indium, and tin, were used as M,, since their melting
points are lower than the polymer softening tempera
ture. Polished electrodes made of the low-melting met-
als (M,) were dlightly forced against the polymer film
to provide the electrical contact. A copper layer evapo-
ratively deposited onto a polished glass plate was used
asM,.

The cell was placed into aheater where itstempera-
ture could be varied with a constant rate in the range
from 20 to 350°C. The current through the cell was
measured in a way typical of electrical circuits termi-
nated by a load with Stype negative resistance. The
schematic of the experimental setup isshownin Fig. 2.

EXPERIMENTAL RESULTS

The method allows two ways of detecting dynami-
cal structural modifications in metals near the phase
transition temperature: with or without using an electric
field source.

1. Measuring circuit with an emf sour ce. Temper-
ature dependences of the current through the polymer
film in the M,—P-M, system are presented in Fig. 3 for
different M, metals. Curves 14 correspond to gallium,
Wood alloy, indium, and tin, respectively. The cell was
heated at aconstant rate. In Fig. 3, the sharpincreasein
the injection current is observed near the melting point
of the electrode. Upon further heating, the system
remains in the high-conductivity state. When cooled,
the system recovers the initial dielectric state at the
temperature that coincides with the solidifying point of
metal M, within the measurement error.

Let us consider in detail the temperature depen-
dence of the current through the M ,—P-M,, system with
indium as the M, electrode. At room temperature, the
system is in the dielectric state. The resistivity of the
polymer film is about 10 GQ m, so that the current is
small. The 1-V characteristic of the sample is of an
exponential form and can be explained in terms of the
Frenkel—Pool effect [18], which is typical for charge
transfer ininsulators. Upon heating, the current through
the system remains constant up to temperatures of 130—
135°C. Above these temperatures, current fluctuations
occur in the measuring circuit. Correspondingly, the
voltage across the ballast resistor fluctuates within 1—
10% of the applied voltage. The fluctuations persist up
to the melting point of the upper electrode.

When the melting point of the M, electrode (indium,
156.2°C) is reached, the current in the measuring cir-
cuit jumps and the voltage aimost entirely drops across
the ballast resistor. The resistivity of the M;—P-M,, sys-
tem decreases to 0.1-5 Q m. In this case, the current
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Fig. 1. Measuring cell: (1) upper electrode; (2) polymer
film; (3) lower electrode; (4) glass substrate; (5) heater; and
(6) thermocouple.

4

Vs

A

Fig. 2. Electrical circuit for temperature measurements and
taking |-V characteristics. R, sample; R, reference resis-
tor; Ry, ballast resistor; V; o, voltmeters;, and A, power

source. R; > R;, Ry> R,/100.

through the system is maximal and is limited only by
the ballast resistance.

A similar situation arises when gallium, Wood alloy,
or tin are used as M. The differenceis only in that the
current singularities occur near the melting points of
each of themetals; 29.75°C for gallium, 68°C for Wood
aloy, and 232°C for tin.

In the highly conducting state, the temperature
dependence of the system is of metallic character. The
temperature coefficient of resistance (TCR) of the sys-
tem is 3 x 102 K1, which coincides with the TCR of
the electrodes within the measurement error. In our
case, the temperature dependence of the polymer resis-
tance is shadowed by those of the electrodes; however,
it never is of activation character.

When the measuring cell is cooled, the current var-
iesin the reverse manner. When the solidifying point of
the M, electrode is reached, the current in the measur-
ing circuit sharply drops. Sometimes, minor hysteresis
was observed, apparently because of the inertia of the
measuring cell. As the temperature decreases further,
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Fig. 3. Temperature dependence of the current through the
polymer film for different M, metals. Film thickness is
1 um; applied voltage, 5V; and heating rate, 5 K/min.
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Fig. 4. Thesame asin Fig. 3 for the contact potential differ-
ence.

the current fluctuations appear again and finaly the
sample recoversthe initial dielectric state.

The experimental results are best reproduced when
the time between two sequential heating/cooling cycles
isno lessthan 2 h. Thismay be evidence for the consid-
erable relaxation time of the space charge in the poly-
mer film, which results from injection from the elec-
trode and is captured by long-living traps.

2. Measuring circuit without an emf source. In
this case, the measuring circuit differs substantially
from the one described above. Here, the state of the cell
is monitored with an electrometer connected directly to
the electrodes of the M—P-M system.

Typical temperature dependences of the contact
potential difference (CPD) in the M,—P-M, system are
shown in Fig. 4, where curves 1-3 correspond to Wood
aloy, indium, and tin, respectively, used as M;. At
room temperature, the polymer filmisin the dielectric
state. When it was brought into contact with M, aCPD
dueto the different work functions of the el ectrodes and
the polymer arises. As the temperature grows, the CPD
increases exponentially and stops rising 20-30°C
bel ow the el ectrode melting point, when low-frequency
CPD fluctuations begin in the structure. Once the metal
melting point has been reached, the CPD drastically
decreases to the minimum level. The low-frequency

ZAGURENKO et al.

oscillations disappear 20-30°C above the melting
point.

When the cell is cooled to a temperature 20-30°C
above the solidifying point, the low-frequency current
oscillations appear again and persist to a temperature
20-30°C below the solidifying point. In this tempera-
ture range, the CPD starts growing. With a further
decrease in the temperature, the CPD curve gradually
converts to the curve corresponding to the heating
cycle.

It seemsthat the nonexponential temperature depen-
dence of the CPD and other temperature singularities
also result from the enhanced density of the nonequilib-
rium space charge in the polymer film. The space
charge builds up when the metal—{polymer interface
conditions change at temperatures that correspond to
the pre- and postmelting effects.

The reproducibility of the results strongly depends
on the time between sequentia heating/cooling cycles.
As in the case of the experiments with the field, the
results are best reproduced for the time between the
cyclesnolessthan 2 h,

DISCUSSION

Let us explain the above phenomenon under the
assumption that the injection mechanism dominates.
Charge injection from a metal to a polymer under
steady-state interface conditions has been studied for a
long time [19-21]. According to [19], metal—polymer
contacts are ohmic; i.e., the Fermi levels of the materi-
als differ only dlightly. This may favor the field injec-
tion of the chargeto the polymer. In particular, the work
function of PPB is about 4.2 eV [11, 22], which corre-
sponds to the mean effective work function (EWF) of a
contaminated metal surface.

For an ohmic contact, the distribution of the poten-
tial Y over the polymer volume can be expressed as[ 23]

d/dx = (26%nkT/e)"*f exp[—(W — b+ X)/KT] ”
— exp[~(0 — ,)/KT] } 2,

where q is the electron charge; n; is the surface charge
density; k is the Boltzmann constant; T is temperature;
€ isthe permittivity; ¢, and ¢ are the EWF of the metal
and the polymer, respectively; and X is the electron
affinity.

Theresidua (nonneutralized) charge in the polymer
produces a surface charge of thickness z,. According to
[23], the surface charge density is given by

N = (¢ —¢,)/2m(ez,)’. )

The amount and the penetration depth (thickness) of
this charge depend on the work functions of the metal
and the polymer, the acceptor—donor properties of the
polymer, and other parameters of the contacting mate-
rials. The value of z, varies within the order of magni-
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tude depending on the polymer type and the method of
estimation [24, 25]. It liesin therange 0.1-3 um, which
is comparable to the polymer film thickness in our
experiments. For simplicity, we shall assume that z, is
constant.

It follows from Eq. (2) that a change in the charge
dN in response to a temperature change dT can be
expressed as

dN/dT O(¢ —,,)de/dT +ed(9,)/dT.  (3)

The current density in such a system has the form
[26]

J = — Npdy/dx —eDdN/dx. (4)

Here, L is the carrier mobility in the polymer and D is
the diffusion coefficient of carriers; thefirst termin the
right of EqQ. (4) determines the drift current component,
while the second one defines the diffusion component.

Let us estimate the relative change in the charge
dN/dT for the metal—{polymer contact dueto achangein
the EWF when the electrode melts. We assume that the
€ of the polymer is a weakly varying function of tem-
perature in the range considered and neglect the first
termin Eq. (3).

The EWF variation near the phase transition still
remains unclear [27, 28]. In particular, it is unknown
whether this parameter experiences a jump. We shall
rely onthe generally accepted fact that the EWF of met-
alsis appreciably nonlinear at the phase transition, the
more so asit was shown evenin the early work [29] that
a sharp change near the melting point is absent only for
the true work function when the metal surface under-
goes profound cleaning from impurities. It is also
known that, near the temperature of structural modifi-
cations, the presence of an impurity layer contacting
with the metal surface affects the metal emissivity
[29-32].

Now wewill take advantage of the dependence ¢(T)
[33] to estimate the relative change in the charge den-
sity dN/N for the In-PPB contact. In [33], this depen-
dence was obtained for the continuously varying tem-
perature, i.e., under conditionssimilar to oursfor taking
the I(T) curve. According these data, the EWF of
indium (¢,,) increases with temperature and peaks
(=4.1eV) at themelting point (T,,4)- A further increase
in the temperature leads to a sharp decrease in the EWF
of theindium electrode. The drop of ¢, a T, iSabout
0.1 eV, which corresponds, according to Eg. (3), to
dN/N = 80%. Obvioudly, for an initial charge carrier
density of 10102 cm[17], such avalue of dN/N is
insufficient for the high-conductivity state to set in the
polymer.

Apparently, to account for the effect, additional
information should be invoked. In particular, it is
known that conduction in thin polymer films is essen-
tially anisotropic. Charge transfer is effective only in
the direction perpendicular to the film surface along the
so-called channels. The channel density has been esti-
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Fig. 5. Temperature dependence of the current through the
polymer film at applied voltages (1) 5, (2) 3, and (3) 1.5V.
M1, Wood aloy; film thickness, 1 um; and heating rate,
5 K/min.
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Fig. 6. Threshold voltage vs. thickness of the polymer film.
M1, Wood alloy; heating rate, 8 K/min.

mated at 10°-10° cm2, while the mean diameter, at
about 100 nm [34]. Moreover, it has been found [35]
that, in the pretransition region under nonsteady heat-
ing, the space charge density of the polymer increases
by 400-500% of the initial value at room temperature.
If it is remembered that the conductivity changes only
in the conducting channels, rather than all over the vol-
ume of the polymer film, it is natural to assume that a
change in the charge carrier density is maximum just in
these channels, where it may be as high as 10%°-
102 cm3. Then, the 80% increase in the density
directly at the melting point takes place not relative to
the equilibrium room-temperature value but relative to
the nonequilibrium density attained in the vicinity of
the melting point. Obviously, such a substantial risein
the surplus charge may considerably enhance the con-
ductivity and cause the highly conducting state in the
system.

It follows from the aforesaid, in particular, from
Eqg. (4), that theinjection processes play amajor part in
the low-to-high conductivity state (LCS-to-HCS) tran-
sition. We studied the current vs. voltage dependencein
the M,—P-M,, system. It was found that there exists a
switching voltage threshold (U,) below which the
polymer remains in the LCS throughout the tempera-
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ture range. Near Uy, the transition to the HCS is unsta-
ble (Fig. 5). Moreover, in this case, for T > T, the
transition to the HCS is not complete.

The values of Uy, obtained are in fairly good agree-
ment with the threshold voltages for electrolumines-
cence (recombination radiation) [36]. This correlation
suggests that Uy, corresponds to the beginning of dou-
ble injection. In polymers, intrinsic charge carriers are
usually holes; hence, the current singularitiesare dueto
electron injection.

The dependence of the threshold voltage on the
polymer thickness (Fig. 6) sheds more light on the role
of injection in initiating the HCS. The curve has two
clear-cut regions separated by the inflection point d, =
1 pum. Both regions are well approximated by the rela-
tionship

Ug(d) = kd", ©)

wheren = 2. The coefficient k equals 2.35 for dy, < 1 pum
and =0.06 for dy, > 1 um.

Such dependences are typical of theinjection mech-
anism. In particular, the voltage at which double injec-
tion starts can be defined as [23]

u(d) = cp'td", (6)

where 1 and T are the electron mobility and lifetime,
respectively, and C is the model coefficient.

Physically, the point of inflection apparently means
the penetration depth of the surface charge. It should be
noted that the value of dy, obtained is in good agreement
with the early theoretical estimate for this polymer [17].

Asthe polymer film thicknessincreases, the factor k
in Eq. (5) changes. In view of EQ. (6), this means a
change in either the electron mobility or thelifetime. It
is known [19] that there are two, bulk and surface,
charging mechanisms in submicron polymer films.
Switching from one mechanism to the other occurs as
the film thickness increases. The reason is the overlap
of surface charge clouds, which is possible at a thick-
ness less than the penetration depth of the surface
charge. In this case, image forces between the surface
charge and the opposite electrode play an important
part. As the thickness increases, the charges are “local-
ized” near their associated electrodes and the middle
part of the film becomes depleted. The depleted region
prevents the interpenetration of the surface charges.
This has been clearly demonstrated in [21]. In terms of
thisapproach, the decreasein thefactor kin Eq. (5) may
imply the increase in the electron lifetime, since the
increase in the mobility can hardly be expected in this
case.

Thus, we showed that the use of athin polymer film
like PPB inaM—P-M structure allows one to study sur-
face modifications in metallic electrodes due to struc-
tural transitions in the electrodes. The advantages of
this method are high sensitivity, smplicity, high repro-
ducibility, and reliability. This technique cannot yet be
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used for quantitatively describing changesin the metal
parameters near the temperatures of structure modifica:
tions. Melting isaparticular case of phasetransitionsin
materials; however, this technique can be applied to
detecting structure modifications in metas. For exam-
ple, structure modifications in nanocrystalline metals
have been revealed by a similar method in [10].
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Abstract—Solid-phase damage of the silicon surface due to the generation and accumulation of dislocations
is studied. The dislocations are generated under the pulse—periodic action of aYAG : Nd laser. The number of
laser pulsesthat causes surface damage vs. power density and pulse repetition period is derived. A mechanism
responsible for the generation and accumulation of the dislocations at the surface is suggested. © 2001 MAIK

“ Nauka/Interperiodica” .

Intense laser emission is widely used in microelec-
tronics and optoelectronics for processing semicon-
ducting materials [1, 2]. Examples are laser annealing,
amorphization, recrystallization, and application of the
films. It isknown that laser pul ses acting on the surface
of solids may generate lattice defects at the surface,
such as vacancies and interstitials [3, 4]. Their concen-
tration may increase severa-fold in comparison with
theinitia value and become as high as 10°-10%* cm 3.
Such considerable defect concentrations uncontrolla-
bly affect the result of laser processing and make the
production of amaterial with given propertiesimpossi-
ble. In addition, the defects deteriorate the properties of
the surface. Therefore, thereisaneed for finding mech-
anisms and conditions for defect generation under laser
action.

Mechanisms of laser-induced defect generation
depend on irradiation conditions. Below the melting
point of a solid, the point defects are generated via an
electron—-deformation-thermal mechanism [4, 5]. Its
essence is as follows. Laser emission excites the elec-
tron subsystem and increases the free carrier concentra-
tion at the surface. When the electrons pass to the
excited state, the energy of defect formation dimin-
ishes. Moreover, the relaxation of the energy of the
excited states causes lattice heating. The nonuniform
distribution of the electrons excited and lattice heating
result in the deformation of the surface layer. This
triad—Ilocal excitation of electrons, heating, and defor-
mation—is responsible for an increase in the defect
generation rate according to the expression

QD OJ EO_Ee_@dED
ot D PT T r AT

Here, n is the concentration of the point defects, E; is
the initial energy of defect formation, E, is the energy

of local electron excitation, ¢ is the strain, O, is the
deformation potential, and AT is a temperature incre-
ment due to laser heating.

As the concentration of the point defects grows (up
to 101°-10% cm™3), the interaction between their elastic
strain fields becomes more and more pronounced. It
may be a reason for collective (correlation) effects.
This, in turn, results (under certain conditions) in the
formation of periodic defect structures or extended
defects (pores or dislocation loops), if the formation
threshold of the latter is overcome [6, 7]. When the
extended defects combine to produce dislocation or
pore clusters, microcracks, which initiate surface dam-
age below the melting point, may originate. Another
factor associated with defectsis a change in the surface
absorptivity. As a rule, the absorptivity of the defect
part of the surface rises, the larger the defects (pores,
dislocations, and microcracks), the greater the rise.
Thus, laser emission uncontrollably changes the tem-
perature in the vicinity of these defects.

It is the am of this article to study the generation
and accumulation of defects at the surface of single-
crystal silicon subjected to short laser pulseswith asub-
threshold power | <1, wherel,, isthe threshold of sur-
face melting. Solid-phase damage of the silicon surface
because of the accumulation of dislocations is consid-
ered. Thecritical number N, of pulses (the least number
of pulsesthat causes surface damage) vs. power density
| and pulse repetition period T is obtained.

EXPERIMENTAL SETUP

An experimental setup is depicted in Fig. 1. A mir-
ror-surface single-crystal Si(100) sample 0.5 mm thick
was placed into avacuum chamber kept at a pressure of
=107 torr. Low-pressure conditions prevent the effect

1063-7842/01/4608-0962%$21.00 © 2001 MAIK “Nauka/Interperiodica’



GENERATION AND ACCUMULATION OF DISLOCATIONS

Fig. 1. Experimental setup: (1) YAG : Nd®* laser; (2) He—
Ne laser; (3) sample; (4) photodetector 5) monochroma-
tor; (6) vacuum chamber (p = 1072 torr); (7) oscilloscope;
and (8) PC.

of oxidation on the surface damage. The sample was
subjected to short pulses (1, =3 x 10~ s, E; = 0.5-1.2
mJ) of unpolarized radiation from aYAG : Nd** laser.
Theradiation was focused into aspot of radiusr,=0.3—
0.6 mm. The damage was monitored by probing with a
beam of a He-Ne laser. The scattered radiation of the
He—Ne laser was detected at an angle of 45° to the sur-
face with a monochromator and an FEU-79 photoel ec-
tric multiplier. Signals to be studied were applied to an
S0-8 oscilloscope and then to a PC.

After the laser action, the surface was examined
with an optical microscope and then processed in a
selective etchant that reveals dislocations on the silicon
surface [8]. After etching, the sample was examined in
the optical microscope again.

EXPERIMENTAL RESULTS

The power density of the pulseswas | = (2.5-3.4) x
10%° W/m?. Figure 2 shows typical variations of the
scattered intensity of the probing laser when the pul ses
of the YAG : Nd®* laser damaged the surface. The time
instant when the scattered radiation started to grow
(marked by arrows) was taken asthetimeto damage At.
The upper bound of | was defined asthe surface melting
threshold, | < I, The lower bound depended on the
recording time, since the time to damage At rapidly
extended with decreasing |.

Figure 3 demonstrates the images of the samples
processed in the etchant after being subjected to laser
pulseswith | = 2.8 x 101° W/m? and T = 20 ms. Etch pits
aresiteswhere dislocationsreach the surface. Early dis-
locations are seen to appear within =10 s after irradia-
tion. For our irradiation conditions, this corresponds to
Ng(I, T) = 500 pulses (Ng is the least number of the
pulses after which dislocations emerge). The disloca-
tion density grows with irradiation time, and their dis-
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Fig. 2. Typica variations of the scattering intensity of the
probing radiation durlng the pulse—periodic laser action on
the surface. | = 3.4 x 10 W/m?, T = (1) 50, (2) 100, and
(3) 200 ms.

tribution over the surface is random. The scattered
intensity of the probing beam increaseswithin At=20 s
after the beginning of irradiation, i.e., after the applica-
tion of N, = 1000 pulses. By this time, the dislocation
density reaches 10°-10* m=2.

The critical number of the pulses N, vs. their repeti-
tion period 1 for different | isshowninFig. 4. Thevalue
of N, was defined as N, = At/t, where At isthe averaged
(over ten measurements) time delay of the growth of the
scattered radiation. From the N, = N(I, 1) curves, one
can determine (for each of I) the upper limit of 1, above

Fig. 3. Micrograph of the surface after irradiation and
etching. The irradiation time is (1) 10, (2) 20, (3) 50, and
(4) 100 s.
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which (t > 1) the surface remains intact (for example,
at | = 3.4 x 10°° W/m? and T = 200 ms, the surface
remained intact after 5 min of irradiation; therefore,
one can put by convention At and N, — [J) and also
its lower limit, T, below which N, is virtually indepen-
dent of 1. Thus, three regimes of laser irradiation where

BANISHEYV et al.

the surface is damaged in different ways can be distin-
guished (Fig. 4). (1) T < t4I), high-frequency regime.
Here, a agiven I, we have N, = At/t = congt; i.e, the
number of pulses to damage the surface is N.(I), this
number being independent of T; (2) T(l) < T < 1/(1); the
critical number of pulses depends on T (N(I, T) grows
with 1); and (3) T > 1,(1), low-frequency regime. The
surface remains intact, and no dislocations are revealed
after etching and subsequent examination in the micro-
scope. As is seen in Fig. 4, N, rapidly drops with
increasing | and equals only N, = 2040 for | = 3.4 x
10°W/m? and T < 100 ms. As | approaches the melting
threshold of the surface (I,,= 3.6 x 10 W/m?), melting
occurs prior to solid-phase damage due to the genera-
tion of dislocations. After the surface had been sub-
jected to individual shotswith | closeto |, no disloca
tions were observed at the sample surface.

DISCUSSION

According to the aforesaid, short laser shots with |
up to the melting threshold I, do not generate disloca
tions in the surface layer. At the same time, long shots
with | <1, generate individual dislocations or even dis-
location structures. The authors of [6, 9-11] observed
dislocation structures when they applied millisecond
laser pulses and continuous radiation with a subthresh-
old power density. Asfollowsfrom estimates, the appli-
cation of short laser pulses with 2.6 x 10° < | < 3.4 x
10% W/m? raises the surface temperature and thermal
stresses to

_ 1A
T.=5-H-H = 1300-1670K,
o = aleA“T = (4-5) x 10° N/m°,

Here, A = 66 W/m, K is the thermal conductivity, X =
0.32 x 10 m?s is the thermal diffusivity, a = 4 x
10°%K1, G=0.66 x 10" N/m?, u=0.2,and A= 0.74is
the absorption factor.

Asaresult, the surface temperature exceeds the brit-
tle-to-ductile transition temperature of silicon (accord-
ingto[6], silicon becomesductileat T = 800 K); hence,
thermal stresses must plastically deform the material
with the formation of dislocations. However, disloca-
tions do not appear when short pulses are applied. This
indicates that the formation of dislocations consider-
ably depends on the pulse duration t,. One can suggest
that the number and the size of dislocations (dislocation
loops) vary as T, and that only large dislocations (of
Size greater than the thickness of the surface layer
etched) are revealed by etching. If we assume that the
thickness of thislayer is roughly equal to the maximal
size of the etch pits d (d = 0.5-1 pum in our experi-
ments), then the size of the dislocations resulting under
the action of ashort pulseislessthan 1 um. Asthe num-
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ber of pulses k increases, the dislocations grow and
their size R, (R isthe radius of adislocation loop after
the application of k pulses) reaches R, = d = 0.5-1 um
at Ny < k < N,.. Recall that both Ny and N, depend on |
and T. It should be noted that the functions N4(t) and
N.(t) do not depend on therise in the temperature from
pulse to pulse, since the time interval between the
pulsesis much greater than the time of surface cooling.

Qualitatively, the origination and growth of disloca-
tions with increasing number of pulses can be
explained as follows. During a pulse, a thin surface
layer of thicknessh ~ (xt,,)¥?= 3 x 10 misheated, and
point defects of concentrations up to n ~ 10%°-10%" m3
are generated. Concentration and thermal stresses ini-
tiate the growth of dislocations. Within the time
between pulses, the temperature rapidly dropstoitsini-
tial value and the concentration of the defects dimin-
ishes because of recombination, diffusion, and drain-
age; asaresult, the growth of dislocationsisterminated
and the reverse (relaxation) process starts. The compe-
tition between the growth and relaxation of the disloca-
tions eventually causes surface damage. The experi-
mental N, = N(I, T) curves (Fig. 4) and the observations
of the laser-processes surface in the microscope lead to
the following conclusions.

(1) There existsacorrelation between the concentra-
tion n of point defects and the dislocation size R..

(2) During the kth laser pulse, the didocation size
increases by AR,, whereas within the time between
pulses, the size decreases (a dislocation relaxes). We

have (R, — Ry) = (R, — Rg)exp(-t/1,), where 1, isthe
time constant of didocation relaxation, R; isthe didoca

tion size by the end of the kth pulse, Ry = Ry, exp(—T,/T,)
is the residual dislocation size after the pulse ceases,
and 1, isthe relaxation time.

Let us assume that a dislocation absorbs a point
defect when the latter is at a distance less than r from
the dislocation core. Then, for the growth rate V,(n, T)
of the radius R, of a didocation loop due to absorption
of point defects, we can write

dR
V, = —at—k =2a’rJ, (1)
where a is the interatomic distance in silicon and J is
the resulting flux of defects.

Asfollows from (1), the growth rate of dislocations
depends on J and does not depend on R,. During the kth
pulse, the increment of the dislocation sizeis

T

AR, = [Vit.
0

Hence, we can assume that AR, is also independent of
R, and pulse no.; that is, AR, = AR.
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In view of the above assumptions, the dislocation
size at the end of the kth pulse is given by

k-1
+ otn
R(=ARY [expD—T—dj
=0 @

T T, +T177P
rord - epdt )

To find AR, we evaluate the flux J of vacancies dur-
ing apulse (for interstitials, the procedure is similar).

Since our experiment meets the condition rg/h > 1,
we can hereafter consider aone-dimensional flux J(z, t)
directed along the coordinate z normally to the surface.
Basicaly, the flux is the sum of three components|[3, 4]:

J=jitjxt]s 3
where
_ pdn 2(1+ 1) G(AQ)* Dndn
l1 dz’ 12 3(1-20) kgTdz’ "
j _ 4(1-p*)GAQa DndT
3 3(1-2p)? KeTdz'

Here, n(z, t) isthe concentration of vacancies, D(z t) is
the diffusion coefficient, G is the shear modulus, p is
Poisson’s ratio, a is the coefficient of thermal expan-
sion, AQ = (0.3-0.6)a® is the dilatation (AQ < O for
vacancies), and k;, is the Boltzmann constant. The flux
j1 is due to the vacancy concentration gradient (normal
diffusion) and isdirected inward to the sample. Theflux
j» isthe additional vacancy flux arising when the strain
due to the concentration gradient is taken into account
(it is directed toward the surface). Finaly, the vacancy
flux j; is dueto the temperature gradient and is directed
toward the surface.

Let us evaluate the increment AR of the dislocation
loop during alaser pulse. We assume that the concen-
tration of vacancies within the pulse duration is

n(zt) = noexp[—kb.l__(i t)}’

where E = E, — (E. + E; + E,). Here, E; is the initia
energy of vacancy formation, E, istheincrement in the
vacancy energy due to the generation of electron—hole
pairs, E; is the increment due to arise in the tempera-
ture, and E,, isthe increment dueto arise in the concen-
tration. The energy E, the renormed energy of forma-
tion of vacancies, is a complex function of fast-varying
parameters. temperature, concentration, and electron
excitation. For silicon subjected to short laser pulses,
the value of E was estimated at E = 1 eV [4]. Substitut-
ing the expression

dn _ nE dT _nEAT
dz  ,T1°dZ K T°h
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(AT =T-T,) into Egs. (4), we obtain

Tp

ARzZaZLCI(j1+j2+j3)dt, ®)
0

where

DnEAT

kT2 N

_ 2(1+p)G(AQ)°Dn’EAT
27 3(1-2p) @7 h

I =

_ 41— u)GAQaDnAT
3(1-2p)? kKeT h'’

0 Emp _ =En
PO " T SPheTD

Rearranging the expression for T(r, t) from [12] for
the one-dimensional case, we come to

D = D,

2

—Z
[4x(t )}
[4TTX(t—T*)] %

T(zt) = ZC—':dIf(T*) x ()
0

where
b

VA Sl B sl S
f(tr) = KDrpD exp pD

is the pulse shape.

We obtained K = 12.5, b = 1, and ¢ = 3 by fitting to
the actual pulse shape and also by fitting T(z, t) calcu-
lated from (6) for | = I, (l,,, is the experimentally found
surface melting threshold) to the known melting point
T To find AR from (5) is a challenge, since D and n
depend on the temperature, which varies during a pul se.
Therefore, we used computer methods to evaluate AR.
Substituting | = 3.4 x 10'° W/m?, D, = a?vp (a = 5.4 x
10° m and v, = 2 x 10% st is the Debye frequency),
E,, = 0.33 eV (energy of vacancy migration [13]), E =
1eV,ng=5x102m=3 T,=300K, h=3x10%m,AQ =
(0.3-0.6)a®[14], and k = 1.38 x 107 JK into (4) for z
=0-10%m, we obtain AR = (12-0.2)r.. If the condition
for the absorption of a vacancy by a didlocation is
assumed to be U(r.) = E,,,, where

_(1+wGAQa
Udef(rc) 5.,.[(1_u)rc

is the increase in the energy of avacancy in the defor-
mation field of the dislocation, thenr, =5 x 10° m
hence, AR = (60-1) x 10°m

The estimateswere madefor | near the surface melt-
ing threshold. However, even in this case, AR < 1 um
during a pulse. Moreover, AR rapidly decreases with
increasing distance to the surface, as follows from the
estimates.

BANISHEYV et al.

Now let us evaluate the size of arising dislocations
using expressions (2) and (5) and the experimental
curves (Fig. 4).

(1) T < 1 weak T dependence of N, (Fig. 4, regime 1).
In this case, the increment AR during a pulse far
exceeds the relaxation between pulses; therefore,

R: (k=N,) = NAR. From Eq. (5) (z=0), wefind AR(l,)
=6x10°m, AR(l,) =2x108m, AR(l;) =4 x 10°m
and AR(l,) = 1 x 10° m. For the given |, we find from
Fig. 4 Ny(1,) = 20, N(1,) = 40, N(I5) = 250, and N(1,) =

400. Then, Ry (1) =1 pm, R (1) = 0.8 um, R; (I5) =

1 pm, and R; (I,) = 0.4 pm. These values are in quali-
tative agreement with the experimental fact that, after
the application of N, pulses, the scattering grows, since
the size of scatterers (did ocations) must be comparable
to the probing wavelength under these conditions.

(2) 1s< T <T1,. Here, therelaxation processes become
appreciable and the R, vs. number of pulses follows
Eqg. (2). AtT1 =1,and k=N, R, equals 0.8 um on aver-

age (seeabove). Substituting R = 0.8 um and the asso-
ciated valuesof T =1, k=N, and AR for any two values
of | in Fig. 4 [for example, T((l,) = 107 s, Ng(I,) = 20,
AR(1) =6 x 108 mand t4l,) =4 x 1025, Ny(l,) = 40,
AR(l,) =2x 108 m] into (2) yidldsty=1nsand T, =1.2s.

(3) T > 1,. Substituting T, =1sand 1, = 1.2 sinto
Eqg. (2), wefind that the size of adislocation loopisless
than 0.5 um for any T and k. That is a possible reason
why such dislocations do not scatter the probing radia-
tion and, therefore, are not revealed in the microscope.

CONCLUSION

We studied the damage of the silicon surface sub-
jected to short laser pulses. It is shown that the solid-
phase damage is associated with the generation,
growth, and accumulation of dislocations. It is estab-
lished that a single shot with a power density up to the
melting threshold does not damage the surface. N, =
Ng(I, T) curves, where N, is the critical number of laser
pulsesthat causes damage, | isthe power density, and T
is the pulse repetition period, are derived. The curves
are explained using experimental data and numerical
evaluation.
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Abstract—BY taking spectra of IR transmission and reflection, attenuated total reflection, and Raman scatter-
ing, different models of the dielectric response function of GaPAs solid solutions are tested. It is demonstrated
that the models accounting for the difference in the times of transverse and longitudinal vibrational relaxations,
aswell as the frequency distribution of TO phonons, make possible the prediction of the experimental spectra
with areasonable accuracy. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Solid solutions with a composition-dependent |at-
tice constant (GaPAs, InGaAs, etc.) are widely used in
band engineering and in heterostructures. In the latter
case, they serve astransition (buffer) layersfor the dis-
location-free matching of epitaxial films with greatly
differing lattice constants. The lattice constants of
GaAs and GaP (the components of GaPAs solid solu-
tions) differ by 3.6% [1]. It is known that mechanical
stressesin thelattice result in afrequency shift of trans-
verse optical (TO) and longitudinal optical (LO)
phonons [2, 3]. Dislocations and other defects due to
stressrelaxation adversely affect the electrical and opti-
cal parameters of the system. However, even in the
absence of mechanical stresses and dislocations, the
lattice of the solid solutions is disordered. This means
that the number of configurationsin the nearest vicinity
of atoms may be equal to three or four. Direct experi-
mental methods for the study of local inhomogeneities
in the structure of solid solutions are still in the devel-
opmental stage. The basic issues to be tackled are the
arrangement of the substituents (degree of order) and
the type and degree of lattice distortions. The complex
structural transformationsin GaPAs solid solutions and
the effect of process conditions have been touched upon
in [4]. The complex structure of the solid solutions
makes the simulation of their macroscopic dielectric
response function, which is necessary for the interpre-
tation of the optical spectra, difficult.

The broadening of the optical excitation band (of an
exciton, polariton, or phonon) is often observed in pho-
toluminescence, transmission, and Raman scattering
spectra of solids. In most cases, it is qualitatively
explained by the structural imperfection of |aboratory
samples [5—-7] and natural objects [8] or by artificially

introduced disorder [9, 10]. The reasons for the experi-
mentally observed broadening of the excitation bands
may be the point-spread function of an instrument or
fluctuations of the thin layer thickness. Physically, the
broadening can berelated to adecreasein therelaxation
time (enhanced damping) of the excitations. The non-
uniform distribution of somelocal material characteris-
tics along those distances or within those time periods
over which these characteristics are averaged may also
be a factor. Note that, in this case, the penetration (or
localization) depth of light islikely to have anoticeable
effect on results obtained (see, e.g., [11, 12]).

GaAs and GaP form a continuous series of solid
solutions GaP,As, _,. The GaAs and GaP compounds
are polar cubic crystals that have the zinc-blend struc-
ture and two atomsin the unit cell and are characterized
by one dipole-activeinfrared (IR) vibration. The damp-
ing parameter of this vibration is Mt = 2.6 cm™ for
GaAsand 't = 1.1-1.3 cm™ for GaP at room tempera-
ture [13, 14]. In the optical phonon region, the GaPAs
solid solution displays the two-mode behavior and the
parameters of its dielectric response function are well
described by the modified model of random element
isodisplacements [15]. In studying the optical proper-
ties of GaAs/GaPAs superlattices [16], good agreement
between the IR reflection and attenuated total reflection
(ATR) spectra has been obtained in the reststrahlen
range of the GaAs component. At the same time, the
band of the bulk and surface phonon polaritons related
to the GaP-like vibration was considerably broaden. It
was assumed that the damping parameters of the sur-
face optical phonons in the solid solutions are greater
than the bulk values because of the atomic disorder.
Moreover, they vary with concentration [17-20] and
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are approximately proportional to the concentration
variance (Ax)? = x(1—x) [21].

In [22], the optical properties of GaPAs solid solu-
tions were described by the cluster model, which gives
eight active optical phonons. By fitting the experimen-
tal reflectance spectra, the GaP-like modes were found
to haveI; = 0.02wy; = 7.3 cm™, whereas the GaAs-like
modes have I'; = (0.03-0.05)wy; = 8.1-13.5 cm ™. The
same amount of LO peaks would be expected in the
Raman scattering spectra of these compounds. How-
ever, experimental results [3, 23] and our measure-
ments show that only one LO phonon in the restsrahlen
region of gallium phosphide and one in the restsrahlen
region of gallium arsenide are excited. Thisisatypical
two-mode behavior of the solid solution, which is ade-
quately described by the model of random element iso-
displacements [15]. At the same time, a similar cluster
approach [24] has turned out to be quite appropriate
when the phonon state density in HgCdTe at different
temperatures were calculated using Green's function
method.

With time-resolved coherent anti-Stokes Raman
spectroscopy (TR CARS) and Raman spectroscopy
(RS), one can determine the phonon relaxation (life-
time 1) either directly or through the excitation band-
width ast = (2meln) [25]. It should be noted, however,
that the relaxation of TO phonons has been studied by
these methods much less than that of LO phonons.

The shape of the TO and LO bands for GaP that
were obtained from IR reflectance and RS spectra
[14, 26] implies that the peak of Im[g(w)] (at the TO
phonon frequency) is strongly asymmetric and broad-
ens toward low frequencies, whereas the peak of
Im[-1/e(w)] (at the LO phonon frequency) is narrow
and symmetric. It has been suggested that the asymmet-
ric broadening of the GaP band results from strong
interaction between the TO phonon at w;g = 366 cm™
and the nearby combined absorption band TA(X) +
LA(X) = 357 cmr (at T = 300 K), and the frequency-
dependent damping function I'(w) has been introduced
[14].

In mixed crystals (solid solutions), two cases are
distinguished [27]: (1) the concentration of impurities
is small and the approximation of isolated impurity
atoms is valid and (2) disordered systems with a high
concentration of substituting impurities. Disorder can
be introduced by a variety of ways. The whole set of
implementations of disordered lattice resultsin the sta-
tistic distribution of the phonon parameters. Investiga-
tions of the AlGaAs solid solution have shown that the
random distribution of Al and Ga in the cation sublat-
tice breaks the trand ation symmetry at the atomic level
and decreases the correlation length (=10 nm). This
effect shows up as the broadening and asymmetry of
the LO phonon band in RS spectra [28]. Therefore, in
ternary compounds, where the constituent atoms are
distributed randomly, the phonon lifetimeis affected by
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both spontaneous anharmonic decay into low-energy
phonons (t,) and elastic scattering by isotopic disorder
(Tgig). It has been shown [23] that the latter mechanism
becomes significant when the impurity concentration is
high.

The quality and, hence, the electrical and optical
properties of multilayer solid solution systems are
strongly dependent on process-related factors, such as
interdiffusion, the formation of transition layers, inter-
face roughness, and mechanical stresses. To elucidate
the role of each of them, we study the optical properties
of single-layer GaPAs epitaxia films grown on a gal-
lium arsenide substrate. Another aim of this work isto
verify models for the permittivity of the GaPAs solid
solution in the fundamental lattice vibration band both
with and without using the continuous distribution of
the transverse optical phonon frequency.

MODEL APPROXIMATIONS

The dielectric response function in the optical
phonon band of acrystal that has N IR-active oscillators
ismost frequently described within the model of nonin-
teracting (harmonic) Lorentz oscillators [29]:

4T[[)j0)12-j

€W = eut Yy 5————,
S o —w il

(D

where &, is the high-frequency permittivity and 4ttp,
wy;, and I are the strength, frequency, and damping
parameter, respectively, of the jth transverse mode.
Model (1) adequately describes the dielectric response
of GaAsand GaP crystalsinthe IR region [13].

An important generalization of (1) is the four-para-
metric semiquantum (or factorized) model [30], which
includes the difference in the decay of the transverse
and longitudinal optical phonons:
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Here, each jth oscillator is characterized by four param-
eters. These are the frequencies of the transverse and
longitudinal optical vibrations, Wy and Wy, and their
dampings, ' and I (generally, 'y # (). For GaP, it
was found that 't = ' o = 1.3 cm™ [31]. By applying
thismodel to studying the optical properties of AlIGaAs
solid solution, it was found [17] that ' ; < ', with '
increasing with a decrease in the content of the corre-
sponding component.

The transverse and longitudinal optical phononsin
the pure binary components of the GaPA s solid solution
have different lifetimes. At T=300K, T, o = 3.5 ps[32]
and 1o = 1.4 ps [33] for GaAs, 1,0 = 9 ps [25] and
4.24 ps [23] and 1o < 0.1 ps [34] for GaP, and 1o =
3.86 ps [23] for the GaP-like TO-mode in GaP, AS, 1.
It is evident from these data that the TO vibration in
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GaP has a very small lifetime presumably because of
the strong anharmonicity of Ga—P vibrationsboth inthe
pure bulk crystal [35] and in GaPAs solid solution [18].
With regard for the above lifetimes of the TO and LO
phonons and in view of the fact that the phonons have
different decay channels, it appears that the factorized
model (2) of the dielectric response function is more
appropriate. Taking into account the different dampings
of the TO and L O vibrations within this model enables
us to obtain the asymmetric peak in Im[e(w)]. Below,
however, we will show that this is insufficient for the
experimental reflectance spectra of the GaP,As, _, epi-
taxial films to be in satisfactory agreement with the
simulations in awide range of x.

Ternary semiconductors A,B, _,C are a mixture of
binary components AC and BC taken in a certain pro-
portion. The macroscopicaly uniform crystal lattice
with substitutional defects is formed when Asions are
replaced by P ones. The distribution of phosphorus
atoms in the lattice is random, and the nearest vicinity
of atomsin the solid solution is not necessarily reduced
to one or two configurations unambiguously related to
the composition. The disordered structure, resulting in
the different nearest vicinities of the atoms or mole-
cules, specifiesthe probabilistic nature of all local char-
acteristics and the statistical character of the experi-
mentally measured values. In spectroscopy, this causes
the nonuniform (fluctuation) broadening of the bands,
i.e., broadening stemming from the fact that each spec-
tral band is a superposition of many narrower bands. If
the film thickness is larger than a critical value, stress
relaxation may lead to a uniform strain distribution
across the film. Since the optical diagnostic techniques
are largely integral, they give averaged microscopic
characteristics. Note that the penetration depth of the
probing radiation in the IR reflection method is much
greater than in RS. At the same time, the ATR method
with the excitation of surface waves enables oneto con-
trol the light penetration depth by varying the angle of
incidence onto the sample [12].

The effect of structure disorder or the variation of a
certain parameter about its average value on the com-
plex permittivity €(w) and on the optical spectra of sol-
ids has been considered elsewhere [8, 36, 37]. In the
general case, the shape of a nonuniformly broadened
band depends on the distribution of this parameter. If
the number of oscillators of each type is assumed to
obey the Gaussian distribution over the variable reso-
nance frequency, the dispersion relation for the com-
plex permittivity is written as the convolution of the
Lorentzian and Gaussian functions [36]:

4T,
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Asalfirst approximation, we assume that the oscilla-
tor strength 4mtq is frequency-independent and that the
distribution width o; depends on the oscillator type. The
non-Gaussian contribution is assumed to be insignifi-
cant.

Obviousdly, the real fluctuations of the vibrational
frequencies in crystals should have narrow spectral
intervals. The concept of the Gaussian distribution of
local parameter values is common in the characteriza
tion of the dielectric properties of disordered media.
Equation (3) encompasses virtually any feasible degree
of random disorder. A similar approach was used for
the interpretation of the IR reflectance spectrafrom the
near-surface SiC layer [37]. It might be expected that
thisequationisalso valid for other classes of condensed
disordered media, such as solid solutions, noncrystal-
line semiconductors, polymer melts, etc.

SAMPLES AND MEASUREMENT
PROCEDURE

GaPAs,_, epitaxia films were grown on GaAs
substrates by chloride vapor-phase epitaxy [38]. The
substrates were both undoped and doped GaAs(001)
single crystals about 0.4 mm thick. From the reflec-
tance spectra taken on the substrate side in the plasma
minimum range, the plasma frequency w, and the plas-
mon damping parameter Y, in the substrate were deter-
mined. The component sources were undoped (high-
resistivity) GaAs and GaP n-type (n = 5 x 10'> cmd)
single crystals. The film growth rate was 2-5 A/s. From
the photoluminescence spectra, it was found that the
actual composition may differ from the desired (rated)
composition by no more than Ax = +0.05. According to
our estimates, with such a spread, Ax = +0.05, the
uncertainty in the transverse phonon frequency is no
more than Aw; = +1 cm. The thicknesses of the epi-
taxial layers (see Table) far exceed the critical value for
such asystem (approximately 250 A [1]); therefore, the
strains may have a minor effect on the film properties.

Near-normal (the angle of incidence on the sample
plane is 16.5°) IR reflection, Ry g, and transmission
(normal incidence), T, spectrawere taken with aK SDI-
82 grating spectrometer and an Goley detector. The
spectral dlit width did not exceed 1.5 cm™. ATR spectra
Rs in p-polarized light were taken in the Otto geometry
[39]. The sample and the Csl semicylinder (refractive
index n=1.71, critical angle ¢, = 36°) were separated
by the vacuum gap dy,, provided by calibrated spacers.
The Raman backscattering spectrawere measured at an
angle of incidence of the exciting radiation (Ar laser,
A =488 nm) close to the Brewster angle. All spectra
were recorded at room temperature.

The samples parameters were determined by solv-
ing theinverse spectral problem. The reflectance, trans-
mission, and ATR spectra were calculated using the
matrix formalism [40] with regard for the point-spread
2001
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function of the reflection attachments. The permittivity
of the substrate was calculated from Eq. (1) with regard
(if necessary) for the contribution of free carriers, and
that of the epitaxia film was determined from Eq. (2)
or (3) including the GaAs- and GaP-like oscillators.
Hereafter, the subscriptsj = 1, 2 refer to the GaAs-like
and GaP-like mode, respectively, in the GaPAs solid
solution. The optical parameters of bulk GaAs and GaP
crystals were taken from [13].

The GaPAs films grown were also examined by
X-ray diffraction withaDRON-UM1 powder diffracto-
meter (CuK, radiation). The 002, and 004cpas
reflections were recorded in the 20-© geometry.

RESULTS AND DISCUSSION

Two additional peaks are observed in the vicinity of
the 004, and 002, reflections (Fig. 1). One of
them, at 67° (32.2°), corresponds to the GaP,As, _, lat-
tice for the respective x. The broadening of the 002 and
004 peaks implies, according to [41], that the micros-
tressfieldsinthe GaP,As, _, epitaxia film areinsignif-
icant. The intensity of the second peak (at smaller
angles) is several orders of magnitude lower, and the
peak is very broad (between 60° and 70° for 004gaas
and between 29° and 33° for 002;,,0). The nature of
this peak is still unclear. It may be associated with fine
crystallites present in the film. One can assume the for-
mation of variously oriented domains and subdomains,
as well as the occurrence of displacement anisotropy,
which reduces the total symmetry of the structure (see,
e.g. [4]).

A feature of our system is that gallium arsenide is
the substrate and simultaneously the component of the
epitaxial film. This affects the results of optical mea-
surements. The TO-LO splitting bands of the GaAs
substrate and the film superpose, these bands for the
GaAs component of the solid solution being narrower.
The reflection in the restsrahlen range of GaAs will be
enhanced by the signal from the substrate, since the
light partially penetrates through the film. At the same
time, the transmission spectra of the film on the
undoped GaAs substrate will have a nontransparent
region in the restsrahlen range (240-320 cm™) because
of the large thickness of the substrate. It can be shown
that a 0.5-mm-thick GaAs substrate will be transparent
in the restsrahlen region of GaP at a doping level n <
10 cmr®, which corresponds to w, < 30 cm. The
effect of the substrate is the reason why the parameters
of the Ga—P vibration alone can reliably be determined
from the IR reflectance or transmission spectra. The
same situation for GaAg/AlAs superlattices on GaAs
substrates has been analyzed in detail in [42].

InFig. 2, the reflectance and transmission spectra of
the GaP,,ASyges epitaxia film (sample 1) are pre-
sented. The phosphorus content in this sample is very
low; therefore, phosphorus atoms can be considered as
impurities in the GaAs matrix that do not interact with
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Fig. 1. Angular dependencies of the 0025445 and 004gas
X-ray diffraction intensity for sample 6 (CuK, radiation).
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0 I ¥ s |
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Fig. 2. Experimental IR (1) reflection (¢ = 16.5°) and
(2) transmission spectra for sample 1. (3) Simulated reflec-
tance spectrum obtained using model (2) for the dielectric
response function of the GaPAs film.

each other. It has been found [18] that, at x < 0.03, the
frequency and the bandwidth are independent of the
concentration. Such a Ga—P vibration is known to be
local [43]. Its amplitude vanishes at a distance of sev-
eral lattice constants. The reflectance spectrum has a
distinct band in the GaAs restsrahlen range and also an
oscillator-induced band in the range of the GaP compo-
nent. Since the substrate is transparent for IR radiation
above 330 cmt, we determined directly from the trans-

Growth parameters for GaP,As, _, epitaxial films on GaAs
substrates

Sample no. X d, pm sub rgt]:efr(]:?n‘l
1 0.02 2.3 ~10
2 0.15 1.62 450
3 0.24 13 ~10
4 0.24 18 430
5 0.26 14 ~10
6 0.31 15 150
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Fig. 3. (a) IR reflection (¢ = 16.5°) and (b) ATR (¢ = 41°, dya, = 17 um) spectra for sample 6: (1) experiment and (2) simulation.
(c) Transmission and Raman spectra for sample 5. Arrows in the transmission spectrum indicate (according to [13]) two-phonon
absorption bands of the GaAs substrate.

mission spectrum the transverse frequency of thelocal  noninteracting harmonic oscillators (1). From the
Ga-P vibrations. wy,. = 353.3 cml. The factorized former, I'r, = 83 cm™, '\, = 6.5 cm™, and Wy, =

model (2) of the dielectric response function provides 354.9 cm™. Thus, the inequality ', < ' obtained for
better agreement with the experiment than the model of  thelocalized vibrations of noninteracting P atomsinthe
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Fig. 4. (a) Frequencies of (0, ) LO and (e, m) TO phonons and (b) oscillator strengths 41tp; and 41ip, for the GaAs and GaP com-
ponents, respectively, of the GaP,As, _ solid solution vs. phosphorus content x. Continuous and dashed lines, calculation by the
model of isodisplacements. Shown are also the experimental values of wy , obtained in (+) [3] and () [23].

GaAs matrix is similar to data for pure bulk GaP
[25, 34], because it means that 1,5 > T1o. The weak
structure in the experimental reflectance spectrain the
range 380-500 cm stems from the contribution of com-
bined (two-phonon) absorption to the permittivity of the
subgtrate [13], which isignored in the model s used.

The sampleswith ahigher phosphorus content in the
film of the solid solution have a GaP phonon bandwidth
in the reflectance spectra that correspondsto ' = 11—
13 cm? (note that, for bulk GaP, 't = 1.1-1.3cm?
[14, 31]). The fitting of such reflectance spectra with
factorized model (2) does not yield a stable and unique
solution. Apparently, at high phosphorus concentra-
tions in the crystal lattice, the P-P interaction and
microfluctuations of x throughout the volume become
significant. For fitting to yield a physically meaningful
result, the values of w; and w, should be obtained from
independent experiments. Moreover, analysis of
model (2) [30, 41] showsthat the difference betweenT ;
and ' is reliably detected if the gap between w; and
wy; far exceeds I'y; and Iy;. Therefore, we fitted the
parameters wyy, 4T1p;, 0, Wiy, 4TI, and o, for model
(3), which specify the dielectric response of the GaPAs
epitaxial film at fixed damping parameters of individual
GaAs and GaP oscillators: ', = 2.6 cm™ and M4, =
2.0cm™, respectively. These values were obtained
from the reflectance measurements in the restsrahlen
region of 0.5-mm-thick undoped GaAs and GaP wafers
and well correlate with datain [13].
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No. 8 2001

InFig. 3, typical reflectance, transmission, ATR, and
Raman spectra of the GaPAs/GaAs films are presented.
At very low X, as in the previous case, two intense
reflectance bands appear in the reflectance spectra
(Fig. 3a): one, moreintense, in the restsrahlen region of
GaAs, while the other, in the region of GaP. Since at
lower-than-plasma frequencies the doped substrate
becomes nontransparent and high-reflecting, interfer-
ence modes (with aminimum at 125 cm™) may arisein
the transparent film. Figure 3b shows an ATR spectrum
in p-polarized light. The ATR method makes it possible
to excite surface waves that propagate over the surface
and are confined near the interface within distances of
the order of the wavelength in the medium. In multi-
layer structures, surface phonon—polariton, mixed
phonon—plasmon, and waveguide modes can be excited
under the conditions ATR [16]. These are sensitive to
the phonon parameters of the medium. The GaAs-like
surface phonon—polariton mode (at a frequency near
280 cm™) has the considerably smaller half-width than
the GaP-like mode (at a frequency near 360 cm™). In
Figs. 3aand 3D, theoretical spectrafor which thedielec-
tric response function was simulated using model (3)
are presented as well. The calculation is seen to ade-
qguately describe the reflectance spectra in the
restsrahlen region of both solid sol ution components. In
Fig. 3c, the transmission spectrum for one of the sam-
ples grown on the undoped GaAs substrate is depicted.
The transmission of such a system is determined
mainly by the transmission of the thick (much thicker
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Fig. 5. Permittivity of the GaPy 56A Sy 74 Solid solution in the optical phonon range cal culated by Eq. (1). Bulk values of the damping
parametersare (1) M1y = 2.6 cm™, My, =2cmtand (2) My = 5.0 cm™, M, = 12.5 cm™. Curves 3 correspond to Eq. (3) at 11 =

26cm™,0;=20cm™?, M, =20cm™?, ando,=7.0cm™.

than the film) substrate, which is nontransparent in the
restsrahlen region 240-320 cm. At higher frequen-
cies, combined absorption bands appear as well. They
were identified according to [13]. At the same time, the
GaP-like TO vibration in the solid solution (w; = 355.5

cm™) fals into the transparence region between these
bands and is clearly observed. In the Raman spectrum
of thissamplethat isalso presented in Fig. 3c, only two
L O modes are excited: one in the restsrahlen region of
either component of the solid solution. In pure GaP, the
excitation band for the GaP-like LO phonon in the
Raman spectra[23] is symmetric, whereas, in the solid
solution, it becomes asymmetric. The asymmetry
grows as the phosphorus content in GaPAs decreases.
The asymmetry of the GaP-like band is larger than that
of the GaAs-like one. The effect of mechanical stresses
on the phonon spectrum of GaPAs was studied with
Raman scattering in [3]. It was found that Ga—As bonds

are deformed more strongly than Ga—P bonds in
strained GaPAs layers.

Thus, applying the fitting procedure to the near-nor-
mal reflection and ATR spectra, we obtained the param-
eters wrq, 411, 04, Wy, 411, and o, for the GaAs- and
GaP-like optical phonon vibrations in the GaP,As, _,
solid solution with a phosphorus content within 0.02 <
x < 0.31. The frequencies of the transverse vibrations
and the oscillator strengths of the components are pre-
sented in Fig. 4 together with the cal culations from the
model of isodisplacements [15]. For the reason men-
tioned above, we cannot judge the variation of wy; with
X. However, we can argue that the values of wr,
obtained lie somewhat below (approximately by 1-2
cm?) the calculated ones. In the model of isodisplace-
ments, it is assumed that the oscillator strength in the
two-mode solid solution depends linearly on the con-
tent of the corresponding component: 41t (X) = x4Ttpy,
2001
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where 4mpy is the corresponding vaue for the bulk
material. The actual oscillator strengths are somewhat
higher; for the GaP component, the deviation is greater.
Figure 4a shows also the values of ), obtained from
the Raman spectrafor other x at T=300K [3, 23]. The
experimental data [3, 23] fall above the calculated
curve. This aso indicates that the strength of the
phonon GaP-like oscillator ishigher than that following
from the model of isodisplacements. Generally speak-
ing, the assumption on the linear dependence of the
oscillator strength on the content of the corresponding
component in a solid solution is poorly justified
[20, 43]. In [17], better agreement with the experiment
was demonstrated for an AlGaAs solid solution when
4m(x) was a nonlinear function. Here, we omit this
complex problem. Just note that the knowledge of the
exact dependence w, (x) isalso of appliedinterest, since
the frequency of the longitudinal vibration is more con-
centration-dependent than the frequency of the trans-
verse vibration (Fig. 4a). It was also found that g, <
2cm? and 0, = 7-9 cm™. Hence, in the range of x
under consideration, the band of the GaP component
(i.e., the component whose content in the solid solution
is lower) is more broadened compared with the bulk
values for the binary components. Moreover, the ratio
0,/wr, = 1.5%, whereasin [8], asimilar approach gave
the value 9% for amorphous silicon dioxide.

In Figs. 5a and 5b, the dielectric response function
of the GaPAs solid solution in the optical phonon range
is presented. It was calculated using Egs. (1) and (3)
with the parameters obtained by fitting. It isevident that
one cannot derive the functional dependence of the per-
mittivity described by an equation like (3) by merely
increasing the damping in the model of harmonic oscil-
lators, since (3) isthe convolution of the Lorentzian and
Gaussian functions. Finally, it should be noted that the
agreement achieved is not perfect, in particular, near
the maximum of the reflectance band, as follows from
Fig. 3. However, with function (3) for the permittivity
of the GaPA s solid solution, one can better characterize
the IR reflection spectra of multilayer heterostructures
based on this solid solution (particularly, GaAs/GaPAs
superlattices). Physically, the model of dielectric
response function with the asymmetric distribution at
large x seems to be more reasonable (especialy, in the
range of Ga—P vibrations). It enables one to take into
account not only the parameter spread over an ensem-
ble of oscillators but also the considerably different
lifetimes of the longitudinal and transverse optical
vibrations in the components.

CONCLUSION

We studied optical phonon spectra in epitaxial
GaPAs/GaAs films. The spectra exhibit the broadened
bands of the bulk and surface phonon—polariton excita-
tions. The crystals have a disordered | attice, which can
be formed by a variety of ways. Each realization of
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such alattice resultsin aset (distribution) of the param-
eters of phonon oscillators. X-ray diffraction analysis
shows the absence of mechanical stresses and good
crystal quality of thefilms. Moreover, the X-ray diffrac-
tion pattern has an additional broadened peak. Itsorigin
is likely to be related to the formation of domain and
subdomain structures [4]. The subdomains may reduce
the symmetry of the structure and break long-range
order in the crystal, thus affecting the optical properties
of the solid solution. To describe the optical properties
of such disordered systems, the model with the Gauss-
ian frequency distribution of oscillators is used. This
model fits experimental spectra much better than the
model of harmonic oscillators without increasing the
number of fitting parameters. The distribution function
parameters obtained from the solution of the inverse
spectral problem take physically reasonable values.
Theaforesaid isvalid not only for the optical properties
of GaPAs but to some extent for the properties of other
ternary compounds based on 111-V semiconductors. If
the system parameters (in our case, the optical phonon
frequencies) are distributed, fine structures in the opti-
cal phonon spectra, for example, localized modes or
Berreman modes, are difficult to observe.
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Abstract—From experimental time dependences of the instantaneous brightness and the total current passing
through a ZnS : Mn thin-film electroluminescent device, capacitance-voltage, charge-voltage, and current—
voltage characteristics of the device are calculated. Conditions for negative differential resistance (NDR) of S
and N types are found. An NDR mechanism that exploits the ionization and the recharge of deep donors and
acceptors (zinc and sulfur vacancies) with the formation of space charge at the cathodic and anodic interfaces
of the phosphor is suggested. © 2001 MAIK “ Nauka/Interperiodica” .

Thin-film (TF) electroluminescent (EL) devicesfea
ture nonuniformity in structure and properties. Thisis
especially true for those devices that are fabricated by
atomic layer epitaxy and offer the best illumination
parameters [1-3]. The reason for this nonuniformity is
the nonuniform distribution of lattice defects and impu-
rities (hence, associated donor and acceptor centers)
across the phosphor layer. It is known [1-5] that the
space charge due to these centers may substantially
affect the electroluminescence kinetics in TF EL
devices. Specifically, the dependence of the current
passing through the phosphor layer in the emission
mode on the mean field F, in this layer may exhibit
Stype NDR [5-7]. At the same time, there is evidence
[4] that, under certain conditions, this dependence may
show N-type NDR, whaose nature still remains unclear.

Itisthereforetheaim of thisarticleto study the elec-
trical performance of TF EL devices with the phosphor
layer containing the space charge. Emphasis will be
given to conditions under which S or N-type NDR
arises.

It is common practice [5, 8] to represent a TF EL
device as series-connected capacitors, C; and Co made
by two insulating layers and the phosphor layer. Such
an approach is valid if the exciting voltage does not
exceed the luminescence threshold. Once the threshold
has been reached, electrons subjected to the high elec-
tric field tunnel from states at the phosphor—insulator
interface and are accelerated in the field. Simulta-
neously, Mn?* luminescence centers are excited and
other centers associated with crystal defects and impu-
rities experience impact ionization. As a result, under
the above-threshold conditions, the current 1,(t) passes
through the phosphor layer of thicknessd,. This current
is the sum of the displacement current and the conduc-
tion current, which define the kinetics of charge carrier

transfer, excitation of luminescence centers, formation
of space charge, and field redistribution in the layer.

If the time variation of the exciting voltage V(t) is
known, the mean field F(t) in the phosphor is given by

Folt) = dip[va)—é pe(t)dt} ®

where 1 (t) isthe current in the external circuit.

Formula (1) is valid for the zero initial conditions,
i.e., during the first half-cycle of the exciting voltage.
Under nonzeroinitial conditions, it is necessary to take
into consideration the remanent polarization field after
the preceding voltage half-cycle of opposite polarity:

Fo(t) = dl[V(t) - Cl Ile(t)dt} +Foy. )
P 0

Thefield Fp, includes the field F; due to the polar-
ization charge Q, accumulated by the states at the
phosphor—insulator interface and thefield F; dueto the
space charge in the phosphor layer. In general, thefield
Fos may have severa components that are associated
with different space charges and are variously oriented
with respect to the field F;. The field F, drops with
time between two successive intervals when a TF EL
device is in the active (emitting) mode and the current
I o(t) passes.

In the absence of recombination losses and carrier
trapping, the charge transferred through the phosphor
Qp equals that accumulated at the interface states. The
charge Q, and the charge passing in the external circuit

1063-7842/01/4608-0977$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Q. arerelated as [6]
Q) = TR -CVO], (3
where
Q) = [laet @

The charge Q. passing in the external circuit can be
determined if theinitial conditions are known.

Under the above conditions, Qy(t) and F(t) are
related as [6]

Al = e e CVO -0 ©

Eventually, the field applied to the phosphor layer
decreases by an amount proportional to Q, = Q. The
field of this charge, remanent polarization field, is
retained by the instant of the next excitation cycle and
may stay for up to several hours[6]. At V(t) =

Qpi(t)
Fpi(t) p(Cp + Cp) (6)
In this case, we have
C+C
Q, = == & Q. 7

The mean threshold field in the phosphor layer F,
which initiates luminescence, can be determined from
the formula

Fo = Vi ) * P ®

inview of (2). Here, V, and Q4 are the threshold voltage
and charge, respectively, inaTF EL device.

If the exciting voltage varies linearly, i.e., V(t) =
(Vi/tt, where V,, and t, are the amplitude of the excit-
ing voltage and the time during which the voltage rises
from 0to V,, we can write V, = (V/t)t;, wheret, isthe
time during which the voltages reaches the threshold
value. The time instant when luminescence starts, as
well as the threshold parameters V,, t;, and Q,;, are usu-
ally found by arbitrarily specifying some threshold
value of the mean brightness of the device (1 or
10 cd/m?). Then, from the dependences L(t) and I(t),
one can refine this parameters, for example, by specify-
ing some small fixed current increment Al (t) relative
to the subthreshold value or brightnessincrement AL(t)
relative to the initial value. The initial value of bright-
ness is defined by the time discretization period that
correspondsto the amplitude quantizing level and mea-
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surement accuracy. Since 140) = C.(dVv(t)/dt) =
C.V,/t, = const before luminescence,

11Vm CeVm  Algt,

F =—[—t———t— }+F

T dlt, ' Gt ' G pol ©
ilj:i_ce\in_AlettDt +F
d0 ¢ t, ¢t

At (C — C(Vt) = Alg and taking into account
that C, = C,C/(C, + C)), we reduce expression (9) to

Civm

Fpt N dp(ci + Cp)tm

t,+ Foa- (10)

The conduction current passing through the phos-
phor layer at above-threshold voltages and in the
absence of the space chargeinitisgiven by [4]

Io(t) = |e('f)ci ;Cp_cpd\égt)

C C

(11)

p[le(t) 1e(0)].

Because of the space charges appearing in the layer,
the current 1,(t) [Eq. (11)] will have the reactive com-
ponent and thus contain information on the space
chargesin the phosphor. In this case, under the assump-
tion that the insulator is ideal (i.e., conduction current
and space charges in it are absent), the capacitance C,
of the insulating layersin a TF EL device can be con-
sidered as constant for any operating mode of the
device. Then, the dependence | ,(F,,) obtained from for-
mulas (1) or (2) and (11),

dv(t)
at

de(t)

(1) = C -(Ci+Cpd,

(12)

would characterize some conventional semiconductor
device that includes a phosphor layer with the phos-
phor—insulator interfaces. Theinitial thickness and geo-
metric capacitance of this layer, as well as the voltage
acrossit, are d,, Cp,, and V,(t) = F,(t)d,, respectively.

From formulas (2) and (12), it follows that the cur-
rent 1,(t) can be considered as F,-independent if the
field F,, varies with time much weaker than V(t) and
Fo(t). If the field F, is constant in the active mode of
operation, i.e., dF/dt = 0, and the voltage V(t) grows
linearly, the current |, must be time-independent. When
the rate of change of the field F(t) declines, the current
I,(t) increases, when dF,/dt changes sign (after the
function F(t) has passed through a maximum), the cur-
rent | ,(t) continues growing and peaks when the rate of
fall of Fy(t) is the highest. Subsequently, the current
I,(t) decreases asthe rate of fall of Fy(t) diminishes.
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In the active mode of the device, its capacitance C,
isgiven by

Ie(t) CiCp(t)
dVv(t)/dt ~ C;+C,(t)

de(t)}‘1
dv,t]

The passage of the conduction current in the active
luminescent mode means that the capacitance Ci(t)
drastically increased [4]. If the mean field F, in the
phosphor layer is fixed, C,(t) = dQ,(t)/dV,(t) tends to
infinity and C4(t) = C;; in other words, in the active
mode, there should be aregion where C, = C; and does
not depend on'V [2, 3]. If, in this case, the exciting volt-
age increases linearly, the current 1(t), as well as | (t)
[Eq. (12)], is also constant in this region [8] and the
dependence Q,(V,) or Q,(F,) runsvertically (parallel to
the ordinate axis).

With the space charges in the phosphor layer, F is
no longer constant in the active mode and the behavior
of the characteristic C4(V) depends on the value of
Cp(t) = dQy/dV(t).

(1) dQydv, > C, and grows with V, however,
remaining finite. In this case, C,(V) increases but does
not reach C;. If subsequently dQ./dV, drops with
increasing V, C(V) also drops. Then, according to (13),
if dV(t)/dt remains positivein thisrange of V (including
the linearly increasing voltage), the dependence 1(V)
[and also I(V,) or I,(Fy), according to (1) or (11)] will
have the same form. This means that the |-V character-
istic of the phosphor hasthe N-type NDR region. In the
specific case dQ,/dV, = C;, C(V) = Ci/2.

(2) dQy/dV, —= 0 and C4(V) also tends to zero.
This, in particular, takes place when the exciting volt-
age V grows, reaches the amplitude value V,,, and then
declines.

(3) dQy/dV, <0 and |dQ,/dV,| > C,. For afinite value
of dQy/dV,,, C(V) isalwaysgreater than C,. In thiscase,
the smaller (closer to C)) |[dQ,/dV,|, the greater C,(V).
If, as V increases, |[dQ,/dV,| grows, starting from some
minimal value, C (V) decreases from some maximal
value, tending to C; as dQ,/dV,, —» o. In this casg, the
vertical portion of the curve Qy(V,) or Qu(Fy) is
approached from the left. According to the theory of
negative-resistance semiconductor devices [9], nega
tive capacitance always corresponds to NDR of the S
type. That is, if C(V) > C;, the curves | ,(V,) or I(F)
must always have an S-type NDR region.

If [dQydV,| = 2C;, C(V) = 2C; if [dQydV,| = C;,
Ce(V) —= oo; and if |[dQ,/dV,| < C;, the values of C,(V)
become negative, which corresponds to adeclinein the
Qd(t) curve in the interval where V(t) grows. Positive
values of dV(t)/dt would mean the reversal of the cur-
rent I (t), which isunrealigtic.

Ce(t) =

(13)

= Ci[l +C/
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We experimented with metal—insulator—semicon-
ductor—insulator—-metal (MISIM) TF EL devices. Here,
M is either the 0.2-pum-thick lower transparent SnO,
electrode applied on a glass substrate or the 0.15-pm-
thick upper opague TF Al electrode 1.5 mm in diameter,
| isthe 0.15-pm-thick ZrO, +Y ,05 (13 wt %) insulating
layer, and Sis 0.54-pm-thick the ZnS: Mn (0.5 wt %).
The phosphor layer was applied by thermal evaporation
inaquasi-closed space, followed by annealing at 250°C
for 1 h. The opaque electrode and the TF insulating | ay-
ers were applied also by thermal evaporation and elec-
tron-beam evaporation, respectively.

The time dependences of the current and the instan-
taneous brightness were taken by applying an aternat-
ing-sign triangular voltage from a G6-34 generator
equipped with adriver amplifier and an external G5-89
trigger generator. The pulse amplitude was 160-170V,
and the coefficient of voltage nonlinearity was no more
than 2%. In the pulse triggering mode, atrain of pulses
with arepetition rate of 2, 10, 50, 200, 500, or 1000 Hz
was used. The time between the pulses T, was varied
between 0.1 and 100 s. In the continuous triggering
mode, the voltage frequency was varied from 10 to
1000 Hz. The current through the device was measured
with a 0.1- to 10-kQ resistor series-connected to the
device. The voltage drop across the resistor was no
higher than 1V. The instantaneous brightness L was an
FEU-84-3 photoelectric multiplier. The exciting volt-
age V, current through the device I, and the instanta-
neous brightness L vs. time t were recorded by means
of an S9-16 dual-trace storage oscilloscope connected
to a PC. Measurement data for 2048 points within the
discretization period selected (to an accuracy of 2%)
were stored. The data were mathematically and graphi-
cally processed with Maple V Release 4 Version 4.00b
and GRAPHER Version 1.06 2-D Graphing System
packed application programs and formulas (1)—(13) at
Ci = 986 pF and C, = 250 pF. The voltage across the
resistor was subtracted from the voltage V(t). The val-
ues of C; and C, were determined the total capacitance
C. = 200 pF, which was measured with an E7-14 immi-
tance meter, and the geometric sizes of the device.

The curves in Figs. 1 and 2 run in a different way
when the voltage polarity is changed. Thisistypical of
the curves L(t), I¢(t), 1,(t), and Fy(t) irrespective of the
voltage frequency [10]. The reason is the specifics of
TF EL device fabrication; namely, surface states and
lattice defects in the phosphor are varioudly distributed
at the upper and the lower phosphor—insulator inter-
faces [10]. In the pulse triggering mode, both I, and I,
currents exhibit an additional peak during the first half-
cycle of the exciting voltage. Its amplitude grows with
triggering (start-up) period T, The brightness L
increases to a certain level much faster than I, and I,
This can be explained by the high probability of excit-
ing the luminescence centers even if the current | (t) is
relatively low. Starting from the second half-cycle of
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Fig. 1. (1) V(1), (2) L(t), and (3) I curves at f = 50 Hz and V,,, = 160 V. (&) Pulse triggering with Tg = 100 s and the negative half-
wave (half-cycle) applied to the upper electrode (Al conditions), (b) the same with the positively charged upper electrode (+Al
conditions), and (c) continuous triggering (positive amplitude V(t) corresponds to the —Al conditions).

the exciting voltage in the pulse triggering mode, the
curves L(t) and I (t) run identically to thosein the con-
tinuous triggering mode (within the measurement accu-
racy). Thisindicates that the quasi-steady-state (contin-
uous) mode is set after the first half-cycle of excitation.

This circumstance allowed usto find the initial con-
ditions upon calculating the F,(t), Qy(t), I,(Fp), and
Qu(Fp) curves from formulas (2)—(12), as well as the
value of F for the pulse triggering mode. Through the
value of F, one can evaluate the residual polarization
charge Q,, and theresidual polarization field F,, inthe
phosphor layer by the instant the next train of pulsesis
applied. In the steady-state triggering mode, the
charges passing during the different half-cycles are
equal in magnitude because of the capacitor structure of
the device. Therefore, first, Q,, and Fp, in the pulse
triggering mode were cal culated from formulas (1), (3),
and (4) for Qg(t) and F(t) with the zero initial condi-
tions. Then, the values of |Q(t,,)| corresponding to the
voltage V,, in the third and the fourth half-cycles were

equated to each other. Finally, the true positions of the
curves Qg(t) and F(t) relative to the abscissa axis were
found and the values of Q,(t) = Q,, for V(0) (i.e., at the
instant of triggering) from (7) and F,(0) = F, for al the
periods Ts were obtained. The error in determining Qu
and F,, was +2%.

As follows from the curves L(t), 1,(t), and Fy(t) in
Fig. 2, thefield F,, after the beginning of emission var-
ies, indicating the presence of the space charges in the
phosphor layer. The additional peak of 1,(t)corresponds
to the highest rate of fall of Fy(t) (Figs. 2b, 2c). Thisis
completely consistent with expression (12). To this
additional peak, there corresponds asimilar peak in the
curve L(t). This can be explained by an increase in the
excitation probability of the luminescence centers (the
excitation probability varies as the density of the cur-
rent passing through the phosphor [8]). There are
regions where | ,(t) rises and F(t) drops. Hence, the S
type NDR portions are present in the curves I,(F).
When the first half-cycle of the exciting voltage applied
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to the upper electrode (+Al conditions) is positive, there
exist regionswhere I (t) declines and F(t) grows. This
istypical of N-type NDR.

The C, vs. applied voltage dependences calculated
by formula (13) (Fig. 3) aso differ when taken at the
opposite voltage polarities. This difference buildsup in
going from the continuous triggering mode to the pulse
triggering mode, especially for large triggering periods
T, and high voltage frequencies f. Note that, unlike
[2, 3], the curves C(V) for the opposite half-waves of
the exciting voltage applied to the upper electrode in
the first half-cycle here are shown merging for clarity.
They are depicted for the complete cycle of the exciting
voltage. Arrows indicate the run of C,(V) when V(t)
increasesfromOatt=0to V,,at t =t,,; the sharp drop
of C, down to zero within the time interval from t,, to
the instant the current |, passes through zero (Fig. 1);
and the subsequent rise in C, to C4(0), following the
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variation of the current I,. Such behavior isin complete
agreement with the explanation given in item 2 above.
Asfollowsfrom Fig. 3, along with the basic peak at t =
t,, there appears an additional peak whose amplitude
grows with T and f. This is observed in the active
(above-threshol d) mode when both the negative and the
positive half-waves are applied to the upper electrode
(xAl conditions). However, in the latter case (+Al), the
amplitude of the additional peak of C4 (V) is much
lower than for —Al. This peak is virtually absent at the
pulse repetition rates 2, 10, and 50 Hz. At these fre-
guencies under the —Al conditions, both the basic peak
C(V,,) and the additional peak of C, (for certain T) far
exceed the value of C,. This, as noted above, means not
only the considerable increase in the capacitance C, of
the phosphor layer but also that this capacitance
becomes negative and [Cy(t)| > C;. At the higher fre-
guencies (f = 200, 500, and 1000 Hz), the basic peak
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Cd(V,,), aswell asthe additional peaks C,(V) or any of
T, under the +Al conditions and the additional peaks
C(V)for T,=0.1, 0.5, and 1 sunder the—Al conditions,
are lower than C;; hence, one could not expect the
appearance of Stype NFRinthe curves|,(F,) under the
above conditions. At the same time, the additional
peaks CV) that do not reach the value of C; are
observed for the above frequencies when T, = 0.5 and
1 sunder the Al conditionsand T, =1, 5, 20, and 100 s
under the +Al conditions. According to item 1 of our
analysis, this implies the presence of N-type NDR in
the |-V characteristic of the phosphor.

Curves Qy(F,) depicted in Fig. 4 for two repetition
rates in the pulse triggering mode also show (1) the
asymmetry of the TF EL structure, (2) regionswhere F,
drops but Q, rises, and (3) regions where both the sign
and the value of dQ,/dF, change. They also suggest that
the fields F, and the charges Q, in the third and the
fourth half-cycles of the excitation voltage are the same
and that the amount of charge Q, transferred through
the phosphor layer markedly decreases with increasing
f. However, these curves are much lessinformative than
the curves C(V); in particular, the former cannot reli-
ably detect N-type NDR in the | ,(F,)) curves.

The -V characteristics of the phosphor that were
obtained before the voltage V(t) reached its amplitude
value V,, (Figs. 5, 6) totally support the presence of S
and N-type NDR regions. Under the—Al conditions, the
curves Ip(Fp) in Figs. 5a, 5c, 6a, and 6¢ show, along
with the “smooth” Stype NDR region, the portion
where |, falls with decreasing F, (for al T, at f = 2, 10,

and 50 Hz and for T,> 2 sat f = 200, 500, and 1000 Hz).
This portion expands with T, (Figs. 5a, 6a). At the low
excitation frequencies 2, 10, and 50 Hz, the current
after the fall starts increasing again at V,, = 170 V
(Fig. 5a). For the higher frequencies, at the same value
of V,, this portion first shrinks and then totally disap-
pears (Fig. 6a). This correlates with the disappearance
of the basic peak in the curves C(V) in Fig. 3b. At T =
0.1 and 0.5 sand f = 200, 500, and 1000 Hz, the curve
I(Fp) (Al conditions) exhibits the N-type NDR region
(Fig. 6a). As Tgincreasesto =1 s, NDR changesto the S
type. This is consistent with the shape of the curves
C(V) in Fig. 3b. Under the +Al conditions, the curve
I(Fp) exhibits the N-type NDR region (Figs. 5¢ and
6¢). The NDR value growswith T,and f. At thelow fre-
guencies f = 2, 10, and 50 Hz (Fig. 5¢), NDR changes
to the Stype and disappears with increasing frequency
(Fig. 6¢). The value of Ty at which the N-type region
appears drops when f increases: from T,=50 s at f =
10Hzto Ty=5sat f = 1000 Hz.

For the continuoustriggering mode, the Stype NDR
region is observed at the low frequenciesf = 2, 10, and
50 Hz under both conditions (xAl). The shapes of the
curves | ,(F,) discussed above fully correlate with those
of the curves C(V) in Figs. 3aand 3b. In the pulsetrig-
gering mode, theincreasein T causestheformer curves
to shift toward larger F, as compared with the curves
taken in the continuous triggering mode. At the high
frequencies f = 200, 500, and 1000 Hz in the pulse trig-
gering mode, the curves |,(F,) in Fig. 6 also tend to
larger F,; however, in the continuous triggering mode,
these curves exhibit neither S nor N-type NDR
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(Figs. 3a, 3b) and the growth of I, with F, is weaker
than in the pulse triggering case.

The common features of the curves I (F,) (Figs. 5,
6) at all thefrequenciesf areasfollows. (1) The peak of
the current I, for the—Al conditionsin the pulsetrigger-
ing mode is higher because of the appearance of the
additional peak in the +Al conditions; (2) the curves
shift toward higher values of the mean field F, for the
—Al conditions; (3) the lesser asymmetry of I, and F,,
between the £Al conditions in the continuous trigger-
ing mode because of the absence of the additional I,
peak; (4) the current 1, and the field F, grow with f
because of the increase in dV(t)/dt [see (1), (2), 12)].

The appearance and growth of the additional peaks
in the 1,(t) curves and the associated S and N-type
regions are clearly related to the triggering pul se period
T, Therefore, we studied the T-dependences of the
remanent polarization charge Qp, remanent polariza-
tion field Fy, threshold field F, [see (9) and (10)], and
field Fp, at which the N- and Stype NDR regions start
(at f=1000 Hz) in Figs. 5 and 6. The values of Q,, and
Foa Were found with the above initial conditions for
Fo(t), Qu(t), 1(Fp), and Q,(F). The values of F, were
those when the curves L(t) and 1 (t) in Fig. 2 exceeded
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the background noise by two quantizing levels of the L
or |, amplitude for the total numbers of quantizing lev-
els 100-200. The thus-obtained value of F,, was accu-
rate within +3%. Eventually, the curves F, (Ty), F(T),
and F,,(T) were found to be well approximated by the
expression

(14)

for al the frequenciesf. Here, A and B for F,(T,) were
negative and for F(Ty) and F,,(Ty), positive. The con-
stants C were positive for all the functions.

For Fpq (T, |A| decreases from =7.3 x 10° to =1.6 x
10% V/m as f grows from 10 to 1000 Hz, C decreases
from 5.5 x 107 to 2.6 x 10 V/m for the —Al conditions
and to =2.4 x 10’ V/m for +Al, and |B| = (6.8 + 3) x
10°V/m. The time constants are T, = 0.2-3 sand 15 =
32+ 7s. For Fu(Ty, A, B, and C are frequency-indepen-
dent: A = (3.4 £ 0.6) x 10’ V/m, B = (1.6 £ 0.4) x
10”V/m, and C = (9.3 + 0.6) x 10’ V/m. The time con-
stantsare T, = 0.4-4 sand 15 = 30-100s. For F,(Ty), A,
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C weakly grow as the frequency f rises from 10 to
1000 Hz: A, from =3.1 x 10° to 4.5 x 10°V/m; C, from
1.91 x 10%t0 2.1 x 108VV/mfor —Al and from 1.87 x 10?
(f=10Hz) to 1.91 x 108 V/m (f = 50 Hz) for +Al. The
values of B are (9.5 + 3) x 10° V/m for Al and (2 +
0.35) x 106 V/m for +Al. The time constants are T, =
0.74sand 15 =35-110s.

Thus, the curve F,,(T) has two exponentialy
descending portions, while the curves F,(T) and
Fon(Ts) have exponentially ascending portions with the
time constants 1, = 1 sand 15 = 30—100 s. The spread
in the values of T,, Tg, A, B, and C is due to the small
number of the T, values taken into consideration. The
depolarization time for the phosphor—insulator inter-
face states was determined by increasing T, to 60 min.
The results obtained indicate that the additional peaks
of |, and the instantaneous brightness L (Figs. 1a, 2a, 2b)
continue growing according to the law 1 — exp(-TJT;)
with 1; = 40 min, which is consistent with datain [6].
SinceT; > 1, and 15, the effect of thefield F,(T,) onthe

characteristics under study [expressions (2) and (12)]
can be ignored.

The dependences of F,, and F,, on theresidua field
Foa (Fig. 7) are direct evidence for the validity of for-
mulas (2) and (8)—(10). Asfollowsfrom Fig. 7, thefield
Fon @pproximated by a straight line up to the measure-
ment and computational errors declineswith increasing
Foa- FOr the +Al conditions, the fields F, are always
smaller (Figs. 5, 6) and the F(F,,) dependence is
weaker. For the same T, F,, also grows with f because
the absolute value of F, decreases with increasing f.
Accordingly, the Fp, vs. F,, dependence becomes
stronger asf rises.

The curves F(F,,) behave similarly to the curves
Fon(Fpo)- The only difference is that F rises much
sharper when F,,; diminishes. Note that the rate of
growthincreaseswith f, while the absol ute values of F,
depend on f only weakly at the same values of T,

The results obtained can be explained as follows.
The technology of phosphor preparation, like atomic
No. 8
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layer epitaxy [2, 3], is such that a zinc deficiency arises
at the lower phosphor—insulator interface. Accordingly,
various lattice defects (zinc and sulfur vacancies, inter-
stitial zinc, etc.), complexes, and their associated shal-
low and deep centers appear. Since the ZnS layer is
polycrystalline, one could expect that the deep centers
are nonuniformly distributed across the phosphor layer.
In particular, the concentration of the zinc vacancies
Vz, is likely to decrease from the lower to the upper
interface. On the contrary, that of the sulfur vacancies
Vs rises. That the zinc vacancies play amajor part inthe
formation of the space charge in the ZnS layer is cor-
roborated by experimentally observing blue lumines-

cence [5, 11]. For the donors V5, and V; due to the
zinc vacancies, this correspondsto the energy positions
0.5-1.25 and 1.5-1.9 €V, respectively, above the

valence band top E,, [12, 13]. The sulfur vacancies Vg

and Vg may have the energy positions 0.2—1.6 and 0.6—

2.0 eV, respectively, below the conduction band bottom
E.[12, 14]. They are deep acceptors. In a high electric
TECHNICAL PHYSICS Vol. 46

No. 8 2001

field, these centersionize and exchange charge with the
formation of the space charge regions near the cathode
and the anode. The mean field F, in the phosphor is a
superposition of the growing external field; growing
and oppositely directed field F; dueto charged states at
the phosphor—insulator interface; and fields due to the
space charges near the electrodes, F,. and F ..

In the continuous triggering mode under the —Al
conditions, once the carrier have tunneled from the
interface states and the threshold field necessary to ion-
ize the Mn?* luminescent centers has been attained (as
indicated by the increase in the instantaneous bright-
ness, Figs. 1 and 2), the deep donors V,,, at the anode
begin toionize[3]. The energy of ionization for themis
higher than the energy of excitation of the Mn?* centers
(=2.4 eV). As aresult, the current |, increases and the
mean field F, in the phosphor layer drops, since the
field of the space charge of the ionized vacancies Vy,, is
directed oppositely to the external field. This causesthe
Stype NDR region to appear in the -V curves at low
frequencies (f < 50 Hz). At high frequencies (f =
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200 Hz), the charge Q, transferred through the phos-
phor (hence, the amount of the ionized centers and the
space charge fields) is smaller than at the low frequen-
cies. Therefore, higher external fields are necessary for
the associated regionsin the |-V curves to be observed.
That is why Stype NDR is absent in the |-V curve
(Fig. 6a).

In the continuous triggering mode under the +Al
conditions, an additional space charge field exists near
the cathode (lower interface). Here, the space charge is
that of the donors V,,, ionized in the preceding cycle.
This causes tunnel emission form the interface states,
the emission current being maximal in the continuous
mode (Figs. 5¢, 6¢). As the external field and the field
Foc grow, the ionization of the acceptors Vg (or, more
probably, the tunnel emission of holes into the valence
band) near the cathode begins. Accordingly, the field
Fc decreases. Simultaneously, the rate of growth of the
tunnel emission current and of the current |, declines
with increasing Fo which, in turn, increases with fre-
guency (Figs. 5¢, 6¢). At afurther increase in the exter-
nal field, the V,,, vacancies at the anode ionize and the
Stype NDR region appears at the low frequencies (f <
50 Hz) (Fig. 5¢). As noted above, at the high frequen-
cies (f = 200 Hz), the near-anode field does not reach
the ionization field for the V,,, vacancies, so that the
Stype NDR region is absent (Fig. 6¢). In the —Al con-
ditions, the field of the V5 acceptorsionized in the pre-
ceding (+Al) excitation half-cycle enhances the near-
anode field F,. Therefore, under the —Al conditions,
the V,,, vacancies ionize at the low frequencies f <
50 Hz.

GURIN et al.

In the pulse triggering mode, the deep centers
acquiretheir initial charge state with increasing T, once
the external field has been off. For the donors, this pro-
cess takes place with T, = 1 s and includes hole tunnel-
ing from these centers into the valence band due to the
remanent polarization field and the field of the space
charge at the lower interface [5]. For the acceptors, this
process (15 = 30 S) includes electron tunneling from
these centers into the conduction band. Under the +All
conditions, the tunnel emission current drops as the
space charge field of the ionized V,, donors near the
cathode decreases. When the external field grows, F
first increases and the acceptors exchange charge. For
certain T, the field Foc: tunnel emission current, and
current |, start decreasing, hence, the N-type NDR
region in Figs. 5¢ and 6c¢. With afurther increase in the
external field at the low frequencies, the near-anode
field reaches the ionization field of the V,,, donors and
the Stype NDR region appears (Fig. 5¢). Under the-Al
conditions, as T, expands, the field of the ionized
donors V,,, near the cathode and that of the ionized
acceptors Vs near the anode decrease; as aresult, so do
the tunnel emission current and current | , (Figs. 5a, 6a).
Asthe external field increases, first the V,, donorsion-
ize, the current |, near the anode grows, the mean field
F, drops, and the Stype NDR region appears. Then, the
Vs acceptors near the cathode ionize, causing the tunnel
emission current and the current |, to decrease. With a
subsequent growth of the external field at the low fre-
quencies, |, rises again but the field F, drops because of
the continuing ionization of the donor centers at the
anode and the expansion of the space charge region
associated with V., At the high frequencies (f =
200 Hz) and small T, (T, < 1 s), where some donors V,,,
had no time to recover the initial charge state and their
field enhances the near-cathode field F, the acceptors
Vs ionize at the cathode and the |-V characteristic
exhibitsthe N-type NDR (Fig. 6a). At long T, the near-
cathode space charge field of the donors V,,, declines,
the acceptors do not ionize, and the |-V characteristic
has only the Stype NDR with the subsequent decay of
the current (Fig. 6a). The next region where |, grows is
not achieved because the external field is insufficient.

It isworthy to note that, in the continuous triggering
mode, the tunnel emission current, current |,, and
instantaneous brightness L start growing from the lesser
value of the mean field F, (Figs. 1, 2, 53, 5c, 6a, 6¢).
Thisisdueto thereversal of the externa field, whichis
absent in the pulse triggering mode with V(t) = 0
because of the time delay between the pulses.

Note aso that the increase in the instantaneous
brightness when the additional peaks of the current I,
due to the appearance of the space charges appear
(Figs. 1, 2) indicates that the brightness can be
increased by increasing the concentration of zinc
vacancies and selecting special triggering modes.
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Thus, we found that the operating (emission) mode
of TF EL devices includes the ionization and recharge
of deep centers of two types: V, donors and Vg accep-
tors. They form space charges at the cathodic and the
anodic parts of the phosphor layer. Because of the non-
uniform distribution of the centers and the dopant
across the layer, the electric performance and the illu-
mination parameters of the device (including the
appearance of S and N-type NDR regions) depend on
the polarity of the exciting voltage.
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Abstract—X-ray radiation of relativistic electronsinteracting with aset of parallel atomic planesis considered.
The anomalous behavior of the radiation dueto the interplay of parametric and coherent bremsstrahlung emis-
sion mechanisms, which simultaneously occur under specific conditions, is studied. © 2001 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

Synchrotrons—currently main sources of quasi-
monochromatic pencil X-ray beams, employed in
research and applications—are very complex and
expensive. Therefore, alternative methods of generat-
ing such radiation are needed. The use of parametric
X-ray radiation (PXR) from relativistic electronsinter-
acting with a crystal [1-3] seems to be a promising
approach in this area. The energy of PXR quanta
increases with decreasing the angle of orientation of the
electron momentum with respect to areflecting crystal-
lographic plane. This allows one to reduce the electron
energy. Asaresult, it can be one to two orders of mag-
nitude lower than in synchrotrons. If the orientation
angleiscomparableto the characteristic emission angle
of arelativigtic particle y* = m/e (mand € are the mass
and the energy of an emitting electron, respectively),
the interference with coherent bremsstrahlung of the
electron becomes significant [4, 5].

Thisarticlereportsin-depth analysis of thisinterfer-
ence effect. Unlike [4], the smallness of the orientation
angle is used in the explicit form, which provides a
clearer insight into the radiation mechanism and prop-
erties. We also consider the effect of multiple scattering
of emitting electrons. Finally, the feasibility of raising
the spectral and angular densities of the radiation via
the interference effect is discussed.

RADIATION AMPLITUDE

Let us consider the structure of an electromagnetic
field generated by arelativistic particle of charge g that
movesinacrystal. The Maxwell equationinthiscaseis

given by
(K = ") Eyo —k (K, Ey)

_ . q i(.ot—ikrlD (1)
= 4 wa kot (_211) 4J’dtvqe 0

Here, E,,, isthe Fourier transform of the electric field,
ry(t) is the fast particle path, v, = (d/dt)rg, ji, is the
Fourier transform of the density of the particle-field-
induced electron current, and (k, E,,) is the scalar
product. In the energy range characteristic of X-rays,

l<w<m (2

(wherel isthe mean ionization potential of atomsinthe
crystal and misthe mass of an electron), both the bind-
ing energy of an electron in the atom and the compton-
ization w dueto fast particle scattering by the atom can
be neglected. Then, the operator of the electron current
density is described by the expression [6]

2

A(r,t)d, A = Z Zé(r—ra—rap), (3)

a B=1

T=_&
=
which is common in the theory of X-ray scattering.
Here, A is the potential vector of the field, r, are the
coordinates of nuclei, and r are the coordinates of
electronsin the atom.

From (1) and (3), we obtain

(K = ) Ey,—k(K, Erp) +Idk'G(k' —K)E

_ iwg
T3

41

iot—ikrg

dtv,e : (@]
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G(k' —k) = ~Tap)-

aBl

This equation describes both scattering and refrac-
tive properties of a crystal. To proceed to the analysis,
we must separate the coherent component from the
function G(k' — k). This component is responsible for
refraction. Averaging G(k' — k) over the nuclear and
electron coordinates, we come to

G(k'—k) = (k' —k)O+ G(k' — k),

arzetn,
Gk k)0 = w2(k'—K), «d = "n? Mo

where wy, is the plasma frequency of the medium.

Substituting (5) into (4) yields an equation that dif-
fersfrom (4) in designations.

G(k'—k) — G(k'—=k), K- — K*—k?,

6
co%l—% = we(w). ©
0 w

If scattering is assumed to be weak (the kinematic
approximation in the theory of diffraction), a solution
to Eq. (4) isfound by iteration:

ks =

I(A)q 1 |oot|: —ikrg
0= te ——k
St B kJ Ve
dk = ——k _k 0
ko

X %vq - % k‘v%%&rik'r“}.

It is easy to check that thefirst termin (7), whichis

proportional to g s , describes the equilibrium elec-
tromagnetic field of afast particle moving in amedium
of permittivity €(w); the second term standsfor the scat-
tering of thisfield by fluctuations of the electron density
of the medium.

To find the spectral—angular distribution of the radi-
ation, it isnecessary to take the Fourier integral E(r) =

J’d3 KE,,£%". We are interested in the radiation field in

the wave zone and integrate over d°k by using asymp-
totic methods:

_ (PkE. &% = A el
_I kt.oe - n r ’
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_iwg it
A, = 5= [dte ™| (vg—nnv,) -
2T[I (Vg Ik ko

kv n%w - o' }

where n isthe unit vector in the direction of radiation.

Itiseasy to seethat thefirst termin (8) does not con-
tribute to the radiation if the fast particle moves uni-
formly and rectilinearly. To estimate the contribution
from bremsstrahlung, we take the integral in the first
term by parts and express the resulting acceleration of
the fast particle in terms of the crystalline potential
using the equation of motion. If we assumethat the tra-
jectory r(t) in the resulting expression for the ampli-
tude A, is rectilinear (the dipole approximation in the-
ory of radiation, which isvalid if the scattering angle of
the particleisless than y [7]), the final expression for
radiation amplitude takes the form

An = -afd k[ Q(k)a, +

|k0nr

x G(k —kon) BYq—

ké(k)bk}

ohn

><6[oo(1—JEnv)—kv],
eyl
kK—v kv

n—.Jev
k — k
Tl Jenv (1—Jenv)? Z(nk—nvaio),

Q(k) — iKr g
T[Zmyz @

z

e ik(rg+rqp) 2
G(k) = ZTFmZlee —w2d(Kk), o

1 lu
b, = 1 Jénv k——nﬁw Jénv

Note that expression (9) does not include any sug-
gestions about the structure of the medium. Therefore,
it applies to any crystalline matter where the emission
properties of fast electrons are studied.

The term proportional to Q(k) corresponds to the
bremsstrahlung of afast particle scattered by nuclei and

atomic electrons; the term proportional to G (k) refers
to the polarization bremsstrahlung of the particle scat-
tered by atomic electrons [8]. Before entering into a
study of the spectral—-angular properties of the radia-
tion, we note that, in the nonrelativistic limit (v < 1),
amplitude (9) correctly describes the well-known inter-
ference effect [9] of mutual suppression of polarization
bremsstrahlung and bremsstrahlung due to scattering
by electrons when a nonrelativistic electron emits.
Indeed, at v < 1, it followsfrom (9) that a, = b, =k —

n - nk(e = 1) and k? + 2w./e nk = k?, therefore, at q =
—e (e > 0), the contributions from the electrons of the
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medium to bremsstrahlung and polarization
bremsstrahlung cancel out. As a result, the total radia
tion is reduced to the bremsstrahlung of the nonrelativ-
istic electron scattered by nuclel [9].

SPECTRAL-ANGULAR DISTRIBUTION
OF THE RADIATION

From (9), an expression for the spectral—angular dis-
tribution of the number of emitted quanta has the form

= DAJD= de do’

where the first term is bremsstrahlung, the second is
polarization bremsstrahlung, and the third describesthe
interference of the bremsstrahlung and polarization
bremsstrahlung amplitudes.

Let us first consider the properties of bremsstrahl-
ung:

dN'
doodO

(10)

dNbr
doodO

Id—kﬂ QI

x a,a,.0[ W(1—Jenv) —kv]d[w(1—Jenv) —k'v].

Here, angular brackets mean averaging over the ran-
dom quantities r, and rg. In our case (crystaline
medium), r, =r, +r, + u,, wherer, isthe position of
the nth unit cell of the crystal, r, is the equilibrium
position of the [th atom in the nth unit cell, and u,, isthe
thermal displacement of the atom. Averaging over the
thermal displacements u, yields the conventional
Debye-Waller factor. Averaging over the el ectron coor-
dinates r; within the statistical model of atom with
exponential shielding yields

K'R*
my’0 (1+KkR%)’

2
2e'ng[L,

[Q(k)Q* (k)0 =
TU

[(zm noIS(K) ey B(k —g) + 1-e*| (12)
g

2¢’ n0 br

Bk - €)= 228 (030 k),
V

where R is the shielding radius in the statistical model
of atom,

N
1 ikr
S(k) = lele
N is the number of atomsin the unit cell of volume Q,
Ny = N/Q, u is the rms amplitude of the thermal dis-
placements of the atom, and g is the vector of the recip-
rocal crystal lattice.
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The terms in (12) that contain the delta function
o(k — g) refer to the coherent bremsstrahlung of a fast
particle in the crystal. The term proportional to the fac-

tor (1 - e ) stands for the noncoherent bremsstrahl-
ung of shielded crystal atoms. The term proportional to
the number of atomic electrons Z separates out the con-
tribution of the electrons of the medium to the
bremsstrahlung (Landau—Rumer correction [10]).

Substituting (12) into general formula (11) yields
the following spectral—angular distribution of the
bremsstrahlung intensity:

“ dN® e’n,
dtdde 7m? y (l JEnv)

I_B( v kv _1n fnvv(nk_nvnk% 49

x F” (K)8[ (1 — Jenv) —kv].

The distribution for the polarization bremsstrahlung
intensity is obtained in asimilar way:

dN™ € &K
dtdwdO T[ZmZJ’(kz + 20.)/\/:€nk)2

X %w—k%—n%vw—nkgz

x FP°(K)3(w(1— env) —kv),

dN®
“atdwdo

=W

(14

1

S (P A —
(1+ KR’

{<2n) nlS(k) 26

XZ6(k—g)+1—e }+sz—
g

Theinterference termin (10) turns out to be propor-
tional to the sign of the charge of the fast particle:

(1+kR)

dnN™ = sgn(q) 2¢'n,
dtdwdO T[Zmzy(l_,\/gnv)

d’k 1 I
Ik 00 +2wﬁnk)§/w—kg—n%vw—nksﬂj

dN®
“atdwdo

w

x ke —vkv - Jev (nk —nvkv}EF™(k)

1-./env (15)
x 3(w(1—env) —kv),
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KR

Fint(k) — ZZ
(1+ KR}’

[(211) n|S(K)| 2™

x N o(k — 1-¢* ZE -
g( Pri-e } %L (1+kR)

It is worthy to note some general properties of the
radiation studied. First [11], the polarization
bremsstrahlung component in (14) that is coherent
throughout the crystal is adequate to well-known PXR
[1-3]. The latter is usually considered in terms of the
macroscopic approach [12-14]. When comparing the
bremsstrahlung and polarization bremsstrahlung com-
ponentsthat areincoherent over the crystal but coherent
over the atomic electrons, we observe the drastically
different effects of the thermal vibrations of crysta
atoms on the above radiation mechanisms. From the
expression for F*'(k), it follows that the basic contribu-
tion to the bremsstrahlung is due to large transferred
momenta, k > R7, i.e,, particle-atom collisions with
small impact parameters, b < R (the contribution from
the collisions with b > R is suppressed because the
nuclel are shielded by the atomic electrons). On the
other hand, the same expression shows that the polar-
ization bremsstrahlung yield depends largely on the
collisions with impact parameters b > R™. The contri-
bution of the collisions with b < R to the polarization
bremsstrahlung component that is coherent over the
atomic electrons is suppressed, since the parts of the
electron coat on the opposite sides of the fast particle
trajectory shift in the opposite directions, decreasing
the coherent induced current of the atomic electrons
responsible for polarization bremsstrahlung. Because

of these differences, the factor (1 — ey ) entering into
the cross sections is close to unity for bremsstrahlung
and isnegligiblefor polarization bremsstrahlung. Thus,
the incoherent component of the polarization
bremsstrahlung is sharply suppressed [15] unlike the
same component of the bremsstrahlung.

Note also that the incoherent parts of the cross sec-
tions of bremsstrahlung and polarization bremsstrahl-
ung and the interference cross section have opposite
signs. To explain this fact, we note that the last-listed
cross section [see (15)] is proportional to the averaged
product of the varying current of a fast particle scat-
tered by the electrons of the medium times the electron
current induced by the particle. Obvioudly, these cur-
rents are oppositely directed; hence, the sign “minus’
in the formula for F"(k). On the other hand, the corre-
lators [Q(k)Q* (k" [and [G(k)G* (k") Caverage the quan-
titiesof asimilar physical nature, hence, thesign “plus’
in the associated termsin (12) and (14).

In this article, we will consider only the radiation
component that is coherent throughout the crystal. Itis
dueto the scattering of both the fast particle and itsfield
by a set of parallel crystallographic planes. The planes
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are specified by thereciprocal lattice vector g. The gen-
eral expression for completely coherent radiation fol-
lows from (12)—15):

dN,
dtd(.odO
8nz2e’n?S(g)|2e ¥V R
= —— 5(29)2 ; [sgn(q)——-—-—
m'(1+9g°R) y(1-.Jenv)
x @—v Yy — n_“/év(ng—nvgv%
1-.Jenv
(16)
o 1
g +2w./eng

x %/oo—g% - n%vw—ng%fé(w(l—ﬁnv) —gv).

Note that this expression includes the interference
of the bremsstrahlung and polarization bremsstrahlung
componentsin the explicit form.

For further analysis, it is convenient to introduce
two-dimensional variables ¥ and ©, which character-
ize the angular spread of a fast particle beam and the
angular distribution of emitted photons, respectively.
We assume that

v—elgL —-qﬂ]+\1' e, ¥ =0,
(17)
n= e%i-%@%%), e,0 = 0,

where the unit vector e, is aligned with the axis of a
beam of emitting particles and the unit vector e,, with
the detector axis. In experiments, the positions of both
vectors are fixed; as arule, e;e, = cosd (¢ = const,
parentheses mean the scalar product). However, the
crystal can rotate about the beam axis by means of a
goniometer (in this case, the direction of the reciprocal
lattice vector g is changed). Note also that the vectors
e, &, and g are usually coplanar in experiments. Here,
of particular interest is the dependence of the distribu-
tion of the energy (or the number of quanta) emitted on
the angle between a fast particle and a reflecting crys-
tallographic plane. In the problem considered, the par-
ticle orientation is specified by the angle ©' that is reck-
oned from the reflecting plane and strictly corresponds
to the Bragg resonance condition (in Fig. 1, the direc-
tions of change of the components ¥, and © are also
shown; the components W and © vary in the plane
normal to the plane of the figure).

When substituting expressions (17) into general for-
mula (16), we assume that ¢ is much smaller than
unity but much larger than the parameter y= (the angu-
lar range ¢ = y* calls for specia consideration and is
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Fig. 1. Angular variables of the problem.

beyond the scope of our report). In the new variables,
the spectral—angular distribution of the total radiation
takesthe form

dN g 20T
W——L— = W.P(O, Q)5Hn— 3 + £2
dtdwd’e a )%‘) <|>Ell ¢ [
w = Eols@lie”™
[¢] T[gZ (1+92R2)2
_ 4g4R4+ 02
VoS (yPex+Q%)’

(18)
P

4R Qy
yo® yZHx+Q?

—sgn(q)

In this expression,

2
W

X=— Q'=Q[+Q) Q5 =20+0+W,
w

QD = eD_l‘PD.

-4 -2 0 2 4 x

Fig. 2. Orientation dependence of the radiation emitted by
eectrons. a = (1) 0, (2) 0.1, and (3) 0.5. € = 20.
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THE EFFECT OF INTERFERENCE
ON THE ORIENTATION DEPENDENCE
OF THE RADIATION YIELD

Let ustake advantage of expression (18) in order to
analyze the radiation yield vs. orientation angle depen-
dence. We first consider the yield of collimated radia-
tion (@2 < y% in actual conditions, the aperture angle
O, of X-ray detectorsis usualy much smaller than y™)
generated by a beam with a small initial divergence,
W, <y inathin crystal (the multiple scattering angle
of emitting particles acrossthe crystal thickness L must
be less than y). Under these conditions, the number of
guanta emitted vs. @' is given by the smple function

N, = mfG)ﬁWgL—;T(O(, £,%),

X [P (19)

+x

1
T = —=g-sgn(a)a +
1+z 1

where a = (29°R?)/(y’$3), & =y, and x = 2yO.
In (19), it istaken into account that the quantity
2,2 2
w,
y2X _Y ¢2 o

g

should be small within the kinematic approximation
used to derive (16) [15].

Orientation curves T(x) constructed at various val-
ues of a and & = 20 for electrons and positrons are
shown in Figs. 2 and 3, respectively. Here, aso shown
are orientation dependences of the polarization
bremsstrahlung yield without regard for the
bremsstrahlung (a = 0).

The significant effect of interference on the polar-
ization bremsstrahlung behavior is obvious. In terms of
the X-ray source efficiency, of most importance is the

T
2/ \Lor
0\8 o
0.6
2 0.4
! !

-4 -2 0 2 4 x

Fig. 3. Orientation dependence of the radiation emitted by
positrons. The parameters are the same asin Fig. 2.
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possihility of increasing the spectral—angular radiation
density in the range of hard X-ray quanta (for emitting
electrons, asfollows from Fig. 2).

The simple function T(0, &, x) allows us to easily
estimate the optimum values of the X-ray source
parameters. For the exact calculation of the parameters,
one should takeinto consideration theinitial divergence
of the multiple scattering of an emitting particle beam,
as well as the photoabsorption of X-ray quanta. When
considering hard quanta [their characteristic energy
W = W, = g/0 grows with decreasing the radiation
angle ¢ according to (18)], wewill assumethat the pho-
toabsorption length is much greater than the crysta
thickness L. Using the beam particle distribution func-
tion

1 O ¢* O

2 pG 2 2 J

MW+ Wa) O Wi+ Wil
(W, istheinitia divergence of the beam and Wqis the

rms angle of multiple scattering per unit length) and
assuming that the condition of strong collimation

y2®§ < 1is met, we find a more genera result from
(18):

f(t, W) =

N —W,t——(dt| E
T Ws 0y, W+ ywiLd
2
—Eﬁli-D}a2+3:_1+X *t (20)
Vv ;g
B B
0 > O
. a 1-xX"+1
—sign(a) > i - =—5—4 |
O O

BZ
where B = (1 + X2 + t)% — 4x2t.

It iseasy to check that formula (20) passesinto sm-
pler formula (19) if theinitial divergence of the beamis

small (Y2W; < 1) and the crystal isthin (PW3L < 1).

THE EFFECT OF INTERFERENCE
ON RADIATION POLARIZATION

To describe the polarization properties of the radia-
tion, we revert to general formula (16) and expand the
vector in the brackets of thisformulain the unit vectors

of polarization e; = [n, g/ /g” — (ng)® and ;= [n, &]
(here, brackets mean the vector product). We will con-
sider the polarization of collimated radiation without
regard for theinitial divergence and multiple scattering
[conditions where formula (19) applies]. As before, the
orientation dependence of the number of quanta emit-
ted is given by formula (19), where the function T has
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Fig. 4. Polarization asymmetry of the radiation emitted by
electrons. A = (1) 0, (2) 0.5, and (3) 1.
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Fig. 5. Vector field of the polarization for the radiation emit-
ted by electrons. a = (a) 0 and (b) 0.5.
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where X2 = xé + xﬁ . Xg = YOn, and X, = Y(20' + ©)).

Expression (21) shows that the radiation is com-
pletely linearly polarized. The third Stokes coefficient
&5, usualy found experimentally, is defined by the
expression

2 2
sin’n - Cposn - son(g)a =X

&s(x,n,a) = 1o o ,(22)
sin’n + gosn —sgn(g)a=——4

which follows from (21). Here, x5 = xsinn and x; =
Xcosn.

According to (22), interference has an effect on the
polarization through the single parameter

2
A= 1*Xx .
X
Curves &5(n) for emitting electrons at various A are
depicted in Fig. 4. It is seen that interference may
greatly affect the polarization state.

Note that the vector in the brackets of (21) specifies
the direction of the electromagnetic field of a quantum
emitted, i.e,, the direction of polarization. Figure 5
demonstrates the distribution of the vector field

€:Xp — €(X;—sgn(q)a (1 + Xz))

D+ (%= son(g)a (L +x))°

on the plane of the angular variables x; and x;. Interfer-
ence markedly modifiesthe structure of the polarization
vector field e(x, a) both for large x, where coherent
bremsstrahlung dominates, and for x < 1, where the
amplitudes of bremsstrahlung and polarization
bremsstrahlung may have the same order of magnitude.

e(x,a) =

(23)

CONCLUSION

From our analysis of X-ray emission due to relativ-
istic electrons (positrons) moving at a small angleto a
set of crystallographic planes, one can infer the follow-
ing.

Under the conditions considered, the effective inter-
ference of both coherent and incoherent components of
bremsstrahlung and polarization bremsstrahlung of a
fast particle takes place.

The interference markedly modifies the spectral—
angular distribution of the radiation. The modification

NASONOV et al.

depends on the sign of the charge of an emitting parti-
cle. A great increase in the radiation intensity (bright-
ness) isapossibility in this case.

The interference drastically changes the angular
dependence of the polarization of the resulting radia-
tion.
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Abstract—Results from experiments with a TEA CO, laser with an unstable cavity and a power of 10’ W are
presented. Laser radiation wasfocused by alenswith afocal length of 100 or 150 mmin air free of dust (grains
larger than 0.1 um were filtered out). The power and energy of radiation scattered within a central cone of an
annular laser beam was recorded. The dependences of the threshold (for scattering) laser power and the scat-
tered power on pressure were determined. The angular divergence of the collimated scattered beam was found
to be 3.9 mrad, which was close to the divergence of the laser beam (2.5 mrad). The amplification of the scat-
tered radiation pulse was performed. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It iswell known [1-5] that the plasma produced by
an optical breakdown in gas scatters laser radiation.
Depending on the experimental conditions, the scatter-
ing may be attributed to the self-focusing of laser radi-
ation in plasma [6-9], to reflection from the plasma
boundaries [10], to refraction of the laser beam in
plasma[11-13], or to Mie scattering by asmall plasma
object (PO) witharadiusof r,~A [1, 14, 15]. Thelatter
mechanism is dominant in the initial phase of the dis-
charge at the laser beam intensities close to the break-
down threshold.

The scattered radiation is mainly concentrated
within the solid angle Q with the apex angle ©,,, which
is calculated from the beam propagation direction and
depends on the gas pressure p [7, 13]. Scattering was
observed within both the solid angle of laser beam and
the inner solid angle of an annular focused beam [4, 5,
16]. The duration of the scattered pulse may be shorter
than that of the laser pulse by one order of magnitude
owing to both the threshold nature of scattering and the
absorption of some of the laser energy in the plasma
[2,4,5,17, 18].

In this paper, we study the small-angle scattering of
an annular CO, laser beam by a plasma produced by an
optical breakdown in air at pressures of 1-300 torr.

EXPERIMENTAL SETUP

In our experiments (black diagram shownin Fig. 1),
we used aTEA CO, laser (A = 10.6 um) with an unsta-
ble cavity. The magnification coefficient of the cavity
was 1.7. The laser energy was measured with an
IMO-2n 9 and VChD-2 18 caorimeters. The shape of
the laser pulses was monitored with FP-5 8, FP-1, and

FP-0.5 photodetectors 18 and an S8-14 oscillograph
with atransient-characteristic rise time of 7 ns.

The laser radiation was directed into a telescope
formed by two antireflection meniscus germanium
lenses 12, 15 with focal lengths of F; = 100 mm and
F, = 150 mm. The beam waist D,(F,) = 3.8 x 102 cm
waslocated either in evacuated cell 2 or in air. Thelaser
beam had a 40 x 40 mm cross section with a central
aperture 25 mm in diameter. The laser beam power was
attenuated by CaF, plates 7. To avoid the direct propa-
gation of laser radiation through the telescope, an
opaque screen 25 mm in diameter was placed at the
beam axis. After passing through the telescope, the
laser beam was cut off by diaphragm 13 with avariable
diameter of 1-22 mm. The parallel beam of scattered
radiation, after passing through the telescope, was
directed by lens 16 (F = 200 mm) onto the detector with
atimeresolution of 1 ns. When the beam divergence ©,

was measured with collecting mirror 16 (F,, =5 m),

the radiation was focused onto diaphragm 17 and calo-
rimeter 18. Before reaching the cell, the value of ©, (at

alevel of 1/€?) was 2.5 mrad.

Breakdown in atmospheric air 4 occurred spontane-
ously inthefocal region of lens 12. In experimentswith
acell, breakdown was sometimes initiated [ 18] by laser
plasma 3 arising at the end of a metal rod.

To amplify the scattered radiation pulses, we used
another TE CO, laser operating in the four-pass or
regeneration amplifier mode. In the latter case, the
amplifier was equipped with an unstable cavity with a
magnification coefficient of 2. The scattered pulse was
introduced into the cavity with the help of a deflecting
mirror (with areflection coefficient of 45%), which was
positioned outside the cavity and which directed the
input pulse precisely toward the output beam of this

1063-7842/01/4608-0995%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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(a)

11

Fig. 1. (a) Experimental setup: (1) TEA CO, laser, (2) low-
pressure cell, (3) plasma on a target for laser initiation of
breakdown, (4) plasma of laser-induced air breakdown,
(5) cell window, (6) laser-beam splitters, (7) CaF, absorb-
ing plate, (8) photodetector, (9) calorimeter, (10, 11) deflect-
ing mirrors, (12) lens, (13) aperture, (14) screen, (15) lens,
(16) lens or focusing mirror, (17) aperture, and (18) photo-
detector or calorimeter. (b) Geometric parameters charac-
terizing the focused annular laser beam.

S
w

N

20 ns
/\“——\
Fig. 2. Waveforms of the laser pulse power [(a) lower and

(b) upper curves] and the scattered power [(a) upper curve
(b) lower curve] for p = 70 torr.

(a)

(b)

laser. There were twice as many passesin thisamplifier
than in an amplifier with an aperturein the center of the
mirror. When the driving signal was high enough, the
reflection coefficient of the deflecting mirror could be
decreased. The air filling the cell was cleaned of dust
using a Petryanov filter, which filtered out grains larger
than 0.1 pum.

EXPERIMENTAL RESULTS

In our experiments, scattered radiation was detected
only when we visually observed alight burst from the
laser plasma. When no burst occurred, no scattered sig-
nal was detected at a detector response level of 2 kW
and a diaphragm diameter of D = 16 mm.

Within the air pressure range 0.7-300 torr, the dura-
tion of the leading edge of the scattered pulse T,
(Fig. 2b) was determined by the rise time of the transi-
tion characteristic of the S8-14 oscillograph (7 ns), and
the characteristic time of exponential decay was 7—
20 ns. Thevisual observation of this pulse onthe screen
of the S1-75 oscillograph showed that the leading edge
of most pulses was no longer than 2 ns. The shape and
duration of the signal were independent of the diameter
of diaphragm 13. At the trailing edge, we sometimes
observed oscillations caused by variations in the laser
pOowWer.

At atmospheric pressure, the scattered pulse also
had a rapidly increasing leading edge, but the pulse
duration at half-maximum increased to 50 ns for F; =
100 and 250 mm (the beam was focused by a spherical
mirror in air). The energy of thispulse (1.3 mJfor F; =
100 mm) was 3 time lower than the total energy scat-
tered into the central region of the laser beam (Fig. 3b).
The energy scattered into the outer region of the beam
at angles greater than the given angle © was indepen-
dent of F,. The scattered energy was concentrated
within an angle of ©,, = 21°. These measurements were
performed with the help of an opague screen with a
variable diameter replacing diaphragm 13 and inter-
cepting the laser beam.

The measurements of the angular divergence O of
the scattered beam that had passed through dia
phragm 13 and been collimated by lens 15 showed that
Oy > 16 mrad. This divergence corresponds to a source
of scattered radiation whose diameter is no more than
2.4 mm; i.e., the scattered pulse (Fig. 2a) has a low-
power tail containing 70% of the energy and arising due
to scattering from the expanding plasma.

The pressure dependence (Fig. 4) of the laser beam
power P, measured at the instant when the scattered
power reaches its maximum is close to the curve
describing the threshold power for breakdown in fil-
tered air [19, 20]. The delay of the scattered pulse (at a
level of 0.1 of the maximum value of Py) from the
beginning of the laser pulse remained constant (T4 =
30 ns).

TECHNICAL PHYSICS Vol. 46 No.8 2001
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At 50 < p< 300torr, breakdown wasunstable; inthis
case, we had P, ~ p2°[21]. The plasma object was ini-
tiated by dust grains present in air [15]. In the pressure
range 25 < p < 50 torr, we observed the dependence
Po~S/Vn~ P8 where S isthe area of the cross sec-
tion of the laser beam containing an initiating grain and
V., is the frequency of electron—molecule collisions. In
this case, the pressure at which the dependence Py(p)
undergoes a modification variesin the range 35-50 torr
upon renewing the gas in the chamber. At p = 20 torr,
scattering is not observed for each laser pulsein spite of
the presence of light bursts. In the pressure range 4 <
p < 20 torr, primary electrons were produced by UV
plasma radiation (the initiating laser beam did not pass
through the waist of the main beam). The delay in scat-
tering could be kept constant (30 ns) up to p = 9 torr. At
lower pressures, the value of 1, increased from 50 to
90 ns. At p < 4 torr, the scattering was observed only
when the igniting laser beam intersected the main
beam, so that the plasma moving from the target
approached the waist of the main beam and could inter-
sect it. The value of 14 was 50-60 ns. The scattered
power decreased below the detector response level at
p=0.2torr.

The plasma radiation measured in the spectra
region 285-530 nm at right angles to the laser beam
axiswithinasolid angleof Q ~0.26 sr at p= 70 torr has
an exponentialy growing front (Fig. 5), associated with
an avalanche growth of the electron density around the
initiating center. Then the exponential growth trans-
formsinto the dependence t3, associated with the three-
dimensional expansion of the PO [15].

Thedivergence of the scattered light measured at the
same pressure (Fig. 6) was equal to © = 3.9 mrad. For
the laser beam that passed through the telescope, it was
equal to Oy, = 2.5 mrad (at alevel of 1/€). The energy
of the collimated scattered beam (0.8 mJ) was equal to
the energy of the scattered pulse that passed through
diaphragm 13 (Fig. 2b).

Within the range 1.8 < © < 3.6 mrad (0.9 <D <
1.8 cm), the dependence E(©,) (Fig. 6) can be approx-
imated by the function E ~ ©y; i.e., in this range of
angles, for the energy scattered within the solid angle
dQ, we have dE/AQ ~ ©L. The optical system (Fig. 1a)
consisting of lens 15 and spherical mirror 16 with a
focal length of F' =5 m forms a magnified (m = 33)
image of the scattering PO in the plane of diaphragm 17
with the radius R = D/2. Hence, the dependence of the
luminosity of the plasma that scatters light within the
focal region of lens 12 must take the form Mg ~ r7,
where r is the distance from the beam axis in the PO
plane (Fig. 1b). The maximum estimate of the radial
displacement d,, of the PO is equal to d,,, = ©4F,,/m=
6 x 102 cm; i.e, it is larger than the diameter of the
focal region of lens 12, which isequal to 3.8 x 1072 cm.
Consequently, scattering centers arise at distancesfrom
2001
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Fig. 3. (a) Scattered power Pgwithin the scattering angle ©
(p = 5.4 torr); (b) the scattered energy E within the scatter-
ingangle® for F; = (1, +) 100 and (2, -) 150 mm and (3) the
laser energy scattered at angles wider than the angle ©, but
narrower than 29° for F, = 100 and 150 mm (750 torr).

P, kW Py, mW

100

10

3

10° 10! 102 P, torr
Fig. 4. Pressure dependences of the threshold power Py for
the initiation of scattering of laser radiation (+): (1) p~°°
and (2) p-8; the scattered power P (-): (3) p 2 and (4) p;
and the scattered power Pg (UV breakdown initiation) (x).

the center of the laser beam waist up to Z, =
d./2tana; =2.4 mm, sothat itisnecessary to takeinto

account the defocusing effect, which increases the
diameter of the scattering circle in the plane of dia-
phragm 17. Calculations with allowance for defocusing
and spherical aberration showed that, with a maximum
diaphragm diameter of D = 25 mm, the measuring sys-
tem could detect scattering centers located at distances
upto 5 x 102 cm from the Z axis. In this case, the mag-
nitude of defocusing reached 0.4 cm, and the system
resolution in the PO plane was no worse than 3 x 103
cm for distances from the Z axis shorter than 3 x 1072
cm.
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P, W

t

Fig. 5. The leading edge of the pulse of intrinsic radiation
from a plasma produced by a laser breakdown in air: Py is
the radiation power, and t istime (1 ns/division). The solid
curve shows the exponential dependence on time, and the
dashed line (t > t;) shows the dependence t°.

E, arb. units

0 2 4

1 ]
O, mrad

Fig. 6. Energy E of (1) laser and (2) scattered radiation
within the divergence angle ©4 for p = 70 torr.

The presence of asingle short scattered pulse corre-
sponds to scattering by a single PO. Therefore, let us
consider the scattering of laser radiation by asingle PO
of radiusry arising at an arbitrary point near the focal
region of lens 12.

The maximum power scattered in a single pulse is
equal to

P = 1(r, Z)nTr, )

MESHALKIN

where g, = r]nrg is the scattering cross section of the
plasma object and n) is the scattering efficiency.

Since each point in the dependences presented in
Figs. 4 and 6 is an average over a series of N, =
10 pulses, the average scattered power is equal to

N 5Sn(Zy+ )

_ 1 ’ _2nmr,
Pl—NO{PdN— v, '([ -Zr I,(r, Z,)dZ,dS. (2)

Here, dS= 2rrdr isthe element of the area of the laser-
beam cross section; dN = ndSdZ, is the differential of
the number of pulses; n = Ny/V; isthe spatial density of
the realizations of breakdowns in a series of experi-
ments;, V; is the volume of the focal region of the lens,
determined by the condition I, = I, (where I, is the
threshold intensity for the breakdown of the gas for a
time delay of 14 = 30 ns after initiation); and S, is the
area of the laser-beam cross section orthogonal to the Z
axis and containing the breakdown region most distant
from the axis.

The average luminosity of the volume V; in a series
of Ny pulses can be written in the form

d
M= e, ©

where & = P,/P; isthe fraction of the average power P,
received by the measuring system in the solid angle Q,
resting on diaphragm 13.

Then, theilluminance E' of theimage in the plane of

diaphragm 17 takes the form
0P M
E' = as - o7 4

Taking into account that all the scattering centers
arising at a distance r from the Z axis form a ring of
radius Rin theimage produced by the optical system, it
IS necessary to integrate expression (2) over Z,
(Fig. 1b). The laser radiation is absorbed by an ioniza-
tionwave (at t > 1) propagating from the PO [22]. Con-
sequently, according to experiments, the intensity of
laser radiation scattered by a PO can be written as

I(r, Z,) = Io(F, Z)e ™,

where T, is the scattered-pul se duration.

We will assume that the intensity |, in an arbitrary
cross section S, = Py/l,, orthogonal to the mean rays of
the focused laser beam is constant. Then, we can write

| — PO _ I:)O
b= == —°
S (2+2y)°
N cosa _ Pox )
; 2o 2!
ntanzaz[l—%l—zsnma/z)m} (Z,+2Z,)
cosa
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where P, is the laser radiation power at the instant of
breakdown (t = 13), Aad = a,—a,, a = (a, + a,)/2, and
Z,=rltana, .

Integrating expression (2) over Z,, we abtain

ard PLAl
_  XFo
I IO(r! ZZ)dZZ - Zl(zl+A|)
z (6)
= XTPO(tanaz—tanal) = y%,
wherey=4.4.
From Egs. (3), (4), and (6), we have
2
£ = ZTEynnrO&)e_ms’ ™

2
mvV, T

where r = D/2m = F,,©4/2m and @, is the divergence
of the light beam formed by lens 15.

Integrating expression (7) over dS' = (174) F,f d(@§ )
we arrive at the following dependence of the scattered
energy E on D (for r > d,/2, i.e, for ©4> 1.8 x
1073 rad):

21T 2
TV LENTOPOTLD, ®

which corresponds to the experiment (Fig. 6). For p =
70torr, AE=1.4x10%*J(Fig.6),m=33,1=0.7S, 1, =
10®s, P, =1.1x 10’ W, AD = 0.6 cm, and V; = 2 x
10~ cm? (cal culated from the value d,;)), we obtain from

expression (8) that &nr> = 2.3 x 107 cm? i.e,, for & ~
0.1 (Fig. 3) and n = 0.1-1, we have ry ~ 50-15 um.
For small beam divergences ©4 < 1.8 mrad = ©,,

(p = 70 torr), we have E ~ e§ . This case corresponds
to the scattering from the focal region because 2r =
0,F,/m=27x102cm~2r,=d,.

By analogy to the derivation of formula (8), we can
show that this dependence corresponds to the case of a

constant intensity of laser radiation in the focal region
of lens 12,

2
T
E = —5&n16PT,D%, C)
am's,
where S, is the area of the cross section of the focal
region.
ForE=1.2x10%J(Fig.6),D=0.9cm, Py=1.1x

107 W, and T, = 108 s, we obtain &n ro = 3.0 x 107 cm?
which coincides with that given by formula (8). This
means that the values of & and r, are independent of the
position of the PO in the laser beam; i.e., ry <r,, and
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Op < 0O, where O is half of the angle at which dia-
phragm 13 is seen from the focal region.

The results of the measurements of the value P
wereinterpreted using formulas (1), (2), and (6) and the
equation

d_te = Vine!
where n, isthe electron density, v; = Bv,,|, isthe rate of
electron-impact ionization of molecules in the laser
field, Bisaconstant factor under our experimental con-
ditions, and v,, is the frequency of electron—molecule
collisions.

From thisequation, assuming alinear increaseinthe
laser beam power with time, P, = b;t, we obtain the
relation

Vi Po(Ta) Tg

S

where b = 2Bt In(n,/ny); ny and n, are the initial and
final electron densitiesin the PO.

Thevalue of ¢ isrelated to r, by the dependence € ~
(Op/Ogis)? ~ (rg/A)?, where Oy, ~ My is the effective
angle within which the radiation power is scattered.

The measurements of P, at p = 69 and 39 torr for

F, = 100 and 150 mm showed that the value of &nr¢ is
independent of §,, which canvary asp, F;, and Py vary.

At p = 39 torr, when passing from F,; = 100 mm to
F, = 150 mm at a constant value of Py, the values of 14

= b, (10)

and S, do not change, whereas the value of &nrg
decreases by afactor of 4, which can be explained as a
decreaseinr, by afactor of ~1.4 assuming that n iscon-
stant. At p = 69 torr, the fall time of the pulse increases
by a factor of 1.6 as F; increases. The fact that r,
decreases while the average intensity remains constant
and the laser focusing angl e decreases can be attributed
to adecreaseinthelight intensity in maximumsthat are
present in the near and distant zones of the laser beam.

When passing fromp=69torrtop=39torrat F, =
150 nm and a at constant value of P,, P, decreases by
40% (unlike when F; = 100 mm), which is due to an
insufficient increase (by a factor of 1.5) in the average
intensity of the laser beam. A similar experiment with
F, =100 mm, in which the variation in I (p) nearly cor-
responded to the variation in I(p), showed that the

valueof &n ré wasindependent of the gas pressure. The

amplitude of oscillations at the trailing edge of the scat-
tering pulse increases substantially, possibly because
the transparency of the ionization wave front increases
[23]. At p=50torr, asimilar inferencefollowsfrom the

dependence Py(p) (Fig. 4): since &n re ~po3, we have
ro ~ P°%; i.e., the PO radius is independent of the air
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pressure and is determined by the size of the perturba-
tionsin the laser beam intensity.

The increase in the scattered power in the pressure
range 2.7 < p < 13 torr is observed for two methods of
breakdown initiation and obeys the law P ~ p. In
accordance with this dependence, the PO radius
increases as r, ~ p~Y4. Since no dependence of ry on T4
was observed, the PO expansion time was estimated as
At ~1,, which is considerably shorter than the ambipo-
lar diffusion time of the PO plasma. Therefore, the PO
expansion at p < 13 torr may be attributed to the propa-
gation of ashock wave from the PO: in accordance with
the point-explosion theory [24], we have r, ~ pY/5t 25,

This assumption is also supported by the depen-
dence P((t) ~ t*6 observed at p = 15 torr for some pulses
with a front duration substantially exceeding the rise
time of the oscillograph transient characteristic. This
dependence coincides with the predictions of the point-

explosion theory, because P~ rj .

The angular (over ©) distribution of the scattered
power averaged over six pulses is described by the
dependence P{(0) ~ ©? (Fig. 3a).

A rapid decrease in the detected scattered power for
p < 2.7 torr may be explained either by the further con-
traction of the scattering cone toward the laser beam
propagation direction because of theincreaseinr, or by
the decrease in the size of the initial breakdown region
and the energy released in it (i.e., the decrease inry).

A 10- to 20-ns light pulse scattered by the laser
plasma was amplified in a four-pass amplifier (with a
working-mixture pressure of 0.6 atm) to a peak power
of ~600 kW. For amplification, we also used a laser
with an unstable cavity The duration of the amplified
pulse was equal to that of the input signal.

In summary, we have shown that the scattered power
increases as the air pressure decreases (from 300 to
40 torr), primarily, because the threshold intensity for
laser breakdown increases. The increase in P at 2.7 <
p < 13 torr, is apparently associated with the propaga
tion of ashock wave from the PO (i.e., with theincrease
in the PO radius). The scattered radiation was colli-
mated into a beam with an angular divergence (aver-
aged over 10 pulses) of 3.9 mrad, which was limited by
variations in the PO position inside the lens focal
region, and then was amplified.
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