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Abstract—A regression model of an ion–atom collision cascade (and eventually of a displaced atom cascade)
resulting under ion sputtering of amorphous and polycrystalline materials is developed. The model allows the
description of the elastic scattering of atomic particles in a solid using various particle interaction potentials.
Based on this model, we calculate the sputtering yields for materials with atomic numbers Za = 22–79 and the
sputtering rates for several multicomponent targets. The results of statistical simulation within the model devel-
oped are compared with experimental data for the sputtering of amorphous and polycrystalline materials. It is
shown that our model fits the experimental data up to the statistical error and adequately characterizes the ion
sputtering process. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The sputtering of single-component amorphous and
polycrystalline targets by ion bombardment is the most-
studied field of the physics of material sputtering [1]. It
is assumed that the direct knocking-out of atoms from
their equilibrium positions in a solid prevails in this
case. The available models for ion sputtering of single-
component rely on the Sigmund mechanism of physical
sputtering by fast ions or atoms [2]. Within this mecha-
nism, the density of a cascade of moving displaced tar-
get atoms is described by the distribution function that
meets the linearized Boltzmann equation well known
from the particle transfer theory. Given the initial veloc-
ities and positions of atoms that are decelerated by
means of random collisions in an infinite medium, a
solution of this equation makes it possible to calculate
the atom flux through an arbitrary plane. By taking the
target surface as this plane and introducing the param-
eter Eb, the atom–target binding energy, one can deter-
mine the escape probability of the displaced atoms, as
well as their energy and angular distributions. An ele-
mentary event here is a cascade of ion–atom collisions,
which causes a displaced atom cascade and makes sur-
face atoms leave the target under certain conditions.
Such a sputtering mechanism is considered to be the
most probable at ion energies to 1–3 eV and applies to
the ion–plasma sputtering of single-components mate-
rials.

Today, due to the progress in microelectronics tech-
nology, investigations into ion and ion–plasma sputter-
ing of multicomponent materials are becoming more
and more urgent. To these materials, sputtering yield as
a parameter characterizing the process cannot be
applied because of a depleted layer formed on the sur-
face. In this case, the efficiency of sputtering should be
1063-7842/01/4611- $21.00 © 21347
described in terms of the target sputtering rate along the
depth or a change in the target weight.

The statistical simulation of particle scattering upon
ion–atom collisions [3–8] allows researchers to quanti-
tatively estimate the sputtering rate of multicomponent
targets. However, the numerical simulation of an ion–
atom collision cascade and the entire cascade of dis-
placed atoms requires the computer RAM to have an
extremely large capacity so as to store huge data arrays
of time-varying parameters in different phase spaces
(coordinates of cascade particles, their momenta, free
path lengths for cascade particles of each sort, etc.).
Such a calculation is impossible even with modern
computers.

As a reasonable trade-off in this situation, we sug-
gested to mathematically simulate a cascade of ion–
atom pair collisions with the subsequent description of
the bombarding ion trajectory and the energy imparted
to target atoms. In essence, this simulation studies indi-
vidual cascade chains and extends the results to the
entire atom–atom collision cascade. Such an approach
combines the easy computing procedure (the entire cas-
cade of pair ion–atom collisions and its individual
chains are simulated by the Monte Carlo method) and
the correct generalization of the simulation results for
the displaced atom cascade by regression analysis. This
allowed us to develop a regression model for an ion–
atom collision cascade taking place upon ion sputtering
of amorphous and polycrystalline single- and multi-
component materials.

REGRESSION MODEL OF ION–ATOM 
COLLISION CASCADE

Consider the form and the application of our model
in detail. The trajectory of a bombarding ion in the tar-
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get and momenta gained by target atoms as a result of
pair ion–atom collisions are calculated by the Monte
Carlo statistical simulation method adapted to particle
scattering during ion–atom collisions [9]. When
describing the elastic interaction of atomic particles in
solids, one must bear in mind the empirical rule accord-
ing to which collisions causing an appreciable scatter-
ing occur at distances on the order of half the equilib-
rium spacing between adjacent atoms. With so small
distances, long-range attracting forces, responsible for
binding forces in solids, can be neglected. By order of
magnitude, these distances equal the sizes of colliding
atomic particles. Therefore, pair ion–atom collisions in
solids are usually simulated within the model of quasi-
rigid balls [10], in which the elastic parameters involved
in atomic particle scattering are calculated with real
potentials of interatomic interaction. Note that this
model typically provides relatively high rates of statisti-
cal simulation. For a potential of interatomic interaction,
we chose the Born–Mayer potential modified [3, 4] for a
wide range of colliding partners (Za = 2–80).

In a similar way, the trajectories of target atoms of
various sort displaced by a bombarding ion (primarily
displaced atoms) are simulated and their energy losses
in each event of pair atom–atom collision with second-
ary displaced target atoms are calculated. The trajecto-
ries of various branches of the cascade of the primarily
displaced atoms are simulated until their energy
becomes smaller (because of atom–atom collisions)
than the binding energy between atoms of certain sort
or until the trajectories cross the target surface. The
ratio of the number of displaced atoms in a cascade
branch simulated that cross the surface to the number of
bombarding ions defines the probability of these atoms
escaping the surface, Pmc. Its value depends on the
atomic weight, atomic number, and initial energy of a
bombarding ion, as well as on the atomic weight,
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Fig. 1. Sputtering yield in view of the occupancy of the
d shell vs. target atomic number Za at Ar+ bombardment
(E = 0.5 keV) [1].
atomic number, binding energy, and concentration of
the target components.

As was noted, the simulation of subsequent
branches of the displaced atom cascade is difficult
because of the limited capabilities of modern comput-
ers. However, regularities obtained in simulating ion–
atom cascade branches can be extended to all subse-
quent branches of the displaced atom cascade by using
regression analysis. Clearly, the branches of the prima-
rily displaced (by a bombarding ion) atoms involve a
greater number of collisions and a higher initial energy
than the subsequent atom–atom branches. Therefore,
the escape probability for atoms crossing the surface in
each of the subsequent atom–atom branches is lower
than the simulated value Pmc for the primarily displaced
atoms. The smaller the initial energy and the number of
atom–atom collisions in any of the secondary branches,
the smaller its contribution to the escape probability.

Quantitatively, the ion-induced escape probability
Pis (for single-component targets, Pis coincides with the
ion sputtering yield S; for multicomponent targets, it
characterizes the rate of ion sputtering Vis) can be cal-
culated from the formula

(1)

where Cn(Za) is the factor characterizing the shell struc-
ture of target atoms, Pmc is the simulated escape proba-
bility for a primarily displaced atom (it is calculated by
the Monte Carlo method), Wia is the factor characteriz-
ing the degree of regression of the ion–atom collision
cascade, and Waa is the factor that characterizes the
degree of regression of the atom–atom collision cas-
cade.

From experimental studies [1], it follows that sin-
gle-component targets made of Group I materials (Cu,
Ag, and Au) feature the highest sputtering yield
(Fig. 1). These atoms have the occupied d shell (Zd =
18), which is assumed to define the binding energy of a
target atom. To take into account the shell structure of
the atoms in calculating the ion-induced escape proba-
bility Pis, we approximated the factor Cn(Za) normal-
ized to Cu atoms (Za = 29) in (1):

(2)

The factors Wia and Waa characterizing the degrees of
regression of the ion–atom and atom–atom collision
cascades were determined with different regression
models and checked against experimental data on sput-
tering yields for a variety of single-component targets
and on rates of sputtering multicomponent targets by
noble gas ions with various energies. Eventually, we

Pis Cn Zo( )PmcW iaWaa,=

Cn Za( )  

0.11Za 2.19 for Za– 22–29,=

0.02Za– 1.12 for Za+ 30–41,=

0.216Za 8.56 for Za– 41–47,=

0.01Za– 1 for Za+ 48–73,=

0.148Za 10.49 for Za– 73–79.=

=
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obtained

(3)

where ni is the maximal number of collisions of a bom-
barding ion in the ion–atom collision cascade, j is the
serial number of ion–atom collisions (1 ≤ j ≤ ni), and Kri
is the regression coefficient for a branch of the ion–
atom collision cascade, and

(4)

where na is the maximal number of collisions of a dis-
placed atom in the atom–atom collision cascade, j is the
serial number of atom–atom collisions (1 ≤ j ≤ na), and
Kra is the regression coefficient for a branch of the
atom–atom collision cascade.

The regression coefficients Kri and Kra were deter-
mined by comparing the energy dependence of the
sputtering yield Pmc(Ei) obtained from the statistical
simulation of the trajectories of the ions and primarily
displaced atoms with experimentally found energy
dependences of the sputtering yield for Ti, Cu, Nb, Ag,
Ta, and Au targets subjected to noble gas ion bombard-
ment [1]. Representing Kri as a function of the atomic
number Zi of a bombarding ion and its energy Ei, and
Kra as a function of the atomic number of the target Za
and the energy Ei of the bombarding ion in the form

(5)

one can generalize the results and determine the numer-
ical values of the expansion coefficients A(Za), B(Za),
C(Zi), and D(Zi). The dependences A(Za) and B(Za) for
atoms with Za = 22–79 and Ar+ ions with energies Ei =
250–1000 eV are depicted in Fig. 2.

With such a representation, for the sputtering of tar-
gets with Za < 80 by Ar+ ions with energies Ei = 100–
1000 eV, Kra and Kri are given by

(6)

Thus, by calculating the regression coefficients for
the cascade branches Kri and Kra as functions of given Zi

and Ei and Za and Ei, respectively, the factors Wia and
Waa, which characterize the degrees of regression for
the ion–atom and atom–atom cascades, can be found
from (3) and (4). Then, having calculated the escape
probability Pmc (the probability of the primarily dis-
placed atom leaving the surface) by the Monte Carlo
method and having taken into account the coefficient

W ia
j

ni

---- 
  K ri 0.5 j /ni–( )

,
j 1=

ni

∑=

Waa
j

na
---- 

  Kra 0.5 j /na–( )
,

j 1=

na

∑=

K ra Za Ei,( ) A Za( )Ei B Za( ),+=

K ri Zi Ei,( ) C Zi( )Ei D Zi( ),+=

K ra Za Ei,( ) 2.37– 10 5– Za 0.0016–×( )Ei=

+ 0.0705Za 0.3582+( ),

K ri Zi Ei,( ) 2.0.=
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Cn(Za) [see (2)], characterizing the shell structure of tar-
get atoms, one can evaluate the escape probability Pis

(the probability of target atoms leaving the surface by
the action of a bombarding ion) given by (1). For sin-
gle-component targets, Pis coincides with the ion sput-
tering yield S; and for multicomponent targets, with the
rate of ion sputtering Vis. Note that in the latter case, Vis

is governed by the sputtering rate of the component
having the lowest Pis.

DISCUSSION

Our regression model of ion–atom and atom–atom
collision cascades taking place during ion sputtering
allows the calculation of the sputtering yields and rates
for a wide variety of targets and bombarding ions. The-
oretically, the rate of sputtering single-component tar-
gets can be estimated from the sputtering yield S, which
is found within the Sigmund model or with the empiri-
cally refined Matsunami formula [11]. However, as fol-
lows from the comparison with experimental data [1],
the Sigmund model applies at relatively high energies
of bombarding ions (Ei ≥ 1 keV), which are of minor
importance in ion–plasma sputtering problems. Com-
paring the results of the statistical simulation in terms
of our model with the experimental data for sputtering
amorphous and polycrystalline single-component
materials shows that our model fairly accurately fits the
experimental data (within a statistical experimental
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Fig. 2. Expansion coefficients A and B vs. Za.
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error of 10% [1]) for the sputtering yields and rates in a
wide range of bombarding ion energies.

Sputtering of multicomponent targets, specifically,
complex oxides of high-temperature superconductors,
is a more complicated process than sputtering of single-
component targets. Experiments on the sputtering of
multicomponent targets [12] show that at the early
stage of the process, the composition of the sputtered
atomic flux differs from the stoichiometric composition
of the target and varies with time. At this stage, the
composition of the target surface is other than the sto-
ichiometric composition of the target volume. Due to
diffusion processes, the thickness of the nonstoichio-
metric layer may be about 10 nm. During the process,
the composition of the sputtered atom flux becomes
constant and coincident with the stoichiometric compo-
sition of the target; that is, the sputtering process
becomes steady-state. It is known that the greater the
bombarding ion flux, i.e., the higher the target sputter-
ing rate, the faster the steady-state regime is set. How-
ever, in a number of processes of thin-film evaporation,
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Fig. 3. Sputtering yield for the components of the YBCO
ceramic vs. E within the regression model.

Fig. 4. Sputtering rate V of the YBCO ceramic vs. presput-
tering time t. Sputtering by Ar+ ions. The discharge voltage
and current density are 160 V and 4 mA/cm2, respectively.
the sputtering rate is limited by the growth dynamics of
a film on a substrate. Therefore, if the evaporation rate
is low, the instant the steady-state conditions are estab-
lished must be detected with a high accuracy.

By way of example, let us consider the sputtering of
the high-temperature superconducting ceramic
YBa2Cu3O7 by Ar+ ions and compare our calculations
of the sputtering rate with experiments [12]. The calcu-
lations show (Fig. 3) that the Y atoms in the YBCO
ceramic are the most difficult to sputter: under the con-
ditions of target presputtering, the selective sputtering

yield of Y in the YBa2Cu3O7 system  = Pis [see
(1)] is roughly half as large as those of Ba and Cu. This
is associated largely with the high binding energy of Y,
Eb = 20 eV [13]. Thus, the sputtering rate of Y specifies
the “sluggishness” of the YBCO target sputtering
(Fig. 4), while the Ba and Cu atoms have time to adapt
to the escape of the Y atoms from the surface. When
ions or atoms bombard targets of complex composition,
the kinetic energy of the incident particles is unequally
distributed among the components, since atoms with vari-
ous atomic weights and binding energies participate in the
collision cascades. As the energy of incident ions grows,
sputtering takes place via collisions between atoms that
gained an extra energy from the incident ions rather than
directly via ion–atom collisions.
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Abstract—The dispersion equation relation for the spectrum of capillary oscillations of a charged droplet in a
compressible ambient has been derived. It has been shown that such oscillations in the case of droplets, whose
sizes and charges are typical of drops in clouds, fogs, or raindrops, cause the generation of sonic and ultrasonic
waves in the ambient. An expression for the total intensity of the acoustic radiation generated by a single droplet
has been obtained. © 2001 MAIK “Nauka/Interperiodica”.
1. Investigation of the interaction between capillary
oscillations of a charged drop and a field of acoustic
oscillations generated in an ambient compressible
medium is of interest in a wide area range of scientific
problems and practical applications, from the peculiar-
ities of sound propagation through clouds and fogs to
the problems of ultrasonic coagulation of liquid-drop
systems and acoustic or electrostatic levitation of large
drops in advanced technologies for producing high-
purity materials or high-precision measurements of
physicochemical properties (see, for instance, [1–8]
and references therein). Nevertheless, some issues
associated with the problem in question still remain
unclear. For example, in most considerations of the
applications of the problem of interaction between
acoustic waves and the liquid-drop systems, the drops
were only assumed to be either sound-scattering
objects without internal degrees of freedom or as
sources or sinks of water vapor. At the same time, it is
known [2] that the frequencies of capillary oscillations
of water drops considered as an ideal liquid, when the
droplets have sizes typical of clouds or fog (that is,
from a few micrometers to several tens of microme-
ters), correspond to ultrasonic range oscillations, and
for raindrops (with the of a radius larger than 250 µm)
coincide with the frequencies correspond to of audible
sound waves. If a drop is viscous, has an electrical
charge, and the equalization rate of its the electrical
potential over the drop is finite, then its motions relative
to the ambient accompanied by deviations of its shape
from spherical will cause an additional drift shift of the
frequency spectrum of the capillary oscillations toward
a region of lower acoustic frequencies [9–12]. The
above-said means that liquid drops in natural liquid-
drop systems are capable of both absorbing and gener-
ating sound or ultrasound. This is confirmed by the
known distortion of the frequency spectrum and strong
attenuation of sound by fog and also by the practice of
reducing the high-frequency noise abatement of jet
1063-7842/01/4611- $21.00 © 21351
engines in a high-frequency band of the sound spec-
trum by injection of a liquid-drop aerosol into the com-
bustion chamber.

2. We shall solve a problem on of acoustic radiation
of a vibrating drop with the radius R of an incompress-
ible ideal electroconductive liquid having density ρ1
and surface tension γ and carrying an electrical charge Q.
We assume the ambient medium to be ideal, compress-
ible, and specified by the sound speed V and density ρ2.

We write the equation for the media interface per-
turbed by the capillary wave motion in the form

where ξ(Θ, t) is the small perturbation of the drop sur-
face and |ξ| ! R.

We assume the wave motions in the drop and the
ambient to be of a potential type with the velocity
potentials ψ1(r, t) and ψ2(r, t), respectively.

The mathematical formulation of the problem of
calculation of the spectrum of capillary oscillations in
the system described and the intensity of the generated
acoustic radiation induced by them, in an linear approx-
imation linear with respect to ξ/R, has the form [13]

(1)

(2)

(3)

(4)

r Θ t,( ) R ξ Θ t,( ),+=

∆ψ1 0,=

1

V2
------

∂2ψ2

∂t2
----------- ∆ψ2– 0,=

r R: 
∂ψ1

∂r
---------

∂ψ2

∂r
---------,= =

∂ξ
∂t
------

∂ψ1

∂r
---------,=
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(5)

(6)

where ∆p is the pressure differential across the drop–
media interface, Fq(Θ, t) is the pressure exerted by of

the electrical field at on the interface, and  is the angu-
lar component of the Laplacian in spherical coordi-
nates.

In addition, let us suppose the potential ψ2(r, t) at
infinity would meet Sommerfeld’s radiation condition

(7)

We assume the dependence of potentials ψ1(r, t) and
ψ2(r, t) on time to be periodical: ψ1, ψ2 ~ exp(iωt). In
this case, the wave Eq. (2) transforms into Helmholtz’s
equation

(8)

3. Excluding from consideration the radial cen-
trosymmetrical motion of the drop (as impossible in an
incompressible liquid) and the translational (which is
not realized in this coordinate system) motions of the
drop, we shall seek solutions of Eqs. (1) and (2) for the
potentials ψ1(r, t) and ψ2(r, t) in the form

(9)

(10)

where Pn(µ) is the Legendre polynomials, and (x)
is the second Hankel’s spherical function.

Substituting formulas (9) and (10) into Eq. (3) we
relate the coefficients An with Bn by the expression

(11)

Differentiating the dynamic boundary condition (5)
with respect to time and taking into account the kine-
matic boundary condition (4), we obtain

(12)

∆p ρ1

∂ψ1

∂t
--------- ρ2

∂ψ2

∂t
--------- Fq Θ t,( )+ +–

=  γ 2
R
---

1

R2
----- 2 L̂+( )ξ– ,

r 0: ψ1 ∞,<=

L̂

r ∞: 
∂ψ2

∂r
--------- ikψ2+ o

1
r
--- 

  .=

∆ψ2 k2ψ2+ 0, k ω/V .≡=

ψ1 r t,( ) AnrnPn µ( ) iωt( ),exp
n z=

∞

∑=

µ Θ,cos≡

ψ2 r t,( ) Bnhn
2( ) kr( )Pn µ( ) iωt( ),exp

n 2=

∞

∑=

hn
2( )

r R: Br

AnnRn 1–

k ∂hn
2( ) kr( )/∂ kr( )[ ]

---------------------------------------------.= =

ρ2

∂2ψ2

∂t2
-----------– ρ1

∂2Ψ1

∂t2
------------+

– γ
R2
----- 2 L̂+( )

∂ψ1

∂t
--------- ∂

∂t
-----Fq Θ t,( )– 0.=
For the time derivative of the pressure on the drop
surface produced by the electrical field with respect to
time we have (see Appendix)

(13)

Substituting formulas (9)–(11) and (13) into
Eq. (12), we arrive at a dispersion equation relation for
the capillary oscillations in the system under consider-
ation in the following form

(14)

When differenting Hankel’s spherical function with
respect to its argument, we used the formula [14]

In the case where V  ∞, that is, if the ambient
medium is assumed to be incompressible, expression
(14) is reduced to the known dispersion equation [15]
for capillary oscillations of an ideal incompressible
electroconductive drop immersed in an ideal incom-
pressible dielectric medium. The latter equation has the
form

(15)

4. To elucidate the meaning of the roots of disper-
sion equation (14), let us write it for the principal mode
of the capillary oscillations (n = 2) of the drop using the
relations between Hankel’s spherical functions and
trigonometric functions [3] as follows

Here j2(x) and y2(x) are the spherical cylindrical func-
tions of the first and second kinds, respectively. The dis-

∂Fq

∂t
---------

Q2

4πεR6
--------------- Ann n 1–( )RnPn µ( ) iωt( ).exp

n 2=

∞

∑=

ωn
2 n 1–( ) γ

R3
----- Q2

4πεγR3
------------------- n 2+( )–=

×
ρ2/ρ1( )hn

2( ) kR( )
kRhn 1–

2( ) kR( ) n 1+( )hn
2( ) kR( )–

------------------------------------------------------------------------- 1
n
---–

1–

.

d
dx
------hn

2( ) x( ) hn 1–
2( ) x( ) n 1+( )

x
-----------------hn

2( ) x( ).–=

ω2 n 1+( )n n 1–( )
ρ2n n 1+( )ρ1+
-------------------------------------- γ

R3
----- n 2+( ) W–[ ] ,=

W
Q2

4πεγR3
-------------------.≡

hn
2( ) x( ) jn x( ) iyn x( ),–=

j2 x( ) 3

x3
----- 1

x
---– 

  x( ) 3

x2
----- x( ),cos–sin=

y2 x( ) 3

x3
-----– 1

x
---+ 

  x( ) 3

x2
----- x( ).sin–cos=
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persion equation (14) for the principal mode of the drop
oscillations has the form

(16)

Numerical analysis of this equation shows that it has
five roots. If one takes ρ1 = 1 g/cm3, ρ2 = 1.3 ×
10−3 g/cm3, V = 3.3 × 104 cm/s, R = 0.01 cm, γ =
72 dyn/cm, W = 1 (this corresponds to capillary oscilla-
tions in air at atmospheric pressure of a water drop car-
rying a charge equal to a quarter of the limiting one in
the sense of Rayleigh’s stability criterion), then the

value of the five roots will be:  = (2.1 × 104 + i2.5 ×

10–12) s–1;  = (–2.1 × 104 + i2.5 × 10–12) s–1;  =

(6.5 × 106 + i3.7 × 106) s–1;  = (–6.5 × 106 + i3.7 ×

106) s–1;  = i6 × 106 s–1. The first two roots corre-
spond to the drop oscillations with frequencies approx-
imately equal to those defined by relation (15) at n = 2.
These oscillations are attenuated very slowly on
account of the loss of the energy take-off being spent
for the excitation of longitudinal ultrasonic waves in the

ambient. These waves have the frequencies  and

 and are described by relation (10). The second pair
of the roots corresponds to quickly attenuated oscilla-
tions of the compressible medium in a close vicinity of
the drop surface, and the oscillation frequencies are of
the same order as the frequencies of natural oscillations
of the medium in a volume equal to the drop volume;
that is, these roots correspond to a vortex motion of the
medium near the drop surface. The fifth root corre-
sponds to fast aperiodic decay of the perturbations of
the external medium’s density near the drop surface.
From the above-said it follows that in view of a study of
acoustic oscillations generated by the oscillations of an
incompressible drop the first two roots of Eq. (16) are
of interest.

To derive an analytical expression for the damping
factor η corresponding to the first two roots of Eq. (16),
we shall seek a solution of Eq. (16) in the form ω = ω0 +
iη, where, according to the results of the numerical cal-
culations given above, η ! ω0. Let us substitute ω =
ω0 + iη into Eq. (16) and, using a linear approximation
of various powers of ω with respect to η, equate the
imaginary component of the obtained expression to
zero. As a result, for the damping factor we find the
expression

(17)

ω2
2 γ

R3
----- W 4–( )=

×
ρ2/ρ1( ) 3Rω/V i –3 R2ω2/V2+( )+[ ]

9Rω/V– R3ω3/V3+( ) i 9 4R2ω2/V2–( )+
-------------------------------------------------------------------------------------------------- 1

2
---–

1–

.

ω2
1( )

ω2
2( ) ω2

3( )

ω2
4( )

ω2
5( )

ω1
1( )

ω2
2( )

η
ρ2R5ω0

6

81ρ1V5
------------------.≈
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At ρ2 ! ρ1, for ω0 we have  ≈ 8γ/ρ1R3 [15], and
for the damping factor of the principal mode of the cap-
illary oscillations of the drop related to the generation
of acoustic waves we obtain

Namely, the principal mode of oscillations is associ-
ated with inducing the acoustic waves.

5. Let us find the total intensity of the acoustic radi-
ation produced by a vibrating drop using the known
expression [13]

(18)

where the upper bar symbolizes the magnitude aver-

aged over the oscillation period, that is,  is the mean
value of the square of the velocities of medium particles
in the acoustic wave; integration is performed over a
closed surface encompassing the origin of coordinates.

For the integration surface we take a sphere with
radius R0, where R0 @ λ, in which λ is the oscillation
wavelength. Then in expression (10) the terms dimin-
ishing quickest with increasing R0 can be dropped. To
do this, let us represent Hankel’s spherical function in
the form of a series in negative powers of its argument
as follows [14]

(19)

Now, at large distances r away from the drop (at
kr @ 1, when the sum in formula (19) may be replaced
by unity), expression (10) for the velocity potential in
the ambient, with allowance for formulas (11) and (19),
takes the form

(20)

that is, the dependence of individual partial waves on
the radial coordinate is determined by spherical waves.
Inasmuch as v = Re[grad(ψ2)], the velocity, in a linear
approximation with respect to r–1, can be represented in
the form

(21)

ω0
2

η
6.3ρ2γ

3

ρ1
4R4V5

------------------.≈

I ρ2V v 2ds,∫°=

v 2

hn
2( ) x( ) in 1+ x 1– ix–( )exp=

× n m+( )!
m! n m–( )!
-------------------------- 2ix( ) m– .

m 0=

n

∑

ψ2

in 1+ AnnRnPn µ( )
kRhn 1–

2( ) kR( ) n 1+( )hn
2( ) kR( )–

-------------------------------------------------------------------------
n 2=

∞

∑≈

× 1
kr
----- i knr ωnt–( )–[ ] ,exp

v Re
in 2+ AnnRnPn µ( )

kRhn 1–
2( ) kR( ) n 1+( )hn

2( ) kR( )–
-------------------------------------------------------------------------

n 2=

∞

∑–




≈

× 1
r
--- i knr ωnt–( )–[ ]exp





nr,
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that is, in the approximation used, the velocity has only
the radial component.

Taking into consideration that  ≡ /2, we
see that to find the square of the velocity of particles in
the acoustic wave involved in formula (18), it is neces-
sary to perform the scalar multiplication of relation (21)
by its complex-conjugate expression which can be
obtained from relation (21) by changing the sign before

Re z[ ]( )2 z 2
the imaginary unity and replacing the second Hankel’s

spherical functions  with the first ones , because

 and  are complex conjugated functions. Ulti-
mately, for the mean value of the square of the particle
velocities in an acoustic wave we obtain the following
expression

hn
2( ) hn

1( )

hn
2( ) hn

1( )
(22)v 2 AnAmmnPn µ( )Pm µ( )RnRm

kRhn 1–
2( ) kR( ) n 1+( )hn

2( ) kR( )–[ ] kRhm 1–
1( ) kR( ) m 1+( )hm

1( ) kR( )–[ ] r2
-------------------------------------------------------------------------------------------------------------------------------------------------------------------.

m z=

∞

∑
2n z=

1
∞

∑–=
Substituting formula (22) into expression (18) and
taking in the account orthogonality of the Legendre
polynomials, for the total intensity of the acoustic
radiation under the constant from a vibrating drop of
constant volume we obtain
(23)I πρ2V
An

2n2R2n

kRhn 1–
2( ) kR( ) n 1+( )hn

2( ) kR( )–[ ] kRhm 1–
1( ) kR( ) m 1+( )hm

1( ) kR( )–[ ]
--------------------------------------------------------------------------------------------------------------------------------------------------------------.

n z=

∞

∑=
The expression obtained for the intensity of acoustic
radiation of a vibrating drop is not quite convenient in
practical use because it involves peak values An of the
velocity potential that are unknown under experimental
or natural conditions. To remove them, we express a the
perturbation of a spherical drop in the form of a series
in the Legendre polynomials

(24)

Now, substituting formulas (9) and (24) into the
kinematic boundary condition (4), it is not difficult to
express unknown peak values An in terms of the ampli-
tudes Cn of capillary oscillations of a drop, which can
be easily evaluated under experimental and natural con-
ditions, as follows

(25)

Now, using expression (23) subject to formula (25),
it is possible to obtain numerical estimates for various
situations encountered in liquid-drop systems of natural
origin.

6. Let us evaluate the intensity of acoustic radiation
of a weakly charged raindrop (W = 0.01) of a minimum
possible size with R = 0.025 cm (according to [16], the
sizes of raindrops vary from 0.025 to 0.25 cm, droplets
of smaller sizes pertain to a drizzle, and larger drops
falling through air disintegrate because the action of
aerodynamic forces overcomes the surface tension; see
also [12]). We assume that the drop’s oscillations
vibrating on account of excitation occur in the principal

ξ r t,( ) CnPn µ( ) iωt( ).exp
n z=

∞

∑=

An Cn ωn/nRn 1–( ) .≡
mode of its oscillations (n = 2) with the amplitude C2 =
0.1R. A reason for the development of oscillations of
the drop could be its (the drop’s) collisions with smaller
and slower flying droplets, as well as the hydrodynamic
attraction between drops of comparable sizes (in the
last case, the amplitude of the oscillations may be of an
order of R). In the case considered, γ = 72 dyn/cm,
ρ1 = 1 g/cm3, ω2 ≈ 6.1 × 103 s–1, k2 ≈ 0.2 cm–1, k2R ≈ 4.6 ×
10–3. In addition, we take ρ2 = 1.3 × 10–3 g/cm3, V =
3.3 × 104 cm/s. Eventually, from formula (23) and (25)
it is not difficult to find

(26)

Let us note that, for a drop of the size and charge
considered above, only the first four modes will radiate
in the acoustic range, and their radiation intensity
decreases with the mode number growth (by more than
an order of magnitude in going from one mode to the
next).

Assuming that in a cubic kilometer of space occu-
pied by rain there are 3 × 1014 drops of the sizes chosen
above (roughly one drop in 3 cm3), it is not complicated
to find that the total intensity of the acoustic radiation is
associated with the principal mode (n = 2) of capillary
oscillations of the drops in a volume of 1 km3 is
≈0.66 erg/s at a frequency of ω2 ≈ 6.1 × 103 s–1. Such an
intensity corresponds a sound level of ≈22 dB at the
boundary of a radiating object volume and roughly cor-
responds to the sound level of a quiet human voice.

I
4πρ2VC2

2R2ω2

k2Rh1
2( ) k2R( ) 3h2

2( ) k2R( )–
2

--------------------------------------------------------------------2.2 10 15–  erg/s.×≈
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The frequency of capillary oscillations of the drop
decreases with increasing drop charge according to
(15). Simultaneously, k2 and k2R will decrease, and,
consequently, the radiation intensity will also decrease.
For instance, at W = 1, the intensity I at ω2 ≈ 5.3 ×
103 s−1 will be ≈7.6 × 10–16 erg/s, and the sound level at
the boundary of a radiating object one cubic kilometer
in volume is ≈17 dB.

Substitution into formula (26) k2 expressed in terms
of ω2 and ω2 expressed in terms of R allows one to find
that the intensity I of acoustic radiation of from a drop
is inversely proportional to R–2. This means that the
acoustic radiation of large drops, other things being
equal, will be substantially weaker. For instance, for the
largest raindrop with R = 0.25 cm and at W = 0.01, the
intensity of acoustic radiation associated with the prin-
cipal mode and occurring at a frequency of 190 s–1 is
barely ≈1.8 × 10–17 erg/s. Calculation of the sound level
under the same conditions as in the example above
gives a very small magnitude of ≈1 dB. The human ear
does not perceive such a level of sound. The sound pro-
duced by the capillary oscillations of large drops is per-
ceived by the human ear only at large amplitudes of the
drop’s oscillations comparable with the radius R. In this
case, the sound level is the same as that produced by the
capillary oscillations of droplets with R = 0.025 cm in
the example above. It should also be noted that, to the
range of frequencies of acoustic oscillations perceived
by the human ear, there are more than forty of the first
frequencies of capillary oscillations of a drop with R =
0.25 cm; however, their intensity is as low as mentioned
above.

It is interesting to note that the dependence of the
acoustic radiation sound intensity, induced by a vibrat-
ing drop, on the sound speed in a medium V, the
medium density ρ2, and the frequency ω2 of the capil-
lary oscillations of a drop has the same form as the
dependence on the same parameters of the damping
factor η of capillary oscillations of a drop defined by

expression (17); namely, I ~ η ~ ρ2 V 5. This can be
easily verified by substituting the expression for k2 in
terms of ω2 and V into (26). The similarity of these
dependencies mentioned above is explained by the fact
that the attenuation of capillary oscillations of a drop is
associated with the radiation of acoustic waves.

The obtained estimates are also valid for cumuli. As
for fogs with a mean droplet radii of about 10 µm, they
can radiate sound waves in an audible wavelength range
only if the charges of isolated individual drops are close
to the limiting ones in the sense of stability with respect
to their self-charge (when W  4) [9, 15].

CONCLUSION

The total acoustic radiation produced by capillary
oscillations of drops in liquid-drop systems of natural

ω2
6

TECHNICAL PHYSICS      Vol. 46      No. 11      2001
origin may exceed the hearing threshold of the human
ear.

APPENDIX

Let us calculate the partial time derivative with
respect to time of the pressure of an electrical field on
the surface of an incompressible electroconductive liq-
uid drop perturbed by a capillary wave motion.

The pressure of an electrostatic field with the
strength E(Θ, t) in a medium with the permittivity ε is
defined by the relation

The sought for derivative ∂F/∂t can be easily repre-
sented in the form

However, to use this formula in the considered case,
it is necessary to find an expression for the strength of
the electrical field strength in the vicinity of the surface
the spherical droplet perturbed by the wave motion.

We shall seek the potential Φ of the field induced by
the disturbed charged droplet in the ambient space, tak-
ing into account that the potential should be a harmonic
function

(A1)

and satisfy the condition

(A2)

at the interface.
We represent the potential Φ in the form

where Φ0 is the potential of an unperturbed spherical
droplet and δΦ is the additive an addition to the poten-
tial arising from the surface perturbation.

Then the problem formulated in (A1) and (A2) takes
the form

(A3)

(A4)

Due to the smallness of the surface perturbation
amplitude (|ξ| ! R), let us expand the boundary condi-
tion (A4) in a series in the vicinity of point ξ = 0 and,
neglecting terms of the second order of smallness, we
obtain

(A5)

Fq Θ t,( ) ε
8π
------E2.=

∂Fq Θ t,( )
∂t

-----------------------
ε

4π
------E Θ t,( )∂E Θ t,( )

∂t
---------------------.=

∆Φ 0,=

r ∞: Φ 0

r R ξ : Φ+ const= =

Φ Φ0 δΦ,+=

∆ Φ0 δΦ+( ) 0,=

r R ξ : Φ0 δΦ+ +
Q
εR
------.= =

r R: Φ0 δΦ ξ ∂
∂r
-----Φ0+ +

Q
εR
------.= =
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Now the problem splits: the problem of finding Φ

(A6)

and the problem of finding ∆Φ

(A7)

(A8)

From Eq. (A8), taking into account that the solution
to the problem (A7) is known, Φ(r) = Q/r, it follows

(A9)

We shall seek δΦ in the form of a series

(A10)

Substituting expression (A10) into formula (A9)
gives

From this expression it is easy to find the coeffi-
cients Dn

(A11)

Let us note that the coefficients Dn are small values,
of the same order as ε.

Now let us find the field strength in the drop vicinity

Referring this expression to the interface r = R + ξ
and expanding the relation derived into a series in the
vicinity of the unperturbed boundary, in the linear
approximation with respect to |ξ|/R we find

(A12)

Taking into account that the pressure of the electri-
cal field at the drop surface to within the first-order per-
turbations is expressed in terms of only of the radial
component of the field strength accurate up to infinites-
imal quantities of the first order, we write an the expres-
sion for the radial component of E substituting corre-
sponding components of the vectors ∇Φ 0, ∇ (δΦ), and

∆Φ0 0,=

r R: Φ0
Q
εR
------;= =

∆ δΦ( ) 0,=

r R: δΦ ξ ∂
∂r
-----Φ0+ 0.= =

r R: δΦ ξ ∂
∂r
-----Φ0– ξEor ξ Q

εR2
--------.= = = =

δΦ Dn
R
r
--- 

 
n 1+

Pn µ( ).
n

∑=

r R: δΦ DnPnµ
n

∑ ξ Q

εR2
--------.= = =

Dn
Q

R2
----- ξPn µ( ) Θsin Θ.d

0

π

∫=

r R ξ : E+ —Φ– — Φ0 δΦ+( ).–= = =

E r R ξ+= — Φ0 δΦ+( ) ξ ∂
∂r
-----—Φ0––

r R=

.≈
(∂/∂r)(∇Φ 0) into (A12) as follows

At this stage of consideration, it is possible to also
find an expression for the partial time derivative of the
field strength at the droplet surface with respect to time,
namely

(A13)

The derivative ∂Dn/∂t can be found from (A11) as
follows

From (A4) and (A9) it is not difficult to obtain

(A14)

where Cn ≡ Rn/An.

Let us also then take into account that, according
to (A4),

(A15)

Substituting formulas (A15) and (A14) into expres-
sion (A13), we finally find
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Q
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Then we obtain a relation for the sought derivative
with respect to time of the field pressure at the drop’s
surface in the form

Let us eliminate terms of the second order of small-
ness that are proportional to the products DnCn and ξCn

as perturbations of the second order. Then
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Abstract—The capillary vibration and stability of a charged bubble against infinitesimal volume and shape per-
turbations when the bubble is immersed in a viscous incompressible dielectric liquid are studied. The range of
physical parameters where the noncentrosymmetric radial and axisymmetric surface motions of the bubble are
unstable is found. Asymptotic analytical expressions for the damping constant of the axisymmetric capillary
vibration in the low- and high-viscosity approximations are derived. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Investigation into the capillary vibration and stabil-
ity of charged bubbles in a liquid is of both scientific
and applied interest [1]. Researchers come up against
the problem of charged bubbles when studying acoustic
and hydrodynamic cavitations, electrical discharge in
liquids [2, 3], flotation and electroflotation [4], filtering
[5], optical breakdown in liquids [6], bubbling [7], and
heat exchange [8]. This problem also arises in the tech-
nology of separating salts of heavy metals from water
solutions by electrical discharge [9] and in cavitation-
assisted fusion of light nuclei [10, 11].

Microbubbles appearing in these applications are
often charged. Charging can be associated with differ-
ent mechanisms. In the case of electrical discharge, a
plasma-filled cavity forms. If the characteristic times of
diffusion for charge carriers of opposite sign in the
plasma are different and smaller than the characteristic
time of recombination, a part of the charge will remain
on the cavity walls; that is, the cavity will be charged.
For bubbles arising in the chamber of an electrohydro-
dynamic pump, the settling-out of electronegative
impurity molecules, which is responsible for electrical-
to-mechanical energy conversion [12], seems to be a
more plausible mechanism of acquiring an excessive
charge. Thus, two basic mechanisms of bubble charg-
ing can be distinguished: (1) the settling-out of ions
coming from the interior of the bubble to its walls and
(2) the settling-out of ions from the surrounding liquid
or impurity ions on the bubble walls. In the former case,
the amount of charge depends largely on the recombi-
nation-to-diffusion time ratio; in the latter, on the capa-
bility of the interface to adsorb ions of the liquid or
impurity ions. In either case, the amount of charge on
the bubble may be significant and affect its stability.

(1) Let a bubble of radius R0 and charge Q acquired
by either of the two ways form in a liquid of density ρ,
viscosity ν, and permittivity ε. The bubble contains a
1063-7842/01/4611- $21.00 © 1358
perfect gas under a pressure Pg0 that obeys the poly-
tropic law with a polytrope index γ and also a saturated
vapor under a pressure PV . Let the liquid pressure
around the (immobile) bubble be P∞ and the surface
tension at the liquid–gas interface be σ.

In the general case, such a bubble is nonequilibrium
and moves under the action of the resulting pressure
[13]

(1)

where R is the current radius of the bubble executing
centrosymmetric vibration. If P(R) > 0, the bubble
expands; if P(R) < 0, it shrinks; and if P(R) = 0, the bub-
ble is in the equilibrium state.

We will solve the boundary-value problem of the
arbitrary motion of the charged bubble wall in the liq-
uid. It is natural to assume that the motion of the bubble
boundary will cause motions in both the liquid and the
gas–vapor mixture. However, in view of the actual den-
sities of liquids and gases, the gas motions can be
neglected in the first order of smallness. In fact, using
the Cauchy–Lagrange integral, we find that the motion
of the medium changes the pressure by a value δP ~
ρ∂ϕ/∂t, which is proportional to the density of the
medium. Since the density of a liquid is three orders of
magnitude larger than that of a gas in most cases, the
contribution from the change in the gas density to the
pressure balance at the interface can be neglected.
Therefore, we will consider only the motion of the sur-
rounding liquid. The gas inside the bubble will be con-
sidered immobile.

Mathematically, the problem stated is represented
by the continuity equation for the liquid [14]

(2)

P R( ) PV Pg0

R0

R
----- 

 
3γ Q2

8πεR4
--------------- 2σ

R
------– P∞,–+ +=

divu 0=
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and Navier–Stokes equation

(3)

where the parenthesized vectors mean the scalar prod-
uct.

At the interface, described by the equation

(4)

the boundary conditions

(5)

(6)

(7)

should be satisfied. Here, t and n are the vectors tan-
gential and normal to the bubble surface, respectively;
Pσ is the pressure due to the surface tension; Pg is the
gas pressure in the bubble; and Pq is the electrical pres-
sure.

Set (2)–(7) should be complemented by the equation
of state for the gas–vapor mixture in the bubble

(8)

condition of the bubble volume constancy during shape
variations due to vibration

(9)

and condition for the center-of-mass immobility

(10)

where integration is over the bubble volume.
Recall that we will consider both the radial vibration

of the bubble, which is attended by a change in its vol-
ume, and the vibration due to the deviation of the bub-
ble shape from spherical with the bubble volume
remaining unchanged [see Eq. (9)].

(2) Set (2)–(10) completely describes the motion of
a liquid near an immobile gas–vapor bubble; hence, its
solution yields the complete spectrum of possible
vibrations of the immobile bubble in the liquid. The
problem stated is essentially nonlinear; therefore, we
will linearize it with respect to the deviation of its shape
from spherical, ξ(ϑ , ϕ, t) and the field velocity in the
liquid, u(r, t) (both parameters are of the same order of
smallness).

Continuity equation (2) is initially linear. The
Navier–Stokes equation after linearization takes the
form

(11)

∂u
∂t
------ u—( )u+

1
ρ
--- ∇ P– ν∆u,+=

F r t,( ) r R t( )– ξ ϑ ϕ t, ,( ),–=

dF
dt
------- ∂F

∂t
------ u—F+ 0,= =

t n∇( )u n t—( )u+ 0,=

P Pσ 2ρνn n—( )u PV– Pg– Pq–+ + 0,=

P V( ) PV Pg,+=

Vd

V

∫ 4π
3

------R3 t( )=

r Vd

V

∫ 0,=

∂u
∂t
------

1
ρ
---—P– ν∆u.+=
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The linearization of the kinematic boundary condi-
tion yields

(12)

Upon linearization, it will suffice to take dynamic
boundary condition (6) on the spherical surface of the
bubble r = R(t). For this surface, the radial unit vector er

serves as the normal vector n. As the tangential vector
t, one should take successively the polar unit vector eϑ
and the azimuth unit vector eϕ.

For t = eϑ, we obtain

(13)

For t = eϕ,

(14)

The linearization of the dynamic boundary condi-
tion yields

(15)

The condition of the constancy of the bubble volume
when its shape is other than spherical due to vibration
is given by

(16)

and the condition of the center-of-mass immobility
takes the form

(17)

where Ω is solid angle.
(3) To scalarize the linearized set of equations (2)

and (11)–(17), we decompose the vector velocity field
into three mutually orthogonal components: potential,
poloidal, and toroidal [15]:

(18)

where the projectors Ni and their Hermitean conjugates

 are selected as follows:

(19)

Then, we can write the orthogonality condition for
these operators in the form

(20)

In view of (19), continuity equation (2) takes the

r R t( ): dR
dt
------- ∂ξ

∂t
------+ ur.= =

r R t( ): 
∂uϑ

∂r
--------

1
r
---

∂ur

∂ϑ
--------

uϑ

r
-----–+ 0.= =

r R t( ): 
∂uϕ

∂r
--------

1
r ϑsin
--------------

∂ur

∂ϕ
--------

uϕ

r
-----–+ 0.= =

r = R t( ) ξ : P Pσ 2ρν
∂ur

∂r
--------– PV– Pg– Pq–+ +  = 0.

ξ Ωd

Ω
∫ 0,=

ξer Ωd

Ω
∫ 0,=

u N1ψ1 r t,( ) N2ψ2 r t,( ) N3ψ3 r t,( ),+ +=

Ni
+

N1 —, N2 — r, N3× — — r×( ),×= = =

N1
+ —, N2

+– r —, N3
+× r —×( ) —.×= = =

N j
+Ni 0 at j i.≠=
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form

(21)

Substituting (18) into (21), taking into account
orthogonality condition (20), and bearing in mind that

N1 = –∆, we come to the equation for the potential
function:

(22)

The solution of (22) for the liquid (at r > R) is easily
obtained as the series in spherical functions:

(23)

In expression (23), we separate the zero-mode
(n = 0) terms that correspond to the radial vibration of
the bubble boundary and to the changes in the bubble
shape that do not alter its volume:

(24)

where  describes the radial vibration and

 describes the changes in the shape at constant vol-
ume.

With regard for (24), expression (18) can be recast as

(25)

This form will be used in the subsequent analysis.
Before proceeding to the scalarization of the Navier–
Stokes equation, we represent the pressure in the liquid
as the sum of two terms responsible for the radial vibra-
tion [superscript (r)] and for the changes in the shape
[superscript (s)] (by analogy with the potential compo-
nent ψ1 of the velocity):

(26)

Let us introduce the function H:

(27)

Assuming that a change in the pressure does not
affect the density of the liquid in (27), we find in view
of (26)

(28)

N1
+u 0.=

N1
+

∆ψ1 0.=

ψ1 r t,( )
Cnm

1 t( )
rn 1+

----------------Ynm ϑ ϕ,( ).
m n–=

m n=

∑
n 0=

∞

∑=

ψ1 r t,( )
C00

1 t( )
r

--------------=

+
Cnm

1 t( )
rn 1+

----------------Ynm ϑ , ϕ( )
m n–=

m n=

∑
n 1=

∞

∑ ψ1
r( ) ψ1

s( ),+=

ψ1
r( )

ψ1
s( )

u N1ψ1
r( ) r t,( ) N1ψ1

s( ) r t,( )+=

+ N2ψ2 r t,( ) N3ψ3 r t,( ).+

P P r( ) P
s( )

.+=

—H
1
ρ
---—P.=

H
P P∞–

ρ
----------------

P r( ) P s( ) P∞–+
ρ

------------------------------------= =

=  
P r( ) P∞–

ρ
--------------------- P s( )

ρ
-------- H r( ) H s( ).+≡+
Substituting (25) into Navier–Stokes equation (11)
and using (20) and (27), we arrive at three equations for
the scalar functions:

(29)

(30)

Substituting (28) into (29) and taking into account
the orthogonality of the spherical functions (i.e., equat-
ing the terms proportional to various spherical func-
tions) yields

(31)

(32)

The former equation corresponds to the radial vibra-
tion, and the other describes the changes in the shape at
constant volume.

The solution of Eq. (30) limited at r  ∞ has the
form [16]

(33)

where kn(z) is the modified spherical Bessel function of
the 3rd kind and S is the eigenvalue having the dimen-
sion of frequency.

To scalarize the boundary conditions, we will take
advantage of the expressions for the velocity field com-
ponents in the spherical coordinate system [15]:

(34)

where ∆Ω is the Laplacian angular part.

The substitution of (34) into scalarized kinematic
boundary condition (12) yields

(35)

From Eq. (35), which relates the scalar functions ψj

and the surface perturbation ξ, and relationships (23)

H
∂ψ1

r( )

∂t
------------–

∂ψ1
s( )

∂t
------------,–=

∂ψ j

∂t
--------- ν∆ψ j; j 2 3.,= =

P r( ) P∞ ρ
∂ψ1

r( )

∂t
------------,–=

P
s( ) ρ

∂ψ1
s( )

∂t
------------.–=

ψ j Cnm
j kn

s
ν
---r 

  YnmeSt;
m n–=

m n=

∑
n 0=

∞

∑=

j 2 3,,=

ur

∂ψ1
r( )

∂t
------------

∂ψ1
s( )

∂t
------------

1
r
---∆Ωψ3,–+=

uϑ
1
r
---

∂ψ1
s( )

∂ϑ
------------ 1

ϑsin
-----------

∂ψ2

∂ϕ
--------- 1

r
--- ∂

∂r
----- r

∂ψ3

∂ϑ
--------- 

  ,+ +=

uϕ
1

r ϑsin
--------------

∂ψ1
s( )

∂ϕ
------------

∂ψ2

∂ϑ
---------

1
r ϑsin
-------------- ∂

∂r
----- r

∂ψ3

∂ϕ
--------- 

  ,+–=

r R t( ): 
dR
dt
------- ∂ξ

∂t
------+

∂ψ1
r( )

∂t
------------

∂ψ1
s( )

∂t
------------

1
r
---∆Ωψ3.–+= =
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and (33), it readily follows that ξ can be represented as
the infinite series in spherical functions:

(36)

Note that condition (16) (the constancy of the vol-
ume during capillary vibration) yields Z00(t) = 0 and
condition (17) (the center-of-mass immobility),
Z1m(t) = 0. Therefore, summation in (36) must start
with n = 2. Since (35) is related to (23) and (33), one
can conclude that summation in the series for the func-

tions  and ψ3 also must start with n = 2. Thus,

(37)

(38)

(39)

In view of (37)–(39) and the orthogonality of the
spherical functions, expression (35) can be written in
the form of two equalities that describe the centrosym-
metric capillary vibration of the bubble (taking place at
the varying volume) and the axisymmetric capillary
vibration of its shape at constant volume:

(40)

(41)

The substitution of (34) into (13) and (14) yields

(42)

(43)

These equations must be solved on the spherical sur-
face r = R(t) of the bubble.

ξ Znm t( )Ynm.
m n–=

m n=

∑
n 0=

∞

∑=

ψ1
s( )

ξ Znm t( )Ynm,
m n–=

m n=

∑
n 2=

∞

∑=

ψ1
s( ) Cnm

1 t( )
rn 1+

----------------Ynm ϑ ϕ,( ),
m n–=

m n=

∑
n 2=

∞

∑=

ψ3 Cnm
3 kn

S
ν
---r 

  YnmeSt.
m n–=

m n=

∑
n 2=

∞

∑=

r R t( ): 
dR
dt
-------

∂ψ1
r( )

∂r
------------,= =

r R t( ): 
∂ξ
∂t
------

∂ψ1
s( )

∂r
------------

1
r
---∆Ωψ3.–= =

∂
∂ϑ
------- 2

∂
∂r
-----

ψ1
s( )

r
-------- 

  ∂2ψ3

∂r2
-----------

1

r2
---- 2 ∆Ω+( )ψ3–+

 
 
 

+
r
ϑsin

----------- ∂
∂ϕ
------ ∂

∂r
-----

ψ2

r
------ 

 
 
 
 

0,=

1
ϑsin

----------- ∂
∂ϕ
------ 2

∂
∂r
-----

ψ1
s( )

r
-------- 

  ∂2ψ3

∂r2
-----------

1

r2
---- 2 ∆Ω+( )ψ3–+

 
 
 

– r
∂

∂ϑ
------- ∂

∂r
-----

ψ2

r
------ 

 
 
 
 

0.=
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Let us apply the operator (1/sinϑ)(∂sinϑ /∂ϑ) to
Eq. (42) and the operator (1/sinϑ)(∂/∂ϕ) to Eq. (43) and
then combine the equations to obtain

(44)

Applying the operator (1/sinϑ)(∂/∂ϕ) to Eq. (42)
and the operator (1/sinϑ)(∂sinϑ /∂ϑ) to Eq. (43) and
then subtracting the equations, we obtain

(45)

The Laplacian and electrical pressures, like the pres-
sure in the liquid, can be represented as the sum of two
terms [17]. The first one is proportional to the zero-
order spherical function, and the other is the series in
spherical functions starting with the second-order func-
tion:

(46)

(47)

In view of (34), (46), and (47) and the orthogonality
of the spherical functions, Eq. (15) is split into two
equations:

(48)

(49)

Eventually, the problem being solved is subdivided
into two problems: determination of the centrosymmet-
ric radial vibration of the bubble and finding the spec-
trum of capillary waves on the surface of the constant-
volume bubble.

(4) (i) Consider the former problem. Substituting the

expression  = (t)/r into kinematic boundary

condition (40) and determining the constant (t), we
obtain

(50)

r R t( ): 2
∂
∂t
-----

ψ1
s( )

r
-------- 

  ∂2ψ3

∂r2
-----------

1

r2
---- 2 ∆Ω+( )ψ3–+ 0.= =

r R t( ): 
∂
∂r
-----

ψ2

r
------ 

  0.= =

Pσ
2σ

R t( )
----------

σ
R2 t( )
------------ n 1–( ) n 2+( )

m n–=

m n=

∑
n 2=

∞

∑+=

× Znm t( )Ynm Pσ
r( ) Pσ

s( ),+≡

Pq
Q2

8πεR4 t( )
----------------------

Q2

4πεR5 t( )
---------------------- n 1–( )

m n–=

m n=

∑
n 2=

∞

∑+=

× Znm t( )Ynm Pq
r( ) Pq

s( ).+≡

r R t( ): P r( ) Pσ
r( ) 2ρν

∂2ψ1
r( )

∂r2
--------------–+=

– PV Pg– Pq
r( )– 0,=

r R t( ): P s( ) Pσ
s( )+=

– 2ρν ∂
∂r
-----

∂ψ1
s( )

∂r
------------

1
r
---∆Ωψ3– 

  Pq
s( )– 0.=

ψ1
r( ) C00

1

C00
1

ψ1
r( ) R2 t( )

t
------------dR t( )

dt
-------------.–=
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Substituting (50) into dynamic boundary condition
(48) and taking into account (1), (31), (46), and (47), we
arrive at the equation for the radial motion of the bub-
bles:

(51)

Equation (51) is an ordinary nonlinear second-order
differential equation. It follows from the equations of
linear hydrodynamics and coincides with the well-
known Raleigh equation (which is derived from the
nonlinearized Navier–Stokes equation) up to the coeffi-
cient before the first-order derivative squared (this coef-
ficient does not influence stability analysis in the linear
approximation). The study of the radial motions of a
bubble in a liquid (see, e.g., [13]) involves the lineariza-
tion of Eq. (51) in the vicinity of the equilibrium state
(point of rest), which meets the condition P(R) = 0. In
this case, the bubble radius is given by R(t) = R + δR(t),
where δR(t) is of the first order of smallness. Then,
Eq. (51) is recast as

(52)

The characteristic equation for ordinary linear dif-
ferential equation with constant coefficients (52) has
the form

(53)

hence,

(54)

It is seen from (54) that the radial motion of the bub-
ble (~eλt) can be both stable and unstable depending on
the magnitude and sign of the derivative dP(R)/dR (the
sign of this derivative depends on a specific equilibrium
state of the bubble). In-depth stability analysis for the
radial motion of the bubble has been described in [13],
and we will not dwell on it.

(ii) Now let us find the spectrum of the capillary
vibration of the bubble shape at constant volume. In our
stability analysis, we will assume that the surface per-

turbation ξ and the potential function  exponen-
tially vary with time (eSt). Because of this, we put

Znm(t) = ZnmeSt and (t) = eSt in (37) and (38).
Bearing in mind that δR(t) in the expression R(t) = R +
δR(t) is a time-varying quantity of first order of small-
ness, we refer boundary conditions (41), (44), and (49)

R t( )d2R t( )
dt2

---------------- 2
dR t( )

dt
------------- 

 
2

+

+
4ν

R t( )
----------dR t( )

dt
------------- 1

ρ
---P R t( )( )– 0.=

R
d2δR t( )

dt2
------------------- 4ν

R
------dδR t( )

dt
----------------- 1

ρ
---dP R( )

dR
----------------δR t( )–+ 0.=

Rλ2 4ν
R

------λ 1
ρ
---dP R( )

dR
----------------–+ 0,=

λ 2ν
R2
------– 4ν2

R4
--------

1
ρR
-------dP R( )

dR
----------------+ .±=

ψ1
s( )

Cnm
1 Cnm

1

to the equilibrium state r = R. Then, substituting (37)–
(39) into (41) yields

(55)

With regard for the recurrence relations for modified
spherical Bessel functions of the 3rd order,

(56)

the substitution of (38) and (39) into (44) gives

(57)

Finally, the substitution of (38) and (39) into (49) in
view of (32), (46), (47), and (56) leads us to

(58)

Equations (55), (57), and (58) make up a set of uni-
form linear equations for the unknown coefficients Znm,

, and . This set will have a nontrivial solution
if and only if its determinant equals zero, which leads
to the dispersion relation

(59)

SZnm
n 1+( )
Rn 2+

-----------------Cnm
1 n n 1+( )

R
--------------------kn

S
ν
---R 

  Cnm
3–+ 0.=

dkn z( )
dz

---------------
n
z
---kn z( ) kn 1+ z( ),–=

d2kn z( )
dz2

------------------ 1 n n 1–( )
z2

--------------------+ 
  kn z( ) 2

z
---kn 1+ z( ),+=

–
2 n 2+( )

Rn 3+
--------------------Cnm

1 S
ν
--- 2 n 1–( ) n 1+( )

R2
-------------------------------------+

 
 
 

+

----× kn
S
ν
---R 

  2
R
--- S

ν
---kn 1+

S
ν
---R 

 + Cnm
3 0.=

n 1–( )
R2

---------------- σ n 2+( ) Q2

4πεR3
---------------– Znm

–
ρ

Rn 1+
----------- S

2ν n 1+( ) n 2+( )
R2

-----------------------------------------+ Cnm
1

+
2ρνn n 1+( )

R
------------------------------ S

ν
---kn 1+

S
ν
---R 

 



–
n 1–

R
-----------kn

S
ν
---R 

 

 Cnm

3 0.=

Cnm
1 Cnm

3

S3 2νS n 1+( ) 2n 1+( )
R2

------------------------------------------------ S
2ν n 2+( ) n 1–( )

R2
-----------------------------------------+ 

 +

+
n 1+( ) n 1–( ) n 2+( )αn

ρR3
--------------------------------------------------------- S

2ν 2n 1+( )
R2

---------------------------– 
 

+
2 Sν

R
-------------- S2 2νS n 1+( ) n 2+( ) n 1–( )

R2
-------------------------------------------------------------–



+
n 1+( ) n 1–( ) n 2+( )αn

ρR3
---------------------------------------------------------

 kn 1+ Sν 1– R( )

kn Sν 1– R( )
----------------------------------- 0,=
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where 

Equation (59) describes the spectrum of the capil-
lary vibration of the bubble surface at constant volume.
This equation must be analyzed numerically; however,
analytical expressions can be derived in the asymptotic
approximations of low- and high-viscous liquids.

(5) Consider the case of a low-viscous liquid. Mod-
ified spherical integral-order Bessel functions of the
3rd kind are given by [16]

(60)

If the viscosity of the liquid is so low that ν ! R2S,

the argument z =  of the spherical cylindrical
function is much greater than unity (z @ 1). Then, from
(60), one readily obtains the asymptotic relation

(61)

Substituting (61) into (59) and leaving the terms of
first order of smallness with respect to viscosity, we
come to the dispersion relation

(62)

Directing the viscosity to zero in (62), we deduce
the expression for the frequency of the capillary vibra-
tion of the bubble in perfect liquid:

(63)

It follows from (63) that the bubble is unstable
against deformation at constant volume if αn ≤ 0.
Within our model, this condition should be met jointly
with the condition P(R) = 0; thus, we arrive at the set of
equations

(64)

Equation (64) implies that the bubble becomes
unstable when the electrical pressure equals the Lapla-
cian pressure and the pressure of the gas–vapor mixture
equals the pressure in the liquid. Physically, such a con-
clusion is quite obvious: if the pressure of the mixture

αn σ Q2

4πε n 2+( )R3
---------------------------------.–=

kn z( ) πe z–

2z
---------- n k+( )!

k! n k–( )!
----------------------- 2z( ) k– .

k 0=

n

∑=

Sν1R

kn 1+ z( )
kn z( )

------------------ 1 n 1+
z

------------ o
1
z
--- 

  .+ +=

S3 2 Sν
R

-------------- 4ν n 1+( )2

R2
--------------------------+ 

  S2 S
2 Sν

R
-------------- 2νn

R2
---------–+ 

 + +

×
n 1+( ) n 1–( ) n 2+( )αn

ρR3
--------------------------------------------------------- 0.=

S i
n 1+( ) n 1–( ) n 2+( )αn

ρR3
---------------------------------------------------------  iω0.±≡±=

αn σ Q2

4πε n 2+( )R3
--------------------------------- 0,≤–=

P R( ) PV Pg0

P0

R
----- 

 
3γ Q2

8πεR4
--------------- 2σ

R
------– P∞–+ + 0.= =
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in the bubble exceeds the pressure in the liquid, any
thermal perturbation of the surface shape is eliminated
because of the pressure drop between the bubble and
the liquid; if the pressure drop has the opposite sign,
any thermal perturbation of the surface shape will grow.

In view of the circumstance that the second mode in
(64) may lose stability first, one easily obtains the con-
dition of bubble instability against shape variation:

In a viscous liquid, surface shape variations will
decay because of viscous energy dissipation. Thus, the
frequency of the surface vibration of the bubble in a vis-
cous liquid can be represented in the form S = ±iω0 +
δS, where δS is of first order of smallness with respect
to viscosity. Substituting this expression into (62) yield
the correction to the frequency

(65)

This correction defines the damping constant for the
surface vibration of the bubble in a low-viscous liquid,
which was calculated long ago by Lamb [18].

(6) For the case of a high-viscous liquid ν @ R2S, the
argument of the cylindrical function tends to zero.
Then, only the higher-order terms of the singular part in
series (60) must be left:

(66)

(67)

From (66) and (67),

(68)

Substituting (68) into (59) yields the dispersion rela-
tion for the capillary vibration of the bubble at constant
volume for a high-viscous liquid:

(69)

Q2

16πεσR0
3

----------------------
Pg0

P∞ PV–
-------------------γ .≥

δS
ν n 2+( ) 2n 1+( )

R2
-----------------------------------------.–=

kn z( ) πe z–

2z
---------- 2n( )!

n! 2z( )n
-----------------

2n 1–( )!
n 1–( )! 2z( )n 1–

-------------------------------------+
=

+ 2n 2–( )!
n 2–( )!2! 2z( )n 2–

------------------------------------------ o
1

zn 2–
---------- 

 

 ,+

kn 1+ z( ) πe z–

2z
---------- 2n 2+( )!

n 1+( )! 2z( )n 1+
--------------------------------------

2n 1+( )!
n! 2z( )n

----------------------+
=

+ 2n( )!
n 1–( )!2! 2z( )n 1–

------------------------------------------ o
1

zn 1–
---------- 

 

 .+

kn 1+ z( )
kn z( )

------------------ 2n 1+
z

--------------- z
2n 1–
--------------- o z( ).+ +=

S2 2νS

R2
--------- n 2+( ) 2n2 1+( )

2n 1+( )
---------------------------------------- ω0

2+ + 0.=
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From (69) at νR–2 @ ω0, one readily obtains

(70)

It follows from (70) that the bubble becomes unsta-

ble (i.e., S ≥ 0) when αn ≤ 0, or  ≤ 0 (as for the case
of low viscosity), but the instability increment here is
small, since ω0 ≤ νR–2. It is worth noting that the instability
increment for a charged bubble is inversely proportional to
the viscosity, as for a charged viscous drop [19].

At  > 0, both roots of (70) are negative and define
the damping constants of the capillary vibration of the
bubble surface. The first root is much larger and is of
greater interest from the physical point of view (as for
the case of waves on the planar surface of a viscous liq-
uid [20]), since vibrations related to the second root
rapidly decay.

(7) The conclusions following from the asymptotic
considerations are supported by numerical calculations.
They were performed by jointly using Eqs. (59) and

S1

ω0
2R2

2ν
------------ 2n 1+

n 2+( ) 2n2 1+( )
----------------------------------------– O

1

ν3
----- 

  ,+=

S2
2ν
R2
------ n 2+( ) 2n2 1+( )

2n 1+
----------------------------------------– O

1
ν
--- 

  .+=

ω0
2

ω0
2

P(R) = 0 written in dimensionless variables where R0 =
ρ = σ = 1 and all the physical parameters are expressed
in terms of their characteristic scales:

In this basis, the problem is characterized by three
dimensionless parameters: the Rayleigh parameter W =
Q2/(16πε), the parameter that describes the pressure in
the bubble β = Pg0/2, and the parameter that defines the
pressure in the liquid β∗  = (P∞ – PV)/2. Depending on
the values of these parameters, the equation P(R) = 0
has one or two solution or does not solutions at all, as
follows from (1) and Descartes’ rule of signs [13]. If
β∗  > 0 and the other two parameters are arbitrary
(region A), we have one solution. In region B (β∗ cr <
β∗  < 0 and the Rayleigh and gas parameters are smaller
than their critical values), two equilibrium states arise.
Finally, in region C (where β∗  < β∗ cr, W > Wcr , and β >
βcr), no solution is found.

P*
σ
R0
-----, R* R0, Q* R0

3σ,= = =

ν*
R0σ
ρ

---------, S* σ
ρR0

3
---------.= =
0
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3
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Fig. 1. Complex frequency vs. Rayleigh parameter for n = 2, γ = 1, β = 0.2, and β∗  = 1. ν = (1) 0.005, (2) 0.06, and (3) 0.1.
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Fig. 2. Complex frequency vs. parameter β that characterizes the gas pressure in the bubble for n = 2, γ = 1, W = 0.1, and β∗  = 1.
ν = (1) 0.05 and (2) 0.3.
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Equilibrium states with a (1) smaller and a (2) larger radius.

1

In region A, the frequencies of the surface vibration
and the damping constant decrease with increasing W.

At a certain critical value of W = , the damping
constant vanishes and then becomes negative, turning
to the instability increment (Fig. 1). The instability
increment decreases as the viscosity grows. In this
range, the stability of the bubble considerably depends
on the initial pressure of the gas. When the gas pressure
decreases, the real part of the complex frequency also
(as in the case of increasing Rayleigh parameter) passes

β/β*
γ

TECHNICAL PHYSICS      Vol. 46      No. 11      2001
through zero, causing instability, as follows from the
curves S = S(R(β)) (Fig. 2).

In region B, the bubble is absolutely stable against
surface perturbations. For example, when the Rayleigh
parameter grows, the capillary vibration frequency and
the damping constant decrease for the equilibrium bub-
ble with a lower radius and, conversely, increase for the
bubble with a larger radius (Fig. 3). The reason is that
when the Rayleigh parameter grows, two solutions of
the equation P(R) = 0 converge at a boundary point
between regions B and C and then disappear. An
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Fig. 6. Complex frequency vs. viscosity for n = 2, γ = 1, and W = 0.05. β∗  = (1, 2) 0.6 and (3) –0.6. β = (1) 0.5 and (2, 3) 0.1.
3, equilibrium state with a larger radius.

2

1

increase in the gas pressure also does not affect the
shape stability of the bubble, as is seen in Fig. 4.

In region B, an increase in both the pressure in the
liquid and the Rayleigh parameter does not affect the
shape stability. As follows from Fig. 5, an increase in
the pressure in the liquid decreases the frequencies and
the damping constant for the equilibrium bubble with
both a small and a large radius. However, for β∗  = 0, the
larger-radius equilibrium state disappears, while the
smaller-radius one passes to region A and soon
becomes unstable.

The complex frequency vs. viscosity behavior is simi-
lar for any of the regions and equilibrium states. Specifi-
cally (Fig. 6), the capillary vibration frequencies drop with
increasing viscosity. The damping constant first linearly
increases in the low-viscosity range and then starts to
decrease, which is in good qualitative and quantitative
agreement with the above asymptotic calculations.

CONCLUSION

The bubble becomes unstable against shape varia-
tion only if the pressure in the liquid exceeds the pres-
sure of the saturated vapor–gas mixture in the bubble.
Conversely, the bubble is unstable against volume vari-
ation only if the pressure in the liquid is lower than in
the bubble. The charge on the bubble significantly
diminishes the critical pressure in the liquid at which
shape instability occurs. The more viscous the liquid,
the smaller the instability increment. The effect of vis-
cosity on the damping constant is different in low- and
high-viscous liquids. In the former case, the damping
constants for the surface and radial components linearly
increase. At a high viscosity, the damping constant for
the surface component starts to decrease, while that for
the radial component continues growing.
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Abstract—The exact solution of the equation for steady-state diffusion of a three-component mixture is pre-
sented for a closed system of two capillary-connected bulbs. The solution, obtained in the whole range of con-
centrations, makes it possible to compute the concentration profiles of the components and the distribution of
the mixture density over the capillary. It is shown that an extremum of the mixture density may arise inside of
the capillary when the components greatly differ in diffusion coefficients. Specifically, when the mixture in the
lower bulb is denser than in the upper one and the stratification of the system is stable, an inverse density gra-
dient region may occur in the capillary, this region being unstable against gravitational convection. © 2001
MAIK “Nauka/Interperiodica”.
Free convection in an inhomogeneous three-compo-
nent gas mixture in the gravity field when the mixture
at the bottom is denser than at the top was discovered in
1966. As has been demonstrated in pioneering works
[1–3] and subsequent experimental studies [4, 5], the
convection shows a number of intriguing features.

(1) In passing from stable to convective diffusion,
the component fluxes grow several tens or several thou-
sands times.

(2) The convection rate reaches a maximum at a cer-
tain pressure (≈3 MPa) and then is reduced nearly to
zero as the pressure further increases.

(3) The anomalous separation of the mixture when a
heavy component penetrates through the capillary
faster than a light one has been observed.

(4) Three convection conditions—monotone, oscil-
latory, and random—have been observed.

(5) The recurring kinetic phase transition has been
discovered: during a single event of three-component
mixing, the conditions in the two-bulb system alternate
in the order stable diffusion  convection  stable
diffusion  convection  stable diffusion as the
difference in component concentrations decreases.

To find reasons for the anomalous convection, a sys-
tem of equations for three-component steady-state dif-
fusion through a capillary was solved in the case when
one of the components has a low concentration [5].
However, for finite concentrations of the components,
the solution turns out to be physically unreasonable: the
concentration profile of one of the components shows
an extremum in the capillary. In this paper, the exact
solution for a system of equations for steady-state
three-component diffusion throughout the concentra-
tion range is presented for a closed system of two cap-
illary-connected bulbs.
1063-7842/01/4611- $21.00 © 21367
We consider steady-state diffusion of a three-com-
ponent mixture of ideal gases through a long capillary:
L @ R, where L and R are the capillary length and
radius, respectively (Fig. 1). For definiteness, the com-
ponents will be numbered by subscripts i = 1, 2, and 3
so that m1 < m2 < m3, where mi is the molecular weight
of the ith component.

Let the concentrations of the components and the
pressures in the bulbs be kept constant. Then, three-
component steady-state diffusion through the capillary
is described by the system of equations

(1)

where T is the gas temperature; n is the gas density,
which varies along the capillary due to the barotropic

T const; ci

i

∑ 1; n ciui

i

∑ 0;= = =

div nciui( ) 0; i 1 2;,= =

cic j

Dij

-------- ui u j–( )
j 1=

3

∑ grad ci( ); i– 1 2,,= =

C1i
P1

C2i
P2

L

r

z
2R

1 2

r = 0
z = 0

Fig. 1. Diffusion through the capillary: (1, 2) bulbs.
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effect and gravitation; ci is the molar concentration of
the ith component; ui is the vector of the averaged
velocity of the ith component; and Dij is the coefficient
of interdiffusion for the ith and jth components. The last
equation in (1) is known as the Stefan–Maxwell equa-
tion. System (1) is complete, because it involves twelve
independent equations and twelve unknowns (ci, ui).

Since the capillary is long and the gas as a whole
does not move in it, the components of the mixture be
uniformly distributed in the transverse direction, so that
one should solve the one-dimensional diffusion prob-
lem. The averaging of system (1) over the capillary
cross section yields the following system of equations
(the temperature equation is omitted):

(2)

where Ji is the total flux of the ith component through
the capillary, S is the channel cross-sectional area, and
ji = nciui is the ith component flux density.

The boundary conditions for system (2) are given by

(3)

where Cik is the component concentrations (i = 1, 2 is
the component number and k = 1, 2 is that of the bulbs).

In view of the notation introduced into (2), one can
transform the Stefan–Maxwell equation to

(4)

Taking into account that ji = const and j3 = –(j1 + j2),
we get the system of linear inhomogeneous equations
with constant coefficients for two independent concen-
trations:

(5)

where ji are arbitrary constants of integration that
should be determined from the boundary conditions.

The solution of a system of linear inhomogeneous
equations is the sum of the particular solution of the

ci

i

∑ 1; n ciui

i

∑ 0;= =

nciui consti ji

Ji

S
----; i 1 2;,= = = =

cic j

Dij

-------- ui u j–( )
j 1=

3

∑ dci

dz
-------; i– 1 2,,= =

c1 0( ) C11, c2 0( ) C21, c1 L( ) C12,= = =

c2 L( ) C22,=

1
nDij

---------- c j ji ci j j–( )
j 1=

3

∑ dci

dz
-------; i– 1 2.,= =
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dz
-------- c1 j2

1
D12
-------- 1

D13
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  c2 j1
1

D12
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D13
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-------- c2 j1

1
D12
-------- 1

D23
--------– 

 –+
j2–

D23
--------,=
inhomogeneous system, cFi, and the general solution of
the homogeneous system, c0i:

The general solution of the homogeneous system
can be written as

(6)

Using the notation

we will obtain

(7)

Substituting (6) and (7) into the initial system of
equations yields the expressions for the coefficients Ali;
eventually, the general solution of the homogeneous
system can be written as

(8)

where Ki are constants of integration.
The partial solution of the inhomogeneous system

can be found as a linear function of z:

(9)

The general solution of inhomogeneous system (5)
is the sum of the partial solution of the inhomogeneous
system, cFi, and the general solution of the homoge-
neous system, c0i. The constants of integration Ki and ji

should be determined from boundary conditions (3).
The fluxes ji cannot be expressed in terms of the con-
centrations at the ends of the channels, and the values
of Ki are obtainable from the first and second boundary
conditions (3) in the form of

(10)

The flux densities ji can be found by numerically
solving the set of the penultimate and last equations

ci cFi c0i.+=

c0i Alie
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from boundary conditions (3). The resulting solution
can be used to calculate the mixture density profile in
the capillary:

(11)

here, we neglect the diffusion barotropic effect because
of its smallness in a continuous medium. Substituting
concentrations (8) and (9) into (11) and differentiating
the resulting expression, we obtain the position zex of
the density extremum in the capillary:

(12)

where ρV = ji is the density of the mass flux from
the bulb containing the denser mixture to that with the
mixture of lower density.

The extremum is due to the exponential term in (8),
which becomes a constant when

in this case, the density extremum is absent.
To clarify the type of the extremum, one must calcu-

late the second-order derivative of the density with
respect to the z coordinate:

(13)

The value of the second-order derivative at the
extreme point is obviously nonzero; hence, this is an
extremum, rather than an inflection. However, we can-
not predict the sign of the second-order derivative; in
other words, both the maximum and the minimum of
the mixture density may occur in the capillary.

Notice that only the density of the mixture may
show an extremum: the concentration of the compo-
nents is a monotonic function of z, decreasing from the
bulb with a higher concentration to that with a lower
one. Thus, the concentration profiles in [5] are incor-
rect.

For diffusion in a vertical capillary (in the gravita-
tional field), the density extremum in the capillary may
result in the convection instability of the diffusion pro-
cess even when the lower density mixture is at the top.
The experimental investigations into the convective
instability of diffusion of various three-component gas
mixtures through a vertical capillary have been
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reported in [5]. The diffusion instability showed up as a
significant rise in the flux of the components through
the channel as compared with molecular diffusion. The
compositions of the mixtures and the concentrations of
the components for which the instability appeared were
listed in [5].

The profiles of the density in the capillary were cal-
culated with (8) and (9) for several mixtures used in the
experiments [5] (see Figs. 2–5). Convection has been
experimentally observed in these mixtures.

The capillary length L has no effect on the shape of
the concentration and density profiles; therefore, all the
computations were performed for the unit length. For
the same reason, we can obtain the concentration and
density profiles for any segment of the z axis (Figs. 2–
5) if the proper concentrations are kept in the bulbs.

The stability against gravitational convection is
always disturbed [5] when the density extremum in the
capillary occurs (Figs. 2–5). Thus, in the process of dif-
fusion in a three-component mixture, gravitational con-
vection is due to the minimum of the mixture density
inside the capillary. Here, two points are noteworthy.
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∑
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Fig. 2. Ar–(0.7 He + 0.3 R12) mixture (R12 is Freon used
in rf plasma etching). (a) Concentration profile along the
capillary and (b) density profile of the three-component
mixture at n = 1. zex was calculated with (12). jHe =

−4.238 × 10–5 m/s and jAr = 4.247 × 10–5 m/s.
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Fig. 3. Same as in Fig. 2 for N2–(0.38H2 + 0.62CO2) mix-

ture,  = –2.512 × 10−5 m/s, and  = 2.896 × 10–5 m/s.jH2
jN2
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First, the density extremum inside the capillary is the
original cause of the convection; however, once the
convection has arisen, the above formulas become
invalid. The density profile with an extremum will reap-
pear if the convection stops. Second, the relative change
in the density (ρmin/ρmax) for the gas mixtures shown in
Figs. 2–5 ranges between 0.72 and 0.94. For a 1-m-long
vertical capillary, the relative change in the density due
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Fig. 4. Same as in Fig. 2 for Ar–(0.7 He + 0.3 Freon 12)
mixture.  = –4.829 × 10–5 m/s and  = 4.833 ×

10−5 m/s.

jH2
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Fig. 5. Same as in Fig. 2 for Ar–(0.7N2 + 0.3CO2) mixture.

jHe = –2.944 × 10−5 m/s and  = 3.041 × 10–5 m/s.jN2
to gravitation is specified by the Boltzmann factor

which is equal to 0.9995 for the heaviest gas (Freon).
Thus, we can assert that the change in the density due
to three-component diffusion predominates in the case
of a vertical capillary as well. The shorter the capillary,
the less the relative change in the density due to gravi-
tation; at the same time, the change due to three-com-
ponent diffusion remains constant. Moreover, since the
explicit expression for the density (pressure) profile
along the capillary has not been used in the solution, it
can easily be extended for a vertical capillary by multi-
plying by the barometric Boltzmann factor. In the gen-
eral case, the exponent in the Boltzmann factor depends
on the vertical coordinate; however, since the relative
change in the density is small, one can roughly use the
average molecular weight of the mixture in the capil-
lary.

The occurrence of the density minimum is due to the
presence of the third component in the mixture. For this
minimum to arise, the diffusion coefficients of the com-
ponents must significantly differ.
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Abstract—A general solution to the problem of the steady-state spherical expansion of a current-carrying mul-
ticomponent plasma into a vacuum is derived. It is shown that, in vacuum arc discharges, the main force accel-
erating the cathode material, which becomes a plasma at distances of 1 to 300 µm from the cathode surface, is
the electron pressure gradient force maintained by Joule heating. It is established that ions of different charges
move with the same hydrodynamic velocity, which is uniquely determined by the mass and mean charge of the
ions and the maximum electron temperature in the cathode region. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A distinctive feature of electric discharges in a vac-
uum is rapid phase transitions of the cathode material
from a solid state to liquid, gaseous, and plasma states
(the plasma state is divided into the three substates: a
dense nonideal plasma, a moderately rarefied plasma,
and a collisionless plasma). In such discharges, the
originally immobile cathode material is progressively
accelerated to velocities of about 106 cm/s and, over the
acceleration distance, the particle density decreases
from N ≅  1023 to ≤1010 cm–3 [1].

Currently, in the literature, there is considerable dis-
cussion of the mechanism for ion acceleration. A uni-
fied viewpoint regarding the region where the accelera-
tion rate is the highest is lacking: the three candidates
are (i) the region of a nonideal plasma with a very high
density or even of a gas with a solid state (metallic) den-
sity [2, 3], (ii) the region of the hydrodynamic flow of a
collisional ideal plasma [4–7], and (iii) the region of the
collisionless motion of plasma particles [8–10]. Of
course, the mechanism for ion acceleration should dif-
fer between the three regions of different particle den-
sities. In the first region, the acceleration is thought to
be primarily due to the energy release at the hydrody-
namic and electromagnetic discontinuities that arise
from phase transitions of the cathode material during
the discharge [2, 3]. In the second region, a quasineutral
plasma jet is thought to be accelerated by the pressure
gradient force maintained by the Joule heating when
the current flows through the plasma [4–7]. In the third
region, the ions of different charges are thought to be
accelerated independently [8, 10] (in the stage of colli-
sionless plasma motion) by an anomalous electric field
that may be generated in a certain part of the interelec-
trode gap as a result of the possible formation of a
potential hump between the anode and the cathode and
1063-7842/01/4611- $21.00 © 1371
is directed toward the anode [8]. Because of this, the
velocity of the ions of the same mass m but of different
charge numbers Zk is approximately equal to Vk ≅
(2Zke∆Φ/m)1/2, where ∆Φ is the potential difference
across the acceleration region.

Over a distance of several microns from the cathode,
the plasma parameters are impossible to measure; con-
sequently, the relative importance of different accelera-
tion mechanisms can only be evaluated from the results
of measurements at larger distances. It is well known
[1, 11] that, in low-current (Iarc < 300 A) vacuum arcs,
the ion composition and velocity are independent of the
length l and geometry of the interelectrode gap, pro-
vided that the gap is long enough (l ≥ 0.3–1 cm). This
fact gives an upper estimate of the distances over which
the cathode material is ionized and accelerated. That is
why the results of measurements of the ion velocities at
distances r ≥ 1 cm from the cathode surface can serve
as a check on the validity of theoretical ideas about ion
acceleration in the cathode region. It should be noted
that, for high currents (Iarc > 300 A) and short current
rise times, the ions can be additionally accelerated out-
side the cathode region [12, 13] because of the com-
pression of the plasma by its own magnetic field.

The experimental data available on the ion veloci-
ties are contradictory: first, the absolute values of the
ion velocities measured in experiments with the same
cathode material are different and, second, in some
experiments [9, 14], the ion velocities are observed to
increase with ion charge, while this is not so in other
experiments [15–17]. The model calculations for a Cu
cathode [6] also do not exhaustively clarify the situa-
tion. According to these calculations, the velocity of
Cu2+ ions is higher than that of Cu+ ions by about 10–
15%. Conversely, in [9, 14], the velocity of Cu2+ ions
was observed to be higher by 25–30%, and the velocity
2001 MAIK “Nauka/Interperiodica”
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of Cu3+ ions, by 45–50%. On the other hand, the exper-
iments of [15] revealed no dependence of the velocity
of these ions on their charge.

This paper is devoted to constructing a theory that
describes the acceleration of a multicomponent gas-dis-
charge plasma and makes it possible to calculate the
velocities of ions of different charges for any cathode
material. The question of what might be the dominant
acceleration mechanism is answered by comparing the-
oretical predictions with the experimentally observed
interrelations among the parameters of the plasma jet,
without making any reference to the parameters that are
derived indirectly from experimental measurements.

EQUATIONS OF ION MOTION

It is well known [1] that, in the cathode region of a
vacuum arc, the plasma exists in the form of a set of
individual microjets emitted from cathode microspots
(i.e., emission centers or current cells) with a diameter
of about a ≈ 1–3 µm and a current of about I ≈ 1–10 A.
The acceleration of a microjet can be studied in a one-
dimensional approximation. As was shown in [18], the
results obtained in this way agree well with the results
computed for the jet axis from a two-dimensional
model. We consider the spherical expansion of a plasma
from a spherical surface of radius r0 ≅  a into a cone hav-
ing a solid angle Ω .

Let a multicomponent plasma be composed of elec-
trons and several ion species with the same mass m but
with different charge numbers Zk. The equation of
motion of the ions of species k has the form

(1)

where Nk and Vk are the density and velocity of the ions
of species k, the ion temperature T+ is assumed to be the
same for all ion species, Φ is the electric potential, r is
the distance from the center of the sphere, and dk/dt =
Vkd/dr in a steady state.

The ion–electron and ion–ion frictional forces are
described by the relationships

(2)

(3)

where the quantities

(4)

are the characteristic electron–ion and ion–ion collision
times in the case of singly charged ions [19]. The rest
of the notation in formulas (2)–(4) is as follows: me, Ne,
Te, and Ve are the mass, density, temperature, and veloc-

mNk

dkVk

dt
----------- = 

d NkT+( )
dr

---------------------– ZkeNk
dΦ
dr
------- Rkj Rke,+

j

∑+–

Rke α0Zk
2

f kmeNe Ve Vk–( )/τe,=

Rkj Zk
2Z f

2 f k f jmN+ V j Vk–( )/τ+,=

τe

3 meTe
3/2

4 2πe4N+ Λln
------------------------------------, τ+

3 mT+
3/2

4 πe4N+ Λln
---------------------------------= =
ity of the electrons, respectively; N+ =  is the
total ion density; fk = Nk/N+ is the relative fraction of the

ions of species k (  = 1); lnΛ is the Coulomb log-
arithm; and α0 = 0.51, 0.44, and 0.40 for Zk = 1, 2, and 3
[19] (in what follows, we neglect the dependence α0(Z)
and set α0 ≈ 0.45; we also assume that lnΛ = 4).
Because of the plasma quasineutrality, we have Ne =

Nk = 〈Z〉N+, where 〈Z〉  = fk is the mean ion
charge number.

When collisions between the particles are suffi-
ciently frequent, the plasma can be described in the
hydrodynamic model. In this case, it is convenient to
use the equation of ion motion in terms of the hydrody-
namic velocity

(5)

and the diffusion-like equations for the relative (diffu-
sive) ion velocities Uk = Vk – V [19, 20]. This diffusion
approximation implies that dkVk/dt ≈ dV/dt; in other
words, the terms proportional to dUk/dt can be
neglected in comparison with the terms proportional to
Uk/τ, which are present in the expression for the fric-
tional forces [19]. The equation for the hydrodynamic
velocity V can be obtained by summing the equations of
motion (1) for all ion species and taking into account

the relationship  = 0:

(6)

Here,

is the plasma electric conductivity, 〈Z2〉  = fk, j =
I/S is the absolute value of the current density, and S =
Ωr2 is the cross-sectional area of the jet. Since, in a
steady state, the mass and charge fluxes along a plasma
jet, G = mN+VS and I = eNe(Ve – V)S, remain
unchanged, the electron-to-ion velocity ratio is Ve/V =
const ≈ 1/η @ 1 and the current strength can be repre-
sented as

(7)

where η = 〈Z〉eG/mI is the dimensionless erosion coef-
ficient, which is only weakly dependent on the cathode
material, η = 0.05–0.1 [1]. We sum up the equation of
inertialess electron motion,

(8)
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e2Neτe
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and Eq. (6) in order to arrive at the equation of plasma
motion

(9)

where pe = NeTe and p+ = N+T+ are the electron and ion
pressures, respectively.

From Eq. (9), we can see that the main mechanism
for plasma acceleration is associated with the pressure
gradient, which is maintained at a sufficiently high level
by the current that flows through the plasma and
heats it.

The equations for the diffusive velocities can be
derived from Eqs. (1) by substituting into it the acceler-
ations dkVk/dt ≈ dV/dt which follow from Eq. (6). Tak-
ing into account the inequality me/τe ! m/τ+, we finally
arrive at the following set of linear algebraic equations
for the relative ion velocities Uk:

(10)

In order to solve these equations, we must take into
account the fact that they are linearly dependent, so that
one of them should be replaced with the equation

(11)

which is a direct consequence of relationship (5).

HEAT BALANCE EQUATIONS

As the current flows through the plasma, the Joule
heat is almost completely (to within terms on the order
of me/m) deposited in the electron gas because of the
stochastization of the electron current velocity Ve – V in
electron–ion collisions [19]. As a result, the electrons
are heated and the plasma becomes thermally nonequi-
librium (Te > T+) and only afterward a fraction of the
Joule heat is transferred from the electrons to the ions
due to heat-exchange processes. Consequently, without
allowance for heat conduction, the heat balance equa-
tions for the electrons and ions can be written in the
form [19]

(12)

(13)

where γ = 5/3 is the adiabatic index and the heat
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exchange rate is described by the expression

(14)

We take into account relationships de/dt = Ved/dr,
d/dt = Vd/dr, and Ve @ V and sum up Eqs. (12) and (13).
As a result, we arrive at the following heat balance
equation in terms of only the electron temperature:

(15)

HYDRODYNAMIC ION VELOCITY

In order to solve for the hydrodynamic velocity of
all ion species, we turn to the cold ion approximation
(T+ = 0); as will be shown below, this approximation is
valid by virtue of the inequality 〈Z〉Te @ T+. Taking into
account the relationships d/dt = Vd/dr and Ne = 〈Z〉N+
and using expression (7) and Eqs. (9) and (15), we
obtain the equations

(16)

(17)

where Vs = (γ〈Z〉Te/m)1/2 is the local speed of sound and
f(Te, r) = eI/(5σTeΩr).

It is easy to see that, at the spherical surface at which
the ion velocity is equal to the local speed of sound, the
denominator of the right-hand sides of Eqs. (16) and
(17) vanishes. Consequently, for the solution to be con-
tinuous, the numerators of the right-hand sides of both
these equations should also vanish at this surface. We
thus arrive at the requirement f(Te, r) = 1. Denoting the
radius of this critical surface by r = r∗  and the electron
temperature at this surface by T∗  and taking into
account relationships (4), we can rewrite the require-
ment as

(18)

where C∗  ≈ 0.1 eV(cm/A)2/5.

Under the approximate equality 〈Z2〉  ≈ 〈Z〉2, expres-
sion (18) passes over to the expression obtained previ-
ously in [7, 22].

We also introduce the dimensionless coordinate x =
r/r∗  and the dimensionless temperature Θ = Te/T∗  and
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define the Mach number M = V/V∗  as the ratio of the
local ion velocity to the speed of sound V∗  =
(γ〈Z〉T∗ /m)1/2 at the critical surface. Taking into account

relationships (18) and σ ∝  , we have f(Te, r) =
Θ−5/2x–1 at an arbitrary surface, in which case Eqs. (16)
and (17) become

(19)

(20)

The boundary conditions for these equations have
the form M = 1 and Θ = 1 at x = 1. The derivatives at the
surface x = 1 that are required to solve Eqs. (19) and
(20) can be found by applying l’H pital’s rule to their
right-hand sides: dM/dx = 1.88 and dΘ/dx = 0.75. One
can see that Eqs. (19) and (20) contain no parameters of
the cathode jet, so that the solutions M(x) and Θ(x) are
universal functions of the dimensionless distance r/r∗
[7]. The profiles of the solutions M(x) and Θ(x) over
distances x < 20 from the cathode surface are shown in

Te
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--------
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ô

0.5
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Te/T*
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1.0

1.5

10 15 20

M

Fig. 1. Profiles of the Mach number and relative electron
temperature along the plasma jet.

Table

r/r* M Te/T*

1 1 1

10 2.78 0.63

102 3.25 0.26

103 3.42 0.10

104 3.52 0.03

105 3.57 0.01
Fig. 1, and some of the values of the solutions at longer
distances x are given in the table.

Taking into account the fact that the critical surface
is located at a small distance from the spherical surface
from which the plasma is emitted (∆r = r∗  – r0 ≈ 0.2r0

[7, 22]), we can set r∗  ≅  r0 ≅  a, where a ≈ 1–3 µm is the
diameter of a cathode microspot [1]. From the table, we
can see that, in this case, the Mach number attains its
limiting value Mlim ≈ 3.5 at distances larger than 1 mm
from the emitting surface. Since, in all of the published
experiments, the ion velocities were definitely mea-
sured at larger distances, the ion velocity in a vacuum
arc over the main part of the interelectrode gap can be
set equal to

(21)

The electron temperature T∗  at the critical surface
can be calculated from relationship (18). However, a
unified viewpoint regarding the diameter of a
microspot, a ≅  r∗ , and the current I emitted by the
microspot is still lacking. That is why theoretical ideas
about the ion acceleration mechanism should be veri-
fied by comparing theoretical predictions with the
experimentally observed interrelations among the
parameters of the cathode plasma jet. This can be done
by using relationship (21), which contains exclusively
the parameters that can be measured experimentally.

Wieckert [6] showed that, in the case of a copper
cathode, the ion composition becomes essentially fixed

near the maximum of the electron temperature ,
which corresponds approximately to the temperature at

the critical surface,  ≈ T∗  (see Fig. 1). Consequently,
in the region r/r∗  > 1, the ion composition can be
assumed to be unchanged. For the same reason, the

electron temperature values  obtained by Anders
[23] for the fixed ion composition are close to the tem-
perature T∗ . Figure 2 compares the ion velocity calcu-

lated from relationship (21) for the values of T∗  ≈ 
and 〈Z〉  taken from [23, 24] with the velocities mea-
sured in four series of experiments with cathodes made
of different materials. The closed squares, open trian-
gles, and open circles correspond to the ion velocities
measured in the experiments of E.M. Oks’s group by
the methods of short-time current jump [15, 16], cur-
rent break [16], and current pulse modulation [17],
respectively. The crosses show the results of earlier
measurements carried out by Davis and Miller [9, 10]
with the help of an energy analyzer. From Fig. 2, we can
see that the ion velocities measured by Davis and Miller
are systematically lower (by 30–50%) than those calcu-
lated theoretically or recorded by Oks’s group. As was
mentioned in [16], a possible cause of this discrepancy
is that, in the experiments of Davis and Miller [9], the
discharge chamber was kept at an insufficiently high

V lim M lim γ Z〈 〉 T*/m( )1/2 20 Z〈 〉 T*/m( )1/2.≈=

Te
m

Te
m

Te
exp

T*
exp
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vacuum so that the ions could have been decelerated by
the residual gas.

The results calculated from relationship (21) agree
well with the data from measurements by the current
jump method in experiments with Mg, Al, Ti, Cu, Pb,
Bi, and Zr cathodes [15], the discrepancy being at most
10% (Fig. 2). For the same cathode materials, the dis-
agreement between the experimental results obtained
by the current break method [16] and relationship (21)
amounts to 20–30%. The ion velocities measured by
the current pulse modulation method [17] for 41 cath-
ode materials differ, on average, from the calculated ion
velocity by 10%, in which case the velocities measured
in experiments with the six lightest cathode materials—
C, Mg, Al, Si, Ca, and Ti—systematically exceed (by
50–80%) the calculated velocity and the velocities
measured by the other methods. The reason for such a
large discrepancy is still unclear. Presumably, light
ions, whose gyrofrequency ω = eB/mc is high, were sig-
nificantly affected by the generated magnetic field B,
which additionally accelerated them outside the cath-
ode region at high currents Iarc = 400–600 A (at which
some of the experiments of [17] were carried out).

Figure 3 displays the ion velocities calculated from
Eq. (21) for 75 conducting cathode materials. For 50 of
these materials, the velocities were calculated using the
data available from the measurements of the ion com-
position and the electron temperatures derived from it
[23]. For the remaining 25 materials, the values of 〈Z〉
and Te were predicted in [23] on the basis of the period-
icity in properties of the chemical elements. That is
why the velocities Vlim obtained for these 25 materials
are merely the ion velocities that might be expected in
experiments with vacuum arc cathodes made from the
corresponding materials. Figure 3 clearly shows that
the ion velocity depends not only on the ion mass m,
which increases monotonically (by a factor of 30) with
atomic number, but also on the electron temperature
and mean ion charge, which both vary periodically by a

factor of three,  = 1.5–4.5 eV [23] and 〈Z〉  = 1–3
[23, 24]. One can see that, except for the six lightest
cathode materials mentioned above, the calculated ion
velocity agrees fairly well with the experimentally
measured velocities. We can thus conclude that the pri-
mary mechanism by which the ions reach the observed
velocities is the gasdynamic mechanism. Now, let us
estimate the electron density range in which the ions are
accelerated in a vacuum arc. Taking into account the
fact that the critical surface is close to the emitting sur-
face and turning to expression (7) for the current
strength, we can approximately set I ≈ eNeV∗ a2/η. For
typical parameter values of a plasma microjet (I ≈ 1–3 A,
a ≈ 1–3 µm, and η ≈ 0.05–0.1 [1]), this approximate
expression and the relationship V∗  = Vlim/Mlim ≈ (2–6) ×
105 cm/s yield Ne ≈ 1019–1020 cm–3, which agrees with

Te
exp
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
the estimates Ne ≈ 1018–1020 cm–3 obtained in [22, 23]
for a region where the ion composition is frozen. From
the table, we can see that the ions are accelerated prima-
rily over distances of about r ≈ (1 – 100)a from the
emitting surface and that the electron density over these
distances decreases to Ne ≈ 1014–1016 cm–3.

1

0 1

Ion velocity (measurement), 106 cm/s

Ion velocity (calculation), 106 cm/s
2 3

2

3

4

Fig. 2. Comparison of the calculated ion velocity (solid
line) with the ion velocities measured in the experiments of
[15] (squares), [16] (triangles), [17] (circles), and [9, 10]
(crosses).

1

0 25

Ion velocity, 106 cm/s

Atomic number
50 75 100

2

3

4

Fig. 3. Ion velocity calculated from relationship (21) as a
function of the atomic number of the cathode material (solid
curve) and ion velocities measured by the current jump
method [15, 16] (squares) and by the current pulse modula-
tion method [17] (circles).
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DIFFUSIVE ION VELOCITY

Equation (10) implies that the main reasons for the
deviation of the velocities Vk = V + Uk of different ion
species from the hydrodynamic velocity V are (i) the
effect of the density gradient of a particular ion species,
(ii) the dependence of the acceleration rate in an electric

1.5

1

ϕ

log(r/r*)

1.0

0.5

0

–0.5

–1.0

I

3

II

Fig. 4. Potential profile along the axis of the plasma jet for
η = (I) 0.1 and (II) 0.05.
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Fig. 5. Profiles of the relative diffusive velocities of differ-
ent ion species along the plasma jet for 〈Z〉 = (a) 1.5, (b) 2,
and (c) 3. The numerals above the curves show the ion
charge number.

2

field on the difference Zk – 〈Z〉 , and (iii) the dependence

of the ion–electron frictional force on  – 〈Z2〉 . As was
shown above, fk ≈ const in the region r > r∗ . Conse-
quently, the diffusive velocities Uk are different mainly
because of the difference of the charge of a particular
ion species from the mean ion charge. In order to solve
Eqs. (10), we switch to the dimensionless velocities
uj = Uj/U0 and represent the equations in standard form:

(22)

(23)

(24)

where bkj = fj (k ≠ j) and bkk = fk – 〈Z2〉 .
When deriving Eqs. (23) and (24), we used relation-

ships (4), (7), and (18) and introduced the dimension-
less potential ϕ = eΦ/T∗ . In [7, 22], it was shown that
this potential can also be written as ϕ = 1 + 5/6η(M2 –
1) + 5/2(Θ – 1) and that, by virtue of Eqs. (19) and (20),
its gradient is an explicit algebraic function of M, Θ,
and η. Figure 4 presents the dependence ϕ(x) calcu-
lated for the values η = 0.05 and 0.1, which bound the
main range of η values under consideration.

Equations (22) and (23) imply that the relative dif-
fusive ion velocities uk are uniquely determined by the
universal functions M(x) and Θ(x) and the relative ion
content (i.e., the relative ion fractions fk and the corre-
sponding values of 〈Z〉  and 〈Z2〉) and that they are inde-
pendent of the ion mass, current, and the characteristic
dimension of a plasma microjet. The calculations
showed that acceleration by the potential gradient
dϕ/dx [the first term on the right-hand side of Eq. (23)]
contributes only about 20–25% of the velocity uk (this
contribution coincides with the corresponding estimate
made by Hantzsche [18] for a Cu cathode). Thus, we
can conclude that the difference in diffusive ion veloc-
ities originates primarily from different frictional
forces acting between the electrons and different ion
species. Figure 5 shows the relative diffusive velocities
uk(x) of different ion species that were obtained by
solving Eqs. (11) and (22) for η = 0.1 and the three typ-
ical ion charge distributions: (a) f1 = 0.5, f2 = 0.5, f3 =
0.001, 〈Z〉  = 1.5, and 〈Z2〉  = 2.5 (for cathodes made from
Mg, Mn, and Sn); (b) f1 = 0.15, f2 = 0.7, f3 = 0.15, 〈Z〉 = 2,
and 〈Z2〉  = 4.3 (for cathodes made from Ti, Cu, Cr, Pt,
and Au); and (c) f1 = 0, f2 = 0.2, f3 = 0.6, f4 = 0.2, 〈Z〉  = 3,
and 〈Z2〉 = 9.4 (for cathodes made from Nb, Ta, W, and Hf).
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The profiles calculated for η = 0.05 differ from those
shown in Fig. 5 by less than 5%. We can see that the
larger the mean ion charge, the smaller the difference
uk – uj in the relative diffusive ion velocities. The reason
for this is that the ion–ion frictional force (3) increases
in proportion to (ZkZj)2. Consequently, the difference in
the relative velocities is the largest, uk – uj = 102–103, at
〈Z〉  = 1.5 (Fig. 5a).

It should be noted that the differences in the absolute
ion velocities, Vk – Vj = Uk – Uj = (uk – uj)U0, depend

largely on the quantity U0 ∝  . The ion temperature
T+(x) can be found from Eq. (13) and expression (14).
Using the above dimensionless variables and defining
the dimensionless ion temperature as Θ+ = T+/T∗ , we
arrive at the equation dΘ+/dx + pΘ+ = q, where p =
2[2M2(Θ3/2M2x – 1) + 9(M2 – Θ)η/α0][3Θ3/2M2x2(M2 –
Θ)] and q = 6η(α0Θ1/2M2x2)–1. Formally, the solution to
this equation can be written in terms of definite inte-
grals of the functions p(x) and q(x). The solution sim-
plifies substantially in the region x > 2, where M2 @ Θ,
in which case the product Θ1/2M2 ≈ 4–6 can be assumed
to vary gradually over the entire region x = 2–1000 (see
table and Fig. 1). For the most typical value of the ero-
sion coefficient, η = 0.1, we have 9η/α0 = 2 and p(x) =
4/(3x), and the solution takes the form Θ+(x) ≈
4(Θ1/2M2x)–1. If we approximately set Θ1/2M2 ≈ 4, the
solution Θ+(x) ≈ 1/x can be extended to the region 2 ≥
x ≥ 1, provided that the electron and ion temperatures at
the critical surface x = 1 are the same. Then, we have
T+(x) ≈ T∗ (r∗ /r). A comparison with Fig. 1 shows that
the ion temperature decreases more sharply than the
electron temperature. Substituting the ion temperature
into Eq. (24) yields

(25)

where µ = m/mp and mp is the proton mass.
From the profiles shown in Fig. 5 and relationship (25),

we can see that, even in the limiting case in which the

ion charge is large, the ion mass is small (〈Z2〉/  ≅  1),
and the erosion coefficient is low (η = 0.05), the diffu-
sive velocities do not exceed the value Uk = ukU0 ≅
10−2V∗ , while the hydrodynamic velocity is about V ≈
(1–3)V∗ . Consequently, in all possible cases, the veloc-
ities of different ion species in low-current vacuum arcs
should differ by less than 1%. This conclusion agrees
completely with the results that were obtained experi-
mentally in [15–17] and showed no dependence of the
ion velocities on the ion charge. In early experimental
works [9, 14], it was observed that ions with larger
charges were accelerated to higher velocities. Bugaev
et al. [16] explained this fact as being due not to the
acceleration but rather to the deceleration of ions by the
residual gas: the results of their measurements revealed

T+
3/2

U0 3 10 3– Z2〈 〉
ηµ1/2x3/2
--------------------V*,×≈

µ
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that the ions with a smaller charge are decelerated more
strongly than the ions with a larger charge.

Note that the presence of the potential hump (Fig. 4)
is often regarded as an argument in favor of significant
ion acceleration under the action of the electric field,
which gives rise to differences in the ion velocities. In
actuality, a humped potential profile serves merely to
maintain plasma quasineutrality and a constant elec-
tron-to-ion current ratio and plays a relatively minor
role in ion acceleration.

DISCUSSION OF THE RESULTS

The above theoretical investigation of the character-
istic features of the acceleration of a multicomponent
current-carrying plasma (with a fixed ion composition)
during its expansion into vacuum and a comparison of
the theoretical results with a large amount of experi-
mental data make it possible to draw the following con-
clusions.

(i) The cathode material is accelerated primarily
after the phase transition to a plasma state. The plasma
produced is accelerated during the gasdynamic expan-
sion into vacuum over distances r ≤ 100a (where a = 1–
3 µm is the diameter of an emission center) from the
cathode surface. Over these distances, the electron den-
sity decreases from about Ne ≅  1018–1020 to ≅ 1014–
1016 cm–3. In the main acceleration stage, the ions
acquire more than 70% of their velocity and, accord-
ingly, more than 90% of their energy. Of course, in the
initial stage of motion (at V < V∗ ), the cathode material
can also be accelerated during phase transitions to a liq-
uid metal and then to a superdense gas [2, 3]. However,
in this initial acceleration stage, the ions acquire no
more than 20% of their final velocity.

(ii) In the acceleration region, the ions move with
the hydrodynamic velocity, which is determined by the
ion mass, mean ion charge, and the maximum electron
temperature in the cathode region. The calculated
velocities to which the ions are accelerated agree well
with the extensive data from experiments with cathodes
made of different materials.

(iii) The velocities of different ion species differ
only slightly (by less than 1%) from the hydrodynamic
velocity of the plasma jet.
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Abstract—A description of the final phase of the plasma focus is proposed based on the classical plasma phys-
ics concept. It is shown that, taking into consideration the cumulative plasma heating and the occurrence of a
shock wave reflected from the axis, it is possible to qualitatively explain the experimentally observed phenom-
ena, such as current disruption, the generation of a strong electric field, and other accompanying effects. If a
weak poloidal magnetic field is initially present in the plasma column, then this field can increase in magnitude
to a value comparable to the azimuthal magnetic field. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A detailed review of the current state of the experi-
mental and theoretical research on high-power pulsed
discharges is presented in [1–3] (see also the literature
cited therein). The physics of a number of processes is
now well understood. However, some effects observed
after the plasma implosion at the axis of the system,
such as a sharp decrease in the plasma conductivity and
the generation of different types of radiation, are still
poorly understood. There are different points of view
on the physics of the processes occurring in this phase.
The best developed are the model of thermonuclear
neutron generation in a deuterium plasma with allow-
ance for the axial outflow of particles from the high-
temperature region [2] and the model describing the
generation of hard radiation due to the acceleration of
particles in the induced electric field [3]. The deuteron
spectra and the neutron yield calculated in [3] are in
good agreement with the experimental data. In that
paper, however, the cumulative plasma heating and the
possible occurrence of a shock wave reflected from the
axis were not taken into consideration. In the present
paper, it is shown that, taking these factors into consid-
eration, we can explain, at least qualitatively, the exper-
imentally observed phenomena, such as current disrup-
tion (without invoking microscopic instabilities), the
generation of an electric field, and other accompanying
effects. Furthermore, the proposed model describes the
increase in the magnitude of an initially weak longitu-
dinal magnetic field to a value comparable to the azi-
muthal magnetic field of the pinch.

PHYSICS OF THE PROCESSES OCCURRING 
IN A PINCH AFTER THE ARRIVAL OF A SHOCK 

WAVE AT THE SYSTEM AXIS

Experiments show [1, 4] that a pinch discharge
begins with a gas breakdown near an insulator, where a
plasma current-carrying shell is formed. Under the
action of the electrodynamic force, the shell is acceler-
1063-7842/01/4611- $21.00 © 21379
ated toward the system axis and drives the neutral gas.
As the converging shock wave approaches the system
axis, the current-carrying shell collapses [5]. The tem-
perature and pressure at the front of the wave grow,
whereas the density remains constant and equal to the
density at the front of a strong shock wave. The collapse
is followed by the appearance of a reflected shock
wave, which propagates in the direction opposite to the
nonsteady plasma flow.

For the process to develop as described above, the
plasma column should be axially uniform. However,
the highest plasma parameters have been obtained in
the plasma column constrictions, where the plasma
ejection in the longitudinal direction plays an important
role. This is typical of the plasma focus, in which the
current-carrying shell takes the shape of a funnel with
the throat facing the system exit. However, in this case
too, the implosion process turns out to be similar to that
considered above if the angle between the axis and the
tangent to the current-carrying shell is less than the crit-
ical angle αc = arcsin1/γ, where γ is the adiabatic
index [6].

The plasma temperature in the compression phase
of the current-carrying shell is not high because of great
ionization and radiation losses and is on the order of ten
electronvolts [4]. For this reason, the electron magneti-
zation factor is low (ωceτe ≤ 1, where ωce = eH/mec is the
electron cyclotron frequency and τe is the electron scat-
tering time) and the current and the electric field are
simply related by Ohm’s law. In the course of implo-
sion, the plasma temperature increases substantially
and, in high-power discharges, reaches several kilo-
electronvolts. As a result, the magnetization factor
becomes much higher than unity and the conduction
conditions change significantly. As was shown in [7],
Ohm’s law in its simple form is applicable to a high-
temperature plasma only if the equilibrium condition is
satisfied:

(1)
where P is the plasma pressure.

∇ P 1/c( )J H× ,=
001 MAIK “Nauka/Interperiodica”
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It follows from Eq. (1) that the density of the current
flowing across the magnetic field is equal to

(2)

and is fully determined by the plasma pressure gradi-
ent. A specific feature of the reflected shock wave aris-
ing in the final phase of the focus [5] is that the plasma
pressure varies severalfold near the shock front and var-
ies only slightly far from the shock. As a result, behind
the front of the reflected shock wave, the density of the
current driven by the pressure gradient is small and
does not substantially contribute to the total discharge
current. It is believed that a small charge separation
(such that the plasma remains quasineutral) gives rise to
the Hall electric field [7]

(3)

where E0 = J0/σ⊥ 0 and σ⊥ 0 = 107  is the transverse
conductivity of the unperturbed plasma. This field bal-
ances the electrodynamic force acting on the electrons
and restores the plasma current across the magnetic
field. In this case, the ions are assumed to be in equilib-
rium with the Hall field, which is not obvious a priori
for a high-temperature plasma.

Hence, we can expect that the propagation of the
reflected shock wave is accompanied by both a wave in
which the conduction current is suppressed and the
generation of the displacement current. However,
because of the high value of the discharge current, the
induced electric field is fairly high, so that the ions and
the Hall electric field begin to play an important role in
the electric conduction. Indeed, at ωceτe @ 1 the elec-
trons drift in the radial direction under the action of the
crossed electric and magnetic fields and only rare colli-
sions lead to their displacement along the vector E,
contributing insignificantly to the longitudinal current
density. Over a time t < Tci = 2π/ωci (where ωci = eH/mic
is the ion cyclotron frequency), the ions do not yet drift
and the electrons drift with respect to the ions, thus pro-
ducing the radial electric current Jr = eNe(cEz/Hϕ – Uir),
where Uir is the radial ion velocity. This current results
in charge separation. The produced space charge den-
sity is equal to

(4)

Substituting this expression into the equation ∇ ⋅  E =
4πρ, we obtain for the radial electric field

(5)

where

J c H ∇ P×[ ] /H2=

EH (1/eNec)J H× ωceτe/σ⊥ 0H( )J H× ,= =

EH ωceτeE0,=

Te
3/2

ρ ∇ Jr t.d∫–=

Er 4πeNe∆r,=

∆r cEz/Hϕ Uir–( ) t.d∫=
In principle, this field can restore the plasma current
across the electric field. Evidently, the electric field in
this case must be equal to the Hall field.

To analyze the further evolution of the system, we
use the equation of ion motion

(6)

In a sufficiently powerful discharge, the plasma
behind the front of the reflected shock wave is strongly
heated and the inequality ωceτe @ 1 is satisfied in this
region. As a result, the Hall electric field (3) is high. At
the same time, we can assume that the pressure gradient
and the friction force are small as compared to the elec-
tric force and, thus, can neglect them. In experiments,
the following condition is also satisfied: ωpi @ ωci,
where ωpi = (4πe2Ne/mi)1/2 is the ion plasma frequency.
Then, using Eq. (5), we obtain for the radial component
of the ion velocity

(7)

According to this equation, the ions are continu-
ously accelerated by a strong electric field. As a result,
the degree of charge separation, the strength of the
radial electric field, and, consequently, the longitudinal
current decrease, which is equivalent to an increase in
the plasma resistivity across the magnetic field. Owing
to self-induction, the longitudinal electric field will be
generated in the plasma; this field will keep the constant
longitudinal current. However, since the radial ion
velocity in this case increases with time, the electron
drift velocity also should increase in order to keep the
constant degree of charge separation. The latter is pos-
sible only if the radial electric field decreases and Ez

increases. It is obvious that this process will be non-
steady and the ions will substantially contribute to it.

Since the induced longitudinal electric field is con-
siderably higher than the critical Dricer field Ed =
4πe3Nelnλ/Te, almost all the plasma electrons in the
region of a low magnetic field near the plasma column
axis should become runaway. However, since the accel-
eration occurs in a dense quasineutral plasma, the max-
imum current produced by the beam of runaway elec-
trons is determined by the condition of self-limitation
of the current by its proper magnetic field and is equal
to the limiting Alfvén current [8]

(8)

where γ = (1 – β2)–1/2 is the relativistic factor and β =
v /c.

If we equate the classical expression for the current
Ik = πr2eNev  to the Alfvén current, then we obtain the
following expression for the beam radius:

(9)

NemidUi/dt eNeE (eNc/c)Ui H×+=

– ∇ Pi meNe/τe( ) Ui Ue–( ).–

dUir/dt ωpi
2 ∆r.=

Ia mec
3/eβγ 17βγ kA,= =

ra 2c/ωpeγ
1/2,=
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where ωpe = (4πe2Ne/me)1/2 is the electron plasma fre-
quency.

The limiting beam current at electron energies of
several hundreds of kiloelectronvolts is equal to several
tens of kiloamperes and is significantly less than the
pinch current. However, its cross size is very small and,
consequently, the azimuthal magnetic field of the beam
Hϕ = 0.2Ia/ra is high; it is much higher than the pinch
magnetic field in this region. As a result, the magnetic
field profile change significantly, which makes the
problem more complicated.

Depending on the radial profiles of the current and
magnetic field, the evolution of the system can substan-
tially differ from that discussed above. In the case of
strong skinning (δ ! r), the skin depth increases
because the plasma resistance in the skin layer
increases as the reflected shock wave propagates
through it. Because of the suppression of the longitudi-
nal current, a strong electric field is generated in the
layer. The electrons are accelerated by this field and are
deflected by the magnetic field of the pinch toward the
plasma column axis. As a result, a hollow electron
beam with a relatively low energy is formed. The cur-
rent of this hollow beam is on the order of Ip = r/∆r0Ia,
where ∆r0 is the thickness of the beam wall.

Approximate equations describing the processes
occurring in the plasma focus after the plasma implo-
sion at the axis can be derived from Maxwell’s equa-
tions and the equations of ion motion. In cylindrical
coordinates, these equations can be written in the form

(10)

(11)

The longitudinal current density is equal to the sum
of the densities of the electron conduction current, the
ion current, the displacement current, and the electron
beam current Ja. Differentiating Eq. (5) with respect to
time, we obtain for the radial current density

(12)

Neglecting the pressure gradient and the friction
force behind the shock front, we obtain for the ion
velocity components

(13)

The initial conditions can be obtained taking into
account the fact that, after the suppression of the con-

∂Ez/∂r 1/c∂Hϕ /∂t,=

1/r∂/∂r rHϕ( )

=  4π/c σ⊥ / 1 ωce
2 τe

2+( ) Ez ωceτeh E× r+( ){
+ eNeUiz 1/4p ∂Ez/∂t Ja } .+⋅+

Jr eNeUir eNecEz/Hϕ– 1/4π∂Ez/∂t+ 0.= =

dUir/dt e/miEr ωciUiz,–=

dUiz/dt e/miEz ωciUir.+=
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duction current, it is substituted with sum of the dis-
placement current and the Hall current:

(14)

where v d is the velocity of the diverging shock wave.
Since the shock wave is weak, its velocity is close to

the speed of sound. The exact initial distributions of the
plasma density and the azimuthal magnetic field are
unknown. The magnetic field distribution can be
approximated by either a function increasing linearly
toward the boundary of the plasma column or a func-
tion depending more strongly on the radius. The plasma
density in the diverging shock wave is minimum at the
axis and decreases with time.

An analysis of the obtained set of equations allows
us to draw a number of qualitative conclusions concern-
ing the character of the processes occurring in the
plasma focus. Since the radial drift current is high, we
can assume that the Hall electric field Er = ωceτe0E0
arises in the plasma column almost instantaneously and
the pinch current is restored. However, the ions are then
accelerated by this field and, consequently, the radial
electric field and the longitudinal Hall current decrease.
The resistance of the current channel increases. As a
result, the longitudinal electric field Ez is generated.
The maximum value of this field Ezm is limited by a
value at which the total longitudinal pinch current
(without taking into account the Hall current) is equal
to its initial value. If the conduction electron current

Jp = σ⊥ Ez/  is higher than the ion current, then we

have Ezm = 2 τeτe0E0. The time behavior of the cur-
rents and electric fields for this case is qualitatively
shown in the figure. As a result, the ions execute radial
oscillations. Since the radial electron drift velocity is
proportional to Ez, the electrons are displaced toward

eNecEr/Hϕ– 1/4π∂Ez/∂t+( )t1
σ⊥ 0Ez0,=

Ea r1 t1,( ) 0, Uiz r1 t1,( ) Uir r1 t1,( ) 0,= = =

t1r1/v d,

ωce
2 τe

2

ωce
2

Ez, Jp
Ez, Jp

Uir
Uir

Er

t

Qualitative picture of the time behavior of the current, elec-
tric field components, and the radial ion velocity behind the
front of the reflected shock wave in the plasma focus for the
case in which the electron conduction current exceeds the
ion current.
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the interior of the current column at a velocity that var-
ies with time and, consequently, the ion oscillation half-
periods are different.

If the ion current is higher than the electron longitu-
dinal current, then the Hall electric field disappears in a
certain time on the order of the ion cyclotron period.
The ions drift begins, and the polarization current

(15)

makes a major contribution to the pinch current. It is
assumed that, since the plasma flows freely out of the
constriction region, there are no conditions for the
appearance of an appreciable pressure gradient that is
sufficient for the longitudinal pinch current to be
restored. This is equivalent to a significant increase in
the longitudinal resistance of the pinch. In the general
case, since the plasma in the current channel is radially
nonuniform and the processes are nonlinear, the onset
of turbulent motion with the generation of a broad spec-
trum of high-frequency pulsation at frequencies on the
order of the ion plasma frequency is expected.

Similarly to the electrons, a fraction of the ions in
the plasma column execute betatron oscillations near
the pinch axis, thereby continuously gaining longitudi-
nal energy. Since the magnetic field increases strongly
in this region, the ion beam is produced in the channel
of the accelerated electron beam. The generated field
can vary periodically, so that the energy of the acceler-
ated particles is modulated and the high-energy parti-
cles propagate in the form of bunches with a duration
on the order of the ion oscillation period [9].

One of the most important characteristics of the
plasma focus is a fairly high hard X-ray and neutron
yield. It is found experimentally that hard X radiation is
produced when the accelerated electron beam interacts
with the anode material. The delay time of radiation
with respect to the instant of the maximum pinch com-
pression (20–30 ns) agrees satisfactorily with the prop-
agation time of the reflected shock wave.

The neutron yield per pulse in a deuterium discharge
is ~1010 at a discharge current on the order of 1 MA. It
is found experimentally that neutron radiation is spa-
tially anisotropic. In the proposed physical model, two
groups of ions contribute to neutron radiation. The ions
of the first group gain their energy in the course of
implosion and in the generated electric field. They
interact with the pinch plasma over a long period until
they lose their energy via Coulomb collisions. The ions
of the second group form a high-energy ion beam flow-
ing out of the constriction region; the energy of these
ions is eEzL, where L is the constriction length. This ion
flow generates radiation by interacting with a target
formed by both the cumulative plasma jet and the resid-
ual gas. Qualitatively, this model provides a satisfactory
explanation for the radiation anisotropy and the large
length of the neutron source [1].

Jn Nemic
2/H2( )∂E/∂t=
ENHANCEMENT OF THE LONGITUDINAL 
MAGNETIC FIELD AND FORCE-FREE 

CONFIGURATIONS IN THE PLASMA FOCUS

It is evident that a weak longitudinal magnetic field
on the order of several oersted cannot substantially
affect the final plasma parameters in the plasma focus.
However, after the collapse of the current-carrying
shell, the longitudinal magnetic field increases and
becomes on the order of the azimuthal magnetic field
[10–12]. For this reason, the role of the magnetic field
in the further evolution of the plasma focus is still
poorly understood and a study of the possible mecha-
nisms for this process is of considerable interest.

If the condition 4π∆x2/c2 < r(t)/v (t) (where ∆x is the
plasma layer thickness and v (t) is the velocity of the
current-carrying shell) is satisfied in the phase of the
shell collapse, then the longitudinal magnetic field is
frozen in the plasma and the magnetic flux in the
plasma column is conserved. The strength of the longi-
tudinal magnetic field at the instant of maximum com-
pression is Hz = H0(r0/r1)2, where H0 is the initial mag-
netic field strength and r0 and r1 are the initial and final
radii of the plasma column, respectively. When the cur-
rent-carrying shell is compressed starting from a large
radius, the resulting magnetic field can be fairly strong.
Thus, for r0 = 5 cm, r1 = 0.2 cm, and H0 = 1 Oe, the final
magnetic field strength is equal to Hz = 625 Oe.

After the instant of implosion in a high-temperature
plasma, the pressure in the shock wave reflected from
the axis levels off and the poloidal magnetic field con-
tinues to increase. Indeed, if we neglect the inertia, then
the vector of the current density in a magnetized plasma
is determined by the expression

(16)

Since the pressure behind the shock-wave front lev-
els off, it cannot maintain the initial current in the
plasma column. Hence, we may assume that the propa-
gation of the reflected shock wave is accompanied by
the suppression of the transverse (with respect to the
magnetic field) component of the initial conduction
current J = (1/4π)∂E1/∂t.

As in the case considered above, the induced electric
field E⊥  in a magnetized plasma causes the particles to
drift in the radial direction and does not produce an
appreciable current along the E⊥ vector. Since the elec-
trons begin to drift earlier than the ions and the density
of the electron drift current eNecE⊥ /H is fairly high, the
separation of charges in the plasma leads to the genera-
tion of the Hall electric field, which restores the pinch
current. However, if the ion cyclotron frequency ωci is
much higher than the ion scattering frequency νi, then
the ions also begin to drift and the Hall electric field dis-
appears.

The main contribution to the transverse pinch cur-
rent in this stage comes from the polarization current,

J J|| J ⊥+ σ E H⋅( )/H2 H c H ∇× P[ ] /H2.+⋅= =
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whose density is determined by expression (15). The
polarization current is high only if the electric field is
strong enough, which is equivalent to a substantial
increase in the pinch resistance across the magnetic
field produced by the transverse current. In this case,
the plasma drifts in the crossed electric and magnetic
fields. Since the plasma flows freely out of the constric-
tion region, the drift cannot give rise to an appreciable
pressure gradient in this region and, thus, the transverse
current cannot be restored. The plasma tends to a force-
free state. It follows from expressions (15) and (16)
that, in this case, the poloidal current component
decreases and the azimuthal component increases
because the contributions from the polarization current
to these components have opposite signs. Conse-
quently, the poloidal magnetic field behind the front of
the reflected shock wave continues to increase. From
expression (16) for the parallel current density, it fol-
lows that the longitudinal and azimuthal magnetic
fluxes are related to each other and, under certain con-
ditions, either magnetic flux can be sustained at the
expense of the energy of the other.

Hence, in a high-temperature plasma, the transverse
current in the constriction is restored because of the
rotation of the magnetic field vector and the transition
of the plasma to the force-free state.

During the transition, a fairly strong electric field is
induced in the constriction. The plasma particles are
accelerated in this field and can gain a substantial
energy over one cyclotron period. As a result, a fraction
of the magnetic field energy dissipates and transforms
into the thermal energy of the plasma particles.

CONCLUSION
According to the predictions of our model, which

are in qualitative agreement with experimental data, the
following basic effects should be observed after the
pinch plasma implosion: an increase in the ohmic resis-
tance of the pinch, resulting in the generation of a
strong longitudinal electric field; the generation of
superthermal electromagnetic radiation at frequencies
on the order of the ion plasma frequency; the formation
of an electron beam and the acceleration of the plasma
ions, accompanied by the emission of neutron and hard
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
X radiation; and the modulation of the energy and den-
sity of the accelerated particles at the frequencies of
electromagnetic radiation. If a weak poloidal magnetic
field is initially present in the constriction, then this
field should increase in magnitude to a value compara-
ble to the azimuthal magnetic field of the pinch.

The results of this study confirm the acceleration
mechanism for neutron generation in pinches proposed
by Trubnikov [3].
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Abstract—The conditions for the existence of unsteady motions with a uniform deformation are analyzed for
straight and toroidal plasma columns with elliptical cross sections. The time dependence of the semiaxes of the
elliptical cross sections of these plasma configurations are determined. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

There is keen interest in the development of meth-
ods for constructing unsteady solutions to the MHD
equations. A very efficient instrument for this purpose
is a self-similar approach [1], which makes it possible
to reduce the problem of solving a set of partial differ-
ential equations to that of integrating a set of ordinary
differential equations. Self-similar solutions to the
MHD equations have been obtained earlier [2–6] for
unstable plasma motions that belong to the class of such
motions of continuous media whose velocities are pro-
portional to the distance from the center of symmetry.

However, in all of the cited papers, studies were
made of one-dimensional plasma motions. Here, a self-
similar approach is applied to solve the MHD equations
for two-dimensional motions with a uniform deforma-
tion. The time-dependent problem for a straight plasma
column with an elliptical cross section is solved
exactly, and an analogous problem for a thin toroidal
plasma column with an elliptical cross section is solved
approximately. The solutions obtained describe how
the transverse dimensions of the plasma column change
with time as both the external magnetic field and the
electric current flowing through the plasma change.

BASIC EQUATIONS

In an ideal conducting fluid model, macroscopic
plasma motions are described by the MHD equations [7]

(1)

(2)

(3)

where ρ, V, and p are the density, velocity, and pressure
of the plasma, respectively. Let S be a quantity that

∇ B⋅ 0,
∂B
∂t
------- ∇ V B×[ ]× ,= =

∂ρ
∂t
------ ∇ ρ V⋅+ 0,=

dV
dt
------- ∂V

∂t
------- V—( )V+≡ –

1
ρ
--- ∇ p

1
4πρ
----------B [∇ B]×× , –=
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remains constant during plasma motion. We multiply
Eq. (1) by ∇ S and transform the resulting equation to

Taking into account the relationships

we can arrive at the following consequence of the con-
dition for the magnetic field lines to be frozen in the
plasma:

(4)

which implies that the quantity B ◊ ∇ S/ρ also remains
unchanged during the plasma motion.

This result is very useful in analyzing the conditions
under which the plasma experiences motions with a
uniform deformation. In particular, it is obvious that,
for an axisymmetric plasma column, S = ϕ is a con-
served quantity. Since motions with a uniform defor-

mation are such that ρ = ρ0 /a2 (where a is the radius
of the column), we have

(5)

One can readily verify that the quantity r/a is con-
served, because, for the class of motions in question,
the plasma velocity is equal to Vr = r/a. As a result,
from Eqs. (4) and (5), we can see that the quantity aBϕ
is also a constant of motion. This condition is satisfied
for Bϕ = 2Ir/ca2. Hence, we can conclude that a cylin-
drical plasma column in which the current density is
uniformly distributed over the cross section can experi-
ence one-dimensional motions with a uniform defor-
mation.

∇ S
∂B
∂t
------- ∇ S∇ V B×[ ]× ∇ ∇ S V B×[ ]×[ ]⋅–= =

=  B ∇ V ∇ S⋅( )⋅ V ∇ B ∇ S⋅( )⋅ B ∇ S⋅( )∇ V.⋅––

V ∇ S⋅ ∂S
∂t
------– , ∇ V⋅ 1

ρ
---dρ

dt
------,–= =

d
dt
----- B ∇ S⋅

ρ
---------------- 

  0,=

a0
2

B ∇ S⋅
ρ

----------------
a2Bϕ

rρ0a0
2

-------------.=

ȧ
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A STRAIGHT PLASMA COLUMN WITH AN 
ELLIPTICAL CROSS SECTION

A steady solution to Eqs. (1)–(3) for a plasma cylin-
der with an elliptical cross section over which the cur-
rent density j is distributed uniformly was obtained by
Gajewski [8]:

(6)

(7)

where λ = b/a is the ratio of the semiaxes b and a of the
elliptical cross section and Q is a constant quantity. In
this solution, the magnetic field is a superposition of the
external-quadrupole confining field and the field of the
plasma column [9]:

(8)

(9)

Since expressions (6) and (9) give a different repre-
sentation of the external magnetic field,

(10)

we can compare expressions (8) and (10) to obtain the
relationship

(11)

If we treat relationship (11) as an equation for λ, we
find that it has positive roots under the condition j ≥ jcr =

ck /4π. Consequently, the plasma column
can be in a steady state only when the plasma current
density is no less than the critical density jcr, which is
determined by the gradient of the external magnetic
field. Otherwise, the external field would disrupt the
column.

Substituting expressions (6) and (7) into Eq. (3)
yields the relationship

(12)

where I is the electric current flowing in the plasma
column.

Using relationships (11) and (12), we can determine
the semiaxes of the elliptical cross section of the plasma
column:

(13)

where we introduced the notation ν = kI/πρcQ and, for
definiteness, assumed that λ > 1.

B
4πj

c λ2 1+( )
---------------------- y– λ2x 0, ,( ),=

p
1
2
---ρQ 1 x2

a2
-----– y2

b2
-----– 

  ,=

B B0 B1, B0+ k y x 0, ,( ),= =

B1
4πj

c λ 1+( )
-------------------- y– λ x 0,,( ).=

B0
4π
c

------ jλ λ 1–( )
λ 1+( ) λ2 1+( )

------------------------------------- y x 0, ,( ),=

4πjλ λ 1–( ) ck λ 1+( ) λ2 1+( ).=

22 10 5+

a2 b2+ 2h2, h2 2I2

πρc2Q
----------------,= =

a h
1 ν–

1 ν2+
------------------, b a

1 ν+
1 ν–
------------,= =
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SELF-SIMILAR SOLUTION

In the case of motion with a uniform deformation,
the density and velocity of the plasma of a straight col-
umn with an elliptical cross section have the form

where H(x) is the Heaviside step function and ξ = x/a
and η = y/b are self-similar variables.

For the class of motions under consideration, these
variables are conserved, dξ/dt = dη/dt = 0. In relation-
ship (4), we successively set S1 = η and S2 = ξ in order
to arrive at the following conditions for the current den-
sity to be uniform:

(14)

where Ci are constants to be determined from the initial
conditions.

Conditions (14) imply that, in the general case, the
plasma can experience motions with a uniform defor-
mation when the gradient of the external magnetic field
and the current in the column,

(15)

are both time-dependent.
In order to determine these time dependences

explicitly, we must integrate the following set of ordi-
nary differential equations, which follow from the
Euler equation (3):

(16)

where the current I is given by expression (15) and the
rest of the notation is F = Q – µIC1 and G = Q – µIC2,
with µ = 1/πca0b0ρ0. An analytic solution to Eqs. (16)
can be constructed when F and G are time-independent,
i.e., when the current flowing in the plasma column is
constant. From expressions (15), we can see that this is
the case if the ratio λ = b/a of the semiaxes of the cross
section of the plasma column remains unchanged dur-
ing the plasma motion.

MOTIONS WITH A UNIFORM DEFORMATION

We assume that, at t = 0, the plasma column is in a
steady state, i.e., the semiaxes as and bs of the cross sec-
tion of the column are given by expressions (13) with
the replacement k = k0 and ρ = ρ0. For F = G = 0, we
arrive at the simplest time dependence of the semiaxes:

(17)

where w is a constant.

ρ ρ0

a0b0

ab
----------H 1 ξ2– η2–( ), V ȧξ ḃη 0, ,( ),= =

a2 k
4I

ac a b+( )
-----------------------+ C1,=

b2 4I
bc a b+( )
----------------------- k– C2,=

k
1

a b+
------------

C1

a
------

C2

b
------= 

  , I
c
4
--- C1

b
a
--- C2

a
b
---+ 

 = =

aȧ̇ F, bḃ̇ G,= =

a as 1 wt+( ), b bs 1 wt+( ),= =
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Solution (17) describes the self-similar plasma
motion when the gradient of the external magnetic field
changes according to the law k = k0/(1 + wt)2. This time
dependence stems from the fact that the condition C1 =
C2 leads to relationship (11). Accordingly, for w = 0,
solution (17) passes over to the above steady solution to
Eqs. (1)–(3).

One can readily see that, under the condition F =
λ2G, the nonlinear law of the evolution of the transverse
dimensions of the plasma column can be evaluated ana-
lytically. Under this condition, the ratio λ is time-inde-
pendent when a = a0 f and b = b0 f, where the function f
satisfies the following equation, which is a conse-
quence of Eq. (16) and conditions (14):

(18)

Here, we have used the notation

For positive values of Γ, Eq. (18) describes a self-
similar expansion of the plasma column; for negative
values, it describes the compression of the column,
which may be preceded by a preexpansion, provided

that  = u > 0:

This result can be obtained from Eq. (18) by setting

Γ = –1/2τ2. By the time t = tk = τ Aerf(uτ), the
plasma column expands to the largest transverse
dimensions characterized by the quantity fk = A =
exp(u2τ2). At later times (t ≥ tk), the plasma column is
compressed according to the law

When  = –u ≤ 0, the plasma column immediately
begins to be compressed:

In these formulas, erf(x) is the probability integral
[10]. The solution obtained corresponds to the follow-
ing time dependence of the gradient of the external
magnetic field:

For arbitrary initial conditions, the set of differential
equations (16) can be solved numerically. The charac-
teristic feature of these equations is that its solution is
unstable (even in the linear stage of the motion). We set

f ḟ˙ Γ .=

Γ 1
2
--- Q

λa0b0
-------------- 1 λ2+( ) κ– , κ 1

πρ0
--------- 2I

a0b0c
------------- 

  2

.= =

f 0̇

t τA π erf uτ( ) erf u2τ2 fln–( )–[ ] .=

π

t tk τA πerf u2τ2 fln–( ).+=

f 0̇

t τA π erf u2τ2 fln–( ) erf uτ( )–[ ] .=

k
πκρ0

f
2

---------------- 1 1

κτ 2
--------– 

  λ2 1–

λ2 1+
-------------- λ 1–

λ 1+
------------– .=
a = as(1 + α) and b = bs(1 + β) and retain terms up to
first order in α and β in expressions (15) to find

(19)

where γ = α – β and ν = k0I0/πρ0cQ.

After linearizing Eqs. (16), we obtain the following
equation for the difference between the relative changes
in the semiaxes:

This result shows that, in the model adopted here,
the plasma column is unstable against motions with a
uniform deformation.

A TOROIDAL PLASMA COLUMN 
WITH AN ELLIPTICAL CROSS SECTION

For a spatially bounded, axisymmetric plasma con-
figuration, steady solutions to Eqs. (1)–(3) can be con-
structed by using the Shafranov equation for the mag-
netic surfaces [11]. A specific example of a steady solu-
tion is the toroidal configuration [12]

where R is the radius of the magnetic axis and ψ0 and Λ
are constants such that

(20)

For a thin plasma column, this solution coincides (to
within first-order terms) with the above solution for a
straight column with an elliptical cross section. In fact,
near the magnetic axis, we have

where q = r – R (in this case, the small parameter is the
ratio of the transverse dimension of the column to the
radius of the magnetic axis).

We set ψ0 = 8π2j/cRΛ and Λ = λ2 + 1. Then, within
the adopted accuracy, we obtain from expressions (20)

(21)

k k0 1 α– β–
γ

2ν
------ 1 ν2–( )– ,=

I I0 1 2νγ
1 ν2+
--------------– 

  ,=

γ̇̇
4γk0

2

πcρ0 1 ν2–( )2
---------------------------------.=

ψ 1
2
---ψ0 r2z2 Λ 1–

4
------------- r2 R2–( )2

+ ,=

Br
1

2πr
---------∂ψ

∂z
-------, Bϕ– 0,= =

Bz
1

2πr
---------∂ψ

∂r
-------, 16π3 dp

dψ
------- Λψ0.–= =

ψ 1
2
---ψ0R2 z2 Λ 1–( )q2+[ ] ,≈

Br
4π
c
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λ2 1+
--------------, Bz–

4π
c

------ jλ2q

λ2 1+
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(22)

Taking into account relationship (12), we can see
that expressions (21) and (22) are equivalent to expres-
sions (6) and (7).

Note that the magnetic field (21) corresponds to a
uniform distribution of the density of the current flow-
ing in the plasma column in the direction opposite to
that of the vector eϕ. It is easy to find the components of
the external magnetic field:

To within first-order terms, these expressions coin-
cide with expressions (21) for the confining magnetic
field.

SELF-SIMILAR APPROXIMATION

The self-similar approach may be applied to con-
struct an approximate unsteady solution to Eqs. (1)–(3)
for a toroidal plasma column with an elliptical cross
section. In my earlier paper [13], an analogous proce-
dure was used to describe the dynamics of an electron
ring.

In the absence of the longitudinal motion of the
plasma and for Bϕ = 0, Eqs. (2) and (3) for an axisym-
metric plasma distribution take the form

(23)

(24)

(25)

For the class of motions under analysis, the density
and velocity of the plasma of a toroidal column have the
form

(26)

where ρ1 = ρ0a0b0/ab and ξ = q/a and η = z/b are self-
similar variables.

One can readily see that, to first-order accuracy, the
results obtained above for a straight plasma column
with an elliptical cross section also apply to a thin tor-
oidal column with a uniform current density distribu-
tion. However, in the model of an unstable plasma col-
umn, these results are applicable only to the initial stage
of the motion.

In order to construct a model of a stable toroidal col-
umn, we choose the following expression for the

p
2I2
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------------------------------ 1 q2
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4πρ
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∂Bz
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2
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ρ ρ1
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TECHNICAL PHYSICS      Vol. 46      No. 11      2001
plasma pressure:

(27)

In the steady state, this expression coincides with
expression (22). Note that, in the familiar Kapchinskiœ–
Vladimirskiœ model, the pressure of a charged particle
beam is described by a similar expression.

We substitute expressions (26) and (27) into Eqs. (24)
and (25) and take into account conditions (14). Thus,
we arrive at the following set of equations describing
the evolution of the semiaxes of the elliptical cross sec-
tion of the toroidal plasma column:

(28)

in which, as before, the current I is given by expression
(15).

Analytical results can be obtained for small oscilla-
tions of the column about the steady state. Linearizing
Eqs. (28) and using expressions (19), we find

(29)

(30)

where we introduced the notation ω2 = πρ0(cQ/I0)2.
Equations (29) and (30) can be solved in a standard

way. First, we calculate the eigenfrequencies ω1 = ω
and ω2 = ω(1 + ν2)/(1 – ν2) ≡ Ω . Then, we derive the
following expressions for the relative changes in the
semiaxes:

Here, the constant quantities Ai have the form

According to expressions (19), the motion with a
uniform deformation of interest to us is governed by the
time evolution of both the external magnetic field gra-
dient and the current flowing in the plasma column:
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2
+[ ] .=

k k0 1 A1 4ν 1
ν
--- ν3–+ 

 –=

× Ωtsin A2 ν 1
ν
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Obviously, the results obtained in this section pro-
vide the basis for constructing a model of a straight
plasma column with an elliptical cross section that is
stable against motions with a uniform deformation.
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Abstract—The condition for yield drop existence in stress–strain curves for crystals with an initially low dis-
location density is derived. A new theory that radically differs from the well-known Alexander–Haasen model
is proposed to describe the stressed state of the crystal near the lower yield point. © 2001 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

The plastic deformation of low-dislocation crystals,
primarily of semiconductors, is characterized by
kinetic curves with the nonmonotonic behavior at the
transition to the developed plastic flow. The peak in the
stress–strain curve (the so-called sharp yield point) may
cause the brittle fracture of the material. Because of
this, the prediction of such behavior has received much
attention.

To describe the initial stage of plastic deformation,
various models of elastic–plastic transition that are
based on the kinetics of dislocation multiplication have
been proposed. Most commonly used is the linear mul-
tiplication law [1, 2]

(1)

Here, ρ is the dislocation density, τe is the effective

stress (τe = τ – α ), τ is the applied stress, α is the
coefficient of Taylor hardening, and A is the proportion-
ality coefficient dependent on the mechanism of dislo-
cation multiplication. In the model [1], the exponent n
in (1) coincides with that in the stress dependence of the

dislocation velocity V, V = B (n = m), while in model
[2], it differs by unity (n = m + 1). According to the
experimental data for semiconductor crystals [3–8], B
has the Arrhenius form, B = V0exp(–E/kT), and m ≈ 1
for silicon [6].

In what follows we will discuss the results of active
stressing tests (at a constant strain rate,  = const). The
construction of stress–strain curves, i.e., the depen-
dences of the applied stress on the strain ε (or on the
time t, ε = t), with the use of Eq. (1) does predict,
under certain conditions, the nonmonotonic behavior of

dρ
dt
------ Aρτe

n.=

ρ

τe
m

ε̇

ε̇
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τ(ε) in the transition region between the elastic and
plastic branches of the stress–strain curve, which is in
qualitative agreement with experimental data. A repre-
sentative curve is shown in Fig. 1. Once the stress peak
at the end of the elastic region (the upper yield point τu)
has been passed and a sufficiently high density of
mobile dislocations has been generated, intense plastic
flow starts and the stress decreases to the lower yield
point τl. Then, the stress slowly grows due to hardening

by the fields τl = α  of newly born dislocations. The
upper and lower yield points are characteristic parame-
ters that are convenient to measure. Their dependences
on temperature T, strain rate , initial dislocation den-
sity ρ0, etc., are of great interest [2, 5, 9]. Theoretical
analysis of these dependences can be useful for the
identification of plastic flow mechanisms.

ρ

ε̇

0

τ, arb. units

ε, arb. units

τu

τl

Fig. 1. Typical stress–strain curve.
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Recently, promising techniques for obtaining the
stress–strain curves by simulating the dynamics of dis-
location ensembles on the mesoscopic level have
appeared [10]. Nevertheless, the approach based on
phenomenological equation (1) is still of interest
because of its clearness. Since comparatively simple
models, such as Eq. (1), provide the adequate qualita-
tive description of many (but by no means all) features
of plastic deformation in real materials, they have been
widely used as the basis for interpreting experimental
data for as long as forty years. However, the complete
analysis of the stress–strain curves by varying the
whole set of the parameters near the yield drop is still
lacking within these models. The calculations available
[1, 11] are of great importance, but they are basically
unable to comprehensively solve the problem. In this
study, we bridge this gap with new analytical solutions
for the type of models mentioned above. Among the
early approaches, the classical Alexander–Haasen [2]
analysis of the upper yield point with neglect of the
effect of hardening and their model for the lower yield
point should be mentioned. As will be demonstrated
below, the result of Alexander and Haasen for the lower
yield point is valid only in a narrow range of low hard-
ening. This, in particular, makes the determination of
conditions for yield drop existence impossible. We will
find these conditions in our study.

The emphasis will be on the simplest case (n = m = 1)
of the Johnston–Gilman dislocation multiplication
model [1], which, according to [5], fits the experimental
data for silicon best of all. The technique is then gener-
alized to models with arbitrary n and m, while the qual-
itative conclusions following from this study remain
valid in an even more general case.

SCALE ANALYSIS OF THE MODEL

We will proceed from Eq. (1), which describes the
variation of the dislocation density ρ, and from the
expression for the total strain rate , which is the sum
of the elastic and plastic contributions:

(2)

Here, S is the combined elastic modulus of a sample
and a testing machine and b is the Burgers vector of dis-
locations. We assume that the coefficient of dislocation
multiplication w is related to the coefficient A in Eq. (1)
as A = wB. For the sake of simplicity, let us turn to
dimensionless variables and represent the dependences
on most parameters as scale factors. To do this, we will
express the stress in units of τ1; dislocation density, in
units of ρ1; time, in units of t1; and hardening, in units
of a:

ε̇

1
S
---dτ

dt
----- ε̇ ρbV .–=

τ1
ε̇S
wB
-------- 

 
1/ n 1+( )

,=
To simplify the formulas, we will use the previous
notation for the dimensionless variables, since only
they appear in the subsequent discussion. The equa-
tions will then take the following form:

(3)

(4)

The scale transformation performed provides in
simple terms the first approximation of the dependence
of the plastic flow characteristics on most parameters,
since their number has been reduced to two: a and the
dimensionless initial dislocation density ρ0. Moreover,
as will be shown below, many of the parameters, for
instance, the upper yield point, depend on the parame-
ters a and ρ0 only slightly (logarithmically). Thus, the
very separation of the scale factors in the explicit form
explains much of the deformation kinetics, for exam-
ple, the similar temperature dependences of τu and τl,
which are defined by the Arrhenius factor B involved in
τ1, and also the dependence of τu and τl on the strain
rate :

Now we embark on studying the deformation kinet-
ics predicted by Eqs. (3) and (4), starting from the sim-
plest yet illustrative case.

m = n = 1: LOW HARDENING

As was noted, the experimental data [3–6] indicate
that for silicon (the best-studied semiconductor mate-
rial), the stress dependences of the dislocations velocity
and rate of their multiplication are nearly linear. There-
fore, the case m = n = 1 deserves particular consider-
ation. The scale factors are then given by

and

In the case under study, Eqs. (3) and (4) can be
reduced to one closed equation. To do this, we combine
these equations to get the relationship  +  = 1,

ρ1
1
b
--- w

B
---- 

 
m/ n 1+( ) ε̇

B
--- 

 
n m– 1+( )/ m 1+( )

,=

t1 wB( ) 1/ n 1+( )– ε̇S( ) n/ n 1+( )– ,=

a
α
b

------- B
ε̇
--- 

  m 1 n–+( )/ 2 n 1+( )( ) w
S
---- 

 
m 2+( )/ 2 n 1+( )( )

.=

ρ̇ ρ τ a ρ–( )n
,=

τ̇ 1 ρ τ a ρ–( )m
.–=

ε̇

τu τ1 ε̇1/ n 1+( ) E
kT n 1+( )
------------------------– 

  .exp∼ ∼

τ1
Sε̇
wB
--------, t1

1

Swε̇B
------------------, ρ1

1
b
--- wε̇

SB
-------,= = =

a
α
b

------- B
ε̇
--- 

  1/4 w
S
---- 

 
3/4

.=

τ̇ ρ̇
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which, after integrating with respect to time, becomes
τ = t – ρ + ρ0. Substituting this expression into (3), we
arrive at the equation with excluded τ:

(5)

Let us first consider the low-hardening range. With
a = 0, Eq. (5) takes the form

(6)

The solution of this equation is

(7)

where 

In initially low-dislocation crystals, ρ0 ! 1. In that
event, we can disregard the term ρ0t in the exponents in
(7). Assuming that, in view of small ρ0, the denomina-
tor in (7) noticeably deviates from unity only at t @ 1,
we can approximate the integral J(t) by the asymptotic
expression J(t) ≈ exp(t2/2)(1 + 1/t2)/t.

Since the exponential exp(t2/2) strongly varies with
t at t @ 1 (it changes by a factor of e when t is changed
by δt = 1/t ! 1), the denominator in (7) changes from
nearly unity to a large value within a narrow range in
the vicinity of t = t0, where t0 is defined by the condition
ρ0J(t0) = 1. As a result, ρ(t) abruptly changes from

(8)

to

(9)

The change in the character of the solution at t > t0
can qualitatively be explained by the fact that it asymp-
totically tends to the quasi-stationary value at large t,
when the time derivative in Eq. (6) is small and ρ ≈ t in
the principal order and, according to (9), ρ ≈ t – /ρ ≈
t – 1/t in the next order. Nontrivial here is only the cir-
cumstance that the transition range is narrow, on the
order of 1/t0 ! 1, and can be considered as a kink in the
kinetic curves at t = t0.

The time dependence of stress τ(t) = t – ρ(t) shows
a peak followed by a monotonic decrease. The vicinity
of the peak up to t = t0 will be called the region of sharp
yield point. Beyond this range, the stress drops
smoother: τ(t) ≈ 1/t. In the region of sharp yield point,

ρ̇ ρ t ρ– ρ0 a ρ–+( ).=

ρ̇ ρ t ρ– ρ0+( )= .

ρ t( )
ρ0

1
2
---t2 ρ0t+ 

 exp

1 ρ0J t( )+
------------------------------------------,=

J t( ) 1
2
---t'2 ρ0t'+ 

 exp t'.d

0

t

∫=

ρ t( ) ρ0 t2/2( ), t t0<exp≈

ρ t( ) t 1 1/t2–( ), t t0.>≈

ρ̇
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the stress can be approximated with the use of (8)
for ρ(t):

(10)

The position tu of the peak is given by the equation

(11)

For ln(1/ρ0) @ 1, Eq. (11) can be solved by iterations
with any required accuracy. Restricting ourselves to
double iteration, we have

(12)

The substitution of tu into (10) yields the upper yield
point:

(13)

Let us trace how the results change at the presence
of hardening. As long as the hardening coefficient is
small, the change is noticeable only at comparatively
large t (t > t0) in the region of quasi-stationary behavior.
In Eq. (5) rewritten as

(14)

the two last terms are small and can be substituted by
the solution of the zeroth approximation ρ ≈ t. This

yields ρ ≈ t – a  – 1/t and

(15)

Unlike the case of zero hardening, dependence (15)
has a minimum and grows as t  ∞. The minimum is
located at t = tl = (2/a)2/3 and corresponds to τl =
3(a/2)2/3. This is the solution for the lower yield point
similar to that obtained by Alexander and Haasen [2].
Its specific feature is the independence of τl from the
initial dislocation density ρ0. The properties of the
lower yield point have been thoroughly discussed else-
where (see, e.g., [5, 11]). However, the applicability
range of the Alexander–Haasen solution has not been
adequately studied.

From the derivation of the solution, it is evident that
it is valid only if the minimum falls into the quasi-sta-

tionary region tl > t0, i.e., at a < 2/  ! 1. With higher
hardening coefficients, the Alexander–Haasen
approach is inapplicable and the description of the
lower yield point should be revised.

The bound of the quasi-stationary region also
depends on a, while slightly, and will be denoted as ta

instead of t0. We will proceed from the circumstance
that only the quasi-stationary region of the stress–strain
curve, t > ta, is severely distorted by hardening. The

τ t( ) t ρ0 t2/2( ).exp–≈

τ̇ 1 tuρ0 tu
2/2( )exp–≈ 0.=

tu 2
1

ρ0 2 1/ρ0( )ln
---------------------------------- 

 ln
1/2

.≈

τu tu 1/τu–=

≈ 2 1/ρ0( )ln
2 1/ρ0( )lnln 1+

2 1/ρ0( )ln
-------------------------------------------.–

t ρ a ρ ρ̇/ρ,+ +=

t

τ t ρ a t 1/t.+≈–=

t0
3/2
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effect of hardening on the stress–strain curve, and in
particular on the shape of the yield drop, at t < ta is sub-
stantially weaker and becomes essential at considerably
higher a (specifically, this shows up in the slight a
dependence of τu; see below). Therefore, τ(t) monoton-

ically decreases between tu and ta, whereas at a > 2/
and t > ta, it monotonically grows; hence, the stress–
strain curve passes through a minimum in the vicinity
of ta.

Thus, the position of the minimum on the stress–
strain curve is defined by the position of the boundary
of the quasi-stationary deformation region. Taking into
account the term with  in (14) in terms of the pertur-
bation theory, one obtains the approximate time depen-
dence of the dislocation density in the quasi-stationary
mode:

(16)

The boundary ta can approximately be found as the
point of intersection between time dependences of ρ (8)
and (16):

(17)

In passing from the Alexander–Haasen solution tl =
(2/a)2/3 to the solution tl ≈ ta defined by Eq. (17), the
effect of the hardening coefficient a on the location of
the minimum becomes much weaker. Thus, for the

hardening coefficient a > 2 , the lower yield point
can be estimated by the substitution of the value t = ta

which is minimal for the quasi-stationary region, into
τ(t). Eventually,

(18)

t0
3/2

ρ̇

ρ t( ) 1 a2/4+ a/2–( )
2 1

t a2/4+
------------------.–≈

ρ0 t2/2( )exp t a2/4+ a/2–( )
2 1

t a2/4+
------------------.–≈

t0
3/2–

τ l ta ta a2/4+ a/2–( )
2

–
1

ta a2/4+
--------------------.+≈

0 31 2 a

2

8

4

ta

tl

2/t0
3/2

6

tl

(2/a)2/3

Fig. 2. Location of the lower yield point vs. hardening coef-
ficient for an initial dislocation density ρ0 = 10–8. The Alex-
ander–Haasen solution tl = (2/a)2/3 and the yield drop limit
ta are also shown.
Since ta is ρ0-dependent, the lower yield point [see
(18)] also depends on the initial dislocation density,
thereby qualitatively differing from the solution
obtained by Alexander and Haasen [2]. To illustrate
this, Fig. 2 shows the a dependence of tl obtained by the
numerical solution of Eq. (5). It is evident that the
boundary ta of the yield drop is the lower barrier for tl

within a wide range of a. As a result, the minimum in
this range lies close to ta, so that ta is a satisfactory
approximation for the location of the minimum.

Figure 3 depicts the a dependences of the upper and
lower yield points τu and τl obtained by numerically
solving Eq. (5). It is clearly seen that, beyond the nar-
row applicability range of the Alexander–Haasen
dependence, solution (18) (curve 1) better fits the lower
yield point. Note also the aforementioned weak depen-
dence of the upper yield point τu on a.

m = n = 1: CRITERION FOR YIELD 
DROP EXISTENCE

As a grows, the maximum τu and the minimum tl

approach each other and the height τu – τl of the yield
drop decreases as shown in Fig. 3. At a critical value
a = ac, the maximum and minimum merge together and
the stress–strain curve becomes monotonic. Thus, the
criterion for yield drop existence is the inequality
a < ac. Let us calculate the value of ac. It is convenient
to proceed from the approximated variant of Eq. (5)

where the term a  dominates:  = ρ(t – a ). Its
solution can be written as

(19)

ρ ρ̇ ρ

ρ
ρ0 t2/2( )exp

1
a
2
--- ρ0Ja t( )+

2
------------------------------------------,=

0 31 2 a

2

4

τu

τl

2/t0
3/2

6
τ

3(a/2)2/3

1

3

5
1

Fig. 3. Upper and the lower yield points vs. hardening coef-
ficient. ρ0 = 10–8. The Alexander–Haasen solution τl =
3(2/a)2/3 and approximation (18) are also shown.
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where

This solution, in particular, indicates that, as in the
case of low hardening, the time dependence abruptly
changes in the vicinity of the ta point, given by the con-

dition (a/2) Ja(ta) = 1. At t < ta, ρ(t) ≈ ρ0exp(t2/2),
as before in the case a = 0, and is nearly independent of
the hardening. At t > ta, ρ(t) ≈ (t2 – 4)/a2, which agrees
with (16) in the limit 1 ! t ! a2 considered. We can
thus conclude that, as long as the stress–strain curve
peaks within the region tu < ta, its height and position
are affected by hardening only slightly. However, with
an increase in a, the quasi-stationary region approaches tu
and the peak may disappear. Let us trace how this
occurs.

The equation defining the extreme points of τ(t),

 = 1 – ρ(t – ρ – a ) = 0, suggests that  = 1 at the
extrema. This equation can be rewritten as

(20)

At a < ac, the curves corresponding to the right- and
the left-hand sides of the equation intersect at two
points representing the maximum, tu, and the minimum, tl,
of stress–strain curves. With an increase in a, tu, and tl

approach and merge together when the t curve becomes
tangent to the t dependence in the right-hand side of
Eq. (20):

(21)

Here, we take into account that  = 1 at the extreme
points. Expressing ρc in terms of ac from (21), ρc =
(2/ac)2/3, and using Eq. (20), we obtain tc = 3(ac/2)2/3 +
(2/ac)2/3. Substituting these relationships into (19)
yields the critical condition in the form

(22)

Figure 4 illustrates the agreement between this for-
mula and the numerical solution. It is evident that the
lower the initial dislocation density, the wider the
domain of yield drop existence. In order to trace the
dependences on the other parameters, one should return
to the dimensional variables and write the critical con-
dition in the form

Ja t( ) t'2/4( )exp t' t2/4( )2
t
--- 1 2

t2
---+ 

  .exp≈d

0

t

∫=

ρ0

τ̇ ρ ρ̇

t ρ t( ) a ρ t( ) 1/ρ t( ).+ +=

1 1 a

2 ρ
---------- 1

ρ2
-----–+ 

  dρ
dt
------ 1 a

2 ρ
----------

1

ρ2
-----.–+= =

ρ̇

1/ρ0c( )ln
9
2
---

ac

2
---- 

 
4/3 2

3
--- ac/54( )ln 3.+ +≈

α
b

------- w
S
---- 

 
3/4 B

ε̇
--- 

  1/4

ac.<
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Disregarding the logarithmic dependence, which is
conditioned by the normalizing factor ρ1 included in ρ0,
one can conclude that a decrease in the temperature and
an increase in the strain rate  favor the yield drop
appearance.

GENERALIZATION

Qualitatively, the stress–strain curves retain their
features in the more general case of arbitrary m and n.
Let us briefly list them bearing in mind the complete
analogy with the case of m = n = 1 considered in detail.
To describe the vicinity of the upper yield point, it will
suffice to calculate the first correction to elastic behav-
ior. In the zeroth approximation, ρ ≈ 0 and τ ≈ τe ≈ t. In
the next approximation,

(23)

(24)

The extreme points are found from the equation
 = 0; i.e.,

(25)

When the hardening is low and the stress–strain
curve peaks within the region of low dislocation den-

sity, one can omit the term a  in Eq. (25), substitute
t for τ, and express ρ(t) by (23). As a result, Eq. (25)
becomes

(26)

The equation can be solved by iterations. To find the
first approximation, we substitute tu = 1 into the right-
hand side and obtain t1 = [(n + 1)ln(1/ρ0)]1/(n + 1). Then,
substituting tu = t1 into the right-hand side of (26) yields

the next approximation, tu ≈ t1[1 – m(n + 1)/ ]1/(n + 1),

ε̇

ρ ρ0 tn 1+ / n 1+( )( ),exp≈

τ t ρ0tm n– tn 1+ / n 1+( )( ).exp–≈

τ̇

τ a ρ 1/ρ1/m.+=

ρ

ρ0 tu
n 1+ / n 1+( )( )exp 1/tu

m.≈

t1
n 1+

2

1
10

ac

ln(1/ρ0c)
15 20 255

3

4

5

6

7

8

Fig. 4. Yield drop existence limit [expression (22)] for
ac(ρ0); circles show the results of numerical simulation.
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to which we restrict ourselves. The insertion of this
solution into (25) specifies the upper yield point as

(27)

It is also not difficult to obtain the generalized crite-
rion for yield drop existence. For this purpose, we will

solve the equation for extreme points, τ = a  +
1/ρ1/m, combined with the bifurcation condition

which generalizes (21).

Hence,

(28)

To yield the criterion in the basic logarithmic
approximation, i.e., up to terms on the order of unity,
which are small compared with the major contribu-
tions, the time dependence of ρ can iteratively be
approximated by expression (23) with the substitution
of quantities (28). Finally, we have

(29)

τu tu tu
m n– ρ tu( )– tu 1/tu

n–≈=

≈ t1 m t1( )ln 1+[ ] /t1
n.–

ρ

τ̇ 0 a

2 ρ
----------

1

mρ
m 1+

m
-------------

-----------------,–= =

ρc
2

acm
--------- 

 
2m

m 2+
-------------

, τc tc
m 2+

m
-------------

acm
2

--------- 
 

2
m 2+
-------------

.≈ ≈=

1/ρ0c( )ln
1

n 1+
------------ m 2+

m
------------- 

 
n 1+ acm

2
--------- 

 
2 n 1+( )

m 2+
--------------------

≈

+
2m

m 2+
-------------

α cm
2

---------- 
  .ln

4

–10 –8

τu,l

logρ0

10

4

τu,l, MPa

log(ρ0 [cm–2])

–6 –4

5

6

7

5 6

15

20

25

a = 3

a = 4

Fig. 5. Upper and lower yield points vs. initial dislocation
density. Hardening coefficient a = 3 and 4. The inset shows
the experimental dependences for silicon [12] (T = 800°C
and  = 1.2 × 10–4 s–1).ε̇
In addition to the ρ0 dependence of ac, this formula
also relates the criterion for yield drop existence to the
exponents m and n, which characterize the stress sensi-
tivity of the dislocation velocity and the kinetics of their
multiplication.

CONCLUSIONS

Let us outline some qualitative conclusions com-
mon to the models of the type considered above.

(1) In crystals with an initially low dislocation den-
sity, the stress–strain curves display a sharp transition
to the quasi-stationary behavior. The transition region is
so narrow that one can speak of the transition “point” (t0
or ta). This point is as important for characterizing the
deformation kinetics as the upper and lower yield
points are.

(2) At some critical hardening coefficient a = ac, the
maximum and the minimum on the stress–strain curve
merge together and disappear, rendering the curve
monotonic. The lower the initial dislocation density, the
larger the value of ac. Experimentally, it may be more
convenient to vary the initial dislocation density ρ0 with
the other parameters fixed. The yield drop decreases
with increasing ρ0 and disappears as the critical value
ρ0c is exceeded. The qualitative correlation of the
behavior predicted by the model under discussion with
the experimental data for silicon [12] is evident from
Fig. 5.

(3) The quasi-stationary region of the stress–strain
curve is independent of the initial dislocation density ρ0.
If the lower yield point falls into this region, it is also
ρ0-independent. This is true, however, only for the lim-
ited interval of hardening coefficient. When the upper
limit of this interval is exceeded, the lower yield point
approaches ta—the point of transition to the quasi-sta-
tionary mode—and begins to depend on the initial dis-
location density. Such a situation takes place near the
region of yield drop existence, i.e., when the minimum
of the stress–strain curve is near the yield drop. This is
confirmed by the experimental data for silicon [12]
(Fig. 5), which show that τl depends on ρ0 near the point
where τu and τl merge.

The shift of the lower yield point towards larger
times and, therefore, higher dislocation densities can
also be responsible for the experimentally observed fact
[12] that the internal stresses exceed their effective
value near the lower yield point vastly larger than pre-
dicted by the expression τl = 2τe/m, following from the
Alexander–Haasen theory [2].
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Abstract—Calculations of a photon emission pulse generated on the back side of a metallic sample laser-irra-
diated on its front side are performed. A detailed comparison with experimental data is made. © 2001 MAIK
“Nauka/Interperiodica”.
In this work, we pursue studies of mechanolumines-
cence in metals [1–12]. In experiments [8–12],
mechanical stresses were induced by a single laser shot
with a beam diameter much smaller than the diameter
of the sample. The irradiated spot on the surface rapidly
heats up, and the temperature distribution varying in
time and space arises because of the finite thermal con-
ductivity of the sample. As a result, mechanical stresses
that also vary in space and time appear. Processes tak-
ing place on the back (nonirradiated) side of the sample
were considered. It has been found that luminescence
from the metal surface is excited when the stresses
approach the yield point but the temperature remains
nearly unchanged [11, 12]. However, as follows from
experiments [10–12], the dynamics of a luminescence
pulse differs from that of the stresses and the rate of
their change; namely, the luminescence decays when
the stresses and the rate of their rise continue increas-
ing.

According to the dislocation mechanism of photon
emission, when metals deform, the rate of mechanolu-
minescence must depend on the initial dislocation den-
sity and the number of dislocations crossing the surface
due to strain [13–15]. Both statements have been con-
firmed experimentally [9, 16, 17]. It has been shown
that the deformation or failure of a sample having a
high dislocation density is attended by intense emission
and the topography of its surface considerably changes,
because many dislocations cross the surface. If the dis-
location density in a sample being deformed is small
(all other things being equal), the emission is weak or is
not detected at all and the surface relief changes insig-
nificantly.

The aforesaid allows us to assume that the dynamics
of an emission pulse correlates with the dynamics of
dislocations crossing the surface. The latter can be cal-
culated by assuming that dislocations crossing the sur-
face change the emitting area of the sample surface.
1063-7842/01/4611- $21.00 © 1396
Then, we have

(1)

Here, N is the dislocation density, ε is the relative
change in the back surface area due to thermal stresses,

 is the rate of change of the back surface area, t is
time, and A is a constant. In our early experiments
[11, 16], we studied luminescence from the back side
of copper samples irradiated by a laser shot. The sam-
ples were 0.5-mm-thick copper disks with a diameter of
30 mm. The 10.6-µm 1.5-ms laser shot was focused
into a spot of diameter 1 mm. The minimal laser energy
was selected so that luminescence was reliably
detected. The energy applied to the sample was 0.6 J. At
the center of the spot, the maximal stresses exceeded
the yield point of copper only slightly, while at its edge,
they only approached it by the end of the luminescence
pulse [11]. Such conditions allow us to calculate ε and

 in the linear approximation by invoking equations of
the classical elasticity theory, which gives averaged val-
ues of strains and stresses. Integrating Eq. (1) yields

(2)

where N0 is the initial density of dislocations. We
assume that the strains are symmetric about the laser
beam center. Let us express the changes in the surface
area through displacements:

(3)

Here, r and z are the positions of surface points before
deformation, Ur and Uz are the positions of the displace-
ment vector, and r' and z' are the positions of points on
the surface being deformed:

(4)

dN
dt
------- Aε̇N .–=

ε̇

ε̇

N N0 Aε–( ),exp=

r' r Ur, z'+ z Uz.+= =

dL' dr'( )2 dz'( )2+ 1
∂Ur

∂r
---------+ 

  dr;≈=
2001 MAIK “Nauka/Interperiodica”
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(5)

Since rdrdϕ = dS, the relative change in the surface
area takes the form

(6)

The displacement U is found from equations derived
in [11]:

(7)

where µ is the Poisson’s ratio, α is the thermal expan-
sion coefficient, r and z are cylindrical coordinates, T(z,
r, τ) is the temperature distribution in the sample, τ =
kt/cρa2 is dimensionless time, k is the thermal conduc-
tivity, t is time, c is the heat capacity, ρ is the density of
the material, and a is the sample thickness.

From Eq. (7), it follows that the time and spatial
temperature distributions in the sample set under irradi-
ation are needed in order to calculate the displacements
and, accordingly, the change in the back surface area.
The temperature distribution within the laser spot is

(8)

where τ0 = kt0/cρa2 and t0 is the shot duration. The tem-
perature distribution in the sample is given in [1]. For
τ < τ0, it has the form

(9)

dS' dL'r'dϕ 1
∂Ur

∂r
---------+ 

  r Ur+( )drdϕ≈=

≈ 1
1
r
--- ∂

∂r
----- rUr( )+ 

  rdrdϕ .

ε dS' dS–
dS

-------------------
1
r
--- ∂

∂r
----- rUr( ).= =

∆Ur

Ur

r
------–

1
1 2µ–
--------------- ∂

∂r
----- divU( )+

2 1 µ+( )
1 2µ–

--------------------∂ αT( )
∂r

---------------,=

∆Uz
1

1 2µ–
--------------- ∂

∂z
----- divU( )+

2 1 µ+( )
1 2µ–

--------------------∂ αT( )
∂z

---------------,=

f τ( )
πτ
τ0
------ τ τ 0≤sin

0 τ τ 0,>





=

T r z τ, ,( )
q0r0

k
--------- J1 λ

r0

a
---- 

  J0 λ r
a
--- 

 

0

∞

∫=

×
λ2 πτ

τ0
------

πa2

τ0
-------- πτ

τ0
------ λ2 τ

a2
-----– 

 exp–cos 
 –sin

λ4 πa4

τ0
2

--------+

-------------------------------------------------------------------------------------------









+ 2

nπz
a

---------cos

n2π2 λ2+( )2
----------------------------- n2π2 λ2+( ) πτ

τ0
------

-----

-----
2

-------sin









n 1=

∞

∑

TECHNICAL PHYSICS      Vol. 46      No. 11      2001
for τ > τ0,

(10)

Here, q0 is the energy flux absorbed by the sample and
r0 is the radius of the laser spot on the surface. The
boundary conditions for Eqs. (7) are

(11)

where σik is the stress tensor and n is the normal to the
surface.

Set (7) with boundary conditions (11) was solved by
using the thermoelastic potential of displacements and
Love functions [18]. Eventually, the desired solution
for Ur on the back side of the sample is obtained in the
form

(12)

Here, β = 2α(1 + µ)(q0r0a/k). For τ ≤ τ0,

2
--–

πa2

τ0
-------- πτ

τ0
------cos n2π2 λ2+( ) τ

a2
-----–exp– 

 

















dλ ,

T r z τ, ,( )
q0r0

k
---------πa2

τ0
-------- J1 λ

r0

a
---- 

  J0 λ r
a
--- 

 

0

∞

∫=

×
λ2 τ

a2
-----– 

  λ2τ0

a2
----- 

 exp 1+ 
 exp

λ4 πa4

τ0
2

--------+

----------------------------------------------------------------------









+ 2

nπz
a

--------- 
 cos

n2π2 λ2+( )2 πa4

τ0
2

--------+

-------------------------------------------- n2π2 λ2+( ) τ
a2
-----–exp

0

∞

∑

2
--× n2π2 λ2+( ) τ

a2
----- 1+exp









dλ .

σiknk 0,=

Ur β J1 λ
r0

a
----J1 λ r

a
--- 

 



0

∞

∫=

---× F1 λ τ τ 0, ,( ) F2 λ τ τ 0, ,( )–( )
 λdλ .

F1 λ τ τ 0, ,( ) λsinh
λsinh λ+
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λ2 λ4 π2

τ0
2
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 
 
 
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







=



1398 ABRAMOVA et al.
for τ > τ0,

× λ2 πτ
τ0
------sin

π
τ0
---- πτ

τ0
------cos λ2τ–( )exp– 

 

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τ0
2
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k 1=
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------cos 2k 1+( )2π2 λ2+( )τ–( )exp– 
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
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τ0
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2

-----+
 
 
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





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+ 2 1
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τ0
2
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 
 
 

---------------------------------------------------------------------------------
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∞
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× 4k2π2 λ2+( )τ–( )exp(

+ 4k2π2 λ2+( ) τ τ 0–( )–( ) )
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







,

Thus, substituting (12) into (6), we obtain

(13)

To continue calculations, we express ∂ε/∂t, or , as

(14)

where β1 = βk/cρa2. The derivatives of F1(λ, τ, τ0) and
F2(λ, τ, τ0) with respect to τ0 are not given here, since
they are derivatives of the elementary functions. Fig-
ures 1a and 1b show the experimental curves Ilas(t) and
Ilum(t), as well as the dependences ε(t) and (t) calcu-
lated from (13) and (14), respectively, and averaged
over a circle of radius r = 1 mm. The radius on the back
side is taken to be equal to the radius of the laser spot,
because the material structure changes within this
radius (as follows from the examination of the metallo-
graphic sections [9]). The constant A in expressions (1)
and (2) is determined in the following way. According
to the dislocation mechanism, mechanoluminescence
on the metal surface is initiated when mobile disloca-
tions emerge on the surface. Hence, the maximal lumi-
nescence intensity will be observed at the instant the
greatest number of the dislocations appear on the sur-
face. At this time instant, the second-order time deriva-
tive of expression (2) must vanish. Mathematically, this
condition is written as

(15)

where  and  are taken at the instant of maximal lumi-
nescence intensity and averaged over a circle of radius
r = 1 mm.

In our experiments, the mechanoluminescence
intensity peaks at t = 0.7 ms. For the sample under

F2 λ τ τ 0, ,( ) 2 λsinh
λsinh λ–

----------------------- π
τ0
----=

+
1

2k 1+( )2π2 λ2+( ) 2k 1+( )2π2 λ2+( )2 π2

τ0
2

-----+
 
 
 

-------------------------------------------------------------------------------------------------------------
k 1=

∞

∑

× 2k 1+( )2π2 λ2+( )τ–( )exp(

+ 2k 1+( )2π2 λ2+( ) τ τ 0–( )–( ) ).exp

ε r τ,( ) β J1 λ
r0

a
---- 

  J0 λ r
a
--- 

  F1 λ τ τ 0, ,( )(
0

∞

∫=

– F2 λ τ τ 0, ,( )λ2dλ .

ε̇

ε̇ r τ,( ) β1 J1 λ
r0

a
---- 

  J0 λ r
a
--- 

  ∂
∂τ
-----F1 λ τ τ 0, ,( )



0

∞

∫=

–
∂
∂τ
-----F2 λ τ τ 0, ,( )

 λ2dλ ,

ε̇

A
ε̇̇
ε̇2
----,=

ε̇̇ ε̇
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Fig. 1. (a) Waveforms of the irradiating pulse (the numbers indicate the power absorbed by the sample) and the pulse of mechanolu-
minescence initiated on the back side of the sample, (b) calculated relative stress-induced change in the back surface area and the
rate of its change vs. time, (c) calculated time variation of the number of dislocations emerging on the surface within a circle of
radius r = 1 mm, and (d) calculated photon emission pulse.
study,

(16)

Figure 1c shows the time variation of the number n
of dislocations in the plastic zone within a circle of
radius r = 1 mm. The plot is obtained from (1) in view
of (14) and (16). It follows that, as long as  < 0, the
number of the dislocations grows, while at  > 0, it
decreases (the dislocations emerge on the surface). We
assume that for  > 0, the number of newly generated
defects is negligible compared with the number of dis-
locations crossing the surface; then, the continuity con-
dition

(17)

(j is the flux density of dislocations emerging on the
surface) must be met.

The second term in Eq. (17) can be estimated as

(18)

where δt is the plastic zone depth.

Thus, the flux density of dislocations emerging on
the surface can be represented, with regard for (17) and

A 5.00 106.×=

ε̇
ε̇

ε̇̇

∂N
∂t
------- div j+ 0,=

div j  
jn

δt

----,≅
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(18), in the form

(19)

When moving, each of the dislocations interacts
with 1/a atoms within a unit length (a is the lattice con-
stant). The expression for the photon flux from a unit
surface area has the form

where η is the probability of emitting a photon. In view
of (1), (2), and (19),

(20)

For copper, a = 3.61 Å [19], N0 = 1014 m–2, δt = 2.5 ×
10–4 m [20], and η = 10–9 [14].

The calculated time dependence of the photon flux
is depicted in Fig. 1d. It should be noted that knowing
the sensitivity of the optical detector and its position
relative to the light-emitting surface and bearing in
mind that the mechanoluminescence spectrum of cop-
per has two lines with peaks at ≈1.7 and ≈2.1 eV [1],
one can experimentally estimate the emission pulse
intensity. From such estimates, the peak of the lumines-
cence intensity Ilum (Fig. 1a) equals ≈1.5 × 107 ph/s, or
≈5 × 10–12 W. Thus, the experimental and analytic spec-
tra (Figs. 1a, 1d) can be compared by shape, duration,
delay relative to the beginning of the irradiation (stress-

jn δt
∂N
∂t
-------.–=

Nph η j/a=

Nph ηδta
1– N0ε̇ Aε–( ).exp=
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ing), and amplitude. It is seen that the spectra are in
fairly good agreement. Thus, we may draw the conclu-
sion that the dynamics of a luminescence pulse from the
back side of a metal sample irradiated by a laser shot on
its front side correlates with the dynamics of disloca-
tions emerging on the surface.
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Abstract—The possibility of controlling the efficiency of second harmonic generation by femtosecond pulses
is demonstrated. By the phase shift in a certain cross section of the medium, switching from the low-efficient
to the high-efficient generation state (and vice versa) is realized. The switching contrast in terms of the conver-
sion efficiency is up to 4 (or more) and in terms of the peak intensity at the center of the pulse it is as high as 9.
A new class of optical switches based on this effect is suggested. © 2001 MAIK “Nauka/Interperiodica”.
The problem of efficient second harmonic genera-
tion (SHG) by femtosecond pulses has remained unre-
solved to date [1] in spite of the long-standing efforts in
this field [2–4]. The reason is known to be the self-
action of waves that is caused by the cubic nonlinearity
of a medium. For femtosecond pulses, the effect of this
nonlinearity becomes comparable to that of quadratic
nonlinearity. The self-action produces an additional
phase shift of the interacting waves, violating the opti-
mal phase relations. As a result, energy transfer to the
second harmonic does not occur.

By using the SHG invariants (the quantities that
retain their value during the wave interaction), it was
shown [5] that the generation efficiency in the case of
phase and group matching is defined by the ratio of the
dimensionless constants characterizing the quadratic
and cubic nonlinearity. The efficiency depends on this
ratio monotonically: the higher the effect of the cubic
nonlinearity, the lower the generation efficiency.

A qualitatively new feature of the SHG process
appears if the generation proceeds in the absence of
phase matching. It has been shown [6] that, in this case,
two stable generation modes are possible. Conse-
quently, wave self-action at certain conditions causes
the spontaneous periodic switching of the generation
process to the high-efficient state (brunch), where a
generation efficiency as high as 60% is achieved [7]. In
this paper, we show that SHG can be controlled by
switching the process from one stable state to the other
by inducing a phase shift between the interacting waves
in a certain cross section of the medium. It is important
that at specific conditions, the contrast between these
states is high. This offers the possibility of implement-
ing an optical switch (processor) with a potentially
small switching time, which is determined by the tran-
sition time of cubic nonlinearity. Thus, with the elec-
tronic mechanism of nonlinearity, the switching
between the states may take from 10 to 50 fs (or less).
1063-7842/01/4611- $21.00 © 21401
If it is assumed that the diffraction length far
exceeds the length of a nonlinear medium, the set of
dimensionless equations describing the process of SHG
by a femtosecond pulse with regard to its self-action
has the form [2]

(1)

Here, η is the dimensionless time in the coordinate sys-
tem related to the basic wave pulse; z is the normalized
longitudinal coordinate;

are the coefficients describing the second-order disper-
sion;  and  are the dimensional wave number and
the angular frequency of jth wave, respectively; γ is the
coefficient of nonlinear coupling between the interact-
ing waves; ∆k = k2 – 2k1 is the dimensionless mismatch
between the wave numbers; αj are the wave self-action
coefficients; and Aj are the complex amplitudes of the
harmonics (j = 1, 2) normalized to the maximal ampli-
tude of the first harmonic in the initial section of the
medium (z = 0). The parameter v  is proportional to the
difference of the reciprocals of the group velocities for
the second and first harmonics, and Lz is the length of
the nonlinear medium.

At the entrance into the nonlinear medium, the ini-
tial distribution of the fundamental frequency pulse is

∂A1
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--------- iD1
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+ iα1A1 A1
2 2 A2
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set in the form

(2)

where Lt is the dimensionless time for which the pro-

A1 z 0= η,( ) A0 η( ), 0 η Lt,≤ ≤=
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Fig. 1. Variation of the SHG efficiency (1) without and (2–
4) with switching at different points of the medium at α = 8,
γ = 4, ∆k = –2.35, and ν = 0 for (a) D1 = D2 = 0.0000625,
and τ = 4 and (b) D1 = D2 = 10–3 and τ = 0.1.
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Fig. 2. SHG efficiency for α = 16, γ = 4, ∆k = –2.0, D1 =
D2 = 0.001, v  = 0, and τ = 10 (1) without switching into the
high-efficient state and with the introduction of the phase
shift ∆ϕ = (2) –3, (3) –1.5, and (4) –2.5 in appropriate sec-
tions of the medium. The sections where the phase shift is
introduced correspond to the bifurcation of the curves.

θ

cess is considered; the amplitude of the second har-
monic in this section is equal to zero: A2(z = 0, η) = 0.

In physical experiments, the initial distribution of
the fundamental wave pulse A0(η) is usually approxi-
mated by the Gaussian pulse:

(3)

For our parameter normalization, the dimensionless
amplitude at the fundamental frequency is A10 = 1.

The SHG process in the presence of wave self-
action has a number of invariants [5]. Their values
should be controlled upon the computer simulation of
SHG. We used conservative difference schemes that
retain the values of the invariants.

The efficiency of energy transfer from the funda-
mental harmonic to the second harmonic was evaluated
as

(4)

We carried out numerical experiments including
group matching between the interacting waves (ν = 0).

It is known that the transfer (conversion) efficiency
Θ(z) first smoothly increases from zero to a certain
maximal value. In this case, the generation occurs
within the first matching region where the phase differ-
ence between the interacting waves is less than π. Then,
the efficiency oscillates near its mean value. The mean,
in turn, is defined by the values of the problem param-
eters and rapidly drops with an increase in the self-
action (the parameter α).

A considerable increase, as well as a considerable
decrease, in the conversion efficiency within a specified
distance from the entrance into the medium can be

A0 η( ) A10 η Lt/2–( )/τ( )2/2–( ).exp=

Θ z( ) A2 z η,( ) 2 η  A1
0 η( ) 2 η .d

0

L1

∫d

0

L1

∫=
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Fig. 3. SHG efficiency for α = 10, γ = 4, ∆k = –2.35, v  = 0,
D1 = D2 = 0.0000625, and τ = 4 (1) without switching into
the high-efficient state and upon introducing (2) the phase
shift ∆ϕ = –1; (3–6) double phase shift ∆ϕ = –1 and π; and
(7) triple phase shift ∆ϕ = –1, π, and π in appropriate sec-
tions. The sections where the phase shift is introduced cor-
respond to the bifurcation of the curves.
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Fig. 4. Dependences of the spatial distributions of the efficiency (on the right) and of the intensity of the first, I1(z) = |A1(z, η = Lt/2)|2

(continuous curves), and second, I2(z) = |A2(z, η = Lt/2)|2 (dotted line), harmonics at the center of the pulse (on the left) on the posi-
tion of the switching point and the phase shift sign at the switching point. z = (a) 0.05, (b) 0.22, (c) 0.32, and (d) 0.5. Figures near
the curves indicate the phase shift at the switching point. α = 10, γ = 4, ∆k = –2.35, ν = 0, D1 = D2 = 0.0000625, and τ = 4.
achieved by shifting the phases of the interacting waves
inside the medium if the cubic nonlinearity dominates
over the quadratic one. In this situation, the sign of the
shift may sometimes effectively control the conversion
efficiency. Note that we accomplished the phase shift
between the interacting waves by simultaneously intro-
ducing the equal phase ∆ϕ = const into the first and sec-
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
ond harmonics. It is this value ∆ϕ that is given in the
figure captions.

It should be emphasized that if the dimensionless
coefficients characterizing the quadratic and cubic non-
linearities differ insignificantly (α ~ 2γ), the switching
only maintains the conversion efficiency at a high level
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Fig. 5. Variation of the pulse shape during its propagation inward to the medium (a) without switching, with switching at the point
z = 0.05 for the phase shift equal to (b) 1 and (c) –1, and with switching at the point z = 0.5 for the phase shift equal to (d) 1 and
(e) –1. α = 10, γ = 4, ∆k = –2.35, ν = 0, D1 = D2 = 0.0000625, and τ = 4.
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Fig. 5. (Contd.)
without increasing it. This conclusion holds both for
sufficiently long pulses (Fig. 1a) and for short pulses
(Fig. 1b), which are substantially affected by the sec-
ond-order dispersion. The advantage of the switching to
the high-efficient state, in this case, is that the conver-
sion coefficient depends on the length of the medium
only slightly.

The most interesting practical case is when the cubic
nonlinearity greatly overrides the quadratic one during
second harmonic generation by femtosecond pulses. In
this case, the switching provides a high efficiency of
generation at ∆k ≠ 0. This is illustrated in Fig. 2, where
the variation of the conversion efficiency as the pulse
propagates along the medium without switching
(curve 1), as well as for single and double switching
(curves 2–4), is shown. The first switching greatly
increases the conversion efficiency (curves 1 and 2 in
Fig. 2). Depending on the section taken to perform the
second switching, the conversion efficiency can be
degraded (curve 3) or kept at the level achieved
(curve 4).
HNICAL PHYSICS      Vol. 46      No. 11      2001
Note that similar results are also observed for other
α and γ, particularly, for α = 10 and γ = 4. However, the
switching efficiency for these parameters is somewhat
lower, because a higher energy should be transferred to
the second harmonic under the conditions of phase
matching. This statement is illustrated by Figs. 3 and 4,
where the results of computer simulation for α = 10,
γ = 4, ∆k = –2.35, D1 = D2 = 0.0000625, and τ = 4 are
presented. At some points inside the medium (the bifur-
cation points of the curves), the switching was per-
formed at different phase shifts that maximize the effi-
ciency (Fig. 3) or deviate (increase or decrease, Fig. 4)
the efficiency from its nonperturbed value (when the
phase shift is absent). The wave phase was varied near
the entrance to the medium and in its interior.

As follows from Fig. 3, the conversion efficiency as
high as 90% can be achieved by introducing a phase
shift between the interacting waves in properly selected
sections of the medium. It is significant to emphasize
that the maximal difference in the efficiency values
upon reversing the phase shift is observed for switching
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points within the first quarter of the interval (Fig. 4).
The efficiency is the highest for the positive shifts and
the lowest, for the negative shifts.

Too early (Fig. 4a) or too late (Fig. 4d) switching
considerably reduces the phase-shift effect at the
switching point. It is important that in the former case,
the conversion efficiency at the end of the interval
decreases. In the latter case, conversely, the efficiency
increases regardless of the direction of the shift. In both
cases, the difference in the efficiency values at the end
of the interval for the switched waves is small. There-
fore, the switching contrast must be small as well.
However, for the early switching, there is a domain in
the middle of the interval where the switching contrast
is high. When the switching point tends toward the end
of the interval, the contrast decreases and becomes
insignificant for the latest switching.

However, the variation of the pulse shape during its
propagation inside the medium implies that only the
early switching (Fig. 4a) can retain the shape of the
propagating pulses; as a result, the same generation
mode is observed throughout the pulse width (Figs. 5b,
5c). In this case, the essential (several-fold) difference
between the peak intensities of the first and second har-
monics can be achieved (Figs. 5b, 5c; section z = 0.6).
In the absence of switching (Fig. 5a), as well as when
the switching is late (Figs. 5d, 5e), the uniform genera-
tion mode and the appropriate contrast (the ratio of the
intensities) are observed only in the area nearest to the
pulse center due to self-focusing. The pulses break into
several subpulses. As a result, the maximum attainable
contrast of generation efficiency is reduced compared
with the case of the early switching.

In closing, let us draw some conclusions from the
results on SHG by femtosecond pulses with regard to
wave self-action. First, to achieve a high generation
efficiency, the condition of phase matching, used in the
case of SHG by longer (picosecond or still longer)
pulses, should be abandoned. Second, by introducing
the phase shift between the interacting waves in certain
sections, the generation efficiency up to 80% (or more)
can be achieved. Third, when providing a high genera-
tion efficiency, one can control the second harmonic
pulse shape. In particular, both a Gaussian pulse and a
pulse that has a dip in the intensity distribution along
the axis can be realized. Hence, different modes of the
second harmonic can be generated.

Fourth, by switching generation modes, we can real-
ize bistable generation with the generation efficiencies
and peak intensities of the harmonics differing by sev-
eral times. This enables the development of a new class
of optically bistable systems that offer high efficiency
and switching rate in the femtosecond range if an addi-
tional phase shift is introduced in the same time scale.
As a result, an optical processor based on the above
principle can be designed.

It is also worth noting that modulation instability
may prevent the achievement of high-efficient SHG by
femtosecond pulses with a very high intensity. How-
ever, this effect is beyond the scope of this study.

ACKNOWLEDGMENTS

This work was supported in part by the Russian
Foundation for Basic Research (grant no. 99-01-01233)
and by the program “Universities of Russia: Basic
Research” (grant no. 992409).

REFERENCES

1. G. Steinmeyer, P. H. Sutter, L. Gallmann, et al., Science
286, 1507 (1999).

2. T. B. Razumikhina, L. S. Telegin, A. I. Kholodnykh, and
A. S. Chirkin, Kvantovaya Élektron. (Moscow) 11, 2026
(1984).

3. P. P. Ho, Q. Z. Wang, and R. R. Alfano, Opt. Lett. 16, 970
(1991).

4. T. Ditmire, A. M. Rubenchik, D. Eimerl, and
M. D. Perry, J. Opt. Soc. Am. B 13, 649 (1996).

5. I. S. Ivanova, S. A. Magnitskiœ, and V. A. Trofimov,
Vestn. Mosk. Univ., Ser. Vychisl. Mat. Kibern., No. 1, 21
(2000).

6. T. M. Lysak and V. A. Trofimov, Zh. Vychisl. Mat. Mat.
Fiz. 41 (8) (2001) (in press).

7. T. M. Lysak and V. A. Trofimov, in Technical Program of
International Conference LO’2000, St. Petersburg,
2000, p. 48. 

Translated by M. Lebedev
TECHNICAL PHYSICS      Vol. 46      No. 11      2001



  

Technical Physics, Vol. 46, No. 11, 2001, pp. 1407–1414. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 71, No. 11, 2001, pp. 59–67.
Original Russian Text Copyright © 2001 by Grigor’ev, Tolstikov, Navrotskaya.

                                                                                            

ACOUSTICS, 
ACOUSTOELECTRONICS

       
Interaction between Light and Acoustic Microwaves Excited 
by Aperiodic Multielement Transducers. II

M. A. Grigor’ev, A. V. Tolstikov, and Yu. N. Navrotskaya
Chernyshevsky State University, ul. Dvadtsatiletiya VLKSM 112a, Saratov, 410071 Russia

Received July 3, 2000; in final form, January 9, 2001

Abstract—Aperiodic multielement piezoelectric transducers operating in the high-frequency part of the micro-
wave range are studied theoretically. The efficiency of interaction between a plane light wave and the acoustic
fields excited by the transducers with antiphase adjacent elements is calculated as a function of frequency.
Structures where the pitch varies gradually or stepwise and the piezoelectric elements are wide- or narrow-band
are analyzed. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The purpose of this paper (see also part I in [1]) is to
compare aperiodic and periodic multielement electroa-
coustic transducers (MEATs) in terms of the efficiency
of acousto–optical (AO) interaction under the condition
that tuning to the Bragg angle is provided in a given fre-
quency band. We study antiphase MEATs, in which
adjacent elements are excited with a phase shift ϕ0 =
πrad. Three types of aperiodic MEATs are considered:
(i) MEATs with a gradually varying pitch and wide-
band piezoelectric elements, (ii) those with a gradually
varying pitch and narrow-band piezoelectric elements,
and (iii) sectionalized transducers with narrow-band
piezoelectric elements. As a reference periodic MEAT,
we use an antiphase transducer. This transducer is
known (see Ref. [5] in [1]) to produce a partial acoustic
wave (usually employed for the interaction with inci-
dent light) that is more intense than that produced by an
inphase transducer. We assume that the divergence of
the incident light in the plane of AO interaction is sig-
nificantly smaller than the divergence of the acoustic
wave. This situation occurs in deflectors. Acoustic
oscillations excited by variable-pitch MEATs in a pho-
toelastic medium have complex spatial amplitude and
phase distributions. Therefore, we will first derive a for-
mula for the AO interaction efficiency in the general
case of a sectionalized transducer.

AO INTERACTION EFFICIENCY 
OF AN APERIODIC (VARIABLE-PITCH) 

TRANSDUCER

As is known, upon AO interaction, light diffraction
is due to the variation of the permittivity ε of the
medium. For isotropic diffraction, this variation is
related to the strain S by the formula ∆ε = –ε2pS [2],
where p is the photoelastic constant. Therefore, to find
the intensity of the diffracted light, one should know the
distribution of the strain amplitude and phase on the
1063-7842/01/4611- $21.00 © 21407
surface of the medium. Consider a sectionalized
MEAT, which is the most complex device among those
addressed in this paper. Figure 1 shows the distribution
of the strain amplitude S over the x coordinate in the
transducer plane and also the basic parameters. The
transducer contains n sections, having Mi elements
each; i is the section no.; νi is the element no. in the ith
section; and li and Li are, respectively, the period and
the length of the elements in the ith section. The strain
amplitude is constant over the surface of each of the
piezoelectric elements and equals zero between the ele-
ments. The oscillation phases of adjacent elements are
shifted by an angle ϕ. Assume that the power Pνi of the
acoustic wave excited by each of the elements is
known. Using the Umov vector, we can express the
strain on the surface of a piezoelectric element in terms
of the emitted acoustic power:

(1)

where H is the width of the piezoelectric element.
The distribution S(x) over the MEAT plane can be

represented through the Fourier integral as a continuous
plane-wave spectrum, the amplitude of each of the
plane waves being equal to g(kx)dkx, where kx is the pro-
jection of the wave vector k on the x axis. The density
g(kx) of this spectrum is given by the Fourier transform

(2)

One can write kx = (2π/Λ)sinγ, where Λ is the acous-
tic wavelength and γ is the angle between the normal to
the transducer plane and the direction of the wave vec-
tor of the elementary wave. Then, expression (2) gives
the value of g(γ), referred to as the angular spectrum.

Thus, AO interaction between the plane optical
wave and the diverging acoustic beam amounts to inter-
action between the plane waves. The diffracted light is

Sν i
2

2Pν i/ ρv ac
3 HLi( ),=

g kx( ) 1
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Fig. 1. Strain vs. x coordinate for the sectionalized transducer.
produced only by the elementary component of the
angular spectrum that satisfies the Bragg condition. If a
weakly diverging optical beam is directed so that it sat-
isfies this condition at the center frequency f0 at the
midpoint of a lobe of the angular spectrum, a diffraction
maximum will be observed at this frequency.

The light intensity in the diffraction maximum is
actually finite, because the region of AO interaction is
limited, which causes the light beam to diverge. The AO
interaction thus involves those components of the angu-
lar spectrum falling into a finite angular interval ∆γ. As
a result, the amplitude of the diffracted light becomes
finite.

If the frequency differs from f0, another component
of the acoustic angular spectrum will meet the Bragg
condition and the amplitude of the diffraction light will
decrease almost in proportion to the decrease in the
spectrum density g(γ).

Thus, the AO interaction efficiency up to a constant
factor can be found from expression (2) as the squared
magnitude of the angular spectrum. This expression
should use the angle γB(f) that specifies the direction of
the elementary wave satisfying the Bragg condition for
given frequency f and direction Θ0 of the incident light:

For the strain distribution S(x) (Fig. 1), formula (2)
can be recast as

where χνi is the serial number of the νth element in the
ith section; aνi is the coordinate of the left edge of the
νith element; and Sνi is the coordinate-independent
strain on the νth element in the ith section, which can
be found from formula (1) if the power Pνi of elastic
oscillations excited by this element is known.

γB f( ) Θ0 ΘB f( ).–=

g γ( ) 1
2π
------ Sν ie

j χν i 1–( )ϕ–
e jk γxsin– x,d

aν i

aν i Li+( )

∫
ν i 1=

Mi

∑
i 1=

n

∑=
Integrating the above formula and taking the square
of the magnitude, we obtain

(3)

where I(f) is the intensity of the diffracted light, I0 is the
intensity of the incident light, K is a proportionality
coefficient, and

Under the assumption that the AO interaction is
weak (ηAO ! 1), K can be estimated by comparing for-
mula (3) for a single piezoelectric element (n = Mi = 1,
Θ0 = ΘB) with the Gordon formula [3]:

A SINGLE PIEZOELECTRIC ELEMENT 
AND A PERIODIC MEAT

In order to compare aperiodic MEATs with conven-
tional transducers and to reveal their advantages and
disadvantages, we calculated the AO efficiencies of a
single piezoelectric element and of a multielement peri-
odic antiphase structure in the frequency range of 8–
10 GHz. The lengths of the transducers were chosen
such that the AO efficiency varied within ≈3 dB in the
above range. We assumed that the transducers com-
prised wide-band piezoelectric elements made of Z-ori-
ented zinc oxide (0.09 µm) with copper sublayer
(0.1 µm) and overlayer (0.8 µm). As a photoelastic
medium, we took X-cut lithium niobate, in which the
transducer excited longitudinal elastic waves. Figure 2
plots the frequency dependence of the conversion factor
for the case when the piezoelectric element terminates
the optimal transmission line. The conversion factor is

ηAO
I f( )

I0
----------=

=  K Li

Γ isin
Γ i

------------e
jΓ i–

Pν ie
jΦν i–
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 
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∑
2
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Γ i

πLi f
νac
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Φν i χν i 1–( )ϕ 2πf
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K π2M2/2λ0
2H ΘB.cos
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seen to vary from –8.3 to –7.3 dB in the frequency
range of 8–10 GHz. In our calculations, the transverse
size of the piezoelectric element was 50 µm and its lon-
gitudinal dimension (in the direction of the incident
light) was set equal to 15 µm. Figure 3 shows the AO
efficiency ηAO(f) of the single piezoelectric element at
a microwave power of 1 W and an angle of light inci-
dence Θ0 = ΘB (f0 = 9 GHz) = 0.197 rad. The efficiency
ηAO reaches its maximum (0.085%) at 9 GHz, decreas-
ing to 0.045% at the bounds of the frequency range.

We considered two versions of periodic antiphase
MEATs. The first version had the period of 1.9 µm; the
second, 3.5 µm. The lengths of the elements were equal
to 0.7l, i.e., 1.33 and 2.45 µm, respectively. To provide
self-tuning near 9 GHz, the angles Θ0 were set equal to
0.392 and 0.3019 rad, respectively, according to for-
mula (3) in [1]. In the first case, the working point at f =
9 GHz was at the minimum of the curve l(f); in the sec-
ond case, the working point lay at its high-frequency
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Fig. 2. Conversion factor vs. frequency for a single zinc
oxide piezoelement (h = 0.09 µm). The wave impedance of
the transmission line is Z0 = 0.38 Ω .
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Fig. 4. AO interaction efficiency vs. frequency for a periodic
MEAT at M = 135 and l = 1.9 µm.
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
slope [1, Fig. 1]. For both transducers to provide the
above bandwidth, we had to use 135 elements in the
first transducer and only seven elements in the second
one. The power emitted by the piezoelectric elements
was calculated by formula (16) in [1] at Pal = 1 W. We
also assumed that the transmission lines have the opti-
mal wave impedances which we estimated at Z0, opt =
8.5 Ω and 85 Ω . The resulting ηAO(f) curves are shown
in Figs. 4 and 5, respectively. The former has the dou-
ble-humped shape typical of an antiphase MEAT with
the optimal period. The maximal AO efficiency reaches
4.3%. The latter curve has the single-humped shape
with ηAO, max = 0.4% at 9 GHz.

Thus, the optimum-period (1.9 µm) MEAT proves to
be much more efficient for an AO deflector than a single
piezoelectric element or the MEAT with the nonopti-
mal period (3.5 µm). The only advantage of the latter
MEAT is that it is easier to fabricate because of its
longer period and smaller number of elements. How-

8.0 8.5

ηAO × 10–3

f, GHz
9.0 9.5 10.0

0

0.2

0.4

0.6

0.8

1.0

Fig. 3. AO interaction efficiency vs. frequency for a single
piezoelectric element at L = 15 µm and Pac = 0.03 W.
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Fig. 5. AO interaction efficiency vs. frequency for a periodic
MEAT at M = 7, l = 3.5 µm, and Z0 = 85 Ω .



1410 GRIGOR’EV et al.
ever, its low diffraction efficiency makes the applica-
tion of this MEAT unpromising.

AN APERIODIC MEAT WITH A GRADUALLY 
VARYING PITCH AND WIDE-BAND 

PIEZOELECTRIC ELEMENTS

We considered two versions of these aperiodic
transducers. They differed in the distribution l(x). Both
distributions were obtained by the algorithm described
in [1]. For the first version, the angle of light incidence
was Θ0 = 0.393 rad; for the second, 0.3019 rad. The
pitch versus frequency dependences for the two ver-
sions satisfy formula (3) in [1] and are shown in Fig. 1
therein. The lower curve with a minimum at 9 GHz
refers to the first version; the upper curve, to the second
one. The pitch values are noteworthy. In the first ver-
sion, the pitch varies insignificantly. It equals ≈1.91 µm
at the ends of the transducer and 1.89 µm in its central
part. The maximum variation in the pitch is ≈1%. In the
second version, the pitch increases along the transducer
from 3.22 to 4.15 µm. Its maximal variation was found
to be ≈25% of the average value. The elements’ lengths
were always equal to 0.7li, where li is the pitch next
after the ith element. Also note that both transducers
involved the wide-band piezoelectric elements similar
to those applied previously and that the photoelastic
medium was lithium niobate as before. Both MEATs
terminated the optimal transmission lines, providing a
conversion factor of –7.3 dB. Thus, 0.186 W of 1 W of
the electromagnetic power was converted into acoustic
waves. We assumed that this power was distributed
among the elements in proportion to their area.

Figures 6 and 7 depict the AO interaction efficiency
vs. frequency for the two MEATs with a gradually vary-
ing pitch. As expected, the curve in Fig. 6, obtained for
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Fig. 6. AO interaction efficiency vs. frequency for an aperi-
odic MEAT with wide-band piezoelectric elements at M =
135, l = 1.9 µm, and Pac = 0.186 W.
135 elements, is double-humped as for the periodic
MEAT with the same number of elements (Fig. 4). The
AO interaction efficiency decreased by as small as
≈0.15% compared with the periodic MEAT at the same
bandwidth.

Our calculations show that increasing the number of
the elements with the maximum difference in the pitch
along the transducer remaining unchanged narrows the
ηAO(f) curve at a level of 3 dB and increases its height.
However, these changes are slower than in the periodic
MEAT. For example, at M = 1000, the transmission
bandwidth of the periodic MEAT shrinks to 0.65 GHz
at a 32% AO efficiency, while that of the aperiodic
MEAT, to 0.95 GHz at a 10% efficiency. Note that the
ηAO(f) curve for the aperiodic MEAT with a large num-
ber of elements exhibits strong oscillations on both
sides of the central double-humped part.

Thus, at a large number of wide-band elements, the
aperiodic (variable-pitch) MEAT operating near the
minimum of the l(f) curve (see formula (3) in [1]) has
the significantly lower AO interaction efficiency and
the slightly wider bandwidth than the periodic MEAT.

Figure 7 shows the same curve for the second ver-
sion of the aperiodic MEAT considered in this section.
The MEAT consists of 135 elements. The curve is
asymmetric (single-humped) and strongly oscillates. Its
upper part resembles an exponential with anharmonic
oscillations imposed on it. The swing of these oscilla-
tions is ≈0.13% in the central part and exceeds 0.5% at
the left edge. The efficiency attains ≈0.9% near
8.4 GHz and drops to ≈0.32% at 9.5 GHz. The width of
the left-most peak at a level of 0.45% is ≈0.6 GHz.
Increasing the number of the elements, while keeping
the maximum pitch variation unchanged (within the
range from 3.22 to 4.15 µm) increases the number of
the oscillations and slightly decreases their amplitude.
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Fig. 7. AO interaction efficiency vs. frequency for an aperi-
odic MEAT with wide-band piezoelectric elements at M =
135, l = 3.22–4.15 µm, and Pac = 0.186 W.
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The left-most peak slightly increases, while the right-
most one remains nearly the same. For example, at M =
300, the number of the oscillations is 10, while at M =
1000, it is greater than 30. The height of the left-most
maximum becomes 1.04 and 1.2%, respectively, and its
half-height width is 0.45 and 0.3 GHz. The amplitude
of the oscillations at M = 1000 decreases in the central
part of the curve to 0.1%.

Thus, aperiodic MEATs with a gradually varying
pitch and wide-band piezoelectric elements cannot
improve the AO interaction efficiency if the bandwidth
must be kept constant.

A SECTIONALIZED MULTIELEMENT 
TRANSDUCER

The center frequency, period, and number of the ele-
ments in each of the sections were chosen as follows.
First, the material and the thicknesses of the layers
incorporated into the piezoelectric elements were
selected so that a ≈3% operating band was provided.
Then we used the program for calculating the AO inter-
action efficiency of the periodic MEAT. Initially, the
center frequency of the first subband was tentatively
specified, the period was estimated by formula (3) in
[1], and ηAO(f) for various MEAT lengths was con-
structed. The total acoustic power emitted by the trans-
ducer was set equal to 0.1 W. The relative half-height
width of the resulting curve was ≈3%. Then, we refined
the center frequency of the first subband so that its
lower limit was placed at 8 GHz. The final values of the
center frequency, period, and number of the elements in
the first section were 8.12 GHz, 3.27 µm, and 112,
respectively. The subband width and the maximal AO
efficiency appeared to be equal to 275 MHz and 0.037,
respectively.

When finding the center frequency, period, and
number of elements for the next subband, we selected
its length in such a way as to provide a 0.037 AO effi-
ciency, which automatically defines the subband width.
The resulting ηAO(f) curve was then matched to that for
the previous section at the half-height level. As a result,
the range 8–10 GHz was covered by a 13-section trans-
ducer with a total of 1345 elements.

After finding the center frequencies of the subbands,
the overlayer thicknesses were chosen such that the
piezoelectric elements can operate at these frequencies.
To this end, we used the program based on formulas (6)–
(9) in [1] to calculate the conversion factor. We
assumed that the piezoelectric elements terminate opti-
mal transmission lines. The parameters of all the
13 sections are summarized in the table in [1].

To calculate the AO interaction efficiency versus fre-
quency, we developed the following algorithm. Given
the material constants of the piezoelectric element lay-
ers and their dimensions, the impedances of the piezo-
electric elements were calculated for each of the fre-
quencies and then the power emitted by each of the ele-
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
ments was evaluated. We assumed that the
sectionalized MEAT terminates the optimal transmis-
sion line. The output power at the matched load was
assumed to be 1 W. The AO interaction efficiency was
calculated from formula (3). The program generated a
plot of ηAO versus frequency.

First of all, we studied the effect of the intersection
spacing ti (Fig. 1). To this end, ti was varied from 0 to
1000 µm. The spacing was assumed either to be con-
stant or to vary along the MEAT by the rule similar to
that governing the pitch variation. In both cases, the
efficiency ηAO(f) exhibited significant oscillations with
the amplitude increasing with frequency. The number
of the oscillations was equal to the number of the sec-
tions, and their swing depended on the distance ti. Ini-
tially, at small ti, the swing decreased with increasing ti,
achieving its minimal value at ti ≈ 1 µm. Subsequently,
it steadily grew as the dips between the maxima became
deeper. Even at ti = 5 µm, the minimal efficiency was
close to zero. Figure 8 shows the curve at ti = 1 µm. It
can be seen that the first maximum of ηAO reaches
≈1.5%; the third, ≈2.2%; the fourth and fifth, ≈1.9%;
the sixth, ≈2.5%; the seventh, ≈2.2%; the eighth,
≈2.5%; the ninth, tenth, eleventh, and twelfth slightly
oscillate near ≈2.4%; and the thirteenth is ≈3.5%. All
the minima are close to ≈1.3%. All the oscillations
except for the last maximum fall into the 3-dB-wide
range. The mean value of ηAO appears to be small: even
smaller than that of a single section. This fact can be
attributed to the shunting effect of idle elements, which
do not generate elastic waves at the given frequency.
They act as an additional spurious capacitor connected
to the active elements. This effect also decreases the
electroacoustic conversion factor even if the optimal
transmission line is used.
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Fig. 8. AO interaction efficiency vs. frequency for a 13-sec-
tion transducer. The sections are spaced at 1 µm.
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The efficiency ηAO can significantly be improved by
connecting an additional inductance coil with an induc-
tance Ladd in series with the sectionalized transducer in
order to at least partially compensate for the capaci-
tance of the transducer and/or by using a transmission
line with a lower wave impedance Z0. For example, at
Ladd = 0.035 nH and Z0 = 0.35 Ω , the AO efficiency
increases to ~15% at 8.2–8.4 GHz and to ~6% at
9.8 GHz. One can vary the shape of the ηAO(f) curve by
varying Ladd and Z0, i.e., by moving one or another part
of the curve up or down. Figure 9 shows the AO effi-
ciency calculated at Ladd = 0.03 nH and Z0 = 0.5 Ω . The
plot contains 13 peaks as before, the highest ones (the
sixth and thirteenth) reaching 12.8%; the third and
eighth, ~12%. The deepest minimum, ~4.5%, lies
between the twelfth and the thirteenth peaks.

Emphasize the basic result of the above analysis: the
sectionalized MEAT allows one to increase the AO effi-
ciency, while retaining the bandwidth wide. This con-
clusion is valid even if the pitches in the sections are far
away from the minimum of expression (3).

A significant disadvantage of the derived function
ηAO(f) is its strongly oscillating behavior. The oscilla-
tions near the upper limit of the frequency range con-
sidered are higher than 3 dB. One can attempt to sup-
press the oscillations by selecting appropriate center
frequencies of the subbands and numbers of the ele-
ments in the sections. This point, however, will be omit-
ted in this article.

AN APERIODIC MEAT WITH NARROW-BAND 
PIEZOELECTRIC ELEMENTS

We analyzed the case when l(x) is described by the
lower curve in Fig. 1 in [1], for which l = 1.9 µm at f0 =
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Fig. 9. AO interaction efficiency vs. frequency for the
13-section transducer. The intersection spacings are equal
to the gaps between the preceding elements. The additional
inductance Ladd = 0.03 nH, and Z0 = 0.5 Ω .
9 GHz. The value of l for a particular element number χ
was calculated by the algorithm described in [1]. The
angle of light incidence was assumed to equal
0.393 rad, the frequency was varied from f1 = 7.5 GHz
to f2 = 10.5 GHz, and the number of elements M was
between 6 and 2802. The program used for calculating
ηAO could also compute the pitch versus element num-
ber χ, the impedances Zχ, and the powers Pac, χ. The
thicknesses of the ZnO piezoelectric (h1 = 0.3193 µm)
and of the Al sublayer (h2 = 0.15965 µm) were the same
for all the piezoelectric elements. The Cu overlayer
thickness h3 was chosen for each of the elements so that
their frequencies were distributed within the above
range. As a preliminary, we calculated the frequency
dependencies of the conversion factor ηac(f) for various
thicknesses of the overlayer when the piezoelectric ele-
ment was connected with the oscillator via the optimal
transmission line. These dependences were used to find
the frequencies fh3 at which ηac acquire the maximal
values and the bandwidths where these values dropped
by no more than 3 dB. Using the frequencies, we con-
structed a piecewise–linear approximation for the
thickness h3 versus fh3 dependence: h3 = Aj + Bj fh3,
where Aj and Bj are coefficients and j is the number of
the frequency interval to which they refer. The range
7.5–10.5 GHz was divided into six intervals. The entry
to the program were thus six pairs of coefficients Aj and
Bj. In this frequency range, the overlayer thickness
changed from ~0.38 to ~0.2 µm. For each of the six
intervals to contain an integer number of elements, their
total number must be a multiple of 6. Our calculations
also showed that the bandwidth of the piezoelectric ele-
ments varies from 898 to 776 MHz as h3 grows in this
thickness range.

Thus, only some of the piezoelectric elements could
operate at a given frequency. At the lower frequency
limit, acoustic waves were excited by ~24% of the ele-
ments; at the higher frequency limit, by ~28%. The
acoustic power was calculated from formula (16) on
assumption that Pal = 1 W and the wave impedance Z0
is equal to the magnitude of the MEAT impedance.

The AO interaction efficiency was shown to gradu-
ally increase with M from 0.26% at M = 12 (Z0, opt =
352 Ω) to 21% at M = 2802 (Z0, opt = 1.52 Ω). Accord-
ingly, the bandwidth of AO interaction decreases from
3 to ~0.7 GHz. At 138 elements (Z0, opt = 30.77 Ω), the
maximal ηAO was found to be 2.74% and the bandwidth
was 2.45 GHz. Only at M = 252 (Z0, opt = 16.85 Ω) did
the bandwidth decrease to 2 GHz and the maximal effi-
ciency reach 4.6%. Figure 10 shows the ηAO(f) curve
for the last case. The curve is asymmetric and double-
humped, which is associated with the lower electro-
acoustic conversion factor and the wider bandwidth of
the piezoelectric elements designed for the higher fre-
quency portion of the range.

Thus, we can conclude that, if the bandwidth of AO
interaction is ~2 GHz, the application of narrow-band
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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piezoelectric elements in the aperiodic MEAT is to little
avail. For example, for a MEAT with wide-band piezo-
electric elements, we have ηAO, max = 4.0% at M = 138,
while for a similar MEAT with narrow-band elements,
ηAO, max = 4.6% at M = 252.

COMPARISON OF PERIODIC 
AND APERIODIC MEATs

In order to correctly compare the performance of
different MEATs, one should keep in mind that, in the
above analysis, the electromagnetic power is applied to
the transducer via a transmission line with the optimal
wave impedance equal to the magnitude of the MEAT
impedance. When narrow-band piezoelectric elements
are used, their center frequencies are distributed in the
specified frequency range. As a result, only few ele-
ments operate at a particular frequency, the remaining
elements acting as a shunt capacitor, which decreases
the electroacoustic conversion factor. This decrease
occurs, because the capacitive contribution to the mag-
nitude of the impedance increases. Therefore, the mag-
nitude of the reflection coefficient in the optimal trans-
mission line increases, causing the electromagnetic
power consumed by the transducer and, hence, the
acoustic power emitted by its elements to drop.

It should be noted that the only valid approach to
separating the effect of MEAT aperiodicity and the fre-
quency properties of the piezoelectric elements from
other factors affecting the AO interaction efficiency is
to compare the performance of the transducers matched
to the transmission line.
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
If an inductance is series-connected to the MEAT to
compensate for its capacitance, the coefficient ηac

increases almost to unity (assuming that loss is negligi-
ble). The resulting RLC circuit has a low unloaded
Q factor: Q0 = ωLadd/RΣ, where Ladd is the resonant
inductance and RΣ is the MEAT total radiation resis-
tance. As is known, at VSWR = 1, the loaded Q factor
QL equals Q0/2. Having calculated the MEAT imped-
ance, we can estimate QL. In our case, it approaches 4
or 5. Thus, one might expect that a series inductance
can provide the wide-band (2.25–1.8 GHz) matching of
the transducer to the optimal transmission line at f0 =
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Fig. 10. AO interaction efficiency vs. frequency for an ape-
riodic MEAT with narrow-band piezoelectric elements at
M = 252 and Z0 = 16.85 Ω .
Multielement transducers at f0 = 9 GHz: periodic and with gradually varying pitch

MEAT type Number
of elements, M

Additional
inductance L, nH

Wave impedance Z0 of 
the transmission line, Ω VSWR AO efficiency

ηAO, max, %

2-GHz-wide AO interaction band

PW 132 0 8.67 ~19 4.2

PW 132 0.15 0.9 1.0 18

APW 138 0 8.21 19.5 4.0

APW 132 0.15 1.07 1.0 16

APN 252 0 16.85 18 4.6

APN 354 0.21 1.34 1.0 18.4

0.7-GHz-wide AO interaction band

PW 1002 0 1.14 ~20 10.5

PW 1002 0.02 0.12 1.0 170*

APW 1700 0 0.67 19.5 8.5

APW 1700 0.012 0.07 1.0 43

APN 2802 0 1.52 17.5 21

APN 2802 0.03 0.22 1.0 100*

Note: For the abbreviations, see the text.
      * Data obtained in the small-signal approximation.
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9 GHz. Clearly, the resulting decrease in the AO effi-
ciency at the bounds of the operating frequency range
and the decrease in the AO interaction bandwidth can
easily be avoided by changing the angle Θ0 of light inci-
dence.

The table summarizes ηAO, max calculated for the
periodic MEATs with the wide-band piezoelectric ele-
ments (PW) and for the aperiodic MEATs with the
wide-band (APW) and narrow-band (APN) piezoelec-
tric elements. The each of these MEATs, two ways to
apply the electromagnetic power to the transducer are
indicated. In the first case, the MEAT terminates the
optimal transmission line. In the second one, the MEAT
is series-connected to resonant inductance that com-
pletely compensates for the MEAT capacitance at a fre-
quency f0. In the first case, the VSWR is within 17–20;
in the second case, it approaches unity. The table also
lists the resonant inductances and the respective wave
impedances of the transmission lines for which the cal-
culations were performed. In the matched variant, the
wave impedance equals the sum of the MEAT radiation
resistance and the loss resistance (the latter was taken
to be 0.1 Ω . The table compares the MEATs that pro-
vide AO interaction in the 2- and 0.7-GHz-wide fre-
quency ranges.

Of the wide-band MEATs considered here, the peri-
odic transducer, in both the matched and mismatched
versions, seems to be the best. This design requires the
least number of the elements, when providing almost
the same AO efficiency as the other two. Also, the
matched version of the periodic transducer offers the
highest efficiency among the transducers that provide
AO interaction in the 0.7-GHz-wide frequency range.
The higher AO efficiency of the mismatched aperiodic
MEAT with the narrow-band piezoelectric elements is
presumably due to the difference in the VSWR, since
the wide- and narrow-band piezoelectric elements have
different impedances.

CONCLUSION

This paper theoretically analyzes the possibility of
using aperiodic multielement piezoelectric transducers
in Bragg acousto–optical devices with a weakly diverg-
ing light beam.
A sectionalized antiphase transducer with narrow-
band piezoelectric elements is capable of significantly
increasing the AO efficiency in a wide frequency band
even if the periods in the sections are far from optimal.
However, their ηAO(f) curves exhibit oscillations,
which may exceed 3 dB. Moreover, increasing the
number of the elements in the sectionalized transducer
decreases the magnitude of its electrical impedance,
making its matching to the transmission line difficult.
The situation is aggravated by the fact that the piezo-
electric elements do not all operate at a given frequency
and the idle elements introduce a reactance.

The analysis of the antiphase MEAT with the pitch
gradually varying along the transducer by the law that
is linearly related to the required frequency dependence
of the period gave the following results. If the acoustic
power is emitted by the elements simultaneously and
uniformly throughout the frequency range, the trans-
ducer’s aperiodicity only decreases the AO efficiency at
a given bandwidth. As for the aperiodic MEAT with the
narrow-band piezoelectric elements, at a given band of
AO interaction, it requires a much (2–3 times) greater
number of the elements than the periodic MEAT, the
AO efficiency being almost the same. An increase in the
number of the elements by an order of magnitude for a
given frequency range of the elements decreases the AO
interaction bandwidth. The resulting increase in the AO
efficiency does not exceed the associated increase
observed for the periodic MEAT with the same AO
bandwidth. However, the number of the elements is
much smaller.
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Abstract—A high-power vircator that is based on the Korvet ironless linear induction electron accelerator built
around radial pulse-forming lines is implemented for the first time. Results on the computer simulation and
experimental optimization of the vircator are discussed. The experimentally found parameters of the vircator
are the following: cathode current 35 kA (at a limit current of 19 kA), microwave pulse base widths 40 and
18 ns, and peak microwave power more than 500 MW. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Microwave oscillators with a virtual cathode (VC),
including vircators, form a basic class of oscillators in
ultra-high-power relativistic high-current microwave
electronics. They have been reviewed in [1]. Current
vircators are based on high-voltage nanosecond oscilla-
tors that are built around single and dual pulse-forming
lines [2, 3], inductive energy storage devices with
plasma current interrupters [4, 5], or magnetic explo-
sion generators [6, 7].

Ironless linear induction accelerators (LIAs) that
exploit radial pulse-forming lines [8] are more promis-
ing for feeding the vircators than the above-mentioned
sources. The advantage of such LIAs is that they can
generate high-voltage pulses of both polarities and
operate in the pulse-train mode. Also, in these LIAs, the
cathode and the anode can be grounded simultaneously.
This enables new types of vircators to be designed that
cannot be implemented with conventional feeders, for
example, a cyclotron-resonance vircator [8].

In Section 1 of this work, we for the first time
describe a conventional vircator based on the Korvet
ironless LIA. In Section 2, we report the results on the
computer simulation of this vircator. Section 3 is
devoted to measuring the microwave characteristics of
the vircator and its optimization.

1. KORVET LIA AND VIRCATOR 
ON ITS BASIS

The Korvet ironless LIA, earlier used as an injector
for the well-known LIA-10 accelerator [9], consists of
four modules, each representing three functionally cou-
pled units: an inductor unit, a GIN-500 pulse voltage
generator that charges the capacitor of the inductor unit,
and a generator that forms pulses triggering the
1063-7842/01/4611- $21.00 © 21415
switches of the inductors (switch-triggering generator,
STG). The modules have their own designs and electri-
cal circuits. The inductor unit, in its turn, comprises
three series-connected sections built on radial lines that
are insulated by high-resistivity deionized water. The
lines are parallel-connected to one GIN-500 through
the charge circuit. A separate switch is made by the tho-
rus-shaped grounded body, which has a break in its
inner diameter with a circular high-voltage electrode
inside. Along the perimeter of one of the exit gaps, the
radial line of the inductor is closed on its inner radius
by means of a multichannel circular switch. The other
exit gap is connected to a load through the same switch.
The multichannel switch is formed by ten separate gas-
filled 500-kV gaps of the trigatron type. The gap oper-
ation time spread is no more than 2 ns. Near the axis of
the inductor unit, a polyethylene accelerating tube sep-
arating the vacuum space of the accelerating path from
the deionized-water-filled inductor space is placed. The
inner diameter of the accelerating tube is 380 mm.

Ideally, the unloaded inductor with uniform lines
generates rectangular pulses of the accelerating voltage
whose amplitude is close to the value of the charging
voltage. The base width of the first pulse was 20 ns. The
second and third pulses with alternating polarity had
40-ns-wide bases. The parameters of the inductor unit
were as follows: voltage 500 kV, charging pulse with
520 ns, peak amplitude of the accelerating voltage
1.5 MV, and short-circuit current 180 kA.

The capacitor of the inductor unit was charged by
the modified Arkad’ev–Marx GIN-500 generator [10].
Five cascades of the GIN-500 included IK-100-0.25
capacitors, gas-filled 100-kV trigatron switches, liquid
resistors, and conductive lines. Transformer oil was
used as an insulator. The time spread of GIN switching-
on was about 3 ns at a constant voltage of 100 kV. The
001 MAIK “Nauka/Interperiodica”
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dielectric strength safety margin of the gas-filled gap
was 2. The electrical loop of the GIN was screened by
its metallic body, which was connected to the inductor
unit by the 500-kV coaxial lead provided with the filter
to suppress pulses that run back through the lead upon

1 2 3 4 5

6
7
8

9

Fig. 1. Vircator based on one module of the Korvet LIA.
1, vacuum space of the accelerator; 2, cathode; 3, high-volt-
age electrode of the inductor unit; 4, deionized water;
5, gas-filled controllable gap; 6, anode grid; 7, anode; 8, vir-
tual cathode; 9, microwave horn.
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Fig. 2. Computer simulation of the vircator: (a) geometry of
the region stimulated and (b) instantaneous phase portrait of
the beam.
switching the inductor wires. The energy content of one
GIN-500 is 6.25 kJ; pulse current, 50 kA; and charging
voltage, 100 kV.

An STG consists of a dual pulse-forming line, a con-
trollable gap, a sharpener, and a charging capacitor. An
external electrode acts also as the case of the dual form-
ing line.

The vircator was built around one module of the
Korvet LIA (Fig. 1). The device integrates coaxial cath-
ode and anode, the latter enclosing the former. The
cathode represents the cathode holder (thin-walled
(0.2 mm) stainless steel tube), to which a steel wire was
welded on the anode side. Graphite cylinders 20 mm in
diameter and 40 mm long acting as emitters were
screwed on the substrate. A total of 8, 10, or 12 closely
spaced emitters were arranged on the substrate, produc-
ing a cathode with an outer diameter of 72, 92, or
112 mm, respectively.

The anode was a 380-mm-long hollow cylinder with
a diameter of 160 mm. A metallic ring was inserted in
the cylinder, and a square-mesh (3 mm on a side) anode
grid made of nichrome wire (0.3 mm in diameter) was
stretched over it by electric arc welding. Moving the
ring with the anode grid along the axis of the vircator,
one can vary the anode–cathode spacing. In this work,
this spacing was varied between 8 and 13 mm.

The anode was terminated by a conical horn antenna
with an opening angle of the emitting horn of 10°.
The diameter of the exit window that separates the
vacuum space of the vircator from the environment
was 700 mm. The window was made of sheet organic
glass. The residual pressure in the vircator was kept at
(3–5) × 10−5 torr.

With the inductor unit charged to the maximal
extent, the voltage extracted from the diode of the vir-
cator was 900 kV. In this case, the diode current was
50 kV, which is several times higher than the limit beam
current in the anode plane behind the grid (estimated at
15–20 kA).

The currents passing in the vircator were measured
with three Rogowski loops, as shown in Fig. 1.

The radiated microwave energy per pulse was mea-
sured with a wide-band calorimeter. The radiated
microwave power was determined with hot-carrier
semiconductor detectors [1].

2. COMPUTER SIMULATION 
OF THE VIRCATOR

The computer simulation of the vircator was per-
formed with the software suite based on the Karat
2.5-dimensional PIC code [12]. The geometry of a
region being simulated and its dimensions are shown in
Fig. 2a: a tubular cathode with outer and inner diame-
ters of 72 and 32 mm, respectively; an anode with a
diameter of 160 mm; and the anode–cathode spacing
varying from 7 to 18 mm. Such a geometry is roughly
identical to the vircator that was based on the Korvet
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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LIA and studied in this work. It was assumed that a
900-kV 40-ns pulse is applied to the diode, with the
pulse shape meeting the previously recorded wave-
form. Under these conditions, the diode current was as
high as ≈35 kA.

Figure 2b shows a typical instantaneous phase por-
trait of a particle ensemble. It is seen that a virtual cath-
ode (VC) is formed in the system and its oscillations
generate microwave radiation. Electrons leaving the
diode are reflected from the VC space charge and oscil-
late in the potential well produced by the cathode, grid,
and VC. The simulation shows that the appearance of
the VC coincides with the generation of microwave
radiation and the time instant the VC collapses, with the
instant the generation ceases.

Our goal was to compare the results of simulation
with experimental data. We believed that, in the case of
good agreement between the simulation and experi-
ment, we could optimize the parameters of the vircator,
for example, increase the extracted power or obtain the
desired frequency.

Figure 3 shows a typical simulated waveform of the
extracted power for a cathode–grid spacing of 12 mm.
The maximum of the peak power is observed at a spac-
ing between 12 and 14 mm, in agreement with experi-
mental data (see below). The values of the peak power,
400–500 MW, are also consistent with experimental
findings.

Thus, the simulation of the vircator based on the
Korvet LIA suggests that the device can generate high-
power microwave pulses. The agreement between the
analytical and experimental results gives promise that
the given model can be used to tentatively optimize the
system.

3. EXPERIMENTAL STUDY 
OF THE VIRCATOR

The goal of our early experiments was to find the
cathode that provides the maximal energy of the micro-
wave radiation (among three available cathodes con-
sisting of 8, 10, and 12 emitters). The maximal value of
the microwave energy detected by the calorimeter was
found for the eight-emitter cathode with a diameter of
72 mm.

The next series of experiments was aimed at deter-
mining the optimal spacing d between the end face of
the cathode and the grid. The spacing was varied
between 6 and 14 mm with a step of 1 mm. No radiation
was observed for spacing of 6 and 14 mm. For the other
spacings, the energy W per microwave pulse measured
with the calorimeter is listed in Table 1 (the average
energy of three pulses is given for each of the spacings).
It follows from Table 1 that the curve W(d) has a narrow
peak, which agrees with experimental data obtained
elsewhere (see, e.g., [13]).

To determine the peak power of a microwave pulse,
we recorded pulse envelopes, using the semiconductor
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
detectors, and compared them with the calorimetric
data. A typical envelope obtained for the spacing d =
10 mm is shown in Fig. 4. The peak microwave power
obtained at the optimal spacing d = 10 mm was found
to be roughly 150 MW.

0 10 20 30 40
t, ns; 〈P〉  = 76.346

0

2

4

P, 102 MW

Korvet

Fig. 3. Stimulated waveform of the microwave power.

Table 1.  Results of experiments on varying the cathode–grid
spacing

d, mm W, J

7 0.63

8 0.96

9 1.21

10 1.37

11 1.15

12 0.69

13 0.09

0 10 20 30
t, ns

25

50

100

U, V

5 15 25

75

125

150

Fig. 4. Experimental envelope of the microwave signals
coming from semiconductor detector (short cathode).
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In another series of experiments, we tried to reduce
losses in the waveguide slots where the Rogowski loops
were inserted. The cathode length was increased to
130 mm, all other design features remained the same.
As before, we calorimetrically measured the micro-
wave energy, varying the cathode–grid spacing (the
average energy of three pulses for each spacing) from 7
to 19 mm. The results are listed in Table 2, where the
values of the peak power are also given. Note that the
microwave pulses become shorter nearly twice: 20 ns
(against 40 ns for the shorter cathode).

From Table 2, it is seen that both the energy
absorbed by the calorimeter and the peak power of the
pulses are maximal when the cathode–grid spacing
equal 12 mm. In this case, the peak power reaches
520 MW.

20 40 60 80 100 120 140 t, ns
0

19
25

50

–25

–50

I, kA; P, arb. units

Fig. 5. Synchronized waveforms of the (1) cathode current
and (2) microwave pulse for the longer cathode.

Table 2.  Results of experiments on varying the cathode–grid
spacing

d, mm W, J P, MW

7 0.92 180

8 1.45 285

9 1.58 310

10 2.16 425

11 2.50 490

12 2.65 520

13 2.48 485

14 2.44 480

15 2.32 455

16 1.79 350

17 1.64 320

18 1.30 255

19 0.73 145

2

1

The data obtained lend optimism to the possibility
of vircator optimization in terms of the radiation out-
put. One can further extend the cathode and place the
anode grid at the very edge of the anode cylinder so as
to form the VC immediately in the horn. Here, however,
there is a limitation: the extension of the cathode elec-
trode will lead to a considerable increase in the diode
inductance. This may decrease the diode current down
to the lower limit.

Finally, one more series of experiments were tar-
geted at determining the starting current of microwave
generation. It is generally accepted that this current
coincides with the ultimate beam current in the drift
region of the vircator. To determine the starting current,
we synchronized the signals coming from the cathode
Rogowski loop and from the semiconductor detectors
with regard for the time it takes for the microwave radi-
ation to propagate from the VC to the detector. Super-
posing the signals, we found that the starting current of
microwave generation is I = 19 kA (Fig. 5), which is
approximately equal to the flight current.

CONCLUSION

Thus, we implemented a high-power vircator based
on the ironless LIA using radial pulse-forming lines
and studied its performance.

The parameters of the vircator are as follows: cath-
ode current 35 kA, starting (limit) current 19 kA, base
width of microwave pulses 18 ns, and peak power more
than 500 MW.

The radiation was extracted into the environment.
Power measurements were performed with a micro-
wave calorimeter and hot-carrier semiconductor detec-
tors. The results of simulation using the Karat code are
in agreement with experimental data.
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Abstract—Experimental and theoretical studies on the self-modulation mode of generation in a high-power
BWT with the electrodynamic system representing a slightly corrugated waveguide are presented. The BWT is
fed by an electron beam with the energy 150 keV and the current 150 A. The system operates at the E01 mode
with the mean frequency 8.7 GHz. Dynamic chaos is obtained by a three-fold increase in the length of the inter-
action space in comparison with the prototype exhibiting stationary generation. The stationary generation was
changed to periodic sinusoidal self-modulation and then to chaotic self-modulation as the current increases
from 6 to 60 A. The generation mode is simplified when the current ranges from 70 to 90 A and becomes com-
plicated again for the current exceeding 100 A. Experimental observations are in good agreement with the
results of simulation predicting a certain simplification of the self-modulation mode at the currents 70–90 A
owing to the effect of high-frequency space charge. Under the conditions of chaotic generation, the mean power
was as high as 2 MW at the relative spectral width of the signal 4% and the total duration of the microwave
pulse 10 µs. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The nonlinear dynamics of backward-wave tubes
(BWTs) has attracted much attention [1–6], since these
devices exemplify a distributed self-oscillation system.
Ginzburg et al. [7, 8] have demonstrated that compli-
cated (including chaotic) modes of generation in such
systems are a possibility when the values of the super-
criticality parameter are large. Since a BWT is a con-
ventional device of high-power relativistic electronics,
studies of the multifrequency processes in oscillators of
this type can be of practical interest for the generation
of high-power periodically modulated or noise-like sig-
nals. To date, however, self-modulation generation has
been observed only in the experiments with special
breadboard models of weakly relativistic milliwatt
BWTs [9–11]. Recently, the team at the Institute of
Applied Physics, Russian Academy of Sciences, has
begun to study self-modulation generation in high-
power BWTs using a Saturn microsecond accelerator
[12]. In these experiments, as an experimental model,
we use a BWT of design that is typically used to gene-
rate relativistic electrons: a slightly corrugated wave-
guide with an evanescent taper at the cathodic end
where the radiation is extracted at the collector [13].

Self-modulation generation in a high-power BWT
was first observed in [1], where the length of the work-
ing space was roughly one and a half times larger than
the length corresponding to stationary generation. The
problem of mode selection by transverse index was
solved by taking the lower H11 mode as the working
one. This made it possible to avoid the synchronous
interaction of the electronic beam with other transverse
1063-7842/01/4611- $21.00 © 1420
modes. However, in this case, the working point is in
the range of small group velocities (0.2c). On the one
hand, this provides an increased coupling impedance
and favors self-modulation generation; on the other
hand, the extraction of the microwave energy from the
working space becomes difficult and the risk of reflec-
tions from the output of the working space grows.
Because of these features, the microwave fields inside
the interaction space were high and the output power of
self-modulation generation in the BWT was limited at
a level of 50–100 kW (for a microsecond pulse dura-
tion) by microwave breakdowns [1].

The purpose of our further studies was to obtain
self-modulation generation at megawatt levels of the
mean output power. The excitation of the E01 mode
strongly coupled with the electron beam provided the
excess of the working current over the starting value
that was sufficient to trigger self-modulation genera-
tion. Also, the relatively high group velocity of the
working mode (0.4c) favored the extraction of the radi-
ation from the working space and provided a high out-
put power in the absence of breakdowns. Note that Ilya-
kov et al. [14] studied stationary generation at the E01

working mode in a microsecond BWT excited in the
Saturn accelerator. The authors of [14] considered the
mechanisms limiting the duration of microsecond
pulses and applied several techniques (including the
use of oxygen-free copper for manufacturing the elec-
trodynamic system) that made it possible to increase
the output power to 5 MW at a pulse duration of up to
10 µs.
2001 MAIK “Nauka/Interperiodica”
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Note that the operation at the E01 mode poses the
problem of mode selection by transverse index. Indeed,
the periodic and particularly chaotic self-modulation
modes require that the injection currents substantially
(ten or more times) exceed the starting one. In the gen-
eral case, the starting conditions are satisfied for a num-
ber of transverse modes other than the working mode.
Theoretical analysis of the competing modes with dif-
ferent transverse indices showed the possibility of self-
modulation generation at one of the modes if the other
are nonlinearly suppressed [15].

In the early BWT model with the E01 working mode,
where the length of the interaction space was one and a
half times larger than the space of stationary genera-
tion, deep periodic self-modulation was observed [2].
Under the self-modulation conditions, the radiation
power (0.5 MW) was limited by microwave breakdown
in the slow-wave structure produced by the electro-
chemical method. To provide the chaotic generation
mode, the length of the slow-wave structure was further
increased so that the total length of the interaction space
became three times larger than the length of the station-
ary BWT. In addition the BWT electrodynamic system
was made of oxygen-free copper by the special tech-
nique [14] to improve the electric strength. Under these
conditions, we succeeded in observing both periodic
and chaotic self-modulation by varying the injection
current. The mean power of the output radiation was no
less than 2 MW at a pulse duration to 10 µs.

This work is devoted to the theoretical and experi-
mental study of self-modulation processes at the E01
mode in a high-power BWT. In Section 1, we simulate
the nonstationary processes in the model BWT, using
the equations for a slowly varying field amplitude and
the relativistic equations of motion of electrons. BWT
models with a single transverse mode synchronous with
the electron beam and those taking into account the
excitation and competition of several modes were ana-
lyzed. In Section 2, we present the experimental results
on the observation of self-modulation (including cha-
otic) generation in a high-power BWT. These results
are in good agreement with the theoretical prediction.

1. NUMERICAL SIMULATION 
OF NONSTATIONARY PROCESSES IN BWT

A Model of BWT the Slow-Wave Structure of Which Has 
a Single Mode Synchronous with the Electron Beam

Assuming that the electron beam excites a single
mode in the corrugated waveguide, we can describe the
multifrequency processes in a BWT by three self-con-
sistent equations: the equation for the synchronous
wave amplitude [7, 8],

(1)∂A
∂τ
------ ∂A

∂η
------–

J
π
--- e iϑ– ϑ 0,d

0

2π

∫–=
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and the relativistic equations of electron motion taking
into account the effect of the beam space charge field:

(2)

(3)

with the boundary and initial conditions given by

(4)

Here, A= eEz/(mcω) is the dimensionless amplitude of
the synchronous (–1)st harmonic of the radiation field;
τ = ω(t – z/v 0)/(1/β0 + 1/βgr) and ζ = ωz/c are the dimen-
sionless time and longitudinal coordinate, respectively;
l is the dimensionless length of the interaction space,
ϑ  = ωt – hz is the phase of the electrons relative to the

synchronous harmonic of the field; J = eI|Z|/(2 mc2);
Z is the coupling impedance for this harmonic [16]; I is
the beam current; γ is the relativistic mass factor of the
electrons; ω is the synchronism frequency; v 0 = β0c is
the initial translation velocity of the electrons, v gr = βgrc
is the group velocity of the wave; σ = Ieg/(mcω2b) is the
space charge parameter; fn is the reduction coefficient
for the nth harmonic of the space charge field; and ρn =

(1/π) –nϑ)dϑ0 is the nth harmonic of the space

charge density. The reduction coefficient fn of the space
charge was varied so as to provide the best agreement
with the experimental results. The optimal value of fn

was found to be f1, 2 ≈ 0.55, which is about two times
smaller than the values estimated from the formula fn =
1 – exp(–2ngd), where d is the distance between the
beam and the waveguide wall and g = ω/(cβ0γ) is the
transverse wave number. We assume that the waveguide
is smooth and that the distance d is substantially
smaller than the mean radius of the waveguide, so that
one can neglect the curvature of the waveguide wall and
of the electron beam.

The numerical simulation of Eqs. (1)–(3) was car-
ried out for various values of the beam current for tube
parameters close to those used in experiments. The
length of the interaction space was 62.3 cm, the mean
radius of the waveguide, 1.38 cm; the corrugation
period, 1.73 cm; the radius of the electron beam,
0.67 cm; and the energy of the electrons, 150 keV. The
coupling impedance and the starting current were cal-
culated for the given geometry of the electrodynamic
system using the results in [16]. For the E01 mode, the
starting current was 6 A at the working frequency
8.7 GHz and the coupling impedance 0.5 Ω . The simu-
lation included the first two harmonics of the space

∂ϑ
dζ
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1 γ 2––
--------------------

1

1 γ0
2––

--------------------,–=

∂
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Fig. 1. Simulation of the nonstationary processes in a BWT with the coupling impedance 0.47 Ω and the particle energy γ0 = 1.3.
The plots of the radiation power versus time (left column), the spectra of the output radiation (middle column), and the phase por-
traits (right column) at the injection currents (a) 7, (b) 30, (c) 55, (d) 70, (e) 90, and (f) 120 A.
charge field, since the allowance for the next harmonics
led to insignificant corrections.

Figure 1 shows the time dependences of the output
power, the output signal spectra, and the phase portraits
for various values of the beam current. To construct the
phase portraits, we took the time dependence of the out-
put signal amplitude |A(0, t)| and plot points corre-
sponding to the states of the system at various time
instants on the plane (|A(0, t)|, |A(0, t – tdel)|). Here, tdel

is the delay time, which was set approximately equal to
a quarter of the self-modulation period. Figure 1a
shows the setting of stationary generation at I = 7 A.
The increase in the current complicates the self-modu-
lation mode, as well as the spectra and the phase por-
traits. In particular, self-modulation is periodic at the
current 30 A (Fig. 1b) but loses periodicity and
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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becomes chaotic at the current 55 A (Fig. 1c). The com-
parison of the corresponding spectra and phase por-
traits confirms the transition to chaotic generation. In
the chaotic mode, the width of the spectrum is about 3%
and the mean efficiency is 10%. Note that the further
increase in the current with the coupling impedance
remaining unchanged suppresses self-modulation
owing to the space charge effect (cf. with [8, 9]). Spe-
cifically, modulation becomes sinusoidal again at the
current 70 A (Fig. 1d). However, as the injection current
grows still further at a given reduction coefficient for
the space charge parameter, the complicated character
of self-modulation returns (Figs. 1e, 1f). The genera-
tion mode is quasi-period at the current 90 A (Fig. 1e)
and chaotic at the current 120 A (Fig. 1f). At the current
30 A, the self-modulation period is 7 ns or 90 dimen-
sionless units (Fig. 1b). When the current exceeds 70 A
and the system passes through the region of chaotic
modulation, the period of self-modulation almost dou-
bles (13 ns or 170 dimensionless units) (Fig. 1d). As the
characteristic time scale of self-modulation grows, the
delay time used in constructing the phase portraits also
increases from 2 ns in Figs. 1a–1c to 3 ns in Figs. 1d–
1f. Figure 2 shows the autocorrelation function for the
injection current 120 A given by

(5)

where T is the realization time and | | is the modulus of
the field amplitude averaged over the realization time [17].

The typical decay time of the autocorrelation func-
tion for the chaotic mode at the given current is 50 ns,
which corresponds to the width of the fundamental
band in the spectrum shown in Fig. 1f (0.02 GHz).

Simulation of Nonlinear Mode Competition

As follows from the dispersion relations for the
electrodynamic system with the above parameters, syn-
chronous interaction with three lower waveguide
modes, H11, E01, and H21, may occur at a working volt-
age of 150 kV (Fig. 3). For the H11 and E01 modes, the
points of synchronism correspond to the excitation of
the backward waves, whereas the frequency of syn-
chronism for the H21 mode is close to the cutoff fre-
quency. The starting currents for the H11 and E01 modes
calculated according to [16] are 6 and 27 A, respec-
tively. The calculation of the starting current for the H21
mode within the theory of orotron with a variable lon-
gitudinal field structure [18] yielded the value 13 A.
Thus, the E01 mode exhibits the larger coupling imped-
ance and the smaller starting current in comparison
with the other modes.

In the experiments, we observed the excitation of
only one of the working modes (E01) with the center fre-

K tdel( ) 1
T
--- A 0 t',( ) A–( )

0

T

∫=

× A 0 t' tdel+,( ) A–( )dt',

A
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quency 8.7 GHz. Nevertheless, the self-excitation con-
ditions were also satisfied for the other modes, since the
working current was increased to 120 A in order to pro-
vide chaotic generation. The absence of the compo-
nents related to the excitation of the other modes in the
spectrum and in the radiation pattern can be explained
by the nonlinear competition of modes. Indeed, the
results of simulation (see below and also [15]) show
that the nonlinear competition of the modes at substan-
tially differing coupling impedances may lead to one-
mode self-modulation generation even if the self-mod-
ulation thresholds are overcome for each of the modes.

Let us demonstrate the suppression of the parasitic
mode in the competition of two transverse modes: E01

and H11. With neglect of the high-frequency field of the

0 0.1 0.2 0.3 0.4 0.5
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–0.15

–0.10

–0.05
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0.05

0.10
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Fig. 2. Autocorrelation function calculated from the results
of numerical simulation for the current 120 A.
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Fig. 3. Dispersion diagram of the BWT with the slow-wave
structure parameters close to the experimental values.
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space charge, mode interaction in a relativistic BWT is
described by the system of equations

∂A1

∂τ
---------

∂A1

∂ζ
---------–

J

2π2
-------- e

iϑ 1–
ϑ 10d ϑ 20,d
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Fig. 4. Time dependences of the magnitudes of the (1) E01
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competition at the current 120 A. (a) The coupling imped-
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(b) The coupling impedance of the E01 wave is decreased
ten times.
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(6)

Here, we use the normalized variables: ζ = ω1z/c is the
longitudinal coordinate, τ = ω1(t – z/v 0)/(1/β0 + 1/β1) is
time, q1, 2 = ω1, 2t – h1, 2z are the phases of the electrons
relative to each of the waves, A1, 2 = eE1, 2/(mcω1, 2) are
the amplitudes of the waves, v 1, 2 = β1, 2c are the group

velocities of the waves,  = eI|Z1|/(2mc2 ), z1, 2 are the

coupling impedances of the waves, p1 = (  +

)/(  + ), p2 = |Z2|ω2/(|Z1|ω1), and ν = ω2/ω1.
The boundary and initial conditions for system (6) are
given by

(7)

We performed the numerical simulation of Eqs. (6)
for a BWT with the parameters close to those used in
the experiments. Figure 4 shows the results of simula-
tion for the injection current 120 A. As follows from
Fig. 4a, the H11 mode is suppressed by the nonlinear
competition with the E01 mode, having the larger cou-
pling impedance and the smaller starting current. With
the given parameters, chaotic generation is observed for
the E01 mode. A substantial decrease in the coupling
impedance Z1 of the working mode E01 leads to compli-
cated self-modulation generation at the H11 mode if the
E01 mode is not excited (Fig. 4b). Thus, the simulation
confirms that one-mode self-modulation generation at
the working mode E01 is a possibility if the parasitic
mode is nonlinearly suppressed. Note that, generally
speaking, the injection current for the latter mode also
far exceeds the starting current.

2. EXPERIMENTAL STUDY 
OF SELF-MODULATION GENERATION

Electron beams with a pulse duration to 10 µs were
produced by the Saturn pulsed accelerator based on a
hot-cathode magnetron injector gun. Under the work-
ing conditions, the accelerating voltage was as high as
150 kV and the injection current was varied from 10 to
140 A. The hot cathode worked in the space-charge-
limited-current mode. The current was controlled by
redistributing the potentials among the three electrodes
of the electron gun.

The electrodynamic system represented a slightly
corrugated axisymmetric waveguide with the parame-
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Fig. 6. Experimental oscillograms of the output power (left column), radiation spectra (middle column), and phase portraits (right
column) at the injection currents (a) 10, (b) 30, (c) 55, (d) 70, (e) 90, and (f) 120 A.
ters mentioned in Section 1. To increase the breakdown
strength [14], we maintained the temperature of the
electrodynamic system at 500°C.

After passing the vacuum-tight window, the radia-
tion was detected in an anechoic chamber. The receiv-
ing horn was placed at the maximum of the radiation
pattern for the working mode E01. The envelope of the
output signal was recorded by a crystal detector with a
response time of no more than 2 ns and by Hewlett–
Packard and Tektronix digital oscilloscopes with a
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
bandwidth of 500 MHz and a digitization period of no
more than 1 ns. Thus, the entire envelope of a high-fre-
quency pulse could be memorized for the subsequent
examination of its fragments. The heterodyne method
was used to take the spectrum of the output radiation.
The oscilloscope also recorded the difference signal
during the microwave pulse, and then the spectrum of
the signal was reconstructed. The output power was
measured both from the calibrated damping in the
channel and from the energy of the microwave pulse for
more accurate measurements. In the latter case, a spe-
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cial calorimeter [19] enabled the determination of the
pulse energy and, hence, power with the accuracy
±10%.

As mentioned in the previous section, we observed
the excitation of only one working mode E01 with the
center frequency 8.7 GHz. Figure 5 shows a typical
oscillogram in the chaotic modulation mode at the
injection current 120 A. The self-modulation is seen to
cover virtually the entire microwave pulse with a dura-
tion of about 10 µs. However, the more detailed analy-
sis of the envelope shows that the character of self-
modulation varies during the pulse, which can be
related to minor changes in the voltage. As a result, the
coupling impedance slightly also varies within the
pulse. In addition, the electrodynamic system inevita-
bly exhibits parasitic reflections from the collector end,
which, as known, lead to the strong frequency depen-
dence of the output power, the dependence varying with
voltage [6].

In connection with this, we analyzed the bifurcation
values of the current, using the central fragments of the
oscillograms with the fixed peak voltage (≈150 kV) of
the ≈500-ns-wide pulse. Figure 6 shows these frag-
ments together with the corresponding spectra and the
phase portraits on the (|A(0, t)|, |A(0, t – tdel)|) plane. It
is seen that stationary generation, observed at currents
smaller than 7 A (Fig. 6a), changes to self-modulation
as the current increases (Figs. 6b–6f). At 30 A, the self-
modulation is near-sinusoidal with the period 8 ns
(Fig. 6b). Then, the self-modulation becomes more and
more complicated and finally chaotic at 50 A (Fig. 6c).
At currents exceeding 50 A, the self-modulation mode

0 0.1 0.2 0.3 0.4 0.5
tdel, µs

–0.15

–0.10

–0.05

0

0.05

0.10

0.15

K(tdel), arb. units

Fig. 7. Autocorrelation function corresponding to the oscil-
logram obtained at the current 120 A. 
takes a simpler form. Specifically, the process is quasi-
harmonic with the period 14 ns for currents from 70 to
90 A (Figs. 6d, 6e). Finally, the self-modulation
becomes chaotic again with a relative spectral width of
about 4% when currents exceed 100 A (Fig. 6f). Note
that the bifurcation values of the current and the char-
acteristic periods of self-modulation are in good agree-
ment with the results of simulation. It follows from the
numerical simulation that the self-modulation modes
alternate with increasing injection current because of
the space-charge effect. Note also that the autocorrela-
tion function (Fig. 7) constructed from the oscillograms
shown in Fig. 6f is in good agreement with that based
on the results of simulation at the injection current
120 A (Fig. 2).

The experimental results exhibit the good pulse-to-
pulse reproducibility except for the trailing edge of the
voltage pulse. The leading and trailing edges of the
microwave pulse are not mirror-symmetric presumably
because of microwave breakdowns that arise when the
electrodynamic system is bombarded by positive ions
of the beam. At accelerating voltages above 150 kV, the
microwave pulse becomes much shorter. Therefore, we
can admit that, at injection currents exceeding 100 A,
the power of self-modulation generation is limited by
microwave breakdown. At the injection current 50 A
and the voltage 150 kV, the calorimetrically measured
power of self-modulation generation was 1 MW; in
other words, the electron efficiency reached 10%. The
power of chaotic generation was about 2 MW at the
current 120 A.
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Abstract—A small-angle approximation method as applied to a curvilinear beam of relativistic particles
in mutually orthogonal uniform magnetic and nonuniform electric fields is elaborated. Analytical solutions
to the paraxial equation for curvilinear beams of charged particles are obtained. © 2001 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

The necessity for analyzing the motion of charged
particle fluxes in external electromagnetic fields is dic-
tated by practical problems of electron–ion optics, mass
spectroscopy, etc. [1–3]. One method for theoretically
treating the dynamics of charged particle beams is the
paraxial theory. This theory allows one to find the
geometry of beam-forming electrodes that provide the
flux of required configuration, as well as to consider the
direct formulation of the problem when the parameters
of an external electromagnetic field in which the beam
propagates are given.

In general the case, when the beam axis is a spatial
curve, the equations of the paraxial theory are rather
complicated [4]. As has been shown in [5] for a nonrel-
ativistic beam, simpler expressions arise if the beam
axis is a plane curve. In this paper, the approach of [5]
is generalized to the relativistic case. A narrow beam
with a small ratio of its transverse size to the radius of
curvature is considered. In this case, analytical results
accurate up to first-order terms in this small parameter
are obtained.

FORMULATION OF THE PROBLEM

To be specific, let us assume that the beam propa-
gates perpendicular to the z axis in mutually orthogonal
nonuniform electric field Eext = Exex + Eyey and uniform
magnetic field B0 = B0ez. The propagation of the beam
is convenient to consider in a curvilinear coordinate
system (x, q, ζ):

The curve X(s) is the beam axis in the plane z = 0;
s is the path length for axial particles reckoned from the
point of beam injection; t, n, and b = ±ez are the vectors
of the Frenet trihedral for the curve X(s). The direction

x X s( ) qn ζb.+ +=
1063-7842/01/4611- $21.00 © 21428
of the vector b depends on the direction of the external
electric field.

The beam axis position given by the trajectories of
axial particles is defined by the solution of the relativis-
tic equation of motion for a single particle in an exter-
nal field. Substituting the expression for particle
momentum p = mut into this equation of motion, we
obtain

(1)

Here, E0i are the components of the external electric
field at the beam axis: Eext(X(s)) = E01t + E02n, γ =

/c, and Ω = eb ⋅ B0/mc. The prime denotes dif-
ferentiation with respect to s. In order to determine the
characteristics of the curvilinear beam of charged parti-
cles moving in an external electromagnetic field, one
has to find the trajectory equation for a particle with
injection conditions different from those for an axial
one. The difference is that the particle is injected at
some distance away from the axis and at an angle to it;
in addition, the initial kinetic energy of the particle does
not coincide with that of an axial particle. The kinetic
equation in the small-angle approximation [6] can be
used to take into account effects like thermal straggling
of the particles and multiple elastic scattering by gas
molecules.

TRAJECTORY EQUATION

A trajectory equation for a charted particle in an
external electromagnetic field may be found by the
Maupertius principle. In relativistic mechanics, this
principle is written in the form [7]

muu' γeE01, k
γeE02

mu2
-------------

Ω
u
----.–= =

c2 u2+

δ mΛdl
e
c
--A dx⋅+ 

 ∫ 0.=
001 MAIK “Nauka/Interperiodica”
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Here, Λ = , E is the total particle
energy, Φ and A are the potentials of the external field,
and l is the path length. Calculations similar to those for
a nonrelativistic particle in a potential field [8] allow
one to find the trajectory equation

(2)

It is easy to check that the quantity mΛ(x(l)) is the
absolute value of the particle momentum. In particular,
Λ(X(s)) = u for axial particles.

In order to find an approximate trajectory equation
in the vicinity of the curve X(s), one should represent
the particle momentum in the form

(3)

For near-axial trajectories, the values of kq and λ are
small. Substituting expression (3) into Eq. (2) and omit-
ting second-order terms, we arrive at the set of ordinary
differential equations

(4)

(5)

Here, κ = k + Ω/u, Γ = 1 + 1/γ2, and gi are the compo-
nents of the external electric field

in the vicinity of the curve X(x).

PARAXIAL EQUATION

In order to obtain the paraxial equation in the closed
form, it is necessary to find the explicit form of the
function λ. As has been found recently [5], the func-
tions gi have the form

(6)

The substitution of expression (6) for g1 into Eq. (5)
makes it possible to represent the latter in the form

which is more convenient for integration.
In view of relationships (1), we arrive at the expres-

sion for λ

where C = (λ0 – κ0q0)/γ0 is a constant.

E eΦ–( )2/m2c2 c2–

mΛ d
dl
----- Λdx

dl
------ 

  e

mc2
--------- E eΦ–( )Eext

e
c
--Λ dx

dl
------    B0 .+= ×

mΛdx
dl
------ mu 1 λ+( )t q'n+[ ] .=

q''
u'
u
----q' k2q k

κ
γ2
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  λ+ + +
γeg2

mu2
----------q,=

λ' Γ u'
u
----λ+ κq' kq

u'
u
----–

γeg1

mu2
----------q.+=

Eext E01 g1q+( )t E02 g2q+( )n+=

g1 E02' kE01, g2+ kE02 E01' .–= =
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u
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γe

mu2
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dx
------qE02,=

λ κ q C
γ
u2
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u0
2
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Substituting the obtained equation for λ and the
expression (6) for g2 into (4), we finally find, in view
of (1),

(7)

The curvature of the beam axis is k = .
Thus, the trajectory equation for a particle injected into
the external field under consideration in the vicinity of
the curve X(s) has been obtained up to first-order terms.

The angle  = α between the injection direction and
the beam axis, as well as the distance q0 of the injection
point to the beam axis, are initial conditions for Eq. (7).
The initial kinetic energy T of a particle defines the con-
stant C appearing in (7):

(8)

where W = γ0mc2 is the initial kinetic energy of an axial
particle.

Generally, numerical methods should be used to
solve the differential equation obtained. Analytical
results may easily be found for a beam with a constant
curvature of the axis. Such beams are used in mass
spectroscopy [3]: the beam axis configures into a circu-
lar arc in both a sector magnetic field and the electric
field of a cylindrical capacitor.

In a sector magnetic field, the beam curvature is k =
1/R, where R = mcu0/eB0 is the circle radius. Since κ =
0 and the particle velocity is constant in this case,
Eq. (7) is substantially simplified:

(9)

Then, the path of a charged particle in a sector mag-
netic field is given by

where ψ = s/R.

For the beam in the nonuniform electric field of a
cylindrical capacitor, k = κ = 1/R, where R is the radius
of a circle described by axial particles with a kinetic

energy W = (A + )/2. Here, the constant
A = eU/ln(b/a), where U is the voltage across the capac-
itor and a and b are the inner and outer radii of the
capacitor plates, respectively.

q''
u'
u
----q' k2 κ2
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----- u''

u
----- u'2

γ2u2
----------+ + + 

  q+ +

+
C

u2
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κ
γ
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  0.=

X''2 Y''2+

q0'

C
D
m
---- λ0 κ0q0–( ), λ0
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D
---- T W–( ),= =

D W
m2c4

W
-----------,–=

q'' k2q kλ0+ + 0.=

q q0 λ0R+( ) ψcos R α ψsin λ0–( ),+=

A2 4m2c4+
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In this case, Eq. (7) is written in the form

which is similar to (9).

The solution of this equation defines the path of a
relativistic particle in the field of a cylindrical capaci-
tor:

where ψ = s/R0 and R0 = R/ .

KINETIC EQUATION

Now let us turn to the kinetic equation

(10)

for a curvilinear beam of charged particles. Here,
f(x, p) is the distribution function and Iel is the elastic
collision integral.

We write Eq. (10) in the curvilinear coordinates,
taking p = mu[(1 + λ)t + αn + βb]. In the case of a nar-
row beam, the angles α and β, along with λ, are small.
As a result, up to first-order terms, we find

(11)

where χ2 is the mean square of the scattering angle per
unit path length and

In order to simplify Eq. (11), one should turn from
λ to the new variable µ = (λ – κq)u2/γ. Finally, in view
of (1) and (6), we find the kinetic equation for a curvi-
linear paraxial beam of relativistic particles:

(12)

Analytical solutions of Eq. (12) can be found for
beams with a constant curvature considered above. In
particular, the method proposed in [5] can be employed
to find the Green’s function.
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PARAXIAL REPRESENTATION

Let us return to the paraxial equation again. The
proper time of an axial particle,

may be used as a longitudinal variable instead of s. This
means the transition to the parametric representation of
the particle path. Then, Eq. (7) is written in the form 

(13)

where the dot denotes differentiation with respect to τ,

u = , and w = . In this notation, the path curvature
takes the form k2 = |u × w|2/u6.

For a uniform electromagnetic field, u ⋅  – (u ⋅
w/γc)2 = kuΩ and Eq. (12) is reduced to

(14)

Equations (13) and (14) have to be solved jointly
with the equation of motion for an axial particle

For a nonrelativistic particle, γ = 1, the variable u is
equal to the axial particle velocity v  and the parameter τ
coincides with the particle motion time. Because of
this, Eq. (13) takes the simpler form

(15)

where v =  (the dot means differentiation with respect
to time).

The expression for path curvature changes corre-
spondingly: k2 = | |2/v 6.

For T = mc2 + K and W = mc2 + K0, expressions (8)
in the nonrelativistic limit are recast as

Equation (15) has to be supplemented by the equa-
tion of motion
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A BEAM IN AN ELECTRIC FIELD

The solution of Eq. (15) can be found for beams in
uniform fields, where  = 0. In a uniform electric field
E0 = E0ey, the beam axis in the cross section is a seg-
ment of parabola:

Here, X = v 0tsinφ, w = eE0/m, φ is the angle between
the vector of the electric field and the injection direction
for axial particles with the initial velocity v 0 =

, and the longitudinal coordinate s is paramet-
rically represented as

where v  =  is the velocity of
axial particles.

In this case, the beam axis curvature is k = κ =
wv 0sinφ/v 3. Therefore, Eq. (15) takes the form

(16)

The solution of Eq. (16) may be found with the
method of variation of constants [9]. First, one has to
find the functions q1 and q2 representing two indepen-
dent solutions of the homogeneous equation corre-
sponding to Eq. (16). It is easy to check that these func-
tions satisfy the condition

(17)

where C0 is a constant.

Then, the solution of the inhomogeneous equation is
calculated using the functions q1 and q2:

The constants Ci are defined by the initial condi-
tions.

One of the solutions of the homogeneous equation
corresponding to (16) should be found in the form of a

power law of v. This yields q1 = v  – 2 sin2φ/v. Using
condition (17), we find the second independent solution
q2 = (wt – v 0cosφ)/v. Eventually, for a beam in an elec-
tric field, we have
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A BEAM IN MUTUALLY ORTHOGONAL 
FIELDS

A trochoid,

is the path of a nonrelativistic charged particle in mutu-
ally orthogonal uniform electric and magnetic fields.
Here, V = cE0/B0, ψ = ωt, and ω = eB0/2mc. As in the
previous problem, φ is the angle between the electric
field vector and the direction of particle injection. For
brevity sake, we here omit the relation between s and t,
which may be represented via the elliptic integral of the
second kind.

This implies that the velocity of an axial particle is
defined by the expression

The beam axis curvature is k = ω(1 + ρ)/v, where
ρ = v 0(v 0 – 2Vsinφ)/v 2.

As a result, Eq. (15) for a beam in mutually orthog-
onal fields is written in the form

(18)

Unfortunately, an analytical solution of Eq. (18)
cannot be found for an arbitrary value of the initial
velocity of axial particles. The exception is the specific
case v 0 = 2Vsinφ, when the beam axis is a segment of a
cycloid

In this case, a characteristic feature of the particle
motion in the vicinity of the beam axis is that the parti-
cle path does not depend on the initial energy:

where ψ = arccos(cosφ – 2ωs/V) – φ.

The practical importance of the method developed is
in the possibility of estimating the parameters of a cur-
vilinear beam of relativistic particles propagating in an
external electromagnetic field. These estimates are
valid when the beam is not yet significantly broadened
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1
ω
---- ψ V φcos v 0 ψ φ+( )sin–[ ] ,sin–=

Y
1
ω
---- v 0 ψ φ+( )cos V ψsin+[ ]=

v 2 v 0
2 4V ψ V ψsin v 0 ψ φ+( )cos+[ ] .sin+=

q̇̇ ω2 1 3ρ2+( )q+

+ 2ρω
v 0

2

v
------ λ0 2q0ω

V

v 0
2

------ φsin+ 
  0.=

X Vt
V

2ω
------- 2φsin 2 ψ ϕ+( )sin–[ ] ,+=

Y
V

2ω
------- 2φcos 2 ψ φ+( )cos–[ ] .=

q q0 ψ 2α V
ω
---- φ ψ,sinsin+cos=



1432 NAUMOV
due to effects like thermal straggling of the particles
and multiple elastic scattering by gas molecules.
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Abstract—The use of high-frequency field harmonics nonsynchronous with the beam for focusing and accel-
erating charged particles in periodic resonant structures is discussed. Conditions for effective acceleration of
particles in the transverse and longitudinal fields of a high-frequency undulator are found. A specific implemen-
tation of particle focusing and acceleration, as well as the numerical calculation of deuterium ion dynamics in
a new type of a linear accelerator, are reported. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In [1, 2], the dynamics of nonrelativistic ion beams
in a linear accelerator where the particles are acceler-
ated in the field of a periodic electrostatic undulator and
in an alternating rf field has been considered. It has
been shown that the superposition of the fields of the
electrostatic undulator and of the periodic rf resonator
in which waves synchronous with the beam are absent
(such a resonator will be referred to as an rf undulator
for brevity) provides the simultaneous acceleration and
focusing of the beam particles. An undulator accelera-
tor can be made compact if the same electrodes are used
to excite the rf field in the accelerating channel and the
periodic electrostatic field, that is, if the rf undulator is
structurally integrated with the electrostatic undulator.
Tentative mock-up experiments [3] have shown that the
implementation of these devices may face serious prob-
lems associated with rf breakdown when the rf and the
electrostatic fields of large amplitude are generated
simultaneously. In addition, the effective operation of
an undulator accelerator requires the use of a high-
power high-voltage dc source along with an rf genera-
tor. Our technique for focusing and accelerating the
beam using nonsynchronous waves makes it possible to
omit the electrostatic fields.

It is the aim of this work to formulate basic demands
for an rf undulator to provide the effective acceleration
and focusing of ion beams with low injection energies.

EQUATION OF MOTION

The field excited in a periodic resonator will be
found as a periodic solution of the Maxwell equations
with given boundary conditions. Under the assumption
that the cross size of the resonator is much smaller than
the wavelength of the rf field, the Fourier series coeffi-
cients for the field can be calculated with the electro-
static approximation to the problem. In this case, the
1063-7842/01/4611- $21.00 © 21433
longitudinal and transverse components of the electric
field can be represented as the sum over the spatial har-
monics:

(1)

where hn = h0 + 2πn/D, h0 = µ/D, µ is the phase advance
of the field per period, and D is the structure period.

Consider the equation of motion for a nonrelativistic
ion beam in field (1), assuming that the particle velocity v
differs from the phase velocity of all harmonics: v ph, n =
ω/hm, n = 0, 1, 2, … .

In general, the interaction of the particles with non-
synchronous harmonics of the rf field does not change
the average energy of the beam but causes fast oscilla-
tions in the longitudinal and transverse directions. In
further analysis, it is necessary to make a distinction
between a longitudinal undulator, for which the trans-
verse components of the field are absent [En, ⊥ (0, 0) = 0],
and a transverse undulator, for which the longitudinal
component field at the axis vanishes [En, z(0, 0) = 0].
Accordingly, the parameter α in sum (1) should be set
equal to zero in the former case and π/2 in the latter.

As has been shown in [2], even in the absence of
synchronism between the beam particles and the spatial
harmonics of the wave, effective beam–field interaction
takes place if

(2)

where kz = (hn ± hp)/2 (kz ≠ hn ≠ hp; n = 0, 1, 2; p = 0, 1, 2).
The parameter kz defines the wave number of the

combined wave resulting when the fields of the nth and
pth harmonics are added. In fact, introducing a slowly

E⊥ En ⊥, x y,( ) hnz α+( ) ωt( ),cossin
n

∑=

Ez En z, x y,( ) hnz α+( ) ωt( ),cossin
n

∑=

v ω/kz,=
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varying phase ψ = dZ – ωt and coordinate R = (X,

Y, Z) and averaging over the fast longitudinal and trans-
verse oscillation [2, 4], one comes to the equation of
motion in the smooth approximation:

(3)

where the function Ueff depends on the amplitudes of
the harmonics of the nonsynchronous waves.

Introducing the dimensionless amplitude of the field
harmonics

reduced particle velocity β; dimensionless coordinates
ξ = 2πZ/λ, ρ = 2πX/λ, and η = 2πY/λ; and dimension-
less time τ = ωt, one can write the equation of motion
in the form

(4)

where

(5)

(5a)

(5b)

(5c)

Here,  = (hn ± kz)/kz. In the expression for U2, the
sum is taken only over the harmonics for which hn +
hp = 2kz; in the expression for U3, over the harmonics
for which |hn – hp| = 2kz. The function Ueff can be con-
sidered as the effective potential function that specifies
the Hamiltonian of the beam–wave system and helps to
study the 3D beam dynamics in the smooth approxima-
tion. From Eq. (4), it follows that the existence of an
absolute minimum of Ueff is the necessary condition for
beam focusing and acceleration. The longitudinal
bunching and acceleration of the beam are possible if
the particle velocity is close to the velocity βs = ω/ckz of
a synchronous particle whose phase ψ = ψs remains
constant or slowly varies with the longitudinal coordi-
nate. The variation of βs can be written as

(6)
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From this expression, one can find the law of varia-
tion of the structure period D(ξ) and the range for the
phase ψs of the combined wave where the acceleration
of the particles is the most efficient.

ANALYSIS OF BEAM DYNAMICS

By way of example, let us consider the problem of
accelerating and focusing of a ribbon-shaped beam in
the slot channel of a plane rf undulator. Figure 1 shows
three possible electrode arrangements in this accelerat-
ing system for µ = π. An alternating-sign field along the
beam path can be generated by applying an rf potential
Uv = ±U0cosωt to a regularly (periodically) arranged
transverse electrodes (“rods”). Depending on the differ-
ence between the phases of Uv applied to adjacent elec-
trodes, a longitudinal (Fig. 1a) or a transverse (Fig. 1b)
undulator can be implemented. Under the assumption
that the field in the narrow slot channel depends only on
the longitudinal coordinate Z and the transverse coordi-
nate Y, the amplitudes of the electric field harmonics in
the longitudinal undulator are given by

(7)

For the transverse undulator,

(8)

Now we find conditions for the focusing and accel-
erating of a ribbon beam, using expressions (7) and (8)
for the field amplitudes. In analyzing the function Ueff it
would suffice to leave the first two harmonics with n =
0 and 1 in sum (5) if the contribution from all other har-
monics is assumed to be negligibly small. We start with
the study of a periodic structure using the µ = 0 mode.
In this case, if the beam particle velocity is close to β =
2D/λ, the expression for Ueff can be written as

(9)

From (9), we come to the equation that describes the
variation of the particle velocity:

(10)

The acceleration and self-focusing of the particles
are possible if the phase of a synchronous particle ψs

that is in the combined wave field lies in the intervals of
[π/4, π/2] and [5π/4, 3π/2]. In this case, according to (9),
the focusing condition for all particles being acceler-
ated will be met near the axis of the system (η/βs ! 1)
if the amplitude of the first harmonic equals or exceeds
that of the zero one (e1 ≥ e0).

It is interesting to compare this result with another
possibility of acceleration in the rf undulator where the

En z, En 0, hnY( ), En y,cosh En 0, hnY( ).sinh= =
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8
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field is generated at the mode µ = π. If the particle
velocities in the beam are close to β = D/λ, we have

(11)

instead of (9).
In (11), the second term in sum (5a), which is

responsible for the interaction of the beam with the
counterpropagating wave and whose contribution to the
effective potential Ueff is negligible, is omitted for sim-
plicity. Then, the equation for longitudinal motion can
be written in the form

(12)

that is, acceleration is possible at the same phases of the
synchronous particle as before but the acceleration rate
for a given structure period is four times higher. One
more important advantage of the rf undulator operating
at the µ = π mode is that the transverse focusing of the
particles is possible for any ratio of the amplitudes of
the zero and first field harmonics. This is easy to check
by analyzing the form of potential function (11) as a
function of the coordinates η and ψ.

Note that all the above results are valid for both
types of the undulators. However, the transverse undu-
lator is easier to design and implement. In fact, at low
velocities of the ion beam, the spatial period D of the
undulator rapidly increases with energy. For given val-
ues of the rf potential on the electrodes, it is difficult to
provide the constancy of the field harmonic amplitudes
at the axis of the system under such conditions. In the
transverse undulator, the channel aperture can be made
constant. This allows one to easily keep the maximal
value of the accelerating field amplitude throughout the
accelerator length for given electrode potentials.

In a plane undulator, the electrodes can be arranged
in such a way (Fig. 1c) that the condition

(13)

for the mode µ = π is satisfied in any cross section of the
channel. In this case, U2 = U3 = 0 in expression (5) and
the effective potential Ueff is independent of the particle
phase. This means that the acceleration equals zero but
the undulator can be considered as a device providing
the transverse focusing of a ribbon-shape beam
throughout its length.

NUMERICAL SIMULATION 
OF THE ACCELERATOR

To exemplify the efficiency of acceleration in an rf
undulator, we numerically simulated the dynamics of a
ribbon deuterium ion beam. The energy of injection of

Ueff
1
4
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βs

----- 
 cosh e1

2 3η
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 cosh+=

+ 3e0e1
η
βs

----- 
  2ψ( )coscosh
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βs

----- 
  2ψ( ),sincosh=

En y, y 0,( ) En z, y 0,( )=
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the unmodulated ribbon beam is Win = 150 keV; the
operation mode in the transverse rf undulator, µ = π;
and the operating wavelength, 1.5 m. The structure
period D = βsλ, where βs is found from Eq. (6). The
accelerator comprises the buncher of length Lb = 0.7 m
and the basic section of length L = 1.8 m. In the
buncher, the field harmonic amplitude smoothly grows
as E(z) = Emaxsin(πz/2Lb) and the phase ψs linearly
decreases from π/2 to 3π/8. At this acceleration stage,
the field amplitude remains unchanged, E = Emax, and
the synchronous particle phase is ψs = 3π/8. The first-
to-zero field harmonic amplitude ratio χ = e1/e0 was
selected such that the particle losses were as low as pos-
sible. The gain in the particle energy W and the coeffi-
cient K of current transmission depend on Emax. In our
case, W = 1.1 MeV and K = 64% for Emax = 150 kV/cm
and χ = 0.6. As the amplitude of the fundamental har-
monic increases to Emax = 250 kV/cm at χ = 0.3, we find
the final energy W = 1.37 MeV and K = 63.5%. Obvi-
ously, the acceleration rate can be increased and K can
be made larger by using special optimization tech-
niques and by choosing more appropriate parameters of
the buncher. However, even this example implies that,
if the initial particle velocity is low, the system sug-
gested compares well with conventional rf-focusing

Z

Y

+Uv +Uv–Uv –Uv

–Uv +Uv +Uv–Uv

(c)

Z

Y

+Uv +Uv–Uv –Uv

–Uv +Uv +Uv–Uv

(b)

Z

Y

+Uv +Uv–Uv –Uv

–Uv+Uv +Uv –Uv

(a)

D

Fig. 1. Arrangement of electrodes in a planar rf undulator
(the phase advance µ = π).
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accelerators and sometime outperforms them in effi-
ciency of acceleration.

CONCLUSIONS
We have shown that an rf undulator can effectively

bunch, accelerate, and focus ion beams. Acceleration is
possible in both longitudinal and transverse rf field. The
rf system suggested compares well with RFQ accelera-
tors in rate of acceleration. By varying the field ampli-
tude and the period of the rf undulator, one can provide
the effective longitudinal bunching of the beam at the
frequency equal to the doubled frequency of the rf field.
In this case, a relatively high capture efficiency for the
particles to be accelerated is attained.

A plane rf undulator of special geometry can be
used for the focusing of ribbon-shaped unmodulated
beams. Finally, an rf undulator offers wide possibilities
for accelerating neutralized ion beams, that is, those
consisting of oppositely charged particles (for example,
D+ and D–). As follows from Eqs. (6), (10), and (12), the
phase of the synchronous particle ψs does not depend
on the charge sign. Therefore, positively and negatively
charged ions can be accelerated in a single bunch [5].
This means that the use of neutralized beams tackles the
space-charge-related problem of limited beam inten-
sity. As follows from the numerical simulation, all basic
data obtained by analyzing the beam dynamics in the
smooth approximation are close to those that are based
on the exact calculation of the beam dynamics in the
polyharmonic field of an rf undulator. For the ion ener-
gies considered, the difference in the output integral
beam characteristics is within 5%.
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Abstract—Results of investigation of carbon films deposited with the use of gas-phase chemical reactions in
the plasma of a dc discharge are presented. Films obtained at different parameters of the deposition process var-
ied widely in their structure and phase composition, from polycrystalline diamond to graphite-like material.
Comparative study of the structure and phase composition of the films using Raman spectroscopy, cathodolu-
minescence, electron microscopy, and diffractometry, as well as the obtained field electron emission character-
istics, have shown that the threshold value of the electric field strength for electron emission decreases with a
decrease in the size of diamond crystallites and growth of the fraction of non-diamond carbon. The lowest
threshold fields (less than 1.5 V/µm) are obtained for films consisting mainly of graphite-like material. A model
based on the experimental data is proposed, which explains the mechanism of field electron emission in carbon
materials. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Various carbon materials are being considered now
for use as efficient cathodes based on the phenomenon
of field electron emission. This emission process needs
no cathode heating and produces a beam of electrons
with low initial velocities, which considerably simpli-
fies the design of high-vacuum electronic devices. One
of the most attractive applications of such “cold” cath-
odes is flat cathodoluminescent displays.

The possibility of using diamond materials as elec-
tron sources is based on their intrinsic property of neg-
ative electron affinity (NEA), which has been predicted
theoretically and discovered experimentally both in
single diamond crystals and in polycrystalline diamond
films prepared by the method of gas-phase chemical
deposition (GPCD) [1–5]. The occurrence of NEA
depends mainly on the type of interatomic electronic
bonds in the material and is typical not only of diamond
but also of other wide band semiconductors [6–9]. In
particular, emitters with a surface having NEA require
considerably lower electric field strengths for initiating
field electron emission, 1–10 V/µm, compared with val-
ues of 103–104 V/µm typical of the most metals and
semiconductors.

It is evident that for obtaining stable electron emis-
sion the field emission cathode should be made of a
material having high enough electron conduction.
However, the problem of the synthesis of n-type semi-
conducting diamonds is still unresolved. On the other
hand, in polycrystalline diamond films the electrical
conductivity can be due to various structural defects,
which introduce a set of additional levels into the for-
bidden gap of the diamond [5–11] or produce extended
formations of non-diamond carbon [12, 13]. Many
studies indicate that defects significantly improve the
emissive properties of GPCD-grown diamond films (up
1063-7842/01/4611- $21.00 © 21437
to concentrations at which formation of an amorphous
material begins) retaining as its essential feature the
diamond-type hybridization of the valence electron
bonds of carbon atoms. In such emitters the threshold
electric-field strength for electron emission is found in
the range from 2 to 20 V/µm [5, 12–15].

On the other hand, it is well known that the field
electron emission is also observed in carbon having a
graphite-like type of chemical bond between atoms.
Crystalline graphite belongs to the semimetals, it has a
high conductivity and a rather large electronic work
function (about 4 eV) corresponding to positive elec-
tron affinity. However, in some cases the emission
parameters of cathodes based on graphite-like materials
are close to the parameters of diamond field-emission
cathodes and can even considerably exceed them,
exhibiting higher emission current density and, at the
same time, lower threshold values of the electric field
strength [16–18]. Moreover, recently, a large number of
papers have been published reporting low-voltage field
emission from carbon nanotubes [19–22], though, for
materials consisting of carbon fibers having a similar
structure, such observations had been made much ear-
lier [23, 24].

So, the published data indicate that the possession of
diamond structure is not absolutely necessary for effi-
cient carbon field emitters. From the practical point of
view, the production of nondiamond carbon materials
appears to be a simpler task, but, in order to produce on
their basis the “cold” cathodes, additional studies are
necessary to elucidate the mechanisms of field emis-
sion. With this purpose in mind, in this work, a compar-
ative study is carried out of the emissive, structural and
other specific properties of carbon films grown by
GPCD.
001 MAIK “Nauka/Interperiodica”
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MATERIALS AND PROCEDURES

Studied in this work were films deposited on silicon
substrates (p-Si(100), ρ = 10 Ω cm, 20 × 20 mm) by
gas-phase chemical deposition using a mixture of
hydrogen and methane activated by a dc arc discharge,
in an installation described in detail elsewhere [25].
Prior to the deposition process all substrates were
nucleated with diamond crystallites of nanometer size
using ultrasonic treatment in a suspension of ultra-fine
diamond in alcohol. The deposition process was carried
out at a gas-mixture pressure of 8.9–9 kPa. The deposi-
tion time for all the samples studied in this work was
45 min. By varying the substrate temperature in the
range from 850 to 1100°C and the methane concentra-
tion in the gas mixture from 0.5 to 10% carbon films
containing different amounts of diamond and non-dia-
mond phases were obtained.

The morphological and structural characteristics of
the obtained films were studied using electron micros-
copy and atomic force microscopy, as well as electron
diffraction and Raman scattering. Data on electronic
properties of the films were obtained from cathodolu-
minescence (CL) studies.

Electron emission properties of the carbon films
were studied using two procedures. In the first proce-
dure the dependence of the emission current on the
applied electric field strength was measured. For this
purpose the sample was placed in a chamber pumped
down to a vacuum of 10–6 Pa. The sample holder could
be cooled to the liquid nitrogen temperature or heated
to +350°C. The anode in the form of a tungsten rod
5 mm in diameter with a flat and polished end face
could be displaced relative the cathode with a microme-
ter screw. The electric field strength in the gap between
the anode and cathode was taken to be equal to E = V/d,
where V is the potential difference between the anode
and cathode separated with a vacuum gap of width d.
The accuracy of positioning the anode relative to the
cathode was 5 µm. Measurements of the current-volt-
age characteristics (IVC) were carried out automati-
cally in a range of voltage between the anode and the
cathode from 100 to 1500 V and with the maximum
current not exceeding 2 mA.

The second procedure was used for studying the
electron emission and provided data on the spatial dis-
tribution of emission centers. The sample was placed in
a holder and displaced with a micrometer screw relative
to the fixed anode having the form of a transparent elec-
trically conductive film of indium oxide deposited on a
glass plate. The conductive film was coated with an
electron-excited phosphor a few micrometers thick.
The separation between the anode and cathode being
relatively small (from 50 to 500 µm), the area where the
phosphor luminescence occurred due to electron bom-
bardment could be considered coinciding with the
regions of field electron emission. To prevent excessive
ablation of the phosphor by incident electrons the mea-
surements were carried out in the pulsed mode. The
voltage pulse duration was about 1 µs, the pulse repeti-
tion rate varied from 30 to 500 Hz, the peak voltage
could be regulated between 200 and 2000 V. The
obtained pattern of emission centers was registered
using a video or photographic camera. The measure-
ments using this procedure were carried out at room
temperature.

RESULTS

1. The Phase Composition and Structural Properties 
of the Carbon Films

The films obtained under conditions described
above were continuous and had an approximately equal
thickness (about 1 µm). The surface morphology
depended markedly on the deposition conditions. This
dependence, as shown by electron and atomic force
microscopy, was essentially the same as described in
other studies (see, for example [26]). The phase compo-
sition of the films determined by Raman spectroscopy
(using 488 nm line of a argon laser) also varied in
accordance with known data [27–29]. Figure 1 shows
typical Raman spectra of the studied GPCD-grown
films. Spectrum 1 is that of a film deposited at a sub-
strate temperature of Ts = 950°C and methane concen-
tration (k) of about 1%. A feature of this film is an inten-
sive narrow “diamond” line at 1330 cm–1 testifying to
the predominantly diamond-like type of the constituent
carbon. A wide line at about 1580 cm–1 is due to carbon
in the form of amorphous graphite and the line at
1350 cm–1 to graphite in the form of nanocrystals of a
size less than 10 nm [27]. Films having in their Raman
spectra the 1330 cm–1 line consisted mainly of faceted
crystals with a characteristic diamond cut. Spectrum 2
in Fig. 1 was obtained from a film deposited at Ts =
850°C and k = 2% and contained characteristic lines at
1140 and 1470 cm–1, whose simultaneous presence in
the Raman spectrum correlated with the decrease in the
size of diamond crystallites in a GPCD film down to a
few nanometers [28]. Such films, as a rule, had a mir-
ror-like surface. Spectrum 3 in Fig. 1 was obtained
from a film deposited at Ts = 1050°C and k = 8%. This
spectrum featured an intensive line at a frequency of
1575 cm–1 and a relatively weak line around 1350 cm–1.
The spectral shape practically coincided with Raman
spectra of microcrystalline graphite with crystallites
about 30 nm in size [29].

In Raman spectra of the films prepared at different
parameters of the GPCD growth the relative intensities
of the lines, their width, and, to some extent, spectral
positions varied in accordance with variations of the
phase composition, size of crystallites and the degree of
amorphism of the constituent diamond and graphite.
For the sake of convenience, in what follows, the films
with Raman spectra containing a distinct “diamond”
line around 1330 cm–1 are called “polycrystalline dia-
mond” films; films having lines in their spectra at fre-
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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quencies 1140 and/or 1470 cm–1 are referred to as
“nanocrystalline diamond” films; and, finally, films
with spectra similar to spectrum 3 in Fig. 1 are refereed
to as “graphite-like” films.

The expediency of this classification has been
proven in cathodoluminescent studies (electron energy
in the beam of 25 keV). GPCD films, which had differ-
ent sets of lines in their Raman spectra, also had differ-
ing CL spectra. Shown in Fig. 2 are the CL spectra for
the same films as in Fig. 1. The spectra of polycrystal-
line diamond films (spectrum 1 in Fig. 2) contained
well-known lines due to various structural defects and
nitrogen and silicon impurities in the diamond (see, for
example [30]). The relative line intensities of the CL
spectra were different for different points at the surface
of diamond crystallites, as described in [31], and varied
with variation of the deposition conditions. For nanoc-
rystalline films the CL intensity was typically lower
than the sensitivity threshold of the measurement setup
(spectrum 2 in Fig. 2). Such a low CL intensity can be
due, in part, to a high rate of nonradiative recombina-
tion in diamond films with high concentration of struc-
tural defects. This is indicated by enhanced light
absorption in the visible part of spectrum in nanocrys-
talline diamond films [32]. Finally, GPCD films, whose
Raman spectra contained a narrow “graphite” line, typ-
ically had two CL lines at around 330 and 500 nm. In
different samples of these graphite-like films variation
were observed in the relative intensities and positions
of these line over the ranges 310–340 and 490–530 nm,
respectively. CL lines in about the same spectral ranges
were observed earlier in diamond GPCD films [32, 33]
but no interpretation of their origin has yet been sug-
gested.

Conclusions concerning the phase composition of
GPCD films made on the basis of the Raman and CL
spectra have been corroborated by electron-diffraction
studies and high-resolution electron microscopy data.
Electron diffraction patterns of the polycrystalline and
nanocrystalline films were typical of polycrystalline
diamond. Electron diffraction patterns from graphite
GPCD films had a number of specific features. Figure 3
displays an electron diffraction pattern of such film,
clearly showing reflections corresponding to the crystal
lattice of graphite. The arched shape of the line corre-
sponding to electrons reflected from the basal plane of
graphite indicates that the predominant orientation of
the (0001) crystallographic planes of graphite is in a
direction perpendicular to the substrate surface. Possi-
ble deviation from this direction does not exceed ±20°.

This crystallographic orientation of the near-surface
layer of graphite films was revealed with high-resolu-
tion electron microscopy. Clearly seen in the images of
the film surface obtained by this technique are the par-
allel lines at separations equal to the interplanar spacing
of graphite (~0.34 nm). Some crystallites in the film
had a cross-sectional dimension less than 10 nm,
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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Fig. 1. Raman spectra, IRS(ν), of (1) polycrystalline dia-
mond, (2) nanocrystalline diamond, and (3) graphite-like
films grown by GPCD.
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Fig. 2. Cathodoluminescence spectra, ICL(λ), of (1) poly-
crystalline diamond, (2) nanocrystalline diamond, and
(3) graphite-like films grown by GPCD.
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whereas their dimension along the basal plane could be
in excess of 1 µm.

2. Field Emission Properties of Carbon Films

As demonstrated in this study, practically all carbon
films grown by GPCD under the conditions specified
above emitted electrons when a potential difference
was applied between the film cathode and the anode.
For polycrystalline diamond films, according to earlier
experiments [1–15], the threshold value of the electric-
field strength in the cathode–anode gap for the field
electron emission to occur (Eth = V/d) was lower for
films with greater amounts of the non-diamond carbon

1120 1010 0002

Fig. 3. Electron diffraction pattern of a graphite-like film
grown by GPCD.
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Fig. 4. Current–voltage characteristics of the field emission
current from (1) polycrystalline diamond, (2) nanocrystal-
line diamond, and (3) graphite-like films grown by GPCD.
The emission current density I is given in mA/cm2.
phase; simultaneously, the emission current density
increased. The minimum value of Eth for such films
was about 4 V/µm. For example, in Fig. 4 a current–vol-
tage characteristic is given of the same polycrystalline
diamond film (curve 1) whose characteristic are shown
in Figs. 1 and 2 (curve 1). Figure 5 shows (1) the distri-
bution of emission centers registered at 8 V/µm for the
same film. In this case, though the integrated emission
current measured while registering the IVC was fairly
stable, in observations with the use of an luminescent
screen considerable instability was detected of the
emission current from individual emission centers.

The tendency to lower threshold field values and
higher emission currents continued with the decrease in
the diamond crystallites in GPCD films down to sized
corresponding to nanocrystalline films. A current–vol-
tage characteristic of one of such films, whose Raman
and CL spectra are shown in Figs. 1 and 2, can be seen
in Fig. 4 (curve 2). Nanocrystalline films had a much
higher density of emission centers (up to 103 cm–2)
(Fig. 5b) and, at the same time, higher emission stabil-
ity as regards both the average current density and the
emission from individual centers.

Finally, in the case of graphite-like films the electron
emission was observed at applied electric field
strengths of less than 1.5 V/µm. The current-voltage
characteristic in Fig. 4, curve 3, was obtained for a
graphite film, the Raman and CL spectra of which are
presented in Figs. 1 and 2, respectively. The emission
current density in graphite films was 1 mA/cm2 at elec-
tric field strengths as low as 4 V/µm. Simultaneously, a
substantial increase in the emission stability and den-
sity of emission centers was observed. The latter was
estimated as not lower than 106–107 cm–2, taking into
account that the average size of the phosphor grains
was about 1.5 µm. A corresponding image of the lumi-
nescent screen at an electric-field strength of 8 V/µm is
shown in Fig. 5c.

Figure 6 shows current–voltage characteristics of
the field emission current obtained for a graphite-like
film at room temperature (1), at liquid nitrogen temper-
ature (2), and at 300°C (3). Some decrease of the emis-
sion current density and increase of the threshold elec-
tric field strength at lower emitter temperatures can be
due to residual gas molecules adsorbed at its surface
[34]. More appreciable changes of the current density
were observed at elevated temperatures. A possible rea-
son for the decrease of the emission current density
could be an intensive degassing of the highly porous
carbon film. Simultaneously, a noticeable increase in
the signal-to-noise ratio was observed, especially in the
range of low currents. It should be noted, however, that
these temperature variations of the current density refer
only to a relatively small region of the IVC around the
threshold emission values. Variation of the temperature
of the carbon cathode over the entire temperature range
studied had only a weak effect on the threshold electric-
field strength, which remained below 1.5 V/µm.
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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Fig. 5. Luminescence from a cathodoluminescent-phosphor screen under irradiation by electrons emitted from (a) polycrystalline
diamond, (b) nanocrystalline diamond, and (c) graphite-like films grown by GPCD on 20 × 20 mm substrates.
Thus, the above experimental data indicate that the
electron emission properties as well as the structural
and morphological features of the obtained polycrystal-
line and nanocrystalline diamond films are in good
agreement with the published data. Using the GPCD
technique, films of graphite-like carbon material were
grown whose structural and morphological properties
have not been described earlier. Note that in studies by
the same methods of the field electron emission from
different samples of graphite and vitreous carbon prac-
tically no emission current at field strengths up to
20 V/µm was detected.

DISCUSSION

The above comparative studies have established that
among different carbon materials (from polycrystalline
diamond to graphite) produced using the same GPCD
technique the best field emission parameters (lowest
threshold electric field strength, highest emission cur-
rent and density of emission centers) have the films
consisting mainly of plate-like crystallites, in which
carbon atoms are arranged in a typically graphite struc-
ture in the form of a few parallel layers oriented pre-
dominantly at a normal to the substrate surface. This
sort of field electron emission can be due to enhance-
ment of the electric field at the tips on the surface, as it
occurs in tip cathodes [7]. However, for the considered
carbon films the required enhancement should be no
less than 5000, which means that even with small trans-
verse dimensions of the graphite-like tip structures
(1−5 nm) their length should be at least a few microns.
Direct observations of the film surface using electron
microscopy and atomic force microscopy give no evi-
dence of tips of this length.

In addition, with such small-size emitting tips the
electric field strength near the surface, which depends
on the surface distribution of the free charge carriers,
should be appreciably affected by features of the
atomic structure of the material. This is especially true
of graphite, whose conductivity is determined by a
small overlap of the electronic pπ-orbitals orthogonal
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Fig. 6. Current–voltage characteristics of the field emission
current from a graphite-like film. The emission current den-
sity I is given in mA/cm2.
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Fig. 7. Energy band diagram of the field electron emitter
based on graphite-like film: (1) graphite-like carbon;
(2) carbon with modified electronic configuration;
(3) vacuum.
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to the basal crystallographic planes of graphite. It can
be supposed that for the carbon atoms located at the
very edge of such planes the electric configuration will
be different, resulting in other than sp2 hybridization of
the bonds. At the same time, instead of a continuous
spectrum of electric states, as in graphite, a forbidden
zone can arise in the electronic spectrum of such atoms.
A similar effect is observed in different carbon clusters,
with the forbidden zone having a width from 0 to 5 eV
[6, 35–37].

The occurrence of the forbidden zone in the density
of electric states can explain the features of the CL
spectrum of graphite-like films (Fig. 2): the CL band
around 3.6 eV could be due to the radiative recombina-
tion of the electron–hole pairs taking place in the near-
surface region under the action of the electron beam.
The long-wavelength CL band in this case can be due
to transitions of electrons from the E1 level to the Fermi
level EF in the graphite-like part of the film.

Whatever the nature of the above bands in the CL
spectrum, their very presence indicates the principally
important fact of modification of the electric properties
of part of carbon atoms comprising graphite-like films.
This modification causes, in particular, emergence of
energy levels separated by a gap of about 4 eV. It is evi-
dent that such atoms are localized on the surface of
GPCD films and form an extremely thin layer. In this
case the energy band diagram of this film can be sche-
matically represented by a region having the band
structure of graphite with an adjacent thin film having a
forbidden gap (E1–E0) of a width of about 4 eV (Fig. 7).
In accordance with the characteristics common to all
wide band semiconductors [6–9], it can be expected
that the energy level corresponding to an electron in a
vacuum, Evac, would be lower than the bottom of the
upper band E2; i.e., the electron affinity would be nega-
tive. In this case the only reason for the threshold elec-
tric-field strength for electron emission to be non-zero
would be the need to overcome a potential barrier at the
interface between the modified near-surface region and
the graphite clusters comprising the rest of the GPCD
film. The relatively weak temperature dependence of
the observed electron emission, especially at low tem-
peratures (Fig. 6), confirms its field-related nature.

This mechanism can also explain the low-voltage
electron emission in other carbon materials with graph-
ite-type structure, such as carbon nanotubes [20, 21].
Indeed, these clusters also consist mainly of sp2-coordi-
nated graphite-like carbon. The carbon atoms located at
the end of such a tube should have a modified-electron
configuration, which may lead to NEA or, at any rate,
to a considerable reduction of the work function, thus
favoring the electron emission. It should be noted that
experimental data give evidence of electron emission
only from “open” carbon tubes having at their ends
atoms with dangling electronic bonds [20, 21]. 

An analogous emission mechanism can also be
effective in the polycrystalline diamond films, which
always contain a fraction of graphite-like carbon at
intercrystalline boundaries. According to tunnel
microscopy data, the field electron emission centers in
such films are localized precisely at these boundaries
[12].

CONCLUSION

In this study of carbon films grown by GPCD an
extremely efficient field electron emission has been
observed at a threshold electric field strength of about
1.5 V/µm, with high emission current density
(1 mA/cm2) and high density of emission centers (106–
107 cm–2). These films consist of plate-like crystallites
of graphite, whose basal planes are oriented perpendic-
ular to the substrate surface. The surface layer of atoms
has a modified electronic configuration, which signifi-
cantly reduces the electronic work function thus
increasing the efficiency of the field electron emission.

ACKNOWLEDGMENTS

The authors are sincerely grateful to V. I. Petrov and
E. V. Rakova for their help with this study.

REFERENCES
1. F. J. Himpsel, J. A. Knapp, J. A. van Vechten, and

D. E. Eastman, Phys. Rev. B 20, 624 (1979).
2. J. van der Weide, Z. Zhang, P. K. Baumann, et al., Phys.

Rev. B 50, 5803 (1994).
3. S. P. Bozeman, P. K. Bauman, B. L. Ward, et al., Dia-

mond Relat. Mater. 5, 802 (1996).
4. N. Eimori, Y. Mori, A. Hatta, et al., Diamond Relat.

Mater. 4, 806 (1995).
5. W. Zhu, G. P. Kochanski, S. Jin, and L. Seibles, J. Appl.

Phys. 78, 2707 (1995).
6. J. Robertson, Thin Solid Films 296, 61 (1997).
7. V. V. Zhirnov, G. J. Wojak, W. B. Choi, et al., J. Vac. Sci.

Technol. A 15, 1733 (1997).
8. E. J. Chi, J. Y. Shim, H. K. Baik, and S. M. Lee, Appl.

Phys. Lett. 71, 324 (1997).
9. R. J. Nemanich, P. K. Baumann, M. C. Benjamin, et al.,

Diamond Relat. Mater. 5, 790 (1996).
10. Z.-H. Huang, P. H. Cutler, N. M. Miskovsky, and

T. E. Sullivan, Appl. Phys. Lett. 65, 2562 (1994).
11. L. N. Dworsky, J. E. Jaskie, and R. C. Kane, US Patent

No. 5180951.
12. A. V. Karabutov, V. I. Konov, S. M. Pimenov, et al.,

J. Phys. IV 6, C5-113 (1996).
13. A. A. Talin, L. S. Pan, K. F. McCarty, et al., Appl. Phys.

Lett. 69, 3842 (1996).
14. B. S. Satyanarayana, A. Hart, W. I. Milne, and J. Robert-

son, Appl. Phys. Lett. 71, 1430 (1997).
15. B. L. Weiss, A. Badzian, L. Pillone, and T. Badzian,

Appl. Phys. Lett. 71, 794 (1997).
16. A. A. Dadykin, A. G. Naumovets, V. D. Andreev, et al.,

Diamond Relat. Mater. 5, 771 (1996).
TECHNICAL PHYSICS      Vol. 46      No. 11      2001



FIELD ELECTRON EMISSION IN GRAPHITE-LIKE FILMS 1443
17. A. Y. Tcherepanov, A. G. Chakovskoi, and V. B. Sharov,
J. Vac. Sci. Technol. B 13, 482 (1995).

18. A. L. Suvorov, E. P. Sheshin, V. V. Protasenko, et al.,
Vide, Couches Minces, Suppl., No. 271, 326 (1994).

19. Yu. V. Gulyaev, L. A. Chernozatonskii, Z. Ja. Kosak-
ovskaja, et al., J. Vac. Sci. Technol. B 13, 435 (1995).

20. W. A. De Heer, A. Ch telain, and D. Ugarte, Science
270, 1179 (1995).

21. Y. Saito, K. Hamaguchi, K. Hata, et al., Nature 389, 555
(1997).

22. W. A. De Heer, J.-M. Bonard, K. Fauth, and A. Ch te-
lain, Adv. Mater. 9, 87 (1997).

23. F. S. Baker, A. R. Osborn, and J. Williams, J. Phys. D 7,
2105 (1974).

24. S. Yamamoto, S. Hosoki, S. Fukuhara, and M. Futamoto,
Surf. Sci. 86, 734 (1979).

25. I. Yu. Pavlovskiœ and A. N. Obraztsov, Prib. Tekh. Éksp.,
No. 1, 152 (1998).

26. B. V. Spitsyn, in Handbook of Crystal Growth, Vol. 3:
Thin Films and Epitaxy (Elsevier, Amsterdam, 1994),
p. 402.

27. R. E. Shroder, R. J. Nemanich, and J. T. Glass, Phys.
Rev. B 41, 3738 (1990).

â
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Abstract—An ion-beam method to modify the track membrane surface is suggested. An ion gun based on a
magnetron sputterer is developed. This gun provides ion energies in the range of 5 eV–1 keV, ion current density
up to 0.8 mA/cm2, and an ion beam aperture of 90 mm. After the track membrane surface has been irradiated
by argon ions with an energy of 50–100 eV, the angle of surface–water contact decreases from 65°–75° to
10°−25°. If the irradiating ion energy is 300–800 eV, the angle of contact increases from 65°–75° to 90°–100°.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Many important service parameters of membranes
used in the separation and purification of biopolymer
solutions, such as selectivity, capacity, and possibility
of regeneration, to a great extent depend on the wetting
ability of the membrane surface [1]. However, the pro-
duction of polymer-based track membranes (TMs) with
a desired wetting ability is sometimes difficult. There-
fore, the membrane surface is modified in different
ways to make it more hydrophilic. Currently, emphasis
is on surface modification by processing in a glow-dis-
charge low-temperature plasma. For example, the TM
surface was modified by gaseous monomer polymer-
ization or by processing with argon or oxygen ions with
an average energy of 4.5 eV in a high-frequency plasma
[2–4].

Of great practical interest is TM modification by
argon ions whose energy is controllably varied between
5 eV and 1 keV. Physical desorption from the surface
has been observed at an ion energy up to 10 eV; and
chemical desorption, from 25 to 50 eV. Thus, at ener-
gies below 50 eV, the polymer surface is purified and
activated due to physical and chemical desorptions;
accordingly, the angle of contact decreases to 30°–40° [5].

At higher ion energies, 0.1–1.0 keV, surface harden-
ing or the formation of a graphitized layer may take
place because of partial destruction, break, or cross-
linking in polymer linear chains, as well as the genera-
tion of active radicals [6].

A topical problem is also TM surface modification
by embedding particles or applying a metal layer 10 to
1000 Å thick. These processes are successfully accom-
plished by ion-beam or ion–plasma processing of mate-
rials [7]. Both types of ion processing have been con-
sidered in a variety of works, among which [5, 7, 8],
1063-7842/01/4611- $21.00 © 21444
where methods of surface cleaning, ion etching, and ion
sputtering for obtaining film coatings have been dis-
cussed, are of the greatest interest.

At the same time, ion processing as applied to TM
surface modification is poorly studied and has not been
considered in those papers. That is why this point calls
for special theoretical and experimental (in terms of
process equipment and control tools) investigation.

Briefly, the advantages of ion-beam surface modifi-
cation are high processing uniformity over large areas,
high reproducibility, and the possibility of precisely
controlling the process. In addition, the method is easy
to implement and environmentally safe.

In this work, we apply ion-beam methods and
equipment to modify the surface of TMs and study
hydrophilic–hydrophobic balance on them at ion ener-
gies up to 1 keV.

EXPERIMENTAL EQUIPMENT

Magnetron Sputterer

Ions to modify samples were generated with a mag-
netron sputterer, a planar disk-shaped magnetron with a
target diameter of 100 mm. Depending on the operating
mode, the samples were placed 50–150 mm away from
the target to ensure the uniform irradiation of the mem-
brane over a circular area of diameter 80 mm. The sam-
ple was biased negatively or positively according to
which ions, argon or oxygen (or nitrogen), were used
for irradiation. In this operating mode of the magne-
tron, the flux of the sputtered cathode material is negli-
gibly small compared with the ion flux. If it was neces-
sary to irradiate the sample by ions of a gas and a sput-
tered metal, the magnetron operated in the mode when
001 MAIK “Nauka/Interperiodica”
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ion irradiation and metal deposition were carried out
simultaneously.

The design of the magnetron allows irradiation by
argon, nitrogen, or oxygen ions with an average energy
of 300 eV, as well as to apply metal layers of thickness
from several hundredths of a millimeter to several mil-
limeters in the ion-deposition mode.

The ion flux density qi produced by the magnetron
source can be varied between 1014 and 5 × 1015 cm–2 s–1.
Thus, with such a magnetron source, the surface can be
modified by both the desorption of adatoms and the
application of metallic coatings.

Ion Gun Built Around the Magnetron Sputterer

The magnetron was used as the basis for developing
an ion gun that extracts ions from the near-cathode
plasma cloud, accelerates them, collimates the beam,
and uniformly irradiates the sample with a diameter of
50 to 80 mm. The ion beam cross section has a diameter
of 90 mm. Structurally, the ion-flux-controlling system
is a monolithic unit that has three insulated grids
arranged in such a way that the ion density is maximal
and uniformly distributed within the beam. The unit is
mounted and adjusted above the magnetron sputterer.

The design of the magnetron-based ion source is
schematically in the figure. After several accelerations
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
and collisions, electrons knocked out from target 1 by
incident ions are collected by grounded anode 5 and
grid 6, connected to the anode. Since the radius of grid
meshes is smaller than the Debye radius, a resulting
plasma cloud is confined to the grid. If a negative poten-

9

8

7

6 5

41

23

Up

Ut

+Ua

–Um

Magnetron-based ion gun; 1, magnetron sputterer; 2, insu-
lator; 3, chamber base; 4, screen; 5, anode; 6, grounded
grid; 7, extracting grid; 8, decelerating grid; and 9, sample.
Table 1.  Measurements of the wetting angles on ion-beam-modified surfaces

Run no. I, mA U, V U1, V I1, mA M1 i i1 t, min Mt φ, deg φ1, deg Comments

1 100 280 –100 0.06 W Ar+ W 3 F-42 Teflon 75 13 W layer is seen

2 100 280 –100 0.06 W Ar+ W 3 PETP 71 16     "

3 100 280 –100 0.06 W Ar+ W 3 PETP-I 75 19     "

4 100 280 –100 0.06 W Ar+ W 3 PETP-TM 69 22     "

5 100 280 –100 0.06 W Ar+ W 10 F-42 Teflon 77 11 Semitransparent W layer

6 100 280 –100 0.06 W Ar+ W 10 PETP 68 11

7 100 280 –100 0.06 W Ar+ W 10 PETP-I 73 23     "

8 100 280 –100 0.06 W Ar+ W 10 PETP-TM 69 23

9 100 280 –25 0.4 W Ar+ W 1 F-42 Teflon 74 37

10 150 250 –25 0.5 Ti Ar+ Ti 3 F-42 Teflon 75 24

11 150 260 –25 0.5 Ti Ar+ Ti 6 F-42 Teflon 74 11

12 150 280 –100 1 Ti Ar+ Ti 20 PETP-I 72 20

13 150 280 –100 1 Ti Ar+ Ti 20 F-42 Teflon 75 10

14 150 280 –100 1 Ti Ar+ Ti 20 PETP 74 17

15 150 280 –100 1 Ti Ar+ Ti 20 PETP-TM 65 19

16 150 350 –10 0.5 Al2O3 Ar+ Al 1 F-42 Teflon 73 25

17 150 280 10 35 Ti O–, N–, e– Ti 20 F-42 Teflon 74 16

18 150 280 10 35 Ti O–, N–, e– Ti 20 PETP-I 73 23

19 150 280 10 35 Ti O–, N–, e– Ti 20 PETP-TM 70 27

Note: I and V, magnetron current and voltage; I1, ion current; U1, sample potential; M1, cathode material; i, type of irradiating particles
(ions or electrons); i1, attendant atoms and ions; t, irradiation time; Mt, target (sample) material; φ and φ1, wetting angles before and
after irradiation, respectively; PETP-TM, PETP-based TM; PETP-I, PETP film preirradiated by silicon ions
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tial Ua is applied to grid 7, placed behind grid 6, one can
extract positive ions from the plasma. These can be
noble gas (most often argon) ions or those of a metal
sputtered. If grid 7 is biased positively, negative ions
can be extracted and directed toward the sample. These
can be ions of oxygen, nitrogen, or other gaseous

Table 2.  Wetting angles measured on the TM samples irra-
diated by the ion-gun-produced Ar ion beam

Sample 
type E, eV J, mA/cm2 t, min

φ,
deg

φ1,
deg

φ2,
deg

M 0.05 800 0.85 15 76 35 96

M 0.1 70 45 101

M 0.2 68 68 102

Ar 74 25 102

M 0.05 600 0.65 15 76 35 96

M 0.1 72 52 98

M 0.2 69 57 100

Ar 74 36 95

M 0.05 500 0.55 15 72 45 96

M 0.1 70 63 99

M 0.2 68 60 102

Ar 70 64 98

M 0.05 300 0.55 5 68 32 98

M 0.1 71 60 100

M 0.2 70 58 103

Ar 73 64 101

M 0.05 100 0.3 15 72 44 75

M 0.1 70 67 101

M 0.2 73 98 102

Ar 75 42 65

M 0.05 50 0.12 10 68 15 42

M 0.1 73 18 56

M 0.2 69 17 58

Ar 74 21 48

M 0.05 10 0.08 10 65 20 51

M 0.1 73 17 68

M 0.2 70 19 65

Ar 72 23 63

M 0.05 10 0.03 15 74 16 69

M 0.1 71 13 65

M 0.2 70 18 66

Ar 73 20 58

Note: M 0.05, M 0.1, and M 0.2 are PETP-based TMs with pore
diameters of 0.05, 0.1, and 0.2 µm; Ar, 10-µm-thick PETP-
based film preirradiated by an Ar ion beam with a flux den-
sity qAr = 1.3 × 108 cm–2 s–1; E is the Ar ion energy; J is the
ion current density; t is the irradiation time; and φ, φ1, and
φ2 are the wetting angles before irradiation, 1 h after irradi-
ation, and 2 days after irradiation.
admixtures introduced into argon and capable of gener-
ating negative ions. The ions accelerated in the first
intergrid gap are decelerated by the field of grid 8, to
which a potential Ut is applied. It can be positive or neg-
ative relative to the ion sign. By varying the potential
applied to grid 8, one can control the ion energy at sam-
ple 9. The energy and sign of the ions can additionally
be controlled by applying a control potential Up to the
sample.

EXPERIMENTAL STUDY 
OF MODIFICATION

In experiments, we studied the effect of irradiation
by argon and metal ions on the angle of surface–water
contact. The measurement procedure has been devel-
oped in the Shubnikov Institute of Crystallography,
Russian Academy of Sciences [8, 9].

As samples, we used an F-42 teflon film, a poly(eth-
ylene terephthalate) (PETP) film, and a PETP-based
track membrane. When argon ion irradiation was com-
bined with irradiation by metal ions, 0.05- to 0.15-µm-
thick films of aluminum, titanium, tungsten, or molyb-
denum were deposited.

In experiments where the ion beam was formed by
the magnetron source alone, we observed how the sur-
face condition is affected by nonmonoenergetic ions
with energies from 25 to 100 eV, i.e., energies that are
sufficient for removing surface contaminants by physi-
cal and chemical desorptions.

These experiments showed the decrease in the wet-
ting angle from the initial value 65°–75° to 10°–20°
when the argon irradiation alone was used. However,
the combined processing by argon and metal ions was
shown to give the same effect. This means that the com-
bined irradiation does not offer any advantages in terms
of the wetting angle.

The processing of the sample surface by electrons
and negative nitrogen and oxygen ions produced from
residual air in the chamber or from nitrogen and oxygen
impurities present in technical-grade argon also
decreased the wetting angle to 15°–25°.

In all the above cases, the attained values of the wet-
ting angle (10°–25°) did not decrease further upon
increasing the irradiation time or the ion energy up to
300 eV. It should be noted that the wetting angles are
the smallest for the surface-modified teflon films (10°–
15°), while for the PETP films and PETP-based TMs,
the angles equal 15°–25°. We measured the wetting
angles on the samples modified vs. time of exposure to
the atmosphere and found that for the teflon and PETP
samples, the wetting angle is restored to the initial
value 65°–75° within 5 and 1–2 days, respectively.

The experimental data are listed in Table 1. From
this table, it follows that the most optimal parameters
for TM surface modification by irradiating by energeti-
cally inhomogeneous ions are average energy of about
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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100 eV, ion flux density qAr ~ 1015 cm–2 s–1, and irradi-
ation time of 10–15 min.

Next, we studied PETP-based track membranes
irradiated by the argon beam generated in the ion gun
and having pores with diameters of 0.05, 0.1, and
0.2 µm, as well as the 10-µm-thick PETP film prepro-
cessed with an argon beam with qAr = 1.3 × 108 cm–2 s–1.
The ion energy was varied between 10 and 800 eV; and
the current density, between 0.05 and 0.8 mA/cm2

which corresponds to irradiation doses of 0.3–
0.6 C/cm2. The samples were 40 and 60 mm distant
from the control grid of the ion gun. The residual pres-
sure in the chamber was kept at 0.1–0.5 Pa. The ion cur-
rent density near the TMs was measured with a Faraday
cup. The associated experimental data are summarized
in Table 2.

From Table 2, it follows that when the TMs are pro-
cessed by argon ions with an energy of 300–800 eV, the
surface becomes more hydrophobic. The wetting angle
increases from 65°–75° to 90°–100° presumably because
of the graphitization of the membrane surface [6].

For ions with lower energies (50–100 eV), con-
versely, the surface acquires pronounced hydrophilic
properties: the wetting angle decreases to 15°–30°.
However, within 1 or 2 days of storage in air at room
temperature, the wetting angles turns back to the initial
value 65°–75° and the surface becomes hydrophobic
again.

CONCLUSION
It is suggested to use ion-beam irradiation for the

modification of the TM surface by varying its hydro-
philic–hydrophobic balance. The magnetron-based ion
gun developed generates ions with energies from 5 eV
to 1 keV and a current density up to 0.8 mA/cm2. The
ion beam aperture is 90 mm.

The TM surface processing by energetically inho-
mogeneous ions with their energy varying between 50
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
and 100 eV results in the pronounced hydrophilicity of
the surface: the angle of surface–water contact
decreases from 65°–75° to 10°–25°.

Conversely, the processing of the surface by
monoenergetic argon ions with energies of 300–800 eV
that are generated by the ion gun enhances the hydro-
phobicity of the surface: the wetting angle increases
from 65°–75° to 90°–100°.
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Abstract—A condition that should be met in the design of both amplitude and temporal detectors for the muon
track azimuth to be uniquely recovered is analytically found. An optimal algorithm for muon track reconstruc-
tion with an amplitude Cerenkov detector is elaborated. The optimization involves not only the design of the
detector but also statistical methods for estimating auxiliary muon track parameters. An original procedure for
computing the confidence interval of the muon track parameters is suggested. This procedure is based on the
algorithm used for solving the nonlinear programming problem. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The role of stationary deepwater muon detectors in
locating muon and neutrino sources is difficult to over-
estimate [1, 2]. For this purpose, a vertical string of four
modules is used. However, such a string cannot
uniquely reconstruct the muon track [1]. In this work,
we show that the muon tracks can be uniquely recon-
structed by using asymmetric detectors consisting of no
less than six modules. However, the number of the
modules per detector should be minimized to reduce
the detector cost. Unlike a string, the detecting system
suggested in this work consists of six modules arranged
at the vertexes of two equilateral triangles. The planes
of the triangles are parallel to each other, and their cen-
ter line is normal to their planes. The triangles are H
apart, and the lower one is rotated through an angle of
60° about the center line. The triangles are inscribed
into a circle of diameter D.

We succeeded in revealing the general condition for
the unique reconstruction of the muon track azimuth.
This condition should be met in both the amplitude and
temporal detectors. It turned out that the detector must
contain no less than three modules with nonzero verti-
cal coordinates without regard to the position of the ori-
gin of reference system. In addition, the projections of
the modules onto the horizontal plane must not lie on a
straight line with a slope of 1.

Along with the muon path reconstruction technique,
this work also considers various methods for the esti-
mation of statistical errors introduced into the muon
path parameters calculated. The need for error estima-
tion is due to the fact that the signal coming from a pho-
toelectron multiplier (PEM) is of a statistical nature. It
is shown that when the similarity method (SM) is com-
bined with the least squares method (LSM), the muon
track is reconstructed almost without displacement.
1063-7842/01/4611- $21.00 © 21448
The effect of the detector size on the reconstruction
accuracy is studied.

To date, the problem of confidence interval calcula-
tion as applied to both amplitude and temporal detec-
tors has not been touched upon in the literature [1, 2].
In this work, we suggest an original procedure to deter-
mine the confidence interval for the muon path param-
eters by directly solving a set of inequalities obtained
from the Poisson distribution of the PEM signals.
Mathematically, this problem is reduced to a nonlinear
programming problem that does not have the general
solution algorithm. We elaborated a numerical algo-
rithm to solve this problem and performed appropriate
computations.

In our case, as for the case of a string [1], the prob-
lem of recovering the coordinates of a relativistic muon
from its Cerenkov radiation is solved under the follow-
ing assumptions: the muon path is a straight line in the
recording region and the detector modules are mathe-
matical points.

MUON TRACK RECONSTRUCTION 
ALGORITHM

The muon path reconstruction method adopted in
this work is based on the solution of a set of nonlinear
equations derived by comparing the amplitudes of
responses from various PEMs of the Cerenkov detector.
The amplitude Ai of the response from the ith PEM is
given by

(1)

where βi is the angle between the normal to the window
of the ith PEM and a Cerenkov photon path and ni is the
flux of Cerenkov photons traveling the distance Ri from

Ai ni βi,cos=
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the muon track. The flux ni is expressed as [2]

(2)

Here, R0 is the distance within which the flux is attenu-
ated e times and n0 is the number of generated photons
per unit muon track length. Let us place the origin at the
center of the upper triangle of the modules and direct
the z axis vertically. The muon straight path can be
described by four independent parameters: Θ and φ,
zenith and azimuth angles of the direction vector a of
an arbitrary trajectory, respectively; and x1 and y1, coor-
dinates of the point of intersection of the muon path
with the plane z = 0. Then, the shortest distance spacing
between the path and the ith detector is

(3)

Here, , ,  are the Cartesian coordinates of the

radius vector  that defines the location of the ith
PEM. Note that the desired parameters Θ, φ, x1, and y1
enter into expression (3) nonlinearly. It should also be

stressed that for modules that have the coordinate  = 0,
the replacement φ  π/2 – φ remains the associated li

unchanged. For modules with  ≠ 0, this statement is
valid if

(4)

This means the fundamental indistinguishability of
these paths not only by amplitude but also by temporal
detectors satisfying Eq. (4), since the reconstruction
algorithm for the latter is also based on expression (3).
Therefore, any detector that uniquely recovers the
parameter φ of any muon path must have no less than

three modules for which  = 0 and the projections of

these modules onto the plane  ≠ 0 must not satisfy
straight-line equation (4).

The symmetry φ  π – φ in the solution of the
muon path equation, which has been found for a string
[1], fails for the detector under study.

For Ri, we have

(5)

where the Cartesian coordinates of the point emitting a
photon that enters a PEM are given by

(6)

(7)

(8)
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Here, , , and  are the Cartesian coordinates of
the direction vector a for a Cerenkov photon.

Formulas (6)–(8) follows from the equations for the
muon and Cerenkov photon trajectories.

The spherical angles Θ' and φ' of the photon trajec-
tory are related to the spherical angles Θ and φ of the
muon trajectory as

(9)

(10)

(11)

(12)

where n is the refractive index of the medium and  is
the angle between the plane passing through the muon
path and the z axis and the plane containing both muon
and photon trajectories.

If sinΘ = 0,

(13)

It is easy to check that

(14)

(15)

(16)

(17)

The sign of sin  depends on the sign of the mixed
product

(18)

(bracketed vectors mean the vector product, and the
vector parenthesis means the scalar product), where the
vectors n1 and n2 specify the lines of intersection of the
above-mentioned planes with the plane normal to the
muon path (n1 lies in the plane that contains the muon
path and the z axis).

The amplitudes of the responses from the ith and jth
PEMs are related as

(19)

The parameters Θ, φ, x1, and y1 of the muon path are
found by solving the set of nonlinear equations (19).
The four necessary equations are obtained as follows.
For each muon path, the modules were numbered in
order of decreasing number of photons recorded. Tak-
ing the ratios of the signals from the first four modules
to the signal from the fifth module (in the new number-
ing), we come to the desired set of equations. It should

ax' ay' az'

Θ'cos Θ αcoscos Θ α ψi
0,cossinsin–=
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be emphasized that, in general, a set of nonlinear equa-
tions may have different number of roots: from zero to
infinity. Set (19) was solved numerically by the Newton
method. As the first approximation, we used a straight
line connecting the module of the upper triangle and the
module of the lower triangle that recorded the greatest
number of photons for a given muon path. With this ini-
tial approximation, one may expect that the starting
point of the iterative process is near the proper solution.
If the solution thus found satisfies new set (19) where
the fourth module is replaced by the sixth one, the false
solution is excluded. We performed direct test calcula-
tions, which showed that this algorithm quickly and
uniquely reconstructs the true path. It appears that the
quickness of path reconstruction is associated with the
proper selection of the initial approximation.

STATISTICAL ESTIMATION OF THE ACCURACY 
OF MUON TRACK RECONSTRUCTION 

BY AMPLITUDE DETECTOR

To statistically estimate the accuracy of muon track
reconstruction, we used the expression [2] for the aver-
age amplitude at the entrance of the ith PEM:

(20)

where CA = 8.57 (m photoelectron).

This amplitude served as the parameter of the Pois-
son distribution of the signal Ai at the exit from the ith
PEM. Attempts to find the solution of set (19) from the
amplitudes Ai recorded sometimes failed. In this case,
the estimation was performed either with the SM,

(21)

where xk = Θ, φ, x1, or y1 and the summation is over all
sixth PEMs (since just this number of PEMs are neces-
sary to uniquely determine the muon track parameters
in this design of the detector), or with the modified SM
(MSM) where two sets like set (21) are used and the
summation is over two fives of PEMs needed for the
unique reconstruction of the trajectory. In the latter sit-
uation, the trajectory parameters are estimated from the
half-sum of the close solutions of these two sets or with
the LSM [2] by minimizing the functional

(22)

(23)

The initial approximations for the trajectory param-
eters to solve the similarity equations were found by
random drawing [3] and satisfy the inequalities

(24)
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A j A j–( ) 1/l j 1/ R0 αsin( )–( )
∂l j

∂xk

--------
j 1=

6

∑ 0,=

S' Aiexp
2 Aitheor

2–( )2
/D Ai

2( ),
j 1=

6

∑=

D Ai
2( ) 4Ai

3 6Ai
2 Ai.+ +=

Ai
min Ai ΘH φH x1

H y1
H, , ,( ) Ai

max,< <
where the confidence interval limits  and 
were taken with a confidence coefficient of 0.99 [4].

The confidence coefficient was selected in such a
way that it covered the PEM signals with the maximal
deviation from the average level. Then, for a detector
having less than six modules, the initial approximation
may be far from the proper solution and close to other
roots of set (19); in this case, we will obtain biased sta-
tistical estimates.

To conclude this section, we put forth our method
for finding the confidence interval of the muon path
parameters. It is based on the solution of the related
nonlinear programming problem. Given the confidence
coefficient α' and average amplitude  (20) at the
entrance of the ith PEM, one can find [4] the confidence

intervals ( , ) and, hence, the corresponding

intervals ( , ) in (20). To find the confidence
intervals for the muon path parameters, it is suggested
to iteratively look for the maximum of the objective
function

(25)

where N is the total number of the detector modules,
provided that

(26)

The relationship between the parameters li [see (3)]
and the parameters xj = Θ, φ, x1, or y1 of the muon path
is nonlinear and nonmonotonic, which greatly compli-
cates the procedure of finding the confidence interval.
The nonmonotonicity of the li vs. xj relationship makes

us consider all possible sets of the variables  and

 in inequalities (26) and take those maximizing the
objective function F at each of the iteration steps. Basi-
cally, such a problem is a problem of nonlinear pro-
gramming that does not have the general solution algo-
rithm. One can expect that generally an increase in the
number N of the detector modules would shrink the
confidence interval.

Since the unique reconstruction of the muon track
requires the operation of all detector modules, it was
assumed that all of them respond to muon transit.
Also, each of the modules was assumed to have only
one PEM.

RESULTS OF CALCULATION

Unless otherwise stated, the calculations discussed
below were performed for the detector of diameter D = 5 m
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Table 1.  Confidence intervals vs. confidence coefficient α' for the muon trajectory parameters for two trajectories

Trajec-
tory no. α' F Θmin, rad Θmax, rad φmin, rad φmax, rad , m , m , m , m

1 0.9 0.88 0.064 1.17 0.16 4.83 10–5 13.1 10–5 11.9

0.99 0.90 0.126 1.57 0.05 1.13 0.73 30.4 0.13 36.4

2 0.9 0.94 10–5 0.86 0.064 4.78 0.28 18.3 10–5 2.80

0.99 0.82 0.020 1.38 10–5 6.07 10–5 31.6 10–5 24.2

x1
min x1

max y1
min y1

max
and height H = 15 m. We consider first the computed
confidence intervals for the trajectory parameters. A
program intended for finding the maximum of objective
function (25) (provided that inequalities (26) are met)
was the complex combination of the gradient method
and Monte Carlo method. To verify the program, we

specified the parameters  and , from which

 and  was calculated. Then, the parameters
specified were recovered with the method suggested.
Table 1 lists the confidence interval limits for two sets
of the muon trajectory parameters: (1) Θ = 20°, φ = 45°,
x1 = 3.0 m, and y1 = 3.0 m and (2) Θ = 10°, φ = 45°, x1
= 1.0 m, and y1 = 2.0 m. The confidence intervals are
relatively wide presumably because of the low ampli-
tudes  at the entrance to each of the PEMs (hence,

 and  significantly differ from ) and the
small number of modules in the detector considered.

Next, let us consider the computation of the effec-
tive area over which the bundle of trajectories with the
parameters Θ and φ is reconstructed:

(27)

where S is the area normal to the bundle; P(6) is the tra-
jectory detection probability of the detector,

(28)

and

(29)

is the probability of detecting at least one photoelectron
by a module.

The effective areas Seff over which the bundle of tra-
jectories with various angles Θ and φ are listed in Table 2,
and Table 3 gives the track detection probabilities of the
detector depending on the parameters Θ and x1 = y1.
The detection probability of the detector is seen to con-
siderably decrease with increasing distance to the
detector center, becoming negligibly small for x1 = y1 =
4 m, and slightly drop with increasing Θ. The effective
area Seff of reconstruction of a planar trajectory bundle
decreases with an increase in Θ and is almost indepen-

x j
min x j

max

li
min li

max

Ai

Ai
min Ai

max Ai

Seff P 6( ) x1 y1 Θ φ, , ,( ) S,d

S

∫=

P 6( ) Pi,
i 1=

6

∏=

Pi 1 Ai–( )exp–=
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dent of φ. The latter result is quite predictable, since the
given design of the detector is fairly symmetric with
respect to this angle.

Table 4 summarizes the statistical estimates
(obtained by the SM, MSM, and LSM) for the parame-
ters of the two real trajectories. First, it should be noted
that the reliability of statistical estimates (necessary for
qualitative analysis to be valid) is achieved when the
sample volume Nu is no less than 100 events (see the
third and fourth rows in Table 4). One can argue that the
LSM, compared with the SM and the MSM, gives, in
general, more biased estimates of all the muon track
parameters, excluding φ, which is adequately restored
by this method for both trajectories. The two other
methods restore φ much worse. The SM gives less
biased estimates of the track parameters compared with
the MSM. It was found that detectors of this configura-
tion may provide nearly unbiased estimates for some of

Table 2.  Effective area Seff of reconstruction of the planar
bundle of muon trajectories vs. Θ and φ (H = 5 m)

Θ, deg φ, deg Seff , m
2

10 45 12.1

30 45 10.6

50 45 6.2

10 145 12.1

30 145 10.7

50 145 6.78

Table 3.  Probability P(6) of muon track detection vs. parame-
ters Θ and x1 = y1 of the muon trajectory

Θ, deg x1 = y1, m P(6)

10 0.5 0.421

30 0.5 0.293

10 1.0 0.339

30 1.0 0.245

10 2.0 0.152

30 2.0 0.107

10 4.0 0.0132

30 4.0 0.00628
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Table 4.  Statistical estimates for the parameters Θ, φ, x1, and y1 of the muon trajectory and the associated rms deviations σΘ,
σφ, , and  for two trajectories reconstructed by the SM, MSM, and LSM

Nu Θ, deg φ, deg x1, m y1, m σΘ, deg σφ, deg , m , m Note

– 10 45 1.0 2.0 – – – – Real track parameters

100 7.32 71.9 0.825 2.02 0.96 3.45 0.0806 0.177 SM H = 5 m

900 10.5 79.3 1.1 2.9 0.32 0.91 0.021 0.05 MSM H = 5 m

100 9.16 78.6 0.997 2.74 1.00 2.90 0.0662 0.153 MSM H = 5 m

400 30.4 54.5 0.848 2.36 2.86 5.20 0.135 0.206 LSM H = 5 m

– 20 70 3.0 4.0 – – – – Real track parameters

100 19.2 101.0 1.53 2.21 1.65 5.16 0.114 0.141 SM H = 5 m

100 11.9 91.1 1.56 2.20 0.589 2.84 0.986 0.138 MSM H = 5 m

200 6.51 92.9 2.81 2.41 0.622 3.51 0.187 0.235 MSM D = 10 m

400 39.2 60.4 0.89 1.7 3.18 7.15 0.137 0.207 LSM H = 5 m

σx1
σy1

σx1
σy1
the real track parameters when the SM and LSM algo-
rithms are combined (cf. the first, second, and fifth rows
in Table 4). Basically, one can expect that the bias of the
estimates will decrease when increasing number of
modules.

For the second muon trajectory (more distant from
the detector center), the detection probability (for the
detector with D = 5 m) is relatively low (Table 3). Here,
much larger detectors (the ninth row of Table 3) provide
the much less biased estimate of the parameter x1 and
the much smaller rms deviation  (cf. the eighth and
ninth rows). However, the estimate of Θ becomes
noticeably worse, although the initial estimate obtained
by the SM is nearly unbiased (cf. the sixth and seventh
rows). When the detector dimensions grow, the esti-
mate of y1 improves and that of φ remains the same.

CONCLUSION

We considered the asymmetric (nonstandard) con-
figuration of an amplitude detector with the least possi-
ble number of modules necessary for the unique recon-
struction of the muon track. It was established analyti-
cally that the unique recovery of the muon track
azimuth is possible if the detector has no less than three

modules with the coordinates  ≠ 0 and the coordi-

nates  and  of the modules do not lie on the straight
line given by (4). This statement holds for both ampli-
tude and temporal detectors. The effective simple algo-
rithm for the unique reconstruction of the muon track
was elaborated.

Both the design (dimensions) of the detector and the
procedure for statistically estimating the muon track
parameters recovered were optimized. Direct computa-
tions showed that the SM is preferable for statistically
estimating the parameters Θ, x1, and y1. The parameter
φ of the muon path is best estimated with the LSM. The

σx1

zi
0

xi
0 yi

0

detector with D = H = 5 m seems to be quite adequate
for muon track reconstruction provided that the detec-
tion probability for a given track is no less than 0.1
when the SM and the LSM are combined. For trajecto-
ries far away from the detector, the bias of the statistical
estimates for the parameters x1 and y1 can be decreased
by increasing the detector dimensions. Basically, the
estimates can also be improved by increasing the num-
ber of the modules.

The original procedure for finding the confidence
interval for the muon track parameters was developed.
It is based on the algorithm used to numerically solve
the related nonlinear programming problem. Within
this approach, the objective function was constructed
and the effective algorithm for its maximization (pro-
vided that the set of inequalities following from the
Poisson distribution of signals applied to PEMs) was
found. With this method, the confidence intervals for the
muon track parameters were found for two trajectories.
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Abstract—Heat exchange between an air plasma and a low-heat-capacity spherical body made from a refrac-
tory (tungsten) or fusible (aluminum) material is studied under conditions when the body exhibits the properties
typical of either a thermally thin or thermally thick body. The problem is solved for an unperturbed plasma tem-
perature of 5000–20 000 K, a pressure of up to 1 atm, and a body (particle) size of 10 µm to 1 cm. The model
developed accounts for the possible phase transitions at melting and boiling. It is shown that, under proper phys-
ical conditions, a refractory particle can relax to a steady thermal state (in various aggregate states). This prop-
erty can be used in plasma sputtering of refractory coatings, which requires the preparation of a spatially
homogeneous thermal state of the sputtered macroparticles that underwent a metal–liquid phase transition.
© 2001 MAIK “Nauka/Interperiodica”.
In [1], heat exchange between an argon plasma and
a metallic or dielectric particle emitting thermoelec-
trons was studied. The efficiency of heat exchange was
shown to be affected by electron and ion charge transfer
and particle charging. Being of a quantum nature, the
heat exchange mechanisms are related to the absorption
of plasma electrons by a spherical particle, neutraliza-
tion of the plasma ions arriving at the particle surface
(Auger neutralization), and thermionic emission from
the surface. The main objective of that paper was to
determine the possibility of increasing the rate of the
plasma processing of refractory particles heated up to
high temperatures. The particle size was assumed to be
consistent with a thermally thin body model. In this
case, the thermal state of a particle has no impact on the
thermal state of the surrounding plasma. Such a particle
represents a body with a low heat capacity.

In this paper, following the physical formulation of
the problem similar to that of [1], we study heat
exchange between an air plasma and a low-heat-capac-
ity spherical body made from a refractory (tungsten) or
fusible (aluminum) material under conditions when the
body exhibits the properties typical of either a ther-
mally thin or thermally thick body. In this case, unlike
[1], it is necessary to solve the boundary value problem
for nonsteady heat conduction. The problem is solved
for an unperturbed plasma with a temperature of 5000–
20 000 K, a pressure of up to 1 atm, and a particle size
of 10 µm.

It is shown that, under proper physical conditions, a
refractory particle can relax to a steady thermal state (in
various aggregate states). This is due to the switching-
on of the two basic cooling mechanisms that limit the
temperature growth, namely, radiation and thermionic
emission. With an initial density of the total energy flux
1063-7842/01/4611- $21.00 © 1453
onto the body ranging up to 10 MW/m2, the major fac-
tor limiting the temperature is radiation; at higher
energy flux densities, thermionic emission prevails.
This fact can be used, in particular, in plasma sputtering
of refractory coatings, which requires the preparation
of a spatially homogeneous state of the sputtered mac-
roparticles that underwent a metal–liquid phase transi-
tion. Conditions under which a fusible particle can
relax to a steady state are determined by radiative cool-
ing. Thermionic emission does not contribute signifi-
cantly until the particle undergoes a liquid–vapor phase
transition.

The thermal interaction is governed by electron, ion,
neutral, and radiative heat-exchange mechanisms,
which depend on the electric field in the double layer
region [1]. The interaction between the plasma particles
and the body is of a quantum nature. The electrons
absorbed by the body give up an energy on the order of
the work function, and the ions (in the process of sur-
face Auger neutralization [2]) give up an energy on the
order of the difference between the ionization energy
and the work function. In both cases, the transferred
energy is on the order of several electronvolts. The
model under consideration accounts for the possibility
of phase transitions at melting and boiling.

The problem is formulated as follows. The thermal
state of a spherical body is determined by the solution
to the well-known boundary value problem for the
time-dependent heat conduction equation

(1)

(2)

∂T
∂t
------ a

∂2T

∂r2
---------

2
r
---∂T

∂r
------+ 

  ,=

T 0 R,( ) T0,=
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(3)

(4)

The key point in problem (1)–(4) is boundary condi-
tion (4), which determines the energy exchange
between the body and the plasma.

The total thermal flux from the plasma onto the
body is affected by the charge state of the conducting
body receiving energy from the plasma. The thermal
and charge states of the plasma and the body are related
to each other. Therefore, in the general case, we should
solve a self-consistent problem. However, in the model
in which a Maxwellian plasma is assumed to be in equi-
librium at infinity and under conditions such that the
electric field is screened by a thin boundary layer with
a size on the order of the Debye length, which is much
less than the plasma particle mean free path, the ther-
mal and electrodynamic problems can be separated.
When calculating the energy fluxes by the kinetic the-
ory, one can employ the well-known solution to the
electrodynamic problem for the distribution functions
of electrons, ions, and neutral particles. From the phys-
ical standpoint, it is convenient to represent the expres-
sions for the energy fluxes [1] in a clearer form—as the
product of the fluxes of charged particles by their mean
energy that is transferred to or taken away from the
body.

The energy fluxes qk depend on the plasma compo-
sition. The composition of the air plasma is determined
by the equation of the model chemical reaction

(5)

where MT is the mole number of the model air “mole-

cules” e– and Mk is the mole number of the kth
plasma component.

The equilibrium composition of the unperturbed
isothermal plasma at given external plasma parameters
(pressure p, temperature Te, and parameter β) is calcu-
lated by solving a system of nonlinear algebraic equa-
tions for the molar fractions of the plasma components.
The system consists of the equations for conservation
of matter (the numbers of O+ and N+ ions and elec-
trons), equations for the constants of chemical equilib-
rium, and the Dalton equation.

For the known plasma composition, the densities
of the energy fluxes qk onto the body can be determined
by the following formulas, which are similar to those
of [1].

T t 0,( ) ∞,<

λ∂T
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r R=

q qk.∑= =
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+

1. For the electrons, we have

(6)

where  is the flux of the plasma electrons onto the

body,  is the flux of the thermoemission electrons

specified by the Richardson formula,  is the thermal

velocity of the plasma electrons, the quantities 
accounts for the possible change in the electric field
polarity, ϕs is the floating potential of the body, Φb is the
work function, e > 0 is the absolute value of the electron
charge, and η(x) is the Heaviside step function.

2. For the ions of the kth species, we have

(7)

where  is the flux of the ions of the kth species onto

the body,  is the thermal ion velocity, and Ik is the
ionization potential of the corresponding plasma com-
ponent.

3. For the neutral particles, we have

(8)

where  is the flux of the neutral particles of the kth

species onto the body and  is the thermal velocity
of neutral particles.

Formulas (6)–(8) are derived under the assumption
that all the electrons incident on the body are absorbed.
The possible thermionic emission and the neutraliza-
tion of the ions incident on the body (Auger ionization)
[2] are also taken into account. Neutral particles are
reflected diffusely from the body surface.

The floating potential of the body ϕs is determined
from the condition that the ion charge flux is equal to
the charge flux of the plasma electrons and thermoe-
mission electrons. The energy flux density of thermal
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radiation from the hot body is given by the Stefan–Boltz-
mann formula. Phase transitions are incorporated in the
mathematical model by introducing an artificial heat
capacity, which allows one to account for the phase
transition energies.

The boundary value problem (1)–(8) can be solved
numerically. However, for a spherical body at q, λ, a =
const, under physical conditions corresponding to suf-
ficiently large thermal loads, one can also use an analyt-
ical solution to problem (1)–(4). This solution has the
form

(9)

The spectrum of the problem satisfies the transcen-
dental equation λk) = λk, which has the following
approximate solution: λ1 = 4.49340946, λ2 =
7.725351837, λ3 = 10.90412166, λ4 = 14.0661939,

Using solution (9), we determine the increase in the
body temperature ∆Tn over a sufficiently small time
step tstep at which we can assume q, λ, a = const. Then,
for the temperature profile we obtain

(10)
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Fig. 1.
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Semianalytic solution (9)–(10) has obvious advan-
tages over numerical solutions. This solution allows
one to control the validity of the model of a thermally
thin or thermally thick body for any point inside the
body and substantially reduce the computation time
without knowing the exact temperature profile. A com-
parison between the semianalytic and numerical solu-
tions shows that they agree well under thermal loading.
Only when passing to a steady thermal state, in which
the total energy flux onto the body vanishes (i.e., upon
switching off thermal loading), approximate solution (9)–
(10) fails to describe the flattening of the temperature
profile over the bulk of a thermally thick body, which is
evident from the physical meaning of this solution.

As an example, Figs. 1 and 2 show the calculated
time evolution of the energy parameters specifying the
character of the plasma–solid energy exchange for a
spherical aluminum body with a radius of 0.1 mm at a
plasma pressure of 10–3 atm and plasma temperature of
104 K (Fig. 1) and a tungsten body with the same radius
at a plasma pressure of 1 atm and temperature of 2 ×
104 K (Fig. 2). Curves 1 show the temperature of the
body surface with (dashed) and without (solid) taking
into account the solid–liquid phase transition; curves 2
show the total energy fluxes onto the body surface; and
curves 3–5 show the contributions from ions, electrons,
and radiation, respectively. The contribution of the neu-
trals to the total energy flux is negligible under the
given conditions. The body temperature is normalized
to the melting temperature, and the energy fluxes are
normalized to the total initial fluxes. As follows from
Figs. 1 and 2, the relaxation to the steady thermal state
is determined by the switching-on of radiative cooling
(for aluminum) or thermionic emission (for tungsten).
To distinguish between the curves in Fig. 2, the total
energy flux carried by the plasma electrons and ther-
moemission electrons is assigned the minus sign. Gen-
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erally speaking, the phase transition should manifest
itself as the straight portion on the curve. The absence
of such a portion in Figs. 1 and 2 is related to the
smooth switching-on of the artificial heat capacity
accounting for the phase transition energy. The phase
transition is more pronounced in Fig. 1. The almost-
zero initial contribution of the electron component in
Fig. 2 is due to the negative floating potential of the
body (about –8.5 V), which suppresses electron heat
conduction. Under the given conditions, an aluminum
body is described by the model of a thermally thin
body. For a tungsten body, the temperature difference
between the surface and the center is about 200 K.
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Abstract—This work, which relates to the area of biotechnology, touches upon the problem of decreasing
nanoelectronic and nanooptic components and creating 3D controllable nanomechanic structures. The role of
radiation chemical processes in controlling material transport, as well as the growth of membranes and fibers,
is demonstrated with a biocell. The fibers are viewed as waveguides that direct control pulses. It is assumed that
such waveguides make it possible to produce 3D neural networks. © 2001 MAIK “Nauka/Interperiodica”.
Self-assembling clusters are attracting more and
more interest in the field of nanotechnology [1, 2]. Let
us consider the effect of wave processes in nanoelec-
tronic technologies by invoking the fundamental prin-
ciple of wave–particle dualism. It is known that atomic
oscillation in a substance may play an essential role in
the creation and operation of a nanoelectronic structure.
In inorganic crystals under steady-state conditions,
thermal atomic oscillations generate standing waves,
which do not transfer energy. During light-assisted
crystal growth (photon) energy is transferred by wave
processes, which significantly affect mass transfer. The
energy of electromagnetic waves is used for the synthe-
sis of compound substances in radiation chemistry.
While in the nature, a photon flux stimulates photosyn-
thesis, radiation chemistry uses the action of photons
for the conformation and polymerization of hydrocar-
bons [3]. It appears that the life activity and growth of
cells in living organisms are also accompanied by wave
phenomena [4]. If so, this is the only example of a self-
organized cluster system in the nature.

We will consider a living cell as a self-controllable
growing structure. The cell (Fig. 1) consists of a mem-
brane, a nucleus, and a cytoplasm that contains dis-
solved organic compounds and a number of organelles
(mitochondria, ribosomes, etc., which are not consid-
ered here). The recent advances in genetics have shown
that polyatomic molecules of the nucleus, molecules of
deoxyribonucleic acid (DNA) and ribonucleic acid
(RNA), bear hereditary information and control all
stages of cell division [5]. Two basic stages in the cell
life are distinguished: division and growth. The nuclear
structures at these stages differ: before the cell is
divided, the DNA molecules twist to form complexes
(chromosomes). Cell division begins with the division
of chromosomes. During the growth, the DNA com-
plexes untwist and the DNA molecules are uniformly
distributed in the nucleus. The chemical mechanism
1063-7842/01/4611- $21.00 © 1457
behind genetic information transfer during the cell divi-
sion and the mechanism of protein synthesis with the
participation of DNA and RNA have been studied in
detail [5, 6]. These mechanisms are based on a contact
(chemical adsorption) reaction. One can also read
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Fig. 1. Schematic representation of the cell: 1, phospho-
lipid; 2, intercellular liquid; 3, membrane protein; 4, lipid
layer of membrane; 5, circularly polarized wave (pulse);
6, DNA acid; 7, cell nucleus; 8, cytosine; and 9, guanine.
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information from the nucleic acids using radiation tech-
niques (X-ray diffraction, laser spectroscopy, etc.), but
the interpretation of associated data is very cumber-
some. However, within the cell as a self-controllable
system, the radiation read-out technique can operate in
real time and provide on-line control of the cell activity.
Let us consider the control efficiency of this mechanism
as applied to material transfer and membrane growth.

We will start with the oscillation properties of DNA.
A DNA molecule comprises a chain of atomic groups
that twisted into a helix and are bonded by relatively
weak hydrogen bonds (Fig. 1). These molecules feature
steady-state torsional oscillation with an amplitude up
to 1 Å and a frequency in the range of 50–200 cm–1

(submillimeter waves) [7]. Moreover, phosphatic
groups, nitrogen bases of DNA, and adsorbed proteins
possess electric dipole moments [6]. The rotational
moments of these dipoles may cause electromagnetic
waves. Under steady-state conditions, the diffraction of
these waves by a periodic structure generates a standing
wave that does not transfer energy [8]. Under unsteady
conditions, electromagnetic pulses (solitons) that prop-
agate along the molecular chain may arise [9]. The life
activity and growth of the cell are just an unsteady pro-
cess. Reasons for such unsteadiness may be the evolu-
tionary untwisting of the DNA chains (see the cell life
stages described above) or a change in the membrane
potential because of a change in the ionic composition
of the intra- or intercellular liquid. Consider the latter
case (Fig. 1). A change in the potential (φ) affects the
polar molecular groups of DNA with the resulting

(a) (b)

E = 0 E

+hω

E
NH3

CH2CH2OP

O
O

O

CH2

CH2

CH2

CH2
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–

+

NH3

+
CH2CH2OPO

O

O

–

CH2

CH2

CH2

CH2

Fig. 2. Model of electromagnetic-pulse-induced (a) confor-
mation and (b) polarization of the phospholipid membrane.
change in the frequency of the DNA-induced torsional
oscillation (the quantum transition known as the Stark
effect takes place). The membrane contains globular
protein, ion channel (Fig. 1), which also has polar
groups with a certain oscillation frequency. Eventually,
frequency-modulated coupling between the protein and
DNA occurs. This coupling will change the function of
the membrane protein and may, for example, restore the
normal potential by blocking the channel for potassium
ions. If the unsteadiness is due to the DNA structure
evolution, the variation of the coupling frequency will
cause a change in the steady-state value of the potential.
This may encourage material transfer to the cell and,
thus, its growth.

The radiation chemical process of lipid membrane
growth at the stage of cell growth can be represented as
follows. It has been assumed that this process involves
special transporting proteins [10]. Also, the dynamic
conformational theory of membranes has been put for-
ward [4, 6]. It seems likely that DNA radiation quanta
make the groups of polar molecules rotate (the confor-
mation of the molecules takes place), and the mem-
brane becomes locally polarized. Because of this, its
electrochemical properties are slightly modified. In
particular, the strength of attraction of transporting pro-
tein (albumin) cations from the intercellular liquid may
alter. Albumin transports molecules of lipids, peptides,
and other building blocks of the cell. The model under
consideration is consistent with the today’s cell physi-
ology concepts [10] and complements them.

(a)I II

E = 0

1 2

(b)

E

CH3 CH3H

HH H H

CCCCC
C C C

C CH2 COOH–

O
–

NH
+

+ 41 = 3

I–1 + II–1hω π–π*

E

Fig. 3. Electromagnetic-pulse (photon)-induced polariza-
tion of the photoreceptor membrane of vertebrates (planar
model). (a) Membrane: (I) cis- (1, rhodopsin; 2, lipid) and
(II) trans-configurations. (b) Rhodopsin conformation:
(1) rhodopsin, (3) retinol, and (4) glycoprotein; (I) cis- and
(II) trans-configurations.
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At the current stage of our investigation, the behav-
ior of individual molecules in the electromagnetic field
generated in the cell is impossible to describe in detail.
We can only suggest general rules and elaborate simple
models.

The oscillations of the molecules are not arbitrary.
They oscillate with a strictly defined frequency, and
adjacent molecules oscillate synchronously with each
other. For example, a photon pulse from the DNA gua-
nine group (Figs. 1, 2) is in a phase correspondence
with the oscillations of the upper, lower, and side phos-
pholipid molecules of the membrane. An elementary
electroneutral phospholipid cell consists of eight mole-
cules with the various instantaneous directions and
phases of oscillations (Fig. 2). The energy of this pulse
will be transferred to the molecule whose oscillation
phase differs from that of the pulse (phonon or soliton)
to the greatest extent at the instant the pulse meets the
cell. Therefore, only one of the molecules will change
its configuration and the system will no longer be elec-
troneutral. For example, the phospholipid polar centers,
the negative one of the phosphatic group and the posi-
tive one of the amino group, will interchange relative to
the outer surface of the membrane (Fig. 2b). This
causes the local polarization of the membrane. The
polarized state is retained until the excitation relaxes
via a chemical reaction or heat evolution.

This model resembles the conformation of rhodop-
sin molecules in the eye photoreceptor [10, 11]. The
conformation (bend) of a rhodopsin molecule (Fig. 3)
under the action of a photon takes place in the nonpolar
retinol part and relaxes with the formation of a polar
glycoprotein “tail.” Then, the resulting pulse (soliton)
propagates along a nerve fiber. Thus, our model of
membrane polarization by a radiation quantum applies
to various molecules in a wide range of quantum energy
(from 0.01 to 1 eV).

The conformation induced by electromagnetic field
results in size effects (Fig. 2a). Consequently, it may
affect the diffusion through the membrane (through
both the lipid layer and the protein ion channels). Pro-
tein deformation due to solitons has been studied by
Davydov [9].

It should also be noted that compound molecules
may relax by passing from one energy level to another;
i.e., they operate as frequency converters in electronic
devices (for example, rhodopsin converts 1-eV photons
to 0.01-eV solitons)

Once the mechanism of local control in the DNA
molecule–membrane lipid system with surrounding
lipid molecules has been described, we turn to the cell
as a whole, which comprises several millions of mole-
cules. For epithelial cells, which have a nearly spherical
shape (symmetry), our mechanism applies to any sec-
tion of the membrane. Other cells, however, have an
extended form with a length-to-diameter ratio of 1000
or more (muscular and nerve fibers). Here, a section per
nucleus may far exceed the size of the nucleus (the
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
fibers may have several nuclei). Therefore, the case in
point is the radiation mechanism for controlling the
growth of 3D structures. The fibers grow largely in the
longitudinal direction, acting as waveguides that trans-
fer control actions concentrated at their ends. Thus, a
growing cellular structure is capable of transferring
control actions at large distances. This fact favors the
development of a radiation chemical process for the
synthesis of artificial neural networks.

CONCLUSIONS (HYPOTHESES)

(1) DNA molecules of the nucleus and membrane
molecules of the cell are coupled by millimetric elec-
tromagnetic waves that correspond to the torsional
oscillations of the molecules.

(2) Control of the cell life activity is akin to the oper-
ation of a feedback generator where the membrane
potential is the power supply and a DNA molecule is an
element specifying the oscillation frequency.

(3) Electromagnetic waves, photons with an energy
of 0.01 eV, polarize molecules of polar dielectrics,
which are proteins, lipids, and polypeptides of the cell
membrane. The polarization stimulates the electro-
chemical and radiation chemical synthesis of the cell
materials and favors cell growth.

(4) Radiation chemical control allows the growth of
3D fiber structures, such as neural networks, where the
fibers guide control actions.
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Abstract—The cross section of the absorption of electromagnetic radiation by a cylindrical metal particle is
calculated. The calculation is performed in the low-frequency limit, in which the contribution of eddy currents
to the absorption dominates, and for comparatively small particles (with radii of ≈10 nm), which allows us to
neglect the skin effect. The case when the mean free path of electrons in the metal bulk substantially exceeds
the radius of the cylindrical particle is considered in detail. The specific absorption cross sections for spherical
and cylindrical particles are compared. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The electromagnetic properties of small metal parti-
cles may essentially differ from those of massive metal-
lic samples [1]. If the linear size R of a metallic sample
is on the order of the electron mean free path Λ or
smaller than Λ, the interaction of electrons with the
boundary of the metallic sample substantially influ-
ences the behavior of the electrons in an external elec-
tromagnetic field, hence, the specific optical properties
of the sample (metal particle). Therefore, one of the
basic optical characteristics, namely, the absorption
cross section, shows a nontrivial dependence on the
ratio R/Λ for R < Λ. At room temperature, in metals
with a high conductivity (aluminum, copper, silver, etc.),
the electron free path Λ lies in the range 10–100 nm.
The sizes of particles studied experimentally range
within several nanometers; i.e., the case R < Λ takes
place.

The behavior of electrons in an external electromag-
netic field in view of the interaction between the elec-
trons and the boundary of the sample can be described
in terms of the classical kinetic theory of conduction
electrons in metals [2]. In this case, no constraints are
imposed on the relation between the electron free path
and the size of the sample.

The equations of macroscopic electrodynamics are
valid only in the case of massive samples (R @ Λ).
Therefore, the well-known Mie theory, explaining the
interaction of an electromagnetic wave with metal bod-
ies in the framework of macroscopic electrodynamics,
fails to describe the aforementioned size effect.

In [3, 4], the theory of interaction between an elec-
tromagnetic radiation and a spherical particle has been
developed. Similar results in the limiting case R ! Λ at
low frequencies (far-IR region) were found earlier
[5, 6]. In the papers cited, the solution to the Boltzmann
kinetic equation for conduction electrons in a metal was
used. Another approach to the problem has been pro-
1063-7842/01/4611- $21.00 © 21460
posed and is being developed in [7, 8]. Recent interest
in the problem of interaction between an electromag-
netic radiation and nonspherical particles [9] should be
noted. In early articles [10–12], an attempt was made to
take into account quantum-mechanical effects in the
problem, which is of particular importance at low tem-
peratures.

In this paper, the distribution function describing the
linear response of conduction electrons in a metal cyl-
inder to the variable magnetic field of a plane electro-
magnetic wave is calculated by the kinetic method.
Special attention is given to the case when the electron
free path substantially exceeds the radius of the cylin-
der, R ! Λ (free-electron regime). With the distribution
function obtained, the dependences of the absorption
cross section on the radius and frequency are found and
compared with the absorption cross section for a spher-
ical particle.

MATHEMATICAL MODEL 
AND CALCULATION

Consider a cylindrical particle of a nonmagnetic
metal with a radius R and length L (L @ R) in the field
of an electromagnetic wave with a frequency ω
bounded above by the near-IR range (ω < 2 × 1015 s–1).
We assume that the direction of the magnetic field in the
electromagnetic wave coincides with the cylinder axis.
The nonuniformity of the external (wave) field and the
skin effect are neglected (we assume that R < σ, where
σ is the skin depth). In the frequency range considered,
the contribution of electric dipole polarization currents
is small compared to that of eddy currents induced by
the external magnetic field [3]. Therefore, the effect of
the external electric field is disregarded.

The common physical assumptions are also used:
conduction electrons are considered as a degenerate
Fermi gas and their behavior in an external variable
001 MAIK “Nauka/Interperiodica”
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magnetic field is described by the Boltzmann equation
in the relaxation time approximation. The boundary
conditions imply the diffuse reflection of electrons
from the inner cylinder surface (i.e., an electron may
equiprobably be reflected at any angle between 0°
and 90°).

With these assumptions, the absorption of the elec-
tromagnetic wave energy can be described as follows.
A uniform periodic magnetic field H = H0exp(–iωt)
induces an eddy electric field in the particle. Because of
the symmetry of the problem, this field is defined by the
Maxwell equation

(1)

and can be represented in the form

(2)

where r is the radius vector (the origin of coordinates is
at the axis of the particle) and c is the velocity of light.

The eddy electric field acts on conduction electrons
of the particle and causes a deviation f1 of their distribu-
tion function f from the equilibrium Fermi distribution
function f0:

(3)

where v and m are the velocity and mass of an electron,
respectively.

This results in the generation of the eddy current

(4)

(h is the Planck constant and e is the electron charge)
and also in energy dissipation in the bulk of the particle.
The energy  dissipating per unit time is given by [13]

(5)

Here, the bar denotes time averaging and the asterisk,
the complex conjugation. In (4), the standard normal-
ization of the distribution function f, which implies that
the density of electron states equals 2/h3, is used. Fur-
ther, the step function [14]

(6)

where εf = (m )/2 is the Fermi energy, is employed to
approximate the equilibrium function f0(ε).

The problem is reduced to finding the deviation f1 of
the distribution function from the equilibrium function f0
due to the action of eddy field (2). In the linear approx-
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imation with respect to the external field, the function f1
satisfies the kinetic equation [2, 14]

(7)

Here, the time dependence [f1 ~ exp(–iωt)] is assumed
to be stationary and the collision integral is taken in the
relaxation time approximation

(8)

where τ is the relaxation time. The vectors in parenthe-
ses mean the scalar product.

In order to uniquely determine the function f1, it is
necessary to specify its boundary value on the cylindri-
cal surface of the particle. For the boundary condition,
we take the diffuse reflection of electrons from the sur-
face [2]:

(9)

where r⊥  and v⊥  are the projections of the electron
radius vector r and velocity v on a plane perpendicular
to the cylinder axis.

Solving Eq. (7) by the method of characteristics
[15], we obtain

(10)

where

(11)

Note that v  and A are constant along the path (char-
acteristic). The parameter t' is the time of electron
motion along the path from the boundary to a point r
with a velocity v and is given by

(12)

The meaning of t' follows from the following geo-
metrical considerations. Projecting the obvious vector
equality r = r0 + vt', where r0 is the radius vector of an
electron at the instant of its reflection from the surface
of the particle, onto the plane perpendicular to the cyl-
inder axis, we obtain r⊥  = r0⊥  + v⊥ t', where the vectors r⊥ ,
r0⊥ , and v⊥  are the components of the initial vectors in
the projection plane. Having squared both sides of the
last equation and solved the resulting equation for t', we
arrive at formula (12).

Relationships (10)–(12) uniquely define the solu-
tion f1 of Eq. (7) with boundary condition (9). This
makes it possible to calculate current (4) and dissipated
power (5).
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Integrals (4) and (5) are convenient to evaluate in
cylindrical coordinates both in the coordinate space (r⊥ ,
α, and rz; the Z axis is the polar axis; the vector H0 is
parallel to the Z axis) and in the velocity space (v ⊥ , ϕ,
and v z; the v ⊥  axis is the polar axis). The cylinder axis
coincides with the Z axis. Field (2) in the cylindrical
coordinates has only the ϕ component:

(13)

Correspondingly, current (4) also has the ϕ compo-
nent alone (the lines of the current are closed circles in
planes perpendicular to the Z axis with the centers on
the Z axis):

(14)

Indeed, using the properties of the δ function, we
have

In view of the symmetry of the problem, integration
over the whole range of the velocities v z is replaced by
integration over the positive half-range and the result is
doubled. Let us rearrange (12) by introducing the nota-
tion ξ = r⊥ /R and using the relation r⊥ ⋅ v⊥  = r⊥ v ⊥ cosϕ.
We find
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expression (14) takes the form

(16)

Further, we will consider in detail the case when the
field frequency ω and the frequency of electron colli-
sions in the bulk of a metal 1/τ are small compared with
the frequency of collisions of electrons with the particle
surface. In other words, consider the case |z| ! 1. Then,
the expression for the current jϕ can be represented in
the form

(17)

Finding the mean dissipated power  by formula (5)

and dividing it by the mean energy flux c /8π in the
wave, we obtain the absorption cross section σ:

(18)

Integral (18) is calculated in the explicit form. To do
this, we make the substitution of the integration vari-
able ϕ  η in formula (15) and obtain
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following way:

(20)

Then, we change the order of integration:

(21)
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The electron concentration in a metal is given by

hence,

(22)

DISCUSSION

The classical cross section for a cylinder is calcu-
lated in the following way:

(23)

where Σ0 = (e2nτ)/m is the static metal conductivity.

Let us compare the absorption cross sections for a
cylinder calculated by the classical way and by the
kinetic method. We have

(24)

By analogy, the classical absorption cross section
for a sphere is

(25)

The ratio of the specific (per unit volume) classical
absorption cross sections for a cylinder and a sphere of
the same radii is equal to

(26)

Compare the absorption by spherical and cylindrical
particles in the low-temperature case. The estimates for
a spherical particle can be obtained from [3]:
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sections for a cylinder and a sphere of the same radii is

(28)

Thus, the exact kinetic calculation yields a substan-
tial correction to the classical result.
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Abstract—A physicomathematical model and a BEAM2HD program for the dynamic simulation of one- and
two-beam high-dose ion implantation into multilayer and multicomponent targets are developed. The number
of target layers is no more than three, and the number of sorts of atoms in each of the layers is no more than
seven. The simulation is performed by the Monte Carlo method. Numerical results for the formation of
Cx → 3Ny → 4 superhard layers by two-beam high-dose implantation of nitrogen ions into the Si3N4/C/Si3N4/Si
system are presented. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Currently, ion range in solids is simulated by two
basic methods. One is the Monte Carlo approach [1–4],
which considers the motion of each of the ions sepa-
rately; the other is based on a solution to the integro-
differential equations for particle transfer [5–8]. The
Monte Carlo method is flexible and allows exact calcu-
lations for multilayer and multicomponent targets,
including intricately shaped targets. This makes it pos-
sible to simulate, for example, advanced VLSI pro-
cesses or the interaction of a plasma with the vacuum
chamber surface. However, most conventional methods
for implantation simulation (including those mentioned
[1–8]) above) apply when the implantation dose is low.
Hence, a number of high-dose-related effects, such as
implant accumulation, cascade mixing, target sputter-
ing, and target swelling, are ignored. Meanwhile, high-
dose implantation has gained widespread acceptance
for synthesizing compound materials used in micro-
electronics and other branches of the industry.
Recently, dynamic simulation programs that are an
extension of the well-known TRIM [4] and
MARLOWE [1] statistical programs have been devel-
oped for taking into consideration some of the high-
dose effects. A disadvantage of these programs is the
impossibility of simulating simultaneous multibeam
implantation. It might be expected, however, that the
structure rearrangement and the formation of new
phases during simultaneous and successive implanta-
tion processes radically differ.

In this work, we describe the Monte Carlo–based
BEAM2HD program, which lets us simulate ion decel-
eration in amorphous solids. Specifically, it makes it
possible to simulate one- and two-beam high-dose ion
implantation into multilayer and multicomponent tar-
gets. The number of target layers must not exceed three,
and the number of sorts of atoms in each of the layers
1063-7842/01/4611- $21.00 © 21465
must be no more than seven. The potentialities of this
program for predicting sputtering yield and implant
profiles are discussed, and the effect of high doses on
the implant profiles is studied. Sputtering yields are
determined with the BEAM2HD program for energies
from 1 to 300 keV at the normal incidence of argon ions
onto the silicon surface. The 150-keV nitrogen ion con-
centration across the target is calculated for doses from
4.5 × 1017 to 1 × 1018 cm–2.

We suggest a model for the formation of Cx → 3Ny → 4
superhard layers by high-dose two-beam implantation
of nitrogen ions into the Si3N4/C/Si3N4/Si system.
Using the BEAM2HD program, we calculate the
implant distribution in this multilayer system, deter-
mine the erosion depth for each of the layers, and find
nitrogen ion energies and doses optimal for the forma-
tion of a near-stoichiometric (C3N4) layer.

THE MODEL

Scattering and Deceleration

When simulating the deceleration and sputtering of
incident ions and recoil atoms, the BEAM2HD pro-
gram considers the nuclear and electron decelerations
separately. For the nuclear sputtering, the binary-colli-
sion approximation is used, while the electron deceler-
ation is viewed as a continuous process. The angles of
sputtering by nuclei are estimated by the approximate
formula [4], and electron energy losses are calculated
within the Lindhard–Scharff–Schiott theory [13]. The
approach suggested includes the high-dose effects
[14, 15], namely, target surface sputtering, implant
scattering by previously embedded atoms, and target
swelling.

Our model gives a chance to describe one- or two-
beam implantation. Either beam is characterized by the
initial energy, ion weight and charge, dose, and the
001 MAIK “Nauka/Interperiodica”
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number of trajectories to be simulated. Each of the tra-
jectories is assigned a “pseudoparticle” that is some
integral of the implanted dose by analogy with the
TRIDYN [11] and HIDOS [12] programs. The trajecto-
ries of either beam are simulated in turn. The target
thickness (the region being simulated) is initially
divided into 100 equal dynamic layers, and during
implantation, a change in the target composition is con-
sidered in the frame of approaches elaborated in
[11, 12]. At the initial stage, each of the target layers
(dynamic, not physical) may contain up to seven diffe-
rent components.

Target Swelling and Sputtering

Target swelling and sputtering during high-dose ion
implantation are described in detail in our previous
works [14, 15]. If a pseudoparticle (a trajectory being
simulated) stops in some deep-seated (dynamic) layer,
this layer swells and its thickness is expressed as

(1)∆ ∆l( )
∆Dimp 10 16–×

N imp
--------------------------------- Å( ),=

100

10–1 100

Y, atom/ion

E, keV101 102

10–1

*
*

*
*

*****
*

*

*

a

b

c

d

Fig. 1. Calculated and measured sputtering yields for sili-
con irradiated by normally incident argon atoms. (a, b) Cal-
culated values [12] for Us = 7.8 and 3.9 eV, respectively.
(c, d) Results of this work: (c) calculation according to
[15, 16] (Us = 4.63 eV); (d) calculation according to [17]
(Us = 7.8 eV). Data points: h [18], j [19], s [20], d [21],
, [22], . [23], e [24], and r [25].
where Nimp(Å–3) is the atomic density of the implant.

If the total dose of this implant is Dimp and NH trajec-
tories are simulated, then the dose ∆Dimp = Dimp/NH is
assigned to each of the trajectories.

The draw of ion–recoil atom collisions and the sto-
ichiometry change in each of the dynamic layers have
been comprehensively described in [15].

The thickness of a layer sputtered from the target
surface per pseudoparticle is given by

(2)

where Ntarget(Å–3) is the atomic density of the target and
Y(E0) is the sputtering yield.

The sputtering yield was estimated from the empir-
ical formula [16, 17], which applies for all the available
experimental data in a wide energy range for the normal
incidence of the beam. Below, however, we will show
that under the assumption of the normal irradiation of
the target and a linear cascade, the Sigmund formula for
Y(E0) [18] would be more appropriate for the specific
energy interval and ion–atom combinations.

RESULTS AND DISCUSSION

Sputtering of Si by Ar Ions

Figure 1 compares the experimental sputtering
yields obtained in [19–26] (see also [12]) with the cal-
culated data obtained with the HIDOS [12] and
BEAM2HD programs. In [12], the surface binding
energy for silicon was set equal to Us = 7.8 eV. We used
the same value for the calculation according to [18] and
a value Us = 4.63 eV [17] for the calculation according
to [16, 17]. In both cases, the agreement between the
calculation and the experiment is the best for high ener-
gies. Throughout the energy range, good agreement
between the values of Y calculated with the BEAM2HD
program and the experimentally found values is
observed when the empirical formula from [16, 17] is
used. However, when the energy of silicon-sputtering
argon ions lies in the interval 5 < E < 50 keV, Y calcu-
lated according to [18] better agrees with the experi-
mental data. As follows from Fig. 1, the HIDOS pro-
gram [12], which includes complete collision cascades
due to a primary ion under the condition T ≥ Us (T is the
energy imparted to the target atoms) gives a conserva-
tive estimate of the sputtering yield in the low-energy
range. At the same time, the empirical formula [16, 17]
provides fairly accurate values of Y in the energy range
0.1–300 keV. One can assume that the HIDOS program
[12] underestimates the nuclear stopping cross section
at low beam energies (E < 10 keV), since a decrease in
the surface binding energy for silicon from 7.8 to
3.9 eV does not result in satisfactory agreement with
the experiment in this energy range (curves a and b in
Fig. 1).

d imp

Y E0( )
N target
--------------∆Dimp10 16– Å( ),=
TECHNICAL PHYSICS      Vol. 46      No. 11      2001



        

THE SIMULATION OF TWO-BEAM HIGH-DOSE ION IMPLANTATION 1467

         
High-Dose Implantation of N into Si

The formation of Si3N4 buried layers in SOI tech-
nology by ion implantation requires high doses of nitro-
gen [27–34]. In this case, the thickness of the top sili-
con layer is of crucial importance. If the high-dose
effects considerably affect the concentration profiles or
the ion range, the ion energy should be adjusted so as to
attain a required implant depth.

Figure 2 shows the distributions of nitrogen ions
(the energy 150 keV, the doses between 4.5 × 1017 and
1 × 1018 cm–2) in silicon that were obtained with the
BEAM2HD program, HIDOS program [12], and Pear-
son-IV calculation [34]. The experimental data [33] are
also presented for comparison. The shape and width of
the profiles simulated are seen to be nearly independent
of the ion dose. The projected ion range, however,
decreases almost linearly with dose in the range of 5 ×
1017–1 × 1018 cm–2, which we are interested in. At a
dose of 1 × 1018 cm–2 (the nitrogen content 65 at. %),
the peak of the profile shifts by ≅ 5% (24 nm). The basic
reason for such a shift is sputtering. The sputtering
yield determined from formula (4) in our earlier work
[14] is Y(E0) = 0.119 atom/ion. The peaks of the calcu-
lated concentration profiles of nitrogen are roughly 8%
higher than those of the HIDOS profiles. The projected
ion range obtained in our work (Rp = 321 nm for a dose
of 1 × 1018 cm–2) slightly differs from ≅ 318 nm reported
in [12]. This discrepancy may be due to the different
values of the nuclear stopping cross sections, not to the
different thicknesses sputtered, because the sputtering
yields in [12] and in our work are nearly the same: Y =
0.12 and 0.119, respectively.

High-dose nitrogen implantation changes the stop-
ping power and causes target swelling. It is expected
that the projected range and the profile width must
decrease with depth because of the progressively
increasing atomic density. However, both effects are to
a great extent shaded by target swelling (34 nm after
irradiation with a dose of 1 × 1018 cm–2).

Figure 2 also compares the calculated (curve 1) and
experimental [33] (curve 8) profiles of 150-keV nitro-
gen ions (for a dose of 4.5 × 1017 cm–2). It is seen that
the peaks of the calculated and experimental profiles of
nitrogen implanted into silicon are, as a whole, in good
agreement. However, the calculated concentration pro-
file of the nitrogen is much narrower and its peak is
25% higher. This discrepancy to some extent can be
explained by the too high density of SixNy precipitates
taken in the calculations (3.19 g/cm3 [35]). However,
the basic reason for the discrepancy is the fact that none
of the programs BEAM2HD, TRIDYN [11], and
HIDOS [12] takes into account the radiation-stimulated
diffusion of nitrogen implanted into silicon. At so high
doses, this diffusion considerably broadens the peak
and, accordingly, decreases the volume concentration
near the peak. The difference between the analytical
profile (curve 9) based on the Pearson-IV distribution
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
[34] and the experimental profile (curve 8) is also
accounted for by the fact that the simulation ignores
radiation-stimulated diffusion.

Thus, the changes in the ion range and in the profile
width are small even for a dose of 1 × 1018 cm–2. For this
dose, the layer-by-layer sputtering causes surface ero-
sion to a depth of 26 nm. Basically, the results obtained
are consistent with those of the theoretical [12] and
experimental [33] works. For the more adequate
description of the interaction between ion beams and
solids during high-dose ion implantation, radiation-
stimulated diffusion and the formation of new phases
should be taken into account along with target sputter-
ing, target swelling, and a change in the target density.

Simulation of the Formation 
of C3N4 Superhard Layers

We put forward a model for the formation of
Cx → 3Ny → 4 superhard layers by simultaneous high-
dose implantation of nitrogen into the Si3N4/C/Si3N4/Si
multilayer system. The Si3N4 layers below and above
the carbon film serve as barriers for nitrogen diffusion
from this film. In addition, they act as seeds for the
growth of the C3N4 phase, which has the same crystal
lattice as Si3N4. Figure 3 shows the results of simula-
tion for simultaneous high-dose implantation of nitro-
gen into the Si3N4/C/Si3N4/Si system. The density of

2
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Fig. 2. Nitrogen profiles across the silicon target calculated
for various implant doses. Continuous curves are the results
of this work for doses (1) 4.5 × 1017, (2) 5 × 1017, (3) 7.5 ×
1017, and (4) 1 × 1018 cm–2; dashed curves are the results of
[12] for doses (5) 5 × 1017, (6) 7.5 × 1017, and (7) 1 ×
1018 cm–2; (8) experiment [33] for a dose of 4.5 × 1017 cm–2;
and (9) Pearson-IV [34] for a dose of 4.5 × 1017 cm–2.
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Si3N4 was taken to be equal to 3.19 g/cm3 [35]; and that
of the carbon film (the diamond structure), to
3.516 g/cm3. The thicknesses of the nitride and carbon
layers were selected so as to fit the capabilities of our
experimental equipment. By simulating the formation
of the uniform concentration profile of nitrogen in the
carbon film with a near-stoichiometric (4/3) ratio, we
solved two problems.

(1) From the solution of the inverse problem [36]
(polyenergetic ion implantation), we obtained the
approximate values of the energies and doses needed
for producing the uniform nitrogen profile with a vol-
ume concentration of nitrogen in the carbon film of
2.35 × 1023 cm–3. Two-beam implantation conditions
were considered.

(2) With the BEAM2HD program (Fig. 3), we
refined the energy and dose for either beam, as well as
calculated the net concentration profile of the nitrogen
in the carbon film. The energy values were determined
from the condition of the complete stopping of the
nitrogen ions in the carbon. The integral doses were
derived from the condition that the net nitrogen profile
in the carbon is uniform and that the nitrogen concen-
tration corresponds to a near-stoichiometric (4/3) com-
ponent ratio.

As follows from Fig. 3, the total nitrogen concentra-
tions in the peaks slightly exceed 2.35 × 1023 cm–3 (for
the given parameters of either beam). One can assume
that the peaks will be smeared and decreased if radia-
tion-stimulated diffusion is included. The sputtering of
the layers causes surface erosion to a depth of 45 nm at

0.50

0 50

N, 1023 cm–3

z, nm
100 150 200 250

1.00

1.50

2.00

2.35
2.50

3.00
1 – Si3N4 2 – C 3 – Si3N4

E1 = 105 keV
D1 = 1.55 × 1018 cm–2

E2 = 62 keV
D2 = 1.30 × 1018 cm–2

Fig. 3. Depth distribution of nitrogen implanted into the
Si3N4/C/Si3N4/Si multilayer system (two-beam implanta-
tion).
a net (double-beam) implant dose Dimp = 2.85 ×
1018 cm–2. To take into account carbon deposition from
the residual gases in the chamber [37], and, hence, the
resulting decrease in the nitrogen ion range, the energy
of both beams was taken to be excessively too high. In
Fig. 3, the net concentration profile of the nitrogen in
the carbon film extends to ≅ 50 nm to allow for the
above factor.

To summarize, we note that the BEAM2HD pro-
gram used in this work allows the prediction of the
sputtering yield and the depth of sputtering-related ero-
sion for each of the layers, as well as the implant profile
for one- and two-beam high-dose ion implantation into
multilayer and multicomponent targets.

CONCLUSION

A physicomathematical model and a BEAM2HD
program for the simulation of one- and two-beam high-
dose ion implantation into solid multilayer and multi-
component targets are developed. The program makes
it possible to take into account the scattering of
implanted ions by previously embedded impurity
atoms, target sputtering due to various ion beams, and
target swelling. The output data of the program can be
represented in the form of tables and graphs that illus-
trate the distribution of implanted ions in the target, ion
ranges, distribution of implantation-induced vacancies,
and distributions of the implantation energy losses due
to collisions with electrons and nuclei. With the
BEAM2HD program, the profiles of the nitrogen atoms
in the Si3N4/C/Si3N4/Si multilayer system are found,
the erosion depth for each of the layers is determined,
and the nitrogen atom energies and doses optimal for
the formation of the inhomogeneous layer close to
C3N4 in composition are suggested.
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Abstract—The ion–optical properties and other characteristics of various versions of a double-focusing mass
separator are studied. In these designs, the ion transit path is shortened by appropriately selecting the geometry
of the ion–optical system. The resolving power of the separating systems is determined with allowance for sec-
ond-order aberrations. © 2001 MAIK “Nauka/Interperiodica”.
In microprobe equipment where a beam of doubly
charged helium ions is used as a primary beam, there
appears the need for its purification by removing ion
impurities of hydrogen and other gases. The resolving
power of an associated mass separator must be about 200.
Such a high value is difficult to achieve in conventional
achromatic-focusing separators because of a high ion
energy spread in the beam obtained from gas-discharge
ion sources [1].

In a number of works [2–4], systems with direction
and velocity focusing have been suggested. In these
double-focusing separators, the optical arms of the
energy analyzer are made shorter owing to the use of
electrostatic lenses. Additional focusing devices can
however be eliminated if ion–optical systems generat-
ing a parallel ion beam between the electrical and mag-
netic stages (see figure) are applied. By appropriately
selecting the geometric and physical parameters of the
energy and mass analyzers, three out of four optical
arms of the separation system can be eliminated.

Let us confirm the aforesaid by considering an ion–
optical system comprising a toroidal capacitor (energy
analyzer) and a mass analyzer producing a permanent
magnetic field.

RADIAL FOCUSING OF THE BEAM

To determine the focusing of an ion beam in the
radial plane, we must find the deflection of an ion with
arbitrary initial conditions from the central trajectory
near the aperture diaphragm of the beam-forming
system.

In the linear approximation, the expression for ion
beam broadening in the image plane of a double-focus-
ing system has the form

(1)

where yk is the ion displacement in the image plane in
units of the central trajectory radius in the mass ana-

yk a11y0 a12y0' a13e0 a14µ0,+ + +=
1063-7842/01/4611- $21.00 ©1470
lyzer and y0, , e0, and µ0 are the initial (at the exit
from the ion source) displacement of the ion in units of
the central trajectory radius, ion direction, and relative
changes in its energy and momentum, respectively.

The coefficients aij entering into expression (1) can
be found from the results of [5], where the focusing and
dispersion properties of double-focusing systems with-
out intermediate focusing between the electrical and
magnetic stages have been estimated for the beam
entering and leaving the system normally to the planes
of both analyzers.

Since we use a sector nonuniform magnetic field as
a magnetic stage, the results of [5] are applicable if the
field index n in the expressions for aij is set equal to
zero. Then, we have

(2)

y0'

a11

re

rm

----- η0ϕecos le'' η0 η0ϕsin–( )±=

× ϕm lm'' ϕm–cos( ) η0 η0ϕesin–( )±

× ϕm lm' lm''+( ) ϕm lm' lm'' ϕmsin–cos+sin[ ] ,

4
32

1

d  = Le''  + Lm

L m''

L e'
re

rm

ϕ m

ϕ e

Ion–optical system of the mass separator: 1, ion source;
2, energy analyzer; 3, mass analyzer; and 4, aperture dia-
phragm of the beam-forming system.
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(3)

(4)

(5)

Here, η0 = 2 – (re/Re); re and Re are, respectively, the
radial and axial radii of the equipotential surface lying
in the middle between the electrodes of the toroidal
capacitor; ϕe  is the angle of deflection of the ions in the
electric field;  and  are, respectively, the input and
output arms of the energy analyzer in terms of re; rm is
the central trajectory radius in the mass analyzer; ϕm is
the angle of deflection of the ions in the magnetic field
of the mass analyzer; and  and  are, respectively,
the input and output arms of the mass analyzer in terms
of rm.

Let us determine the parameters of an ion beam sep-
arator built around a cylindrical capacitor and a mass-
analyzing magnet producing a uniform sector magnetic
field. To do this, we will make use of the condition for
direction focusing of ions in a mass-analyzing magnet
producing a uniform field and having a parallel beam at
the exit. This condition is known [5, 6] to have the form

(6)

hence, the output arm  = 0 at ϕm = 90°.

Bearing in mind that the electric field parameter
η0 = 2 for a cylindrical capacitor, assuming that  =

 = 0, taking into account that  = 0 at ϕm = 90°, and
using the condition for direction focusing of the ions
(a12 = 0), we find for the double-focusing system:

(7)

The angle of deflection for the ions in the electric
field of the energy analyzer is found from the condition
for velocity focusing. Taking into account that e = 2β +

a12

re

rm

-----
η0ϕesin

η0

----------------------- le' le''+( ) η0ϕecos+ +±=

--– le' le'' η0 η0ϕesin ϕm lm'' ϕmsin–cos( )

± η0ϕecos le' η0 η0ϕesin–( )

× ϕm lm' lm''+( ) ϕm lm' lm'' ϕmsin–cos+sin[ ] ,

a13

re

rm

-----
1 η0ϕecos–

η0
--------------------------------- le''

η0ϕesin

η0

-----------------------+
 
 
 

±=

× ϕm lm'' ϕmsin–cos( )
ϕesin

η0

-----------------±

× ϕm lm' lm''+( ) ϕm lm' lm'' ϕmsin–cos+sin[ ] ,

a14 1 ϕm lm'' ϕm.sin+cos–=

le' le''

lm' lm''

lm' ϕm,cot=

lm''

le''

lm' lm''

le'
1

2
------- 2ϕe.cot=
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γ and µ = β + γ (β = (∆V)/V and γ = (∆m)/m are the rel-
ative changes in the ion velocity and mass), we write
the condition for velocity focusing for ions of the same
mass (γ = 0) in the form

(8)

Substituting the expressions for the coefficients a13
and a14 into (8) and having regard to the fact that η0 = 2,

 =  =  = 0, and ϕm = 90°, we obtain

(9)

It follows from (9) that with ϕe < π, velocity
focusing is provided if the electric and magnetic fields
deflect the ions in the opposite directions.

Then, we have

Substituting this value of ϕe into (7) yields the
length of the input arm of the energy analyzer:  =

1/ .
If the radii of the central trajectories of the ions in

both fields are the same, for example, 100 mm, the
parameters of the separator are as follows:  = 70 mm,

ϕe = 31°50',  = 0,  =  = 0, and ϕm = 90°. It is easy
to check that for these values of the parameters, the
coefficient a11, which specifies the geometric magnify-
ing power of the system, equals unity.

In an energy analyzer built around a cylindrical
capacitor, axial focusing of the ion beam is absent; to
improve the aperture ratio of the separator, it is there-
fore necessary to employ a capacitor for which Re ≠ ∞.
For a spherical capacitor, for example, Re = re and the
electric field parameter η0 = 1. Then, the conditions for
direction and velocity focusings take the form

(10)

(11)

From condition (11) for velocity focusing, we find
the angle of deflection of the ions in the energy ana-
lyzer, ϕe = 30°, bearing in mind that the beam is
deflected in the opposite directions in the energy and
mass analyzers. For this value of ϕe, we determine the
length of the input arm of the energy analyzer from con-

dition (10) for direction focusing:  = . If it is
assumed that re = rm = 100 mm, the parameters of the
separator are  = 173.2 mm, ϕe = 30°,  = 0,  =  =
0, and ϕm = 90°. For these values of the parameters, the
coefficient a11, and hence, the geometric magnifying
power of the system, equals 0.5.

2a13 a14+ 0.=

le'' lm'' lm'

2 2ϕesin

2
------------------------ 1+± 0.=

2

2ϕesin
2

2
------- or ϕe 31°50 ′ .= =

le'

2

le'

le'' lm'' lm'

ke ϕe,cot=

2 ϕe 1+sin± 0.=

le' 3

le' le'' lm'' lm'
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AXIAL FOCUSING OF THE BEAM

In a separator consisting of a cylindrical capacitor
and a mass-analyzing magnet producing a uniform
field, axial focusing is absent if the ion beam enters into
the system and leaves it normally to the boundaries of
the electric and magnetic fields. This is because the
axial component of the electric field of the energy ana-
lyzer and the radial component of the magnetic field of
the mass analyzer are absent in this case. With a spher-
ical capacitor used as an energy analyze, axial focusing
in the electrical stage takes place.

The ion–optical properties of such a separator in the
axial plane are convenient to estimate with the expres-
sion for the axial deflection of the ion with arbitrary ini-
tial conditions from the central path near the aperture
diaphragm of the beam-forming system:

(12)

where zk is the axial deflection of the ion in the image
plane of the two-field system expressed in units of rm,
z0 is the initial axial displacement of the ion beam in
units of rm, and  is the initial angle of axial diver-
gence.

The coefficients bij have been obtained by the matrix
method [7]. For the given separator, they are

(13)

(14)

Specifically, if the angle of axial divergence of the
beam at the exit from the ion source is  = 0 and the

exit slit height is h0 = 2z0/rm = 0.1 mm, the height of the
beam near the aperture diaphragm is hk = 2rmzk =
0.08 mm.

SECOND-ORDER ABERRATIONS 
AND RESOLVING POWER

Let us estimate the resolving power of either version
of the double-focusing separator. By definition, the
resolving power of a mass separator is given by

(15)

where Dm is the mass dispersion and d is the beam
width near the aperture diaphragm.

The mass dispersion is defined by the coefficient
a14: Dm = (rma14)/2. Since a14 = 1 for both designs of the
separator, Dm = rm/2.

According to (1), the beam width near the aperture
diaphragm is given by

(16)

zk b1z0 b12z0' ,+=

z0'

b11

re

rm

----- ϕe ϕm ϕe,sin–cos=

b12 = 
re

rm

----- le' ϕecos ϕesin+( ) ϕm ϕe le' ϕm ϕe.sin–cos+

z0'

m
∆m
--------

Dm

2d
-------,=

d 2a11rmz0 2a12rmz0' 2 2a13 a14+( )β.+ +=
Since our separator features direction and velocity
focusings (that is, a12 = 0 and 2a13 + a14 = 0), d =
2a11rmz0. Since 2z0 = S1/rm (S1 is the width of the exit slit
of the ion source), we have d = a11S1. Then, the resolv-
ing power of the separator with allowance for second-
order aberrations is given by

(17)

where  is the sum of second-order aberrations.

To estimate the image broadening due to second-
order aberrations, we constructed a nine-dimension
matrix of ion transfer from the ion source to the aper-
ture diaphragm in the radial plane and computed the
aberration coefficients for the two designs of the sepa-
rator. For the ion beam parameters y0 = 5 × 10–4,  =
2 × 10–3, and β = 1 × 10–2, the total contribution of sec-
ond-order aberrations to the beam width at the exit from
the mass separator is  = 0.037 mm for the system
with the cylindrical capacitor and 0.044 mm for the sys-
tem with the spherical capacitor. Then, the respective
values of the resolving power are 182 and 266 if the exit
slit of the ion source is S1 = 0.1 mm.

Thus, the separator based on a spherical capacitor
offers the higher resolving power. However, the dimen-
sions of this version are somewhat larger because of the
longer arm of the energy analyzer.

With this separator incorporated into the equipment
for measuring the ion–optical properties of ion sources
[8], researchers could measure the relative content of
He++ ions in ion beams used in microprobe devices.

REFERENCES

1. V. T. Cherepin, Ion Probe (Naukova Dumka, Kiev,
1981).

2. H. Liebl, Nucl. Instrum. Methods Phys. Res. A 258, 323
(1987).

3. T. Matsuo, T. Sakorai, and M. Ishihara, Nucl. Instrum.
Methods Phys. Res. A 298, 134 (1990).

4. H. Matsuda, Nucl. Instrum. Methods Phys. Res. A 298,
199 (1990).

5. A. S. Kuzema, O. R. Savin, and I. Ya. Chertkov, Zh.
Tekh. Fiz. 52, 1182 (1982) [Sov. Phys. Tech. Phys. 27,
715 (1982)].

6. A. S. Kuzema, O. R. Savin, and I. Ya. Chertkov, Analiz-
ers for Magnetic Mass Spectrometers (Naukova Dumka,
Kiev, 1987).

7. S. Penner, Rev. Sci. Instrum. 32, 150 (1961).

8. A. Kalinichenko, V. Khomenko, S. Lebed, et al., Nucl.
Instrum. Methods Phys. Res. B 122, 274 (1997). 

Translated by V. Isaakyan

m
∆m
--------

rm

2 2a11S1 ab.∑+( )
---------------------------------------------,=

ab.∑

y0'

ab.∑
TECHNICAL PHYSICS      Vol. 46      No. 11      2001



  

Technical Physics, Vol. 46, No. 11, 2001, pp. 1473–1474. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 71, No. 11, 2001, pp. 127–129.
Original Russian Text Copyright © 2001 by Lunev, Nigmatullin, Zavidonov, Gusev, Manyurov.

                                                                 

BRIEF 
COMMUNICATIONS

                 
The Effect of Clay Morphology on Water Relaxation
I. V. Lunev, R. R. Nigmatullin, A. Yu. Zavidonov, Yu. A. Gusev, and I. R. Manyurov

Kazan State University, ul. Lenina 18, Kazan, 420008 Tatarstan, Russia
e-mail: Ivan.Lounev@ksu.ru

Received October 27, 2000

Abstract—The frequency dependence of the permittivity of water in calcium kaolinite (clay) is measured. It is
shown that two mechanisms contribute to dipole relaxation of water. One refers to water in the free volume of
pores in the clay. The other is associated with bound water covering the porous surface. Experimental data are
treated in terms of a fractal model of the medium. The frequency dependence of the permittivity in a wide range
of water content in the clay is accounted for theoretically. © 2001 MAIK “Nauka/Interperiodica”.
The physical effects observed when water interacts
with clay materials play a decisive role in construction
engineering, geodesy, oil-extracting industry, and other
branches of the industry. Information on the interaction
between near-surface water molecules and the molecu-
lar structure of alumina is of crucial importance. Water-
saturated clays containing a great amount of bound
H2O are widely used in construction engineering. The
effect of clay saturation by large amounts of water is
also exploited in many domains of technology. Yet,
clay–water interaction at the molecular and mesoscopic
levels has been poorly understood.

Dielectric spectroscopy [1] provides important
information on water–alumina interaction at the meso-
scopic level. We obtained the low-frequency spectra in
the clay–water system for different H2O concentrations
(12, 33, 52, 75, and 92%) at 22°C. Clay (calcium
kaolinite) was made in the Laboratory of Disperse Sys-
tems (Kiev, Ukraine) headed by academician
Ovcharenko [2]. For measurements, a 0.2-mm-thick
pellet made by pressing was placed in a vacuum cham-
ber preevacuated for 48 h. Saturation by water was car-
ried out in a desiccator arranged over saturated salt
solutions for 48 h. The measurements were performed
with the Shlumberger low-frequency dielectric spec-
trometer in the frequency range of 10–4–105 Hz using a
double-electrode titanium measuring cell with an inner
diameter of 30 mm. The temperature of the cell was
thermostatically controlled with an accuracy of
±0.1°C.

Figure 1 shows the frequency dependence of the
imaginary part of the permittivity. These data will be
interpreted within a model of fractal medium [3]. In this
model, a conducting medium (water) filling pores in
clay is described in terms of recap (resistance + capac-
itance) elements. A recap is a self-similar RC network
(Fig. 2) comprising Foster circuits [3]. To produce a
recap with an impedance in the form Z(jω) = Cν(jω)–ν
1063-7842/01/4611- $21.00 © 21473
(0 ≤ ν ≤ 1), the components of a self-similar RC net-
work must obey the relationships

where a and b are frequency-independent constants.
Below, we will show that clay contains bound water

and water filling the free volume. Hence, the equivalent
circuit of the medium can be represented as two paral-
lel-connected recaps (Fig. 3). The conductivity of the
resulting recap is given by [3]

(1)

where C1, C2, n, and m are constants.
These constants depend on the ratio lna/lnb and

define the self-similarity (fractality) of the medium. To

Rn

Rn 1+
----------- a,

Cn

Cn 1+
------------ b,= =

G ω( ) C1 jω( )n C2 jω( )m,+=

–12

–14
–2

logε''

log f

–10

–8

–6

0 2 4

Fig. 1. Imaginary part of the permittivity vs. frequency for
a water content of (s) 92, (d) 75, (h) 53, (j) 33, and
(e) 12%. Continuous curves are obtained analytically.
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calculate these parameters, a detailed fractal model is
needed (in this work, it is omitted). Therefore, we will
calculate them by approximating the experimental data
with theoretical formulas using the least squares
method (the first approximation). Following the fre-
quency dependence of the imaginary part of the permit-
tivity ε'' (Fig. 1), we relate the conductivity G(ω) and
ε''(ω) as

(2)ε'' ω( ) Re
jG ω( )
G0ω

---------------- ,–=

R1

Rn

Rn+1 Cn+1

Cn

C1

Fig. 2. Recap element formed by self-similar Foster cir-
cuits.

I

II

Fig. 3. Equivalent circuit of the clay–water system. I, bound
water; II, water in the free volume.
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Fig. 4. Exponents (s) 1 – n and (d) 1 – m vs. water content
in the sample.
where C0 is the capacitance of a spectrometer cell.

In view of formulas (1) and (2), the expression for
ε''(ω) can be written as

(3)

where

Here, f  is the linear frequency in hertz (ω = 2πf). Using
the least squares method, we found the parameters A, B,
1 – n, and 1 – m, approximating the experimental data
by formula (3). As follows from Fig. 1, our theory ade-
quately approximates the experimental data. Figure 4
shows the exponents 1 – n and 1 – m vs. humidity. If the
humidity exceeds 33%, the exponents 1 – n and 1 – m
are almost humidity-independent within the experi-
mental error and the accuracy of the least squares
method. Since in this range, 1 – n ≈ 1, the term A/f1 – n

in (3) corresponds to Debye relaxation. Consequently,
this contribution should be assigned to water filling the
free volume. On the other hand, the exponent 1 – m
noticeably differs from 1 (1 – m ≈ 0.4). This implies that
the contribution B/f1 – m in (3) is due to bound water, i.e.,
to water covering the porous surface of the clay. The
fundamental difference between bound water and water
in the free volume has been noted in [2]. This difference
stems from interaction between water and the porous
surface and from the fractal properties of the pores
[3, 4]. At a humidity of 12%, the exponent 1 – n sharply
drops, while 1 – m changes insignificantly (Fig. 4). We
therefore can assume that water is almost entirely in the
bound state at this value of the humidity.

Thus, from our experimental data, it follows that the
frequency dependence of the permittivity of a saturat-
ing fluid is significantly affected by the fractal geome-
try of the pores.
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Abstract—It is shown that the Navier–Stokes equation for the description of the hydrodynamic properties of
structures in dF -dimensional media can be obtained with the principle of least action. The analysis of the solu-
tion to the equations obtained is exemplified by a quasi-one-dimensional flow. © 2001 MAIK “Nauka/Interpe-
riodica”.
Earlier, a way to investigate the dissipative proper-
ties of highly inhomogeneous structures was suggested
(see, for example, [1, 2]). It was assumed that there
exists the hypothetical analogy between such structures
and structures that are homogeneous in some geometric
space where the principal matrix has a dimensionality
dF = d + ε. Here, d = 1, 2, or 3 and the value of ε depends
on the properties of the filler. It was also assumed that
the properties of the matrix can be equivalently
described by formally replacing the space of dimen-
sionality dF by some metric Riemann space with the
metric tensor components other than unity.

This work, where we logically elaborate upon the
previous investigations, is devoted to the hydrodynamic
description of the motion of liquids and gases in spaces
with a fractional dimensionality. Our approach is in
many ways similar to that adopted in [1] to characterize
thermal conduction in quasi-one-dimensional struc-
tures.

To deduce the equations of hydrodynamics in an
arbitrary space of dimensionality dF, we proceed as fol-
lows. As is known [3], the Navier–Stokes equation has
the form

(1)

Here, ρ is the density of the liquid; P is the pressure;
v is the velocity of a given element of the liquid (dv/dt =
∂v/∂t + (v ◊ ∇ )v); and η and ζ are the first and second
viscosities, respectively.

In any space, the scalar quantities ρ, η, ζ, and P are
invariant unlike the vectors. In a dF-dimensional space,
the pressure gradient can be expressed as AP using
fractional differentiation, where the operator of frac-
tional differentiation A is defined as [4]

(2)

ρdv/dt ∇ P– η∆v ζ∇ (∇ v).⋅+ +=

Aα f ikα( )1 ε+

∞–

∞

∫ f ke
ikxd3k/ 2π( )3.=
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Here, the subscript α means x, y, or z. It follows from
definition (2) that the operator A is a normalizable lin-
ear operator. The sum of two last terms in Eq. (1) can
be obtained by taking the variational derivative of the
functional

(3)

where K1 and K2 are constants.

Representing the Navier–Stokes equation as

(4)

where γ is a phenomenological dissipation coefficient,
we come to Eq. (1) with

(5)

It was assumed hypothetically [4] that a space of a
fractional dimensionality dF is equivalent (isomor-
phous) to some continuous Riemann space with a cer-
tain metrics. Based on this assumption, we substitute

(6)

for expression (3). Here, g is the determinant of the
metric tensor for this metric space (see below) and

 is the kth covariant derivative of the velocity v.

Since  = ∂v i/∂xk + v s, where  is the
Christoffel symbol, Eq. (6) yields

(7)

L v{ } 1/2( )–=

× K1 ∂v i/∂xk( )2 K2 ∂v i/∂xi( )2+[ ] d3x,∫

ρdv/dt ∇ P– γδL/δv,+=

η γK1, ζ γK2.= =

L v{ } 1/2( ) K1v k
i v i

k K2 v i
i( )2

+[ ] g1/2d3x∫–=

v k
i

v k
i Γ ks

i Γ ks
i

L v{ }  = 1/2( ) K1 ∂v i/∂xk Γ ks
i v s+( ) ∂v k/∂xi Γ is

k v s+( ){∫–

+ g 1– K2 ∂/∂xi( ) g1/2v i( )[ ] 2 } g1/2d3x.
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Varying Eq. (7) with respect to v i, we obtain

Hence, Eq. (4) is reduced to

(8)

To obtain the complete system of equations, the con-
tinuity equation

(9)

should be added to Eq. (8).
It was hypothesized that the physical properties of

complex structures can be described in terms of frac-
tional-dimension spaces specified by a certain metrics.
To exemplify the use of Eqs. (8) and (9), we shall con-
sider a quasi-one-dimensional flow. Let the metric be

(10)

where

(11)

is the only other-than-zero component of the metric
tensor. Here, ε < 0 is the true fractional dimensionality
of the space, L0 is some characteristic size, and ν is a
factor responsible for the fulfillment of specific condi-
tions. The meaning of ν is as follows. Let a quasi-one-
dimensional structure be specified in a continuous met-
ric space and let its prototype in our real world be, say,
a fir-tree. Then, the lengths of the structure and its pro-
totype calculated with metrics (11) must be equal as
scalar values. From this condition, ν is determined.
Such a requirement, in principle, meets the reality. Fur-
ther, we shall write simply ε instead of the product εν.
For metrics (11), only one Christoffel symbol is not
zero:

(12)

Then, Eq. (8) for the component v x takes the form

(13)

δL K1 ∂/∂xk( ) g1/2 ∂v k/∂xi Γ is
k v s+( )[ ]δv i{∫=

– K1Γ is
k ∂v s/∂xk Γ kp

s v p+( )δv ig1/2

+ K2 ∂/∂xi( ) 1/g1/2( ) ∂/∂xk( ) g1/2v k( )[ ]δv ig1/2 } d3x.

ρgis ∂v s/∂t v k ∂v s/∂xk Γ kp
s v p+( )+[ ]

– AiP η ∂ /∂xk( ) g1/2 ∂v k/∂xi Γ is
k v s+( )[ ]+

– ηΓ ik
s ∂v k/∂xs Γ sp

k v p+( )g1/2

+ ζg1/2 ∂/∂xk( ) 1/g1/2( ) ∂/∂xk( ) g1/2gisv
s( )[ ] .

∂ρ/∂t g 1/2– ∂/∂xi( ) g1/2v i( )+ 0=

dl2 g x( )dx2 dy2 dz2,+ +=

g x( ) gxx x/L0( )εν= =

Γ xx
x 1/2g( )∂g/∂x– ε/2x.–= =

g x( )ρ ∂v x/∂t v x ∂v x/∂x( ) 1 ε/2x–( )+[ ]

=  AxP– ηg1/2 ∂2v x/∂x2 ε/2x( )∂v x/∂x+[+

+ ε 1 ε–( )v x/2x2 ]

+ ξg1/2 ∂/∂x( ) g 1/2– ∂ v xg1/2( )/∂x( )[ ] .
In the case of an incompressible liquid, by virtue of
Eq. (9) we obtain

(14)

hence, the term proportional to ξ in Eq. (13) disappears.
Equation (14) yields

(15)

where C = const.
Let us solve Eq. (13) simultaneously for small

velocities, when the term v x(∂v x/∂x)(1 – ε/2x) can be
neglected (small Reynolds numbers); for the steady-
state case; and for small ε. Putting v x = v, we have

(16)

where, in the right-hand side, we used definition (2),
which determines the action of the linear operator of
fractional differentiation on a scalar function and Pk is
the Fourier transform of pressure P(x).

To solve the equation obtained, let us assume that
the pressure varies according to the law

(17)

where a is a constant having the dimension of recipro-
cal length.

This means that the Fourier transform is given by

(18)

where γ is some formally introduced quantity providing
the convergence of the integral.

For such Pk, we calculate the integral in the right-
hand side of Eq. (16). In fact,

(19)

Integral (19) is easy to calculate using the theory of
residues. Eventually (after passing to the limit γ  0),
we obtain

(20)

The solution of homogeneous equation (16) for
small ε leads to

(21)

Now if we fix x, setting it equal to some value x0,
and draw a plane perpendicular to that of Fig. 1a, we

∂/∂xi( ) g1/2v i( ) 0;=

v x Cx ε/2– ,=

∂2v x/∂x2 ε/2x( )∂v x/∂x ε 1 ε–( )v x/2x2+ +

=  1/η L0
ε( ) ik( )1 ε+ Pke

1kx k/2π,d

∞–

∞

∫

P x( ) P0 ax,cos=

Pk

2P0γ a2 k2 γ2+ +( )

a2 k2 γ2+ +( )2
4a2k2–

------------------------------------------------------,=

J γP0/πηLε( ) ik( ) 1 ε+( )

∞–

∞

∫=

× eikx a2 k2 γ2+ +( )dk

a2 k2 γ2+ +( )2
4a2k2–

------------------------------------------------------.

J P0a1 ε+ /η Lε( ) ax πε/2–( )eiπ 1 ε+( ).sin–=

v x( ) Ax1 ε– Bx ε/2– .+=
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apparently obtain the picture shown in Fig. 1b. A one-
dimensional structure of “holes” from which the liquid
flows out is clearly seen. This structure, roughly speak-
ing, is a Cantor set where holes of different diameters
can be considered as points, the largest hole corre-
sponding to the basic trunk.

Next, solving Eq. (16) by the method of variation of
constants, we find in view of Eq. (20)

(22)

where D = (P0a/η)(a/L0)εeiπ(1 + ε).
In the absence of pressure (P0 = 0), solutions (22)

and (15) must coincide. This means that we should set
A = 0 and B = C. Finally,

(23)

If ε = 0 in Eq. (23), we obtain the natural result

(24)

The limiting case, i.e., Eq. (24), confirms the valid-
ity of the mathematics and Eq. (23), which implies that
in quasi-one-dimensional structures, the flow rate is not
constant in the absence of external factors (in particular,
pressure). The explanation of this is trivial: the interac-
tion between different parts of dF -dimensional struc-
tures always exists. Note that our theory (in particular,
quasi-homogeneous) is also of applied value, since the
hydrodynamic flow of liquids along randomly
branched pipelines with a gradually decreasing radius
has not been amenable to theoretical treatment.

The only condition required for the mathematical
characterization of the physical properties of such sys-
tems is their similarity in some range of the space scale.
The suggested heuristic physical description of such
complex branched systems may be useful in many
applications.

In fact, results obtained by this method can be used
in those fields of science and technology that are seem-

v x( ) Ax1 ε– Bx ε/2– D x1 ε– / 1 ε/2–( )[ ]+ +=

× xε ax πε/2–( )sin xd∫
– D x ε/2– / 1 ε/2+( )[ ] x1 ε/2+ ax πε/2–( )sin x,d∫

v x( ) Cx ε/2– D x1 ε– / 1 ε/2–( )[ ]+=

× xε ax πε/2–( )sin xd∫
– D x ε/2– / 1 ε/2+( )[ ] x1 ε/2+ ax πε/2–( )sin x.d∫

v ε 0= x( ) C P0/aη( ) ax.sin–=
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ingly far from hydrodynamics, for example, in fiberop-
tic technology, which deals with branched optical
fibers, and in the theory of crystallization.

CONCLUSION

We suggested the way to describe hydrodynamic
phenomena in spaces of arbitrary dimensionality and
applied dF -dimensional hydrodynamic equation (8) to
the quasi-one-dimensional case as an example.
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Abstract—An electrostatic spectrograph based on an energy analyzer in the form of a truncated cylinder is
designed. The parameters of the device can vary in a wide range. The position of the focal line is found for the
beam energies differing by one order of magnitude. The linear and specific energy dispersions are determined.
The performance of the spectrograph suggested is compared with that of a conventional spectrograph with two
planar electrodes. © 2001 MAIK “Nauka/Interperiodica”.
The energy spectrum of charged particle beams is
usually determined with a plane capacitor. Capacitor-
based spectrographs are widely used for finding elec-
tron spectra, particularly, in studying the ion and atom
fluxes emitted by a hot plasma (see, e.g., [1]). When the
capacitor operates under the mirror conditions with the
45° entrance angle for the central beam path, first-order
angular focusing is observed in the dispersion plane
provided that the source and the detectors are placed on
the lower capacitor plate [2]. The disadvantages of the
plane capacitor are (1) the absence of focusing in the
plane normal to the dispersion plane, (2) the need for
placing the detectors immediately on the capacitor
plane, and (3) the fact that the plane capacitor, being
opened on the sides, has the self-field of scattering and
is subjected to external fields.

A mirror analyzer in the form of a truncated cylinder
[3] is free of these disadvantages. It is the aim of this
work to study its operation in the spectrograph mode
(Fig. 1) and to compare its parameters with those of the
plane capacitor. Our analysis relies on formulas derived
in [3]. In the 2D approximation, the expression for the
potential distribution between the flat and cylindrical
electrodes was more conveniently written as

(1)

where V is the potential difference between the elec-
trodes and p is the interelectrode spacing along the nor-
mal (the segment height).

Hereafter, p, x, y, and other geometric parameters
are expressed in terms of the radius of curvature R of
the cylindrical electrode. Note that in [3], the expres-
sion for the proportionality coefficient b, which is
responsible for the value of the potential difference
between the electrodes, was in error. Yet, this error does

φ x y,( ) = V /b π/2 a2 x2– y2–( )/ 2ax( )[ ]arctan–{ } ,

a p 2 p–( ), b π/2 1 p–( )/a[ ]arctan ,–= =
1063-7842/01/4611- $21.00 © 21478
not influence the form of the formulas derived in the
work cited. The values of the parameters calculated for
a segment of height p are merely valid for an analyzer
with the (2 – p)-high segment.

In this work, we study the performance of a trun-
cated-cylinder energy analyzer operating as a spec-
trograph when its dimensions are varied in a wide range
(0.2 ≤ p/R ≤ 1.8) and the energy spread of the beam is
as high as one order of magnitude. As for the plane mir-
ror configuration, the entrance angle of the central
beam path is set equal to θ0 = 45° and the source is
assumed to be placed on the planar grounded electrode.
Conditions for first-order focusing in the dispersion
plane are considered. For these conditions, Fig. 2 dem-
onstrates the di vs. eV/ε and hi vs. eV/ε curves, where di

is the entrance–exit length of the central paths for the
beams with various energies; hi is the shortest spacing
between the detectors and the planar electrode; e and ε
are the particle charge and energy, respectively; eV/ε is
the electrostatic field force; and i is the channel no.
Both di and hi grow with segment height and rapidly
diminish with decreasing energy. Starting from eV/ε ≈
3, the focal point of the beam falls on the planar elec-
trode of the spectrograph.

Under the angular focusing conditions, the linear
energy dispersion is D = L/(2cos2θ0), where L is the
analyzer base (source–detector distance), for any elec-
trostatic analyzer [4]. For the entrance angle θ0 = 45°,
Di = Li = di + hi.

To estimate the specific dispersion, which is the
measure of the resolving power and is defined as the
ratio of the linear dispersion to the highest aberration
term, we calculated the second-order aberration coeffi-
cients in the dispersion plane. For a truncated cylinder,
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Electrostatic spectrograph of charged particles in the form of a truncated cylinder. (a) Cross section and (b) the dispersion
plane showing the central beam trajectories in the truncated cylinder with a segment height p = 0.4R. The analyzer force eV/ε is
(1) 0.5, (2) 0.75, (3) 1.0, (4) 2.0, and (5) 5.0. Curve 6 is the focal line, at which the detectors are placed.
they are given by

(2)

The formulas for L (the entrance–exit length for the
central trajectory of the beam), h0 + h (the sum of the
distances from the sources and the detector to the elec-
trode plane), and xm (the coordinate of the point where
the central trajectory turns) are given in [3]. The maxi-
mal energy of the charged particles at which the turn
point of the central trajectory lies on the cylindrical
electrode is independent of the segment height:

(3)

At the entrance angle θ0 = 45°, εmax = 2 eV, which
corresponds to an analyzer field force eV/ε = 0.5.

Figure 3 shows the aberration coefficients calcu-
lated by formula (2) for different geometries of a trun-
cated cylinder, as well as the second-order aberration
coefficients for a plane mirror when the interelectrode
spacing equals the cylinder radius. The latter are given
by the simple analytic form [2] C2 = 2dp/R (p is the
interelectrode spacing). It is seen that if the segment
height p ≥ R, the aberration coefficients vanish at high
energies in the analyzer force range eV/ε = 0.7–1.1.
However, their energy dependence in this range is very
sharp: when the analyzer operates in the spectrograph
mode at energies ε = (0.5–2.0) eV, the aberration coef-
ficient in the dispersion plane reaches the value C2 =
(100 – 10)R. Therefore, if the segment height exceeds
the cylinder radius, the analyzer can operate as a spec-
trograph only in the narrow energy range ε = (0.2–0.5) eV.
In this case, the maximum distance xm between the tra-
jectories and the planar electrode is much smaller than
p; that is, the analyzer aperture is used inefficiently.

C2/R = 3/2 h0 h+( ) θ0cot θ0tan–( )/ θ0 d θ0tan
2

–sin
2[ ]

– abε/ eV( ) θ0/ θ0 1 2 bε/ eV( ) θ0sin[ ] 2–{ }sincos
3

+ 8/a3 bε/ eV( )[ ] 5/2 θ0 θ0cos
3

sin
2

× x 2a2 3x2+( ) xm/a( )arctan x/a( )arctan– x.d

0

xm

∫

εmax eV/ θ0.sin
2

=
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If p ≤ 0.3R, the distance between the focal line and
the planar electrode is small, 0.01 ≤ hi/R ≤ 0.1, and the
energies detected differ only by a factor of 2 or 3.

Based on the aforesaid, we selected an analyzer with
the distance between the cylindrical and planar elec-
trodes p = 0.4R. For this geometry, the beam central tra-
jectories for a tenfold difference in the beam energies

0

1

2

3

4

di/R

1

2

3

3

21

–1

–2

–3

hi/R

3 4 52
eV/ε

Fig. 2. di/R vs. eV/ε (continuous curves) and hi/R vs. eV/ε
(dashed curves), where di is the entrance–exit length of the
central paths for the beams and hi is the spacing between the
detectors and the planar electrode. The interelectrode spac-
ing p = (1) R, (2) 1.8R, and (3) 0.2R.
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are depicted in Fig. 1. At high energies, ε = (0.4–
2.0) eV, the focal line is outside the field, unlike the
case of a plane capacitor.

The linear energy dispersions for both (truncated-
cylinder and plane-mirror) analyzers are nearly the
same. The specific dispersions δ = D/C2 in the low-
energy channels are also almost coincident. However,
in the high-energy channels, ε = (2–1) eV, the specific

0

0.5

1.0

1.5

2.0

C/R

1

2

3

3

2

1

–0.5

–2.0

–1.5

3 4 52 eV/ε

4

–1.0

2.5

4

5

Fig. 3. Aberration coefficients in the dispersion plane (con-
tinuous curves) and coefficients that define the beam spread
in the vertical plane (dashed curves) vs. analyzer force for
p = (1) R, (2) 1.8R, (3) 0.2R, and (4) 0.4R. Curves 5 refer to
the plane capacitor.

1

dispersion of the truncated cylinder is 1.3–3.0 times as
large as that of the plane mirror, for which δ = 0.5 for
each of the channels.

It is known that a plane mirror analyzer does not
provide focusing in the vertical plane (normal to the
dispersion plane). Therefore, the image width in the
focus is ∆y = Cγ , where Cγ = d and γ is the angular
half-aperture of the beam in the vertical plane.

We calculated the coefficients Cγ for the truncated
cylinder analyzer by numerically solving the second-
order differential equations derived in [3]. The numeri-
cal results are depicted in Fig. 3 by the dashed curves.
At high energies, these coefficients are much smaller
than for the plane mirror analyzer. Hence, the beam is
focused in the vertical plane. At low energies, this effect
is insignificant.

It should be noted that focusing in the vertical plane
and the lower aberration in the dispersion plane
increase the luminosity of the spectrograph. This is of
special importance for the identification of hot-plasma
high-energy components, since the particle flux density
rapidly drops with energy. An increased luminosity
improves the identification of the high-energy spectra
of the particles detected.

Thus, a double-electrode electrostatic spectrograph
in the form of a truncated cylinder was designed and its
optimal geometry was justified. It offers a lower aberra-
tion level in the dispersion plane compared with a plane
capacitor and the focusing effect in the vertical plane.
In addition, our analyzer having the planar and cylindri-
cal electrodes is closed on the sides, which eliminates
the self-field of scattering and excludes the penetration
of external fields.
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Abstract—A change in the free energy of a grain boundary is analyzed in the case when lattice vacancies come
to the boundary and are then delocalized in its disordered atomic structure. It is shown that the free energy of
the boundary is minimized at some excess atomic volume ∆vb = ∆ , whose value depends on the energy of
vacancy formation in the crystal lattice and the boundary energy. The formation of a metastable localized grain-
boundary vacancy as a result of thermal fluctuations of the density in a group of n0 = Ωv /∆vb atoms (Ωv  is the
vacancy volume), followed by the jump of an adjacent atom into this vacancy, is taken as an elementary event
of grain-boundary diffusion. Expressions for the activation energy of diffusion and the diffusion coefficient are
derived for equilibrium (∆vb = ∆ ) and nonequilibrium (∆vb > ∆ ) grain boundaries. © 2001 MAIK
“Nauka/Interperiodica”.

v b*

v b* v b*
INTRODUCTION

In spite of a variety of papers on experimental and
theoretical investigation into diffusion along disordered
grain boundaries (which are ordinary grain boundaries
with the misorientations far from specific angles [1]),
commonly accepted concepts of mechanisms behind
self-diffusion along them are still lacking [2, 3]. In
recent years, interest in this problem has quickened
because of anomalously high coefficients of diffusion
along grain boundaries that were discovered in submi-
crocrystalline materials obtained by high-rate plastic
deformation [4]. It has been shown [5, 6] that coeffi-
cients of self- and heterodiffusion in submicrocrystal-
line materials may be one order of magnitude (or even
more) higher than in the coarse-grain state. These
anomalies of grain-boundary diffusion are assumed to
be associated with the nonequilibrium structure of
grain boundaries [4].

In this work, we suggest a unified approach to
describing diffusion along equilibrium and nonequilib-
rium grain boundaries with the disordered structure.

MODEL

We will consider a grain boundary (GB) as a thin (of
thickness δ0 ~ (2–3)ab, were ab is the interatomic spac-
ing) layer of an amorphous material sandwiched in mis-
oriented grains. It is obvious from general considerations
that the GB specific free energy depends on the volume
occupied by GB atoms. If the number of the atoms
remains unchanged, there is some GB volume at which
the energy is minimal. With this in mind and assuming,
1063-7842/01/4611- $21.00 © 21481
in the first approximation, that the GB energy and vol-
ume are uniformly distributed among GB atoms, the
free energy Fb of a GB atom can be expanded in powers

of (v b – ), where v b is the GB atomic volume and 
is the atomic volume for the minimal-energy boundary.
Up to second-order terms, we can write

(1)

where the coefficient k' is related to the compression
coefficient 1/Kb = –(1/v b)(∂v b/∂p) by the relationship

k' = Kb/ . The second term in the right-hand side of
(1) describes the elastic energy of the GB atom. Note
that the linear term in (1) is absent.

Consider how the GB energy changes when the
boundary captures vacancies from the volume. The
jump of a lattice vacancy to the boundary means that
one GB atom is removed and a GB vacancy arises. If
the atomic structure does not rearrange by relaxation,

such an unrelaxed vacancy has an energy  =  –

, where  is the free energy of vacancy formation
in the crystal lattice. However, the computer simulation
of usual boundaries [7–9] shows that vacancies in dis-
ordered atomic structures are unstable and are rapidly
delocalized, that is, “smeared” as a result of relaxation
displacements of atoms within a region measuring sev-
eral tens or hundreds of interatomic spacings. In terms
of our model, vacancy delocalization increases the

excess volume (  – ) and, according to formula

v b
0 v b

0

Fb Fb
0 1

2
---k' v b v b

0–( )2
,+=
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(1), raises the elastic energy of GB atoms. If the con-
centration Cb of lattice vacancies at a GB is sufficiently
high, elastically strained regions due to vacancy delo-
calization overlap and one can assume that eventually
the elastic energy will be uniformly distributed and
depend only on the deviation ∆v b of the atomic volume

v b from its initial value ; that is, ∆v b = (v b – ) =

Cbv b . The associated change ∆  in the GB elastic
energy per unit area can be written as

(2)

Without considering the contribution from the con-
figurational vibrational entropy, the total change ∆F of
the GB free energy as a result of the relaxation of the
GB atomic structure and vacancy delocalization (at

Cb  ! 1) is given by

(3)

From the condition ∂(∆F)/∂(Cbv b) = 0, one can find

the “equilibrium” excess atomic volume ∆  =

v b , at which the GB energy is minimal:

(4)

At ∆v b < ∆ , the absorption of a lattice vacancy
by a GB is energetically favorable (the vacancy flux is

directed toward the boundary), while at ∆v b > ∆ , the
energetically favorable process is the injection of
vacancies into the grain volume (the associated mecha-
nism is discussed below). A GB at which the excess

atomic volume equals ∆  will be referred to as an
equilibrium boundary.

Now consider the mechanism of GB self-diffusion.
Let GB atoms have some excess volume ∆v b. Thermal
fluctuations may locally increase the density of the GB
material. It is easy to check that if the fluctuations cover
a group of n0 atoms, where n0 = Ωv/∆v b, and decrease

the atomic volume v b to , an unrelaxed vacancy of
volume Ωv will appear (hereafter, we assume that Ωv =

). In this case, the elastic energy of atoms covered by
the fluctuations is released and the free energy
increases by the energy of the unrelaxed vacancy

(  – ). Hence, within this mechanism, the activa-

v b
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0
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tion energy of GB vacancy generation can be expressed
as

(5)

The expression for the free energy of activation of

GB diffusion is obtained if the activation energy  of
GB atom jump into the resulting vacancy is added
to (5):

(6)

COEFFICIENT OF DIFFUSION ALONG 
EUILIBRIUM AND NONEQUILIBRIUM GRAIN 

BOUNDARIES

Let us calculate the coefficient of diffusion for an
equilibrium grain boundary. Since the excess atomic
volume ∆v b is defined by expression (4) in this case, we

obtain from (4) and (6) (at v b/  ≅  1)

(7)

Consequently, the expression for the coefficient of
diffusion along an equilibrium GB is given by

(8)

where

(9)

Here, zb is the coordination number; νb is the frequency
of atomic oscillations at the boundary; k is the Boltz-

mann constant; , , and  are the enthalpies;

, , and  are the entropies in the associated
expressions for the free energy (F = H – TS). As follows
from (8), the energy of GB diffusion activation Qb =

(  –  + 2 )/2 is related to the enthalpy of lat-

tice vacancy formation . Expressing  through

the energy of volume diffusion activation Qv (  =

Qv – , where  is the enthalpy of activation of
vacancy migration in the crystal lattice), one can relate Qb
and Qv as

(10)
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Let us estimate the parameters entering this expres-
sion. We will use their typical values: Qv = 18kTm (Tm is

the melting point) [2],  = /δ0 ≅  1.3kTm (  is

the GB specific surface enthalpy),  ≅  4kTm [10],

δ0 ≅  3ab, and  ≅  (0.45–0.50)Qv = (8.1–9.0)kTm [11].

Since literature data for  are lacking, we will
assume that its contribution to the energy of GB diffu-
sion activation (by analogy with volume diffusion) is

0.45–0.50; that is,  ≅  (0.45–0.5)Qb ≅  (4.0–4.5)kTm.
Substituting these values to (10) yields Qb = (9.1–
10.5)kTm. Thus, expression (10) is in good agreement
with the well-known empirical relationship Qb ≈ Qv /2.

The preexponential  is still harder to estimate,
since reliable literature data on the parameters entering
(9) are absent. A rough estimation can be made if we

put  ≅  2k [12],  ≅  ( )/δ0 ≅  0.66k (  = 2k is
the entropy per unit surface area of the boundary [10]),

 ≅  0.5  ≅  1k, Zb ≅  6, ab ≅  3 × 10–8 cm, νb ~

1013 l/s. Then,  = 1.7 × 10–2 cm2/s, which coincides

with experimental value of  by order of magnitude [2].

The activation energy of diffusion along a nonequi-
librium boundary (a boundary at which atoms have an

excess volume ∆v b > ∆  is obtained by substituting

∆v b = ∆  + ∆  (where ∆  is the nonequilibrium
excess volume of an atom) into (6). The expression for
the coefficient of diffusion  along a nonequilibrium
GB is then given by

(11)

where Db is the coefficient of diffusion along an equi-
librium boundary.

Thus, at ∆  > 0, the diffusion coefficient for a non-
equilibrium boundary exceeds that for an equilibrium
boundary. In particular, with T = Tm/2, Kb = 2G(1 –
µ)/3(1 – 2µ) (where G is the GB shear modulus and µ
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ṽ b
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
is Poisson’s ratio), G  ≅  50kTm, and µ ≅  1/3, the coef-

ficient  exceeds Db by one order of magnitude at

∆  ≅  2 × 10–2v s. Note that the value of ∆  depends
on the concentration of nonequilibrium defects (vacan-
cies, dislocations, etc.) that arrive at the boundary dur-
ing either deformation or post-deformation recovery
processes. The effect of nonequilibrium defects on GB
diffusion will be considered in subsequent publications.
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Abstract—The electrical and optical characteristics of a longitudinal dc glow discharge in a cylindrical dis-
charge tube in mixtures of helium with saturated water vapor at room temperature are investigated. In the UV
range, a broad band with a maximum at λmax = 309.6 nm and ∆λ = 9 nm prevails. The Hα 656.3-nm, Hβ 486.1-nm,
and HeI lines in the range 440–670 nm are the main diagnostic spectral lines. The helium partial pressure and
the glow discharge current are optimized to achieve the maximum intensities of the 309.6-nm band and HeI and
HI spectral lines. The results obtained are of interest for the development of an ecologically safe radiation
source based on the products of the decomposition of water molecules and clusters in plasma. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Low-temperature plasmas of rare gas mixtures with
a small admixture of water vapor are selective radiation
sources based on the products of the decomposition of
water molecules (mainly OH radicals) [1, 2]. The cre-
ation of an ecologically safe lamp based on the OH(A–
X; 0–0) 306.4-nm transition pumped by a glow or an RF
discharge was reported in [3]. In He(Ar)/H2O mixtures,
the intensity of the OH(A–X) band increases with
increasing water-vapor partial pressure from 1 to 130 Pa.
At larger water-vapor concentrations, when (H2O)n,
(OH)m, and (OH)m · (H2O)n cluster molecules begin to
play an important role, the discharge emission has not
been studied, although the cluster plasma is of interest
for lamp development [4].

In this paper, we present the results of studies of the
emission from a dc glow discharge in the water vapor–
helium plasmas at P(H2O) = 2.0–2.5 kPa.

EXPERIMENTAL

A glow discharge was ignited in a quartz tube with
an inner diameter of 7 mm and an anode–cathode spac-
ing of 50 mm. The design of the discharge tube is
described in [5]. The power deposited in the discharge
was 40–60 W and the discharge current varied within
the range 2–50 mA. Saturated water vapor at room tem-
perature (T = 17–21°C) was produced by evaporating
distilled water from a reservoir placed in the lower part
of a 10-l buffer chamber. The discharge tube with open
ends was placed in the upper part of the buffer chamber.
The pressure of the saturated water vapor varied within
the range 2.0–2.5 kPa. The intensity of the emission
band was determined as the area below the spectrum
curve corrected for the relative spectral sensitivity of
the recording system. The residual air pressure in the
buffer chamber did not exceed 10–15 Pa. The spectral
1063-7842/01/4611- $21.00 © 21484
resolution was 0.2 nm. The plasma emission intensity
was measured with an accuracy of 7–10%.

ELECTRICAL AND OPTICAL 
CHARACTERISTICS

A dc glow discharge in a He/H2O mixture at
P(He) = 1–16 kPa was quite homogeneous over the dis-
charge tube length. As the helium partial pressure
increased, the diameter of the discharge plasma
decreased from 4–5 to 2 mm. The normal mode of the
discharge was obtained at currents Ich ≥ 30 mA,
whereas at low currents, the discharge operated in the
subnormal mode (Fig. 1). In the normal mode, the igni-
tion voltage and quasi-steady discharge voltage
increased with helium partial pressure. In our experi-
ments, the Uch values were one order of magnitude
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Fig. 1. (1, 4) Current–voltage characteristics and (2, 3) the
power deposited in a longitudinal glow discharge vs. the
discharge current for P(He)/P(H2O) = (1, 2) 16/2.5- and
(3, 4) 1.0/2.5-kPa mixtures.
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higher and Ich values were one order of magnitude
lower than those in [3], although the discharge tube
geometry and the power Pch = IchUch were approxi-
mately the same.

The UV and visible emission spectra from the
plasma are shown in Fig. 2. The main constituents of
the UV spectrum of He/H2O plasma are a broad band
with a maximum at λmax = 309.6 nm and two weaker
bands with λmax = 286 and 262 nm. The most intense
band has a fine structure with peaks at 307.0, 309.6 (the
main one), 312.4, and 315.2 nm. The closest to the
recorded peaks are the edges of the OH(A–X; 0–0)
306.4-nm (R-branch), OH(A–X; 0–0) 308.9-nm (Q-
branch), OH(A–X; 1–1) 312.2-nm, and OH(A–X; 2–2)
318.5-nm bands [6–8]. In [9], the broad emission band
in the wavelength range 300–310 nm with peaks at
307.0, 308.3, and 309.1 (the main one) nm was also
recorded in an RF discharge in water vapor at P(H2O) =
100 Pa and was assigned to the spontaneous decay of
(H2O)2 cluster molecules, although no justification for
such an assignment was presented. The edges of the
286- and 262-nm bands correlate to the well-known
transitions of OH radicals: OH(A–X; 1–0) 281.1–
282.9 nm, OH(B–A) 278 nm, and OH(A–X; 2–0)
260.9–262.2 nm. The experiments with a glow dis-
charge in He/H2O = (0.5–16)/2.5-kPa mixtures show
that, in the VUV spectral region, the emission is con-
centrated in a broad band with λmax = 185 nm. A
decrease in the water-vapor partial pressure to 0.1–
0.2 kPa shifts the maximum of the VUV band emission
from 185 to 180 nm, which almost corresponds to the
edge of the OH(C–A) 179-nm emission band [3]. It is
seen that the recorded peaks of the UV emission corre-
late with edges of the most intense bands of the OH rad-
ical and are slightly shifted to the long-wavelength side
of the spectrum. Thus, the characteristic emission of a
plasma of saturated water vapor can be attributed to the
emission of (OH  hydroxyl dimers. At elevated water
vapor pressures, a rapid hydration of OH dimers to the
cluster molecules like (OH  · (H2O)m (where m ≥ 1)
occurs [10]. In a saturated water vapor plasma, the
excited OH radicals are produced via the reaction

When OH and OH* radicals collide, the creation
and subsequent hydration of (OH  dimers can occur.
In the 300- to 400-nm wavelength range, the bands
belonging to the 2+ molecular nitrogen system (nitro-
gen is present in the gas mixture as a minor admixture)
were observed. In the visible region (440–680 nm), the
Hα, Hβ, and Hγ spectral lines, as well as the
HeI 667.8-nm, 587.6-nm, 501.0-nm, and 447.1-nm
lines, were observed. These spectral lines can be used
to measure the ne and Te values by the emission spec-
troscopy. The intensity of the HeI 667.8-nm line is
much higher than that of the HeI 587.6-nm line,

)2*

)2*

e H2O( )m H– H2O( )m 1– OH*.+⋅+

)2*
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although, according to the table data [11], the ratio of
their intensities should be 0.12. The upper levels corre-
sponding to these lines have the same energy (εup =
23.07 eV), whereas the energies of the lower levels ε0

are quite different (21.22 and 20.96 eV, respectively) [11].

The increase in the intensity of the HeI red line may
be related to the depopulation of the lower level in col-
lisions with water molecules and the products of water
dissociation in the discharge.
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Fig. 2. (a) UV and (b) visible emission spectra from the
plasma of a He/H2O mixture.
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Fig. 3. Intensities of the emission bands with λmax =
(1) 309.6 and (2) 337.1 nm for a glow discharge in a
He/H2O mixture vs. the helium partial pressure for
P(H2O) = 2.5 kPa and Ich = 50 mA.



1486 SHUAIBOV et al.
In the range P(He) = 1.0–4.0 kPa, when the dis-
charge is quite uniform along the discharge tube radius,
the intensity of the emission band with λmax = 309.6 nm
slightly decreases with increasing helium partial pres-
sure (Fig. 3). The intensity of the admixture molecular
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Fig. 4. Intensities of the helium and hydrogen line emission
from a glow discharge in a He/H2O mixture vs. the helium
partial pressure for P(H2O) = 2.5 kPa and Ich = 50 mA:
(1) HeI 667.8-nm, (2) Hα 656.3-nm, (3) HeI 587.6-nm,
(4) HeI 501-nm, (5) Hβ 486.1-nm, and (6) HeI 491-nm lines.

0.5

0 10

J, arb. units

I, mA

1.0

20 30 40

1

2

3

50

(b)

0.5

0

1.0

1

2

(a)

Fig. 5. Intensities of (a) the bands with λmax = (1) 309.6 and
(2) 337.1 nm and (b) (1) the HeI 667.8-nm, (2) Hα 656.3-nm,
and (3) Hβ 486.1-nm spectral lines for a glow discharge in
the He/H2O = 8.0/2.5-kPa mixture vs. the discharge current.
emission in the N2(C–B; 0–0) 337.1-nm band, which
has a broad maximum at P(He) = 8 kPa, is one order of
magnitude lower than that of the 309.6-nm characteris-
tic band. As the helium partial pressure increases, the
plasma column contracts and the intensity of the
309.6-nm band significantly increases and reaches its
maximum at P(He) = 8 kPa.

Figure 4 shows the typical dependences of the inten-
sities of helium and hydrogen linear emission from a
glow discharge in a He/H2O mixture on the helium par-
tial pressure. For the Hα line, the emission intensity as
a function of the helium partial pressure, J = f(P[He]),
has a minimum at P(He) = 4.0 kPa; the intensity of this
spectral line is approximately one order of magnitude
higher than that of the Hβ line. The intensity of the Hβ
line steadily decreases with helium partial pressure. For
the HeI 667.8-nm, 501.0-nm, and 491.1-nm lines, the
dependence J = f(P[He]) has a maximum at P(He) = 4–
8 kPa, whereas for the HeI 587.6-nm line, the intensity
steadily increases up to P(He) = 16 kPa. The depen-
dences of the intensities of the band with λmax =
309.6 nm and the HeI 667.8-nm spectral line on the
helium partial pressure are qualitatively the same in the
helium pressure range 4–16 kPa. This indirectly indi-
cates that, at elevated pressures of a He/H2O mixture,
the excited helium atoms play a significant role in the
production of the excited OH radicals and (OH)*-based
clusters.

Figure 5 presents the typical dependences of the
intensities of the characteristic bands of water vapor
plasma and admixture molecules (N2) and the intensi-
ties of HI and HeI spectral lines on the discharge cur-
rent. For the band with λmax = 309.6 nm, the depen-
dence is almost linear at low currents, whereas at Ich ≥
15–20 mA, the intensity increases more rapidly. For the
337.1-nm band, the dependence is linear over the entire
range of the discharge currents. The most intense spec-
tral lines are the HeI 667-nm and HI 656.3-nm lines; the
dependences of their intensities on Ich are almost linear.
The emission intensities of other HeI lines (λ = 587.6,
506.1, and 491 nm) are 10–50 times lower than that of
the HeI red line; the dependences of their intensities on
the discharge current are similar.

CONCLUSIONS

The results of investigations of a longitudinal dc
glow discharge in He/H2O mixtures at P(H2O) =
2.5 kPa can be summarized as follows.

(i) In the wavelength range 200–400 nm, the emis-
sion band with λmax = 309.6 nm and width ∆λ = 9 nm is
the most intense.

(ii) The Hα 656.3-nm and Hβ 486.1-nm lines, as well
as the HeI 667.8-nm, 587.6-nm, 501.0-nm, and 491.1-nm
lines, can be used to determine the plasma density ne

and temperature Te by the emission spectroscopy.
TECHNICAL PHYSICS      Vol. 46      No. 11      2001
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(iii) The maximum intensity of the 309.6-nm band is
attained at a helium partial pressure of 8 kPa; in the dis-
charge current range 20–50 mA, the intensity increases
nonlinearly with the current without any tendency to
saturate.

(iv) A simple UV radiation source based on the char-
acteristic band with λmax = 309.6 nm and operating in the
regime of the slow replacement of the P(He)/P(H2O) =
8.0/2.5 kPa gas mixture at Ich ≥ 50 mA can be created.
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