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Abstract—The most complete nonrelativistic theory of dynamic fluctuation electromagnetic interactions
between particles of various types (charges, dipoles, neutral atoms, nanoparticles) and the surfaces (flat or cylin-
drical) of a polarizable medium (the boundary of a solid) is reported for the first time. The theory is based on
the application of the Maxwell equations and the formalism of fluctuation–dissipation relations. For a flat sur-
face, effects of spatial dispersion are also taken into account. Papers of other authors are analyzed critically. The
results of recent investigations in which dissipative fluctuational forces could be observed are considered
briefly. © 2002 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

By electromagnetic and fluctuation-electromagnetic
forces are meant dynamic forces of interaction of elec-
tric dipoles (a charge, dipole, quadrupole, etc.) and neu-
tral systems (a spherical atom or a nanoparticle, includ-
ing the tip of a scanning probe microscope (SPM)) with
surfaces. In the first case, the interaction is due to a
dielectric response of the surface to the external electric
field of a moving multipole of constant magnitude; in
the second case, the interaction is caused by spontane-
ous fluctuational electric fields of the moving neutral
particle and the surface, which induce electric fields
and currents in both parts of a given system. The con-
servative forces of attraction of neutral particles to the
surface are usually called the van der Waals (vdW)
forces. For brevity, we will call all these interactions
fluctuation-electromagnetic interactions (FEMIs).

The investigation of FEMIs has large fundamental
and practical importance. In particular, the processes of
interaction of charged particles and multipoles with a
surface were the subject of intense investigations in
connection with the problem of damage of the first wall
of nuclear reactors (see [1, 2] and references therein).
The FEMIs are responsible for the effects of adsorption
and desorption, optical properties of atomic particles
and films formed at surfaces, friction properties of con-
tacting surfaces, etc. In recent years, the interest in this
problem has been stimulated by the intense develop-
ment of scanning probe microscopy, which permit one
to perform quantitative measurements of conservative
and dissipative forces between nanoparticles (nano-
probes) and surfaces of solids and liquids [3, 4].

The aim of this work is a theoretical analysis of cor-
responding problems in terms of a unified nonrelativis-
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tic approach developed in our previous works and
based on the Maxwell equations and on the theory of
electromagnetic fluctuations in a polarizable medium.
This approach ensures a comprehensive quantum-sta-
tistical description of the system. The discussion of
some relativistic and classical aspects of the theory of
FEMIs can be found in well-known review papers and
monographs [5–10]. Note, however, that even the non-
relativistic part of the problem under consideration con-
cerning dissipative FEMIs is up to now a subject of
intense theoretical developments [11–22] whose results
frequently contradict one another. As to the relativistic
theory and the relation between it and the nonrelativis-
tic theory, this problem is even less clear (see, e.g., [10,
23–25]).

The nonrelativistic formulation of the problem
means the fulfillment of two restrictions: (1) it is
assumed that the velocity of particles is small as com-
pared to the speed of light and (2) the retardation of
electromagnetic interactions can be neglected. In typi-
cal problems of nanotribology and nanoprobe micros-
copy, the first condition is fulfilled with a large margin.
Of more importance is the second condition, which
restricts the range of characteristic distances between
the particles and the surface to approximately 20 nm;
however, it is this range that can be efficiently probed
with the help of an SPM, as well as in the processes of
passage of neutral particles and molecular beams near
a surface. In any case, since a correct relativistic solu-
tion to a problem should ensure a limiting transition to
a nonrelativistic case, the results obtained in this work
should be taken into account upon the corresponding
generalization of the theory.

The paper has the following structure. In Sections 2
and 3, we consider historical aspects of the develop-
ment of the nonrelativistic theory of FEMIs and criti-
cally analyze works of other authors. Sections 4 and 5
are devoted to the general theory of conservative and
dissipative FEMIs for flat and cylindrical surfaces,
respectively. We consistently consider the interaction of
a surface with charged particles, dipole molecules, and
spherical neutral particles (atoms). For a flat surface,
we also take into account effects of spatial dispersion.
In Section 6, we discuss friction and heat exchange in
nanoprobe–surface systems and friction in systems of
flat surfaces. In view of the mathematical complexity of
the problem of finding the spectrum of electromagnetic
fluctuations between bodies of an arbitrary shape, in
this case we additionally introduce the approximation
of additivity of interactions. Upon more exact calcula-
tions, the numerical magnitudes of some force con-
stants can change, but the dependences of forces on the
distance and velocity will remain unaltered. In the
given variant of the theory, the temperatures of the par-
ticle (nanoprobe) and the surface may, in general, be
different. If the particle is an atom, the particle temper-
ature is assumed to be zero, while the temperature of
the surface may be arbitrary. In Section 7, we discuss
experiments in which FEMIs can manifest themselves.
PH
At present, however, no reliable data on the measure-
ments of FEMIs are available, since the energy dissipa-
tion appears to be caused by several competing mecha-
nisms. In the last section, the main conclusions are
given.

As a rule, we use the Gaussian system of units, but
in sections concerning the allowance for spatial disper-
sion, some formulas are written in atomic units (e = " =
m = 1). In the formulas that contain multiple integrals
over wave vectors and frequencies, infinite limits
(−∞, +∞) of integration are meant for each variable,
except for the resulting formulas for forces and poten-
tials of interaction, in which the integration limits were
reduced to the interval (0, ∞), as, e.g., in (44), (45),
(54), and some other. The functions marked by one or
two primes mean the real and imaginary components,
respectively. In Section 5 in the formulas that contain
sums of cylindrical functions at 0 ≤ n < ∞ (e.g., (85),
(86), (88)), the term with a zero summation index is
taken with a weighting factor equal to 1/2.

2. HISTORICAL ASPECTS OF THE PROBLEM

To our knowledge, the first attempts of the applica-
tion of the model of Brownian motion to particles mov-
ing near a surface were made in [26–29]. In the approx-
imation that is linear in the velocity, the drag force act-
ing on a particle is equal to F = –ηV, and the coefficient
of viscous friction η is determined by the relation

(1)

where M is the mass of the particle and dW/dR is the
retarded force of the medium reaction generated by
polarization charges. In the case of interaction between
a localized and extended systems, the general expres-
sion for η has the form [26, 30]

(2)

where  is the thermal average value of the
operator correlator of the fluctuational force in the sta-
tionary approximation, corresponding to the distance R
between the systems. Formula (2) is a modification of
the Kubo formula [31].

The calculation of the coefficient η is part of a more
general problem of the calculation of dynamic interac-
tions between moving particles and surfaces, which in
the case of charges and multipoles was developed by
many authors using classical and quantum approaches
[32–43]. An important role in the development of the
theory belongs to the so-called specular-reflection
model [44, 45] (see below, in Section 4), which permits
one to consider the interaction of particles with surfaces
in the most illustrative manner.

η 1
MV
---------dW

dR
--------,=

η kBT( ) 1– Re t F̂ t( )F̂ 0( )〈 〉 R,d

0

∞

∫=

F̂ t( )F̂ 0( )〈 〉 R
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As long as we deal with the interaction of charges
and multipoles, we speak of a “Hartree” coupling
between the systems. In the case of neutral moving sys-
tems, the FEMI is executed by weaker vdW forces.

The problem of the calculation of dissipative FEMIs
was considered by Teodorovich [46, 47], Mahanty [48],
and Schaich and Harris [49]. Even these first works
have demonstrated the inconsistency of the results
obtained and triggered a long theoretical discussion,
which has not yet been finished to day [11–25].

Thus, Teodorovich considered friction in a system
of two plane-parallel plates separated by a distance z
and obtained (at T = 0 K) the following expression for
the coefficient of friction:

(3)

where S is the area of the plates, ε01 and ε02 are the static
dielectric constants of the contacting materials, and " is
Planck’s constant. Schaich and Harris [49] obtained for
two metallic plates the relation η ~ T 2/z6 in the simplest
“jellium” model and η ~ T 2/z4 in the “jellium” model
with allowance for electron scattering according to the
Drude model, i.e., a zero friction at the zero tempera-
ture (in both cases). The coefficient of friction of a neu-
tral particle near a metal surface proved to be

(4)

where α(0) is the static polarizability and ωs is the fre-
quency of a surface plasmon. At the same time, Mah-
anty [48] obtained for the interaction of a neutral parti-
cle with a surface

(5)

where ∆s(0, 0) is the limit of the function of the dielectric
response of the surface (FDRS) at ω  0, q  0 (for
the definition of the FDRS, see Section 4.1). Mahanty
[48] was also the first who considered the problem of
dynamic corrections to the long-range potential of
interaction of atomic particles. Note (this is important)
that no restrictions were imposed in [48] on the magni-
tude of the (nonrelativistic) velocity, whereas only lin-
ear approximations in velocity were considered in
many later works. In the case of the interatomic repul-
sive potentials, the problem of dynamic corrections was
considered in our works [50].

Schaich and Harris [49] concluded that Eq. (3) was
erroneous based on the following argument. If we take
into account that the main process that contributes to
the correlator in Eq. (2) (at T = 0) is the process of gen-
eration of electron–hole pairs—whereas in the jellium
model, the “screening charge” is time-independent and,
therefore, the perturbation produced by the parallel
motion of the plates is absent—the decay of the electric

η S
3"

64π2z4
----------------

ε01 1–
ε01 1+
---------------

ε02 1–
ε02 1+
---------------,≈

η "

z2
----α 0( )2

z6
------------ e2/z

"ωs
--------- 

 
2

,∼

η
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32z5
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current due to the generation of electron–hole pairs
should violate the law of momentum conservation.

We will address this problem in the next section;
here, we simply note that the overwhelming majority of
authors of later works [11–15, 41, 51, 52] mainly sup-
port the principal conclusion made in [49]: at T = 0, the
friction of metallic plates (in the approximation that is
linear in velocity) is absent and the friction of a neutral
atom (particle) against the surface is determined by
higher orders of quantum perturbation theory.

In the works by Levitov [23], Polevoœ [24], Mkrtch-
ian [25], and Dorofeev et al. [53], a relativistic
approach was developed, but the formulas obtained in
these works give a zero friction force in the limit of
c  ∞. Possibly, in these works only relativistic cor-
rections to this force were obtained, whereas the main
(nonrelativistic) component independent of V/c was
lost. This problem requires an independent consider-
ation, which is beyond the scope of this review.

The situation with the calculation of dissipative
forces became even more complex after our works [16–
18, 54–56] in which the tangential force acting on a par-
ticle was determined via the integral of dissipative
energy losses of the fluctuational electromagnetic field
taken over the particle volume and divided by the parti-
cle velocity. The results of these works predict the
existence of a linear-in-velocity contribution to the fric-
tion coefficient of the moving particle at T = 0: η ~ V/z5

(cf. Eq. (4)). The corresponding approach somewhat
resembles the technique that was applied in [24, 53],
where the authors expressed the power of the tangential
force through the rate of heating (cooling) of contacting
bodies. On the other hand, in [15, 57], the authors iden-
tified the local heating of the surface with the probe of
the scanning microscope and the work of the fluctua-
tional electromagnetic field done on the electrons of the
probe. However, a more detailed analysis shows [58]
that, although the dissipative forces between the bodies
upon their relative (noncontact) motion and heat
exchange are internally related, the relationship
between them is by no means simple. It turns out (see
Section 4.4 below) that in the nonrelativistic case the
general relation between the integral of dissipative
losses of the fluctuational electromagnetic field, the
tangential (dipole) force, and the rate of heating of the
particle has the form

(6)

where d is the resulting vector of the dipole momentum
of the particle caused by spontaneous fluctuations of
the particle itself and by the fluctuations of the field of
the surface (induced contribution), E is the vector of the
electric field, and j is the current density; the angular
brackets mean the complete quantum–statistical aver-
aging. As usual in the fluctuation-electromagnetic the-
ory, all vector quantities are considered as Heisenberg
operators.

1
V
--- jE〈 〉 r3 d∇( )Ex〈 〉 1

V
--- Ed〈 〉 ,+≡d∫

.
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As follows from Eq. (6), the identical equality of the
power of the tangential force and the integral of dissi-
pation (taken over the particle volume) occurs only at
d = 0, i.e., for particles that do not possess a fluctua-
tional dipole moment. Unfortunately, the existence of
general formula (6) and its relativistic generalization
(see Conclusion) has not received due attention, which
has led to many contradictions [12–16, 21–25, 53–57].

3. DISCUSSION OF THEORETICAL RESULTS
OF OTHER AUTHORS

The subject of discussion in this section are papers
[11–15, 46–49] that are devoted to the nonrelativistic
theory of FEMIs. Note, however, that the authors of
[14, 15] also took into account retardation effects. As to
the earlier works [46–48], it is commonly assumed that
they are erroneous [11–15, 49]; however, we found no
comprehensive discussion of these problems in the lit-
erature, except for the above-mentioned critical remark
of Schaich and Harris [49]. In our opinion, a modifica-
tion of the Lifshitz theory [5] concerning moving
plates, which was made by Teodorovich [46, 47] using
the concept of convective spatial dispersion [59], is
insufficiently correct, since the dissipative lateral force
is obtained in it from the expression for conservative
interaction. Friction appears as a consequence of the
anisotropy of spatial dispersion. The same feature is
characteristic of Mahanty’s work [48], in which the
conservative interaction is expressed through a secular
determinant and the tangential force is obtained by the
corresponding differentiating of the energy with
respect to the lateral coordinate.

The starting point of calculations in [49] is Eq. (2),
but the authors note that although Eq. (2) yields a for-
mally exact result, no strict calculation is possible using
this formula and even an approximate calculation in the
case of the vdW interaction seems to be difficult. For
this reason, the authors make a number of additional
approximations, the most important of which is the fac-
torization of the correlation function of the Heisenberg
operators of the electron density of interacting systems 1
and 2 (see [49, Eq. (24)]):

(7)

where Tτ is the chronological operator. This cardinal
simplification means that the electron densities of the
systems do not correlate with one another. At the same
time, it is well known that the existence of such a cor-
relation lies in the basis of the conservative vdW inter-
action (!). Subsequent calculations for the friction coef-
ficient of a neutral atom yield Eq. (4), which predicts a
very low result. In reality, Eq. (7) restricts the interac-
tion to the allowance for a second-order perturbation

T τ ρ̂1 t( )ρ̂2 t( )ρ̂1 0( )ρ̂2 0( )〈 〉

∼ T τ ρ̂1 t( )ρ̂1 0( )〈 〉 T τ ρ̂2 t( )ρ̂2 0( )〈 〉 ,
PH
theory contribution, which follows from the presence of
the squared polarizability in Eq. (4). Note also that
upon the parallel motion of two metallic plates, the fric-
tion force only appears at a nonzero temperature.

Recently, more detailed calculations of the coeffi-
cients of friction for charges, dipole molecules, and
neutral atoms for the case of motion over a flat surface
(with a local FDRS) were performed by Tomassone and
Widom [13]. For the first two types of particles, they
used the temperature theory of second-order perturba-
tions, Coulomb Green’s functions, and the fluctuation-
dissipation theorem for the correlator of the fluctua-
tional fields of the surface. As a result, well-known non-
relativistic formulas for the potentials of interaction of
charges and dipoles with the surface were obtained.
The lateral force was then calculated using formula (2).
However, when performing an analogous calculation
for the fluctuating atomic dipole, the authors of [13] did
not calculate the correlator entering into Eq. (2) but
applied a modification of the nonstationary perturba-
tion theory (without sufficient grounds), in which the
squared matrix element of the Hamiltonian of the inter-
action was replaced by the squared matrix element of
the operator of the force that acts on the dipole from the
fluctuational field of the surface. The subsequent calcu-
lation includes an additional approximation analogous
to (7) (see the passage from Eq. (49) to (54) in [13]),
and the final result for the force of friction of a neutral
atom (in the linear-in-velocity approximation) predicts
its absence at T = 0:

(8)

where α''(ω) and ∆''(ω) are the imaginary components
of the atomic polarizability and the FDRS ∆(ω) =
(ε2(ω) – 1)/(ε2(ω) + 1), ε2(ω) is the dielectric function
of the medium, z is the distance to the surface, and the
other quantities have the usual sense. On the whole, this
work is characterized by the absence of a general theo-
retical basis that would permit calculations of fluctua-
tion-electromagnetic interactions for all types of parti-
cles in an unified manner.

In the private communication [60] given as an
answer to our remarks on the derivation of Eq. (8) by
the authors of [13], Persson states that the equation is
correct and gives another derivation of the same for-
mula based on the transformation of Eq. (2) using an
integral variant of the fluctuation–dissipation theorem.
In the course of this calculation, however, again the
central point of our objections arises, i.e., the “split-
ting” of the correlator of the components of the operator
of the dipole moment of the atom and the electric field
of the surface (cf. Eq. (7)).

F
3"V

2πz5
----------- α'' ω( )∆'' ω( ) ωd

d 1
ω"/kBT( )exp 1–

------------------------------------------- ω,d

0

∞

∫=
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The nonzero (at T = 0) contribution to the friction
coefficient obtained in the second-order perturbation
theory by Persson and Volokitin [11] has the form

(9)

where d is the distance from the atom to the edge of the
jellium of the metal; e and m are the charge and mass of
the electron, respectively; kF, ωF, and ωp are the Fermi
vector, Fermi frequency, and plasma frequency, respec-
tively; and the function I(d) weakly depends on d at d >
0.4 nm for the parameters of the jellium model rs = 2 to
4 times I(d) = 7–13 [41]. Formula (9), as we see, agrees
with the result of Schaich and Harris (4).

A somewhat different treatment of the problem of
deceleration of an atom moving over a surface (in the
case of FEMI) was used in the works of Annett and
Echenique [51, 52], who resorted to the formalism of a
complex effective potential (“self energy”). The real
part of this potential corresponds to the conservative
vdW attraction of the atom to the surface, and the imag-
inary part, to the probability of anelastic excitations of
the surface caused by the interaction. As follows from
the calculations of the authors (see [52, Eq. (11)]), at
V < 2Mωn0, where M is the atomic mass and ωn0 is the
frequency of transition of the atom from the ground (0)
into an excited (n) state, no imaginary part of the self-
energy is present and, consequently, friction is also
absent. However, one should take into account that this
theory is based on the Born–Oppenheimer approxima-
tion for the many-electron wave function of the atom–
surface system, in which the change in the wave func-
tions of separate parts upon interaction is neglected;
i.e., in fact, the correlation disturbances imposed by the
FEMIs are ignored.

The works of Pendry [12] and Volokitin and Persson
[14, 15] are devoted to a related problem of friction of
ideally smooth (reflecting electromagnetic radiation)
surfaces separated by a plane vacuum gap of width d. In
these calculations, the contact shear stress was calcu-
lated on the basis of the Maxwell tensor of stresses in
vacuum.

Pendry [12] considered the case of T = 0 using an
heuristic expression for the electric field in the gap con-
sisting of two parts: (1) the contribution of the fluctua-
tional electric field from the immobile plate; and (2) the
contribution of the electromagnetic wave reflected from
the moving (with a velocity V) plate, which takes into
account the Doppler shift of the frequency of the
Fresnel reflection coefficient R1pp(ω + kxV). The corre-
sponding wave has a polarization of the P type with the
electric vector lying in the same plane that contains the
vector normal to the surface and the wave vector. After
the substitution of the amplitude of the resulting field
into the tensor of stresses and integration with respect
to the projections of the wave vectors kx, ky (the z axis
is directed perpendicular to the surface), the following

η e2m
kF

3α 0( )[ ] 2

kFd( )10
-----------------------

ωF

ωp
------kFI d( ),=
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
expression was obtained for the contact stress applied
to the immobile plate from the mobile plate (see [12,
Eq. (18)]):

(10)

where  are the imaginary components of the
FDRS for the immobile (1) and mobile (2) plates; k2 =

; and S is the area of the interface. In the nonrel-
ativistic limit, the FDRS coincides with the Fresnel
coefficient for the P waves. At V  0, it follows from
(10) that

(11)

Equation (11) appears to correspond to a nonzero fric-
tion force between plates of different materials. For
plates of like materials, this force is zero, but one
should not attach much importance to this result
because of the approximate character of the model.
Pendry [12], however, did not obtain formula (11),
since an additional symmetrization of formula (10) was
made. Indeed, formula (10) does not take into account
the contribution from the second plate. But when con-
structing this contribution proceeding from this for-
mula, one should take into account the fundamental
asymmetry of (10) with respect to the related Fresnel
coefficients. Therefore, if we formally change the order
of considering the plates (as was done in [12]), the
resulting formula proves to be nonidentical to (10).
Upon subsequent transformations, mutual annihilation
of linear-in-velocity contributions to the tangential
force occurs (see [12, Eq. (25)]):

(12)

It follows from (12) that the contribution to friction that
does not vanish at V  0 is Fx ~ V3/d6, and in the case
of frequency-independent dielectric functions, formula
(12) coincides in form with the result of Teodorovich (3).

The more tedious quantum calculations of the
author in the second part of [12] led to the same results
for the lateral force (cf. Eqs. (15) and (55) in [12]).
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Volokitin and Persson [14, 15] extended Pendry’s
calculation to the case of T ≠ 0 by applying a dynamic
modification of the Lifshitz theory for finding the
amplitude of the electric field in the gap between the
bodies. Their initial equations contain retardation
effects, but since the relative motion of the plates under
consideration is slow, additional simplifying assump-
tions are made (see, e.g., [15, Eqs. (23) and (24)]). In
these works, the conservative and dissipative forces are
treated in a completely identical manner and the tan-
gential (dissipative) force arises as a result of the rela-
tive motion of the bodies due to the Doppler shifts of
the field amplitudes. This idea, however, is by no means
new, since (in a somewhat different form) it was applied
by Teodorovich. The calculations of the authors of [15]
confirmed the result obtained by Pendry [12] at T = 0;
at T ≠ 0, the final formula of [15] is close to that
obtained by Schaich and Harris [49].

To complete the discussion, we may say that the
problem of dissipative FEMIs was mainly considered
from two different viewpoints: as the problem of fric-
tion of moving particles (charges, dipoles, fluctuating
dipoles) and as the problem of friction of plane-parallel
plates. In the last case, the general electrodynamic
problem for moving bodies have not yet been solved.
The main strategy was the adaptation of the Lifshitz
theory for conservative FEMIs to the calculation of dis-
sipative FEMIs (!). As to the first part of the problem
(especially, the case of a fluctuating dipole), here a ten-
dency is traced of reducing the complex (dissipative)
process of friction to a standard quantum-mechanical
problem, in which elementary excitations can be
related to the model Hamiltonian of a perturbation.
Thus, for sliding friction, it is assumed that the main
elementary dissipative process is the process of decay
of electron–hole excitations [3, 11, 13, 41, 49]. In the
calculations of deceleration of charged particles and
dipoles of constant strength, this does nor lead to com-
plications, since one of the interacting fields is Cou-
lomb, and the arising correlator (see (2)) can be split in
approximation (7) without affecting the final result. In
the final analysis, the quantum theory simply reduces to
the application of the “Fermi golden rule” and the
results obtained using this theory, as well as using
Eq. (2) (in the approximation linear in velocity) and via
classical electrodynamics, prove to be completely iden-
tical. As to the case of fluctuating dipoles (and multi-
poles), no constructive derivation of the formula for the
tangential force that would be free from additional sim-
plifying assumptions has virtually existed up to now. In
particular, no general expression for the tangential
force with allowance for the nonlinear dependence on
the velocity at arbitrary temperatures of the particle and
surface has existed so far.

On the whole, the complexity of the problem of dis-
sipative FEMIs for neutral systems was caused, in our
opinion, by the absence of a clear understanding of the
relation between fundamental physical quantities con-
cerning this problem, such as the power of the fluctua-
PH
tion-electromagnetic field, the tangential force, the rate
of heat exchange, the role of spontaneous and induced
components of electric fields and currents, etc. It is this
reason that determines the variety of theoretical
schemes applied by different authors and, as a conse-
quence, the presence of a fundamental discordance of
opinions. The suggested theory, in our opinion, lifts all
contradictions in a simple and natural way.

4. INTERACTION OF MOVING ATOMIC 
AND MOLECULAR PARTICLES WITH FLAT 

SURFACES

4.1. Physical Processes in a Moving-Particle–Surface 
System in the Regime of Small Velocities 

and the Dielectric Response of the Surface

Upon the motion (scattering) of a moving particle
near a surface, various inelastic processes are possible.
Using a quantum treatment, we may expect that the par-
ticle can lose its energy due to the generation of
phonons, surface plasmons and polaritons, electron–
hole pairs, and any other elementary excitations of the
surface. If single plasmons are generated, they decay by
decomposing into separate electron–hole excitations.

A static charge placed near a polarizable medium
interacts with the induced potential of the image
charge. Inside the medium, there arises a cloud of a
screening charge around it, which has a spherically
symmetric form. When the charge moves with a veloc-
ity V, the electric potential induced in the plasma
acquires a cylindrical symmetry; therefore, the charge
is subject to a lateral drag force. The energy of the
translational motion is spent on Joule losses related to
the electric current induced in the plasma. In the case of
a moving dipolar molecule, the cause of retardation is
the same. As a result, ohmic heating of the medium
occurs (the final result of friction). When particles
move near a medium, the motion of charges induced on
its surface is also accompanied by energy dissipation
due to ohmic losses.

In the absence of a spatial dispersion of the FDRS,
the energy losses of slowly moving multipoles can be
related to the damping of surface plasmons, since the
generation of single undamped plasmons at small
velocities is impossible (for particles whose energy is
smaller than the threshold energy of plasmon genera-
tion).

For a moving neutral atom in the ground state (nano-
particles), the process of retardation is more complex,
since the energy of translational motion can be spent
not only on the excitation (heating) of the surface, but
also on the heating of the particle itself. In the case of
an atom, such a “heating” can be treated as an analog of
the Lamb shift of levels. On the whole, the moving-par-
ticle–surface system, in a certain sense, is similar to a
system of two coupled mechanical oscillators, in which
energy can pass from one oscillator to another. If the
moving multipole of a constant magnitude can only be
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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retarded upon interaction with a surface, a neutral par-
ticle (see below) can also receive energy from surface
excitations, i.e., can be accelerated.

In a theoretical description of FEMIs, the key role is
played by the FDRS, for which the most general
expression (with allowance for spatial dispersion) can
be introduced in terms of the specular-reflection model
(SRM) [44, 45]. This model was successfully applied
by many authors to describe dynamic effects of the
interaction of charged particles with metallic surfaces
[1, 34–36, 61–63]. According to the SRM, the
medium–vacuum interface is assumed to be sharp and
the induced potential is determined by the external field
of the particle, its mirror image, and the field of ficti-
tious surface charges at the interface that should be
introduced to ensure boundary conditions for continu-
ity of the potential and of the normal component of the
vector of electric displacement. For a charged particle
(Fig. 1a), the Fourier components of the scalar electric
potential are equal to [1]

(13)

(14)

where V is the velocity of the particle with parallel (V||)
and perpendicular (V⊥ ) components; V = (V||, V⊥ ); and
V' = (V||, –V⊥ ); and k = (q, kz). The minus sign in
Eq. (14) allows for the continuity of the electric dis-
placement at the medium–vacuum interface (z = 0). The
condition of the continuity of the potential itself deter-
mines the density of the surface charge ρs(q, ω):

(15)

(16)

With allowance for Eqs. (13), (15), and (16), we obtain
for the induced potential

(17)

φ k ω,( ) 8π2Ze/k2( )=

× δ ω kV–( ) δ ω kV'–( ) ρs q ω,( )+ +[ ] ,

z 0,<

φ k ω,( ) –8π2Zeρs q ω,( )/k2ε k ω,( ), z 0,>=

ρs q ω,( )
q

π qI0+
-----------------–=

×
kzd

q2 kz
2+

---------------- δ ω kV–( ) δ ω kV'–( )+[ ] ,

∞–

+∞

∫

I0

kzd

k2ε k ω,( )
-----------------------.

∞–

+∞
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φind r t,( )
Ze

2π2
-------- qd∫ ω

V⊥ q z–( )exp

ω V|| q⋅–( )2 V ⊥ q( )2+
------------------------------------------------------d∫=

×
qI0 π–
qI0 π+
----------------- 

  i qV|| ω–( )t( ).exp
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It is convenient to define the FDRS that enters into (17)
as

(18)

In a local case, it is easy to show, using Eqs. (16) and
(18), that

(19)

The drag force on the particle upon its parallel motion
is obtained from (17) in the limit V⊥   0 [1] as

(20)

where z0 is the distance from the particle to the surface

and q2 =  + ω2/ .

For the dielectric function ε(k, ω), there exist a num-
ber of analytical approximations, which take into

∆s q ω,( )
π qI0–
π qI0+
-----------------.=

∆s ω q,( ) ∆ ω( )
ε ω( ) 1–
ε ω( ) 1+
--------------------.= =

F Ze/V( ) ∂φind r t,( )/∂t[ ] r Vt=–=

=  
2 Ze( )2

πV ||
2

---------------- qy ωω
q
---- 2qz0–( )∆s'' ω q,( ),expd

0

∞

∫d

0

∞

∫

qy
2 V ||

2

z = 0
ε(ω, k)

ρs

Vacuum

z0

z0

V'

z

V

Metal

z < 0

z > 0

(a)

z0

z

y

x
ε(ω)

V = (V, 0, 0)

V

(b)

0

Fig. 1. (a) Specular-reflection model. The particle intersects
the surface of the medium at the time instant t = 0. (b) Sche-
matic of the lateral interaction of a neutral atom with a flat
surface.
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account various properties of the polarizable medium.
We give some of them, which will be used below.

(1) An approximation for the case of a conducting
medium and small particle velocities, when the energy
transferred to the plasma is much smaller than the
Fermi energy (here and in Eqs. (22)–(27), we use
atomic units) [64]

(21)

where θ(x) is the unit Heaviside function.

Formula (21) generalizes the hydrodynamic
Lindhard approximation [65] for the case where the

velocity of plasmons is equal to VF/ . The term pro-
portional to the θ function in the denominator describes
damping because of electron–hole excitations, and the
term proportional to γ describes the damping of collec-
tive modes. Upon the expansion in frequencies, for-
mula (21) agrees with the well-known dielectric
Lindhard function εL(k, ω). The presence of the θ func-
tion in (21) takes into account that Im(1/εL(k, ω)) van-
ishes at k > 2kF, since low-energy electron–hole excita-
tions are absent for the corresponding wave vectors.
Substituting (21) into (16) and integrating, we obtain
for the FDRS in the limit of low frequencies [1]

(22)

(23)

(24)

(25)

where s = VF/  and qTF = ωp/s.

Of certain interest is also the long-wavelength
expansion of the FDRS corresponding to (21) in wave
vectors without restrictions on the frequency. In this

ε k ω,( ) 1=

+
ωp

2

VF
2k2 1 iπωθ 2kF k–( )/2kVF–[ ] /3 ω ω iγ+( )–

---------------------------------------------------------------------------------------------------------------,

3
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-----------------------------,=

B
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-------------------------------------=
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3

PH
limit (“weak dispersion”), Eq. (18) has the form [66]

(ωs = ωp/ )

(26)

where qF is the Fermi wave vector. By definition,

(27)

where σ is the static conductivity.
(2) The FDRS in the Drude approximation

(28)

where τ is the time of relaxation of conduction elec-
trons. With allowance for (18) and (28), we obtain for
the FDRS

(29)

(3) A weakly nonlocal approximation [67, 68]

(30)

where ε(ω) is the Drude function (28) and d(ω) is the
shift of the centroid of the induced screening charge of
metal. In the case of low frequencies under the condi-
tion q ! ω/VF, it follows from (30) [41]

(30a)

where I(q) is a function of order unity weakly depen-
dent on q. Formula (30a) was frequently used in inves-
tigations into sliding friction [11, 40, 41, 68, 69].

(4) The low-frequency approximation for a conductor

(31)

(31a)

(5) The Debye approximation for an insulator

(32)
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(32a)

where τ is the time of dipole relaxation and ε(0) is the
static dielectric constant.

(6) The model of the optical absorption line with a
Lorentzian profile

(33)

where the index i denotes the type of the material; εi0
and εi∞ are the corresponding static and high-frequency
values of the dielectric constant, respectively; and ω0i

and γi are the frequencies and the line widths, respec-
tively.

Now, we pass to a consistent consideration of con-
servative and nonconservative FEMI forces acting on
moving particles without, first, allowance for the spatial
dispersion of the FDRS. The corresponding calcula-
tions are based on the exact solution to the Poisson
equation for the Fourier components of the induced
electric potential due to the moving particle and on the
fluctuation–dissipation theorem; this makes it possible
to easily reproduce all results for FEMIs available in
the literature in the case of charges and dipole particles
[16–18, 21]. For a fluctuating dipole, the derivation of
the general formula for a tangential force is given for
the first time.

4.2. Charged Particles

In the case of the parallel motion of a charge (Ze),
the general formulas for the normal and tangential
forces have the form [16–18]

(34)

(35)

Using the designation ω = qVcosφ, formulas (34) and
(35) can easily be reduced to a form coinciding with
that obtained in [70]:

(36)

(37)
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where K0(x) and K1(x) are the modified Bessel func-
tions.

For the dielectric function (21) without damping
(τ  ∞), formula (37) is simplified as follows [1, 71]:

(38)

For the dielectric function (29), we can, using an
expansion in powers of the velocity and retaining the
first terms of the expansion that do not vanish at V = 0,
reduce formulas (34) and (35) to the following form:

(39)

(40)

Formulas analogous to (39) were obtained in [1, 13,
72]. In order to show the identity of (39) and Eq. (32)
from [1], it is sufficient to perform standard substitu-

tions γ = 1/τ, 4πσ/τ = , and ωs = ωp/ . All of the
above results can also be obtained from (17) and the
first part of (20), using the local FDRS.

In the case of motion in the direction perpendicular
to the surface, the normal component of the force of
interaction includes conservative and dissipative com-
ponents simultaneously (here, it is assumed that V > 0):

(41)

The separation of the force into conservative and dissi-
pative components can easily be seen by expanding
(41) in powers of the velocity and using FDRS (32a):

(42)

As in the case of parallel motion, it follows from (42)
that the dissipative contributions to the force of interac-
tion contain odd components of the velocity, whereas
the conservative contributions contain even compo-
nents (beginning from V0). The first term in (42)
describes the attraction of the charge to its image.

4.3. Dipole Molecules

The force that acts on a dipole from the induced field
of the surface is written as follows [17, 18]:

(43)
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In the case of the lateral motion of the dipole, we obtain
(d = (dx, dy, dz))

(44)

(45)

In the case of normal motion, we have

(46)

Expanding (44)–(46) in powers of the velocity V, we
obtain

(a) for lateral motion

(47)

(48)

(b) for normal motion

(49)

In particular, for the FDRS corresponding to Eq. (32a),
formulas (47)–(49) take on the following form:
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The numerical coefficients and the dependences on the
distance in Eqs. (50)–(52) exactly correspond to the
results obtained in [13]. In addition, note that the fric-
tion forces in the case of normal motion of charges are
twice as large, and in the case of dipoles, fourfold as
large as those upon lateral motion.

4.4. Neutral Atoms

In the case of fluctuating dipoles (multipoles), the
general method [16–18] does not permit one to separate
spatial and temporal variables in the Poisson equation
upon the perpendicular motion of the particle; there-
fore, in what follows, we give the results only for lateral
motion (most important for practical applications). An
atom under consideration is characterized by a dynam-
ical polarizability α(ω), and the distance z0 to the sur-
face is restricted by the condition r0 ! z0 ! c/ω0, where
r0 is a characteristic dimension of the atomic dipole and
ω0 is the characteristic frequency of the electromag-
netic spectrum (Fig. 1b). This condition justifies the
application of the approximation of a point dipole and
permits one to neglect the retardation effect. Naturally,
all the results that will be obtained below are equally
applicable to the case of an arbitrary spherically sym-
metric particle. The potential of interaction with the
surface is written in the form [7, 73]

(53)

where the first term (U1) is due to spontaneous fluctua-
tions of the atomic dipole dsp(t) and the second term
(U2) is due to the fluctuations of the electric field of the
surface Esp(t). The procedure for performing corre-
sponding calculations is described in our previous
works [16–18, 21 58, 66]. It uses the fluctuation-dissi-
pative relations given in [74]. As a result, we have for
the attractive potential

(54)

At T = 0 and V = 0, Eq. (54) yields the well-known
formula for the static potential of the vdW attraction of
a particle to the surface [7]

(55)

Dynamic corrections to the potential are obtained upon
the expansion of Eq. (54) in powers of the velocity
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(note that only even powers of V have nonzero values).
Thus, the correction quadratic in V in the general case
will have the form

(56)

Before we pass to the calculation of the lateral force,
we consider in more detail the derivation of the main
formula (6). Following [58], we obtain the following
expression for the vector of polarization produced by a
neutral particle upon its motion in vacuum with a veloc-
ity V at a distance z0 from the flat boundary that bounds
a semiinfinite medium with a dielectric constant ε(ω)
(Fig. 1b):

(57)

where d(t) is the fluctuational dipole moment of the
particle. The density of the electric current related to
P(r, t) is, by definition, j = ∂P(r, t)/∂t. In the absence of
radiation, it follows from the law of conservation of the
energy of the particle–surface system that

(58)

where the left-hand side represents the rate of energy
losses for the fluctuational electromagnetic field and
the right-hand side corresponds to the averaged work of
the field E done on the moving particle per unit time.
With allowance for Eqs. (57) and (58), we obtain

(59)

We should especially say that, first, we should perform
differentiation (∂/∂x) in (59) and only after this insert
the Cartesian coordinates of the particle at the time
instant t, i.e., (Vt, 0, z0). Then, after a simple transfor-
mation of the first term on the right-hand side of
Eq. (59), with allowance for the fact that in the nonrel-
ativistic case we have rotE = 0, we obtain identity (6),
which is the main one in further calculations of the dis-
sipative tangential force. In this identity, the first term
on the right-hand side represents the tangential compo-
nent of the “dipole” force acting on the particle, while
the second term is related to the rate of heating the par-
ticle; note that the integral of dissipation (on the left-
hand side) is taken over the volume of the particle.
Upon the motion of a neutral atom, which is considered
as a system of coupled charges, the rate of heating can
be treated as a modification of the Lamb shift of levels
due to the fluctuational electromagnetic field. As fol-
lows from the identity, the equality of the power of the
tangential force and the rate of dissipation of the energy
of the fluctuational field is strictly fulfilled only for a
particle with a constant dipole moment. Unfortunately,
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this circumstance has not been earlier taken into
account in a due way [16–18, 21, 53–56].

The calculation of the lateral force Fx is performed
similar to the calculation of the attractive potential. It is
convenient to write the initial formula so that it would
explicitly contain spontaneous and induced compo-
nents of the dipole moment of the particle and of the
fluctuational electric field of the surface (cf. with
Eqs. (53)):

The course of the further calculation is analogous to the
calculation of the conservative potential [18, 21]. At
arbitrary temperatures of the particle (T1) and surface
(T2), the resulting formula has the form [58]

(60)

At T1 = T2 = T, Eq. (60) in the linear approximation in
the velocity reduces to the form

(60a)

which coincides with the result obtained in [13]. Thus,
formula (8) obtained by Tomassone and Widom [13] is
correct, but, in contrast to these authors, we obtained it
without resorting to any additional approximations. As
to formula (60), it was obtained for the first time in [58]
and yields the most general expression for the dipole
force at arbitrary temperatures of the particle and sur-
face (in the nonrelativistic case).

A fundamentally new and important consequence of
the theory is the possibility of accelerating the particle
by the field of surface excitations at T1 ≠ T2. Physically,
this is due to the fact that a neutral particle (atom) has
natural frequencies. For dipole molecules and charged
particles, only deceleration is observed. Thus, in the
approximation linear in the velocity, after directly inte-
grating Eq. (60) with respect to the wave vectors and
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integrating in parts with respect to the frequency in the
second term of the integrand, we obtain

(61)

It follows from (61) that the sign of the lateral force
depends on the relationship between the temperatures
of the particle and surface, as well as on the sign of the
derivative of the FDRS. Acceleration is also possible
for a neutral atom (T1 = 0) near a heated surface (T2 =
T). These problems will be discussed below.

4.5. Effects of Spatial Dispersion

The presence of spatial dispersion, as follows from
Eqs. (35), (45), and (54), should be taken into account
under the condition qz ≈ 1 (where q is the wave vector
of the surface excitation), i.e., at distances from the sur-
face z ≤ l0 = 1/q. For charged particles, the effects of dis-
persion are taken into account by using Eqs. (17) and
(20); when using Eqs. (34) and (35), it is sufficient to
replace the local FDRS in them by a nonlocal one in
accordance with Eq. (18). The formulas for the conser-
vative FDRSs are modified in a similar way.

The passage to dipoles and fluctuating dipoles
requires an additional substantiation, which was done
in [20, 66] with the use of the SRM. The SRM equa-
tions analogous to (13), (14) have the form

(62)

where

(63)

I0 is determined from Eq. (16), and V = V' (in the case
of parallel motion). A disadvantage of the SRM is the

Fx
3"V

4πz0
5

----------- ω 1
ω"

kBT1
----------- 

 exp 1–
-----------------------------------------d

0

∞

∫–=

–
1

ω"
kBT2
----------- 

 exp 1–
----------------------------------------- α'' ω( ) ωd

d ∆'' ω( )
3"V

4πz0
5

----------- "
kBT2
-----------–

× ωα'' ω( )∆'' ω( )

ω"
kBT2
----------- 

 exp

ω"
kBT2
----------- 

 exp 1–
2

-------------------------------------------.d

0

∞

∫

k2φωk– 8π2=

× iδ ω qV–( )kd iδ ω qV'–( )kd ρs q ω,( )+ +[ ] ,

z 0,<

φωk
8π2ρs q ω,( )

ε k ω,( )k2
----------------------------, z 0,>=

ρs q ω,( ) 2i
δ ω qV–( )

π/k I0+( )
-------------------------- kz

kd

kz
2 q2+

----------------,d

∞–

+∞

∫–=
PH
divergence of the integral in Eq. (63) and in the corre-
sponding formula for the z component of the electric
field in the presence of a nonzero dz projection of the
dipole moment (dz ≠ 0). No difficulties exist for other
projections; therefore, assuming dz = 0, we can obtain
the formula for the induced potential directly from
Eq. (62), subtracting the Fourier component of the
unscreened potential 4πρs(q, ω)/k2. As a result, we have

(64)

Comparison of this formula with an analogous formula
for the local case [18, 21] shows that the allowance for
spatial dispersion (as in the case of charges) reduces to
the formal replacement of the local FDRS by a nonlocal
one. Since upon the replacement dq  dq – idzkz

Eq. (64) ensures a correct solution in the case of the
local FDRS, this formula can be extended, with such a
modification, to the general case with arbitrary orienta-
tions of the dipole moment of the particle. The correct-
ness of such a replacement follows from the coinci-
dence of the formulas obtained in the case of dz ≠ 0 with
the exact calculation [1]. The authors of the cited work
solved the corresponding problem for a dipole particle
by using the available results for a moving charge and
representing the dipole as two charges located at dis-
tances z and z + dz from the surface.

The further calculations of conservative and non-
conservative forces in the case of all types of particles
are completely analogous to those done in the local
case; therefore, the general formulas for the FEMIs
obtained in the preceding sections are modified by the
replacement of the local FDRS by a nonlocal one.

For example, consider the contribution of spatial
dispersion to the lateral force for a moving dipole of
constant magnitude with allowance for the interaction
with surface plasmons. For simplicity, we restrict our-

selves to an asymptotics z0 @ . Passing to a long-
wavelength limit in Eqs. (22)–(25), we write

(65)

Substituting (65) into (35) and taking into account the

relations VF = π /4 and γ = /4πσ, we obtain

(66)
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ind z0( )

4π2i
q

----------∆s q ω,( )dq 2qz0–( )δ ω qV–( ).exp=

qTF
1–

Im∆s q ω qxV=,( )
2qxγV

ωp
2

---------------≈

+
2qqxV

VFqTF
2

---------------- 2 1
2
---– q/qTFln–ln 

  .

qTF
2 ωp

2

F
15
8π
------

3dx
2 dy

2 4dz
2+ +( )qTF

2 V

qTFz0( )6
---------------------------------------------------- 0.44qTFz0( )ln–≈

–
3

64πσ
-------------

3dx
2 dy

2 4dz
2+ +( )V

z0
5

--------------------------------------------.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002



ELECTROMAGNETIC AND FLUCTUATION-ELECTROMAGNETIC FORCES 1821
As can be seen from (66), the allowance for the disper-
sion of plasmons leads to the appearance of an addi-
tional contribution to the lateral force (first term) apart
from the second term, which is responsible for the local
FDRS (cf. with Eq. (51)).

A similar result is obtained upon the use of FDRS

(26). Indeed, at z0 @  and V/z0 ! ωs, we have ω !
ωs; therefore, separating the term that is responsible for
dispersion in (26), we obtain

(67)

Then, substituting (67) into (35) and using the tabu-
lated integral [75]

we find

(68)

Comparing (68) with the first term of (66), we conclude
that they coincide, except for the numerical factor
under the sign of the logarithm (by definition, VF = qF =

π ).

Similarly, for a charged particle, the corrections to
the lateral force due to the dispersion of plasmons (cor-
responding to FDRSs (65) and (67)) have the form

(69)

(70)

Formulas (66) and (69) coincide exactly with those
given in [1].

In the case of a neutral particle with a fluctuating
dipole moment, using the SRM, we obtain for the Fou-
rier component of the induced potential the following
expression, instead of (64),

(71)

where dsp(ω – qV) is the Fourier component of the
spontaneous dipole moment. As in the case of a con-
stant dipole, to obtain correct results with allowance for
the presence of a normal projection of the vector of the
dipole moment in (69), we should make a substitution

(72)
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After this modification and the replacement of the
FDRS by a nonlocal one, all general formulas of Sec-
tion 4 remain valid.

In the case of interaction of a neutral atom with sur-
face plasmons in metals, the contribution of high
(plasma) frequencies is suppressed due to the presence
of exponential factors in (60) and (60a). Restricting
ourselves to a low-frequency limit, we write for the
complex part of the atomic polarizability

(73)

where f0n, ω0n, and γ0n are the oscillator force, fre-
quency, and line width for the transition 0  n,
respectively. In turn, the FDRS is determined by
Eqs. (22)–(25), from which it follows at ω  0 that

(74)

In the asymptotic limit z0 @ 1/2kTF, the expression for
D(q) reduces to the form

(75)

where σ = /(4πγ) is the static conductivity. In the
approximation linear in the velocity, we obtain after the
substitution of (73) into (60) (using atomic units and
the condition 2πσ > kBT)

(76)

where

(77)

(78)

Using the FDRS (26), the resulting formula coin-
cides with (76) after the replacement of the argument of
the logarithm by 1.645qFz0. Note also that formula (76)
is only applicable at V ! 2πσz0, whereas at greater
velocities, an obligatory procedure is the allowance
for nonlinear terms in the expansion in powers of the
velocity.
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In a similar way we may consider, e.g., dispersion
effects upon the interaction of particles with surface
polaritons and excitons. In this case (as well as at
enhanced temperatures), we may expect a stronger
interaction of particles with the surface due to the effect
of the resonance structure of the FDRS.

5. INTERACTION OF MOVING ATOMIC 
AND MOLECULAR PARTICLES 

WITH CYLINDRICAL SURFACES

The investigation of FEMIs between particles and
curved surfaces is of interest not only in connection
with the problems of retardation and friction, but also
due to the possibilities of controlling and transporting
atomic beams in microchannels and nanotubes [76, 77]
as well as upon the investigations of the adsorption abil-
ity of fullerenes and porous substances.

In the mathematical respect, this problem is more
complex than in the case of a flat surface; therefore, the
number of available reports is much smaller (see, e.g.,
the reviews [73, 78] on the vdW forces). Physical
adsorption at curved surfaces was considered by
Schmeits and Lucas [79, 80]; in a recent work [57],
Dorofeev et al. calculated vdW forces and heat flows
between bodies of various curvature using the confor-
mal mapping method in a two-dimensional formula-
tion.

For cylindrical surfaces (at T = 0), the calculation of
dissipative forces of FEMIs was first calculated in our
works [55, 56]. Below, we give more general results
[22, 66, 81] obtained in a nonrelativistic approximation
for both conservative and dissipative forces of FEMIs at
an arbitrary temperature but without allowance for spa-
tial dispersion.

The scheme of calculations and the restrictions are
the same as for flat surfaces. Figure 2a shows the geom-

V

ε(ω)

h

2a

(a)

(b)

V

h

ε(ω)

ε(ω)
2a

R

R

Fig. 2. Schematic of the particle motion (a) parallel to the
generatrix of a convex cylindrical surface and (b) inside a
cylindrical channel.
PH
etry of the interaction for a convex cylindrical surface
bounding the medium under consideration; Fig. 2b
illustrates the interaction of a particle in a cylindrical
channel. The condition of the applicability of a dipole
approximation and neglecting the effect of retardation
is written in the form r0 ! h ! c/ω0, where h = |R – a |;
R and a denote the radial distance from the particle to
the cylinder axis and the cylinder radius, respectively;
r0 is the characteristic size of the atom; and ω0 is the
characteristic frequency of the spectrum. As in the case
of a flat surface, the calculations are based on the exact
solutions to the Poisson equation for a particle–surface
system and the fluctuation–dissipative relations (for
details, see [22, 66, 81]).

5.1. Charged Particles

In the case of a charged particle moving parallel to
the symmetry axis of a convex cylindrical surface,
the  components of the conservative and dissipative
forces are

(79)

(80)

(81)

where Kn(x) and In(x) are the cylindrical functions of
order n (primes mark their derivatives); the argument
ka, which is an analog of the FDRS for a flat surface, is
omitted for simplicity; and  and  are the real and
imaginary components of ∆n(ω), respectively. Taking
into account (79), the conservative potential of attrac-
tion of the charge to the surface can be written as

(82)

For a charge moving inside a cylindrical channel
parallel to its axis, formulas (79)–(82) are modified by
the substitution Kn(x)  In(x).

5.2. Dipole Molecules

For a dipole molecule moving parallel to the sym-
metry axis of a convex cylindrical surface, the compo-
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nents of the tangential and radial forces of interaction
with the surface are determined by the relations

(83)

with the radial component being related to the conser-
vative attractive potential as

(84)

The same formulas are used below for calculating
forces for fluctuating dipoles. The resulting formulas
for U and Fz are written as

(85)

(86)

where dφ, dr, and dz are the components of the dipole
moment in the cylindrical coordinate system (Fig. 2a)
and the function Φn(x) is a logarithmic derivative of the
MacDonald function:

(87)

In the case of motion inside a cylindrical channel
parallel to its axis, as in the case of a charged particle,
the substitution Kn(x)  In(x) should be done in
Eqs. (85)–(87).

5.3. Neutral Atoms

In the most general case, taking into account the dif-
ference in the temperatures of the particle (T1) and sur-
face (T2), the resulting formulas have the form

(88)
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(89)

Formula (88) generalizes the well-known expression
for the stationary potential of the vdW attraction of an
atom to a cylindrical surface at 

 

T

 

 = 0. Indeed, assuming

 

T

 

 = 0 and 

 

V

 

 = 0 in this formula, the contour of integra-
tion with respect to frequencies can be rotated in such a
manner that it will coincide with the imaginary semi-
axis. Then, with allowance for the relation

, (90)

the result can be written in a form coinciding with that
given in [79, 80, 82], i.e.,

(91)

The dynamic corrections to the potential, as in the case
of a flat surface, contain only even powers of the veloc-
ity.

The formula for the tangential force in the approxi-
mation linear in the velocity is obtained by expanding
functions entering into (89) into a Taylor series. As a
result, we obtain
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(93)

Thereby, the tangential force is represented in the form
of a sum of two summands, one of which is alternates
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sign and corresponds to the first term in brackets in the
integrand of Eq. (93), and the second one is of fixed
sign. At T1 = T2, only the sign-constant part is retained,
and Fz < 0. Such a situation was also observed in the
case of the flat surface (see Eq. (61)).

Passage to the case of a concave cylindrical surface
for the case of the motion of the particle in a cylindrical
channel is trivial and also is done by the modification of
formulas (86)–(96), namely, by the substitution
Kn(x)  In(x).

5.4. Interaction of a Neutral Atom 
with a Thin “Filament”

It follows from general formula (89) that at V  0
the main contribution to the integral in k comes from
the region of k ≤ 1/R; therefore, at a ! R, we have ka !
1 and can expand ∆n(ω) in powers of ka. In this case,
with allowance for the asymptotics of the cylindrical
functions at small values of the argument in the sum
over n, it is sufficient to retain only two terms propor-
tional to

(94)

(95)

In the case of a dielectric filament, we also can omit the
term proportional to ε(ω) in the denominator of
Eq. (94). As a result, we obtain

(96)
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At T1 = T2 = T, Eq. (96) reduces to a simpler form

(97)

In the case of an insulating filament, the denominator in
(94) should be taken into account as a whole, since at
ω  0 we have ε(ω) ≈ 4πσi/ω. In this case, we obtain

F ∝  . The parameter a may be considered as a

characteristic dimension of the electron shell of the fil-
ament atoms

6. DISSIPATIVE FORCES AND HEAT EFFECTS 
IN NANOPROBE–SURFACE SYSTEMS 

AND BETWEEN FLAT SURFACES

6.1. Additivity Approximation

When calculating FEMIs between bodies of an arbi-
trary shape, we should know the equilibrium spectrum
of electromagnetic fluctuations in the gap between the
bodies. The arising geometrical restrictions affect this
spectrum and reflect the fundamental feature of fluctu-
ational forces: they cannot be expressed through the
sum of pair interparticle potentials. Fortunately, the
additivity approximation in the case of vdW forces is
sufficiently correct: upon more exact calculations, only
interaction constants change rather than the depen-
dences of the forces on the distance [83, 84]. For exam-
ple, for the case of a convex probe and a flat surface, the
error is 5–20% [83]; therefore, this approximation can
be used as an acceptable working hypothesis. In exper-
iments with the application of a scanning probe micro-
scope, the typical situation is the contact of a parabolic
probe with a flat surface; therefore, below we will con-
sider precisely this case, as well as the contact of a
spherical particle (cluster) with a flat surface, and
restrict ourselves to an approximation linear in velocity.
In addition, we consider friction of flat surfaces.

For solids with a cubic lattice, the polarizability is
related to the dielectric constant of the material by the
Clausius–Mossotti equation; therefore, we have

(98)

where N is the volume concentration of atoms of the
probe. After the substitution of (98) into (61) and inte-
gration over the volume of the parabolic probe (with the
equation of its surface z = (x2 + y2)/2R + d, where R is
the curvature radius of the probe near the apex and d is
the distance from the apex to the surface), we obtain
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(assuming that the ratio of the height of the probe to its
radius is large) [19]

(99)

where the integral of overlap of the spectrum J(ε1(ω),
ε2(ω)) has precisely the same structure as the frequency
integrals in (61) with the replacement of the imaginary
part of the particle polarizability by the function

(100)

In the optical (infrared) range of the spectrum or at suf-
ficiently high temperatures, when "ω ! kBT, Eq. (99)
with allowance for (61) and (100) reduces to a simpler
form:

(101)

In the case of arbitrary temperatures of the probe and
surface, the required modification of Eqs. (101) and
(102) is obvious. When using the nonlocal FDRSs, we
should proceed from the general formula (60).

For a small spherical particle, under the condition
R ! z < c/ω0, the friction force is determined by
Eqs. (60) and (61) in which the imaginary part of the
polarizability is,

(103)

At R ≈ z, formula (103) appears to become invalid, but
for a metallic cluster of an arbitrary shape we can use
an analytical formula for the polarizability α(ω)
obtained in terms of the Thomas–Fermi model [85]:

(104)
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where κ2 =  and rs are the parameters of the

jellium model (in atomic units). For example, at R =
10 nm (a typical value of the radius of nanoprobes in
SPM), we have κR @ 1 and, therefore, coth(κR) ≈ 1.
Then, as can easily be shown using Drude approxima-
tion (28), it follows from (104) that α''(ω) ~ R2 (cf.
(103)); note that the resonance frequency of absorption
coincides with the plasma frequency of the metal ωp

rather than with the Mie frequency ωp/  (as follows
from (103)). And even at κR ! 1, formula (104) differs
from (103), although α''(ω) ~ R3. Thus, allowance for
screening in the case of conducting clusters and nano-
probes can be of fundamental importance.

6.2. Fluctuation–Dissipation Forces for Various 
Mechanisms of Absorption of Contacting Materials

First, we consider the contribution to the lateral
force from absorption in the low-frequency part of the
electromagnetic spectrum, i.e., for the case of contacts
of bad conductors (with a low conductivity) and insula-
tors (dielectric functions (31) and (32)). In this case, the
integrals J(ε1(ω), ε2(ω)), as can easily be shown, can be
calculated in a similar way. For example, for a contact
of conductors, we obtain (indices 1 and 2 refer to the
probe and surface, respectively), using (101) and (102),

(105)

(106)

(107)

Formulas (101), (102), and (105)–(107) are valid under
the condition kBT/2π" @ max(σ1, σ2). In another limit,
at kBT/2π" ! min(σ1, σ2), it follows from (99) that
Fx ∝  T 2 and the magnitude of the overlap integral [see
Eq. (61)] proves to be smaller. In the general case, the
exponent of the Fx(T) dependence (for a given type of
materials) changes in the range of 1–2 if we neglect
possible temperature variation of the dielectric charac-
teristics of the probe and the surface.

The maximum magnitudes of integrals (106) and
(107) is reached at 2σ1 = 3σ2. Then, with allowance for
(101) and (102), we obtain

(108)

At the magnitudes of the parameters typical of the SPM
(R = 30 nm, d = 0.5 nm, T = 300 K, and V = 1 m/s), we
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obtain Fx = –0.022/σ1(N). In the case of the contact of
materials with metallic conductivity (σ1 = 1017 s–1), Fx

is negligible. But already for amorphous carbon (σ1 =
109 s–1), the magnitude of Fx becomes noticeable and,
for the contacts of insulators with bad conductors, can
reach values of about 1 nN, characteristic of the contact
mode of SPM.

Upon the resonance character of absorption in mate-
rials with a dielectric response of the type of (28) and/or
(33), formulas (102) also can be reduced to a universal
form. Thus, e.g., for a contact of conductors described
by Drude formulas (28), the tangential force acting on
the probe is equal (in the case of the overlap integral
(102b)) to

(109)

(109a)

where the quantities ωp and τ with indices 1 and 2
denote plasma frequencies and relaxation time of the
probe and surface, respectively. In addition, one should
take into account that the range of applicability of (109)
is restricted to the condition kBT/" @ max(ωp1, ωp2).
Formulas of the same type can be written for the inte-
grals given in (102a) and (102c).

It is essential that, in contrast to the above-consid-
ered case (see (105)–(108)), integrals (102b) and
(102c) alternate sign for the contacts of unlike materials
and integral (102a) is always of s fixed sign. Note that

G < 0 at ωp1/  > ωp2/  and, consequently, the “hot”
probe is accelerated by the tangential force. On the con-

trary, integral (102c) is negative at ωp1/  < ωp2/
and the acceleration of the “cold” probe occurs at the
expense of the heated surface. For the contacts of like
materials, as well as for unlike materials at the same
temperature, the tangential force is always retarding.
Note that the possibility of the appearance of such
effects was indicated by Polevoœ [24] when considering
the relativistic problem of friction of flat surfaces.
Numerical calculations yield for the G(x, y, z) function
values of an order of 10–103 upon a noticeable overlap
of the absorption bands; otherwise, its value is negligi-
ble. However, a resonance effect is possible even in the
case of a significant discordance in the positions of the
absorption peaks if at certain values of the particle
velocity and certain distance to the surface, the overlap
integral is not small (see Section 6.4 below). In order to
obtain correct results in the last case, it is necessary to
use general formula (60) and to take into account the
shape of the absorption lines and the nonlocality of the
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FDRS, since the approximation linear in velocity is
inadequate in this case.

Under the above-indicated conditions of the SPM
experiments (G = 103 and ωp1 = 1013 s–1, which corre-
sponds to semiconductors such as germanium), we
obtain an estimate Fx = 5 pN. To calculate the contribu-
tion to the tangential force from absorption at higher
frequencies, we should apply the general formula (99),
but even if the resonance region of frequencies is close
to the Wien frequency kBT/", the corresponding contri-
bution to the force Fx turns out to be less significant
because of the presence of exponential factors in (61).
Thus, the above estimates of the tangential forces are
close to maximum possible ones.

In the case where normal metals are in contact, a
noticeable contribution at low frequencies can come
from the nonlocal correction to the dielectric function.
As a result, we obtain the following dependence: Fx ∝
VT 2/d6. At d = 0.4–0.5 nm, this contribution may be
somewhat greater than follows from formulas (108),
but, in any case, it is very small. For the contact of flat
surfaces, the corresponding results are given in Sec-
tion 6.3.

6.3. Friction of Flat Surfaces

When using the additivity approximation, the transi-
tion to the case of the contact of flat surfaces is trivial:
integration over the volume of the probe is replaced by
integration over the distance z0 (from 0 to ∞) and mul-
tiplying by the area of the contacts. As a result, the for-
mulas analogous to (99), (101), and (109) for the con-
tact shear stress between two plane-parallel thick plates
separated by a gap d take on the form

(110)

(111)

(112)

where the integrals of overlapping of the spectra have
the same meaning. The domain of the validity of
Eqs. (111) and (112) is the same as that for formulas (101)
and (109).

As was noted in Section 3, the friction of flat sur-
faces was recently considered in [12, 14, 15, 69]. In par-
ticular, the case of T ≠ 0 was discussed in [14, 15, 69],
and it was noted in [69] that a large contribution to the
stress F/S for metallic surfaces can come from nonlocal
effects. The results of the present work agree with this
conclusion as well as with the earlier result of [49] and
the statement of the authors of the above-cited works
that, at T = 0, the linear-in-velocity contribution to the
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friction force vanishes (without allowance for the pos-
sible relativistic corrections and structural effects).

Note, however, that formulas (60) and (61) laid in
the basis of our work predict a number of new effects
that are absent in the existing theory developed in [12,
14, 15, 49, 69]: (1) at various temperatures of the plates,
as in the case of a parabolic nanoprobe and a surface,
acceleration of the moving plate is possible; (2) heating
of the “cold” plate is possible (see Subsection 6.4); and
(3) the character of the temperature dependence of F/S
depends on the type of contacting materials—in partic-
ular, the higher friction is accompanied by a linear
dependence F/S ~ T, which can be characteristic of both
the homogeneous and inhomogeneous contacts
between semiconductors and insulators. Thus, at T1 =
T2 = 300 K, ωp = 1013 s–1, d = 1 nm, G = 103, and V =
1 m/s, formula (112) yields F/S = –3 × 104 N/m2. This
value is higher by 11 orders of magnitude than follows
from Eq. (41) of [15] corresponding to the Drude
approximation for the contact of metallic surfaces.

The calculation of the low-frequency nonlocal con-
tribution to the friction force for metallic surfaces can
conveniently be performed using FDRSs (73) and (74).
Restricting ourselves, for simplicity, to the case of like

materials and assuming  =  =

 and ω ! ωs, we obtain (in atomic units), after
the corresponding integration of Eq. (60),

(113)

Then, at typical values of the parameters T1 = T2 = 300 K,
ωp = 9 eV, qTF = 1.07 au, d = 1 nm, and V = 1 m/s, we
estimate from (113) that F/S = –3.4 × 10–4 N/m2. This
is three orders of magnitude greater than was obtained
in [69], but is much smaller than in the case of the
atomic contact of surfaces (~108 N/m2) and in the case
of the sliding friction of nonmetallic surfaces.

6.4. Thermal Effects

The thermal effects of the nonradiative modes of a
fluctuational electromagnetic field upon the contact of
an immobile probe with the surface and the possibility
of their practical utilization (“thermal stamping”) was
recently discussed in [57, 86–88]. The theory devel-
oped in this paper also permits one to discuss the case
of a moving probe (dynamic regime).

Thus, in the general case, the rate of heating (cool-

ing) of a moving particle ( ) is determined by the sec-
ond term in (59). Performing statistical averaging in
such a way as was done in Section 4.4 upon the calcu-
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lation of the normal and tangential forces, we obtain
[58]

(114)

In particular, at V = 0, Eq. (114) reduces to the form

(115)

which coincides with the nonrelativistic limit of the
result obtained in [88]. As could be expected in this
case, the particle is cooled if its temperature is higher
than the temperature of the surface. For bad conductors
with a dielectric response (33) under the condition
kBT/2π" @ max(σ1, σ2) and in the case of the contact of
a parabolic probe with the surface, we obtain from
(115) (assuming σ1 = σ2 = σ)

(116)

At T1 = 300 K, T2 = 0 K, R/d = 30 and σ = 1 (Ω m)–1

(silicon), it follows from (116) that  = –3.5 × 10–10 W.
Consequently, if we take into account that the effective
area of the surface heated by the probe is on the order
of d2 = 10–18 m2, the heat flux to the surface will be
equal to 3.5 × 108 W/m2, which is much higher than the
flux of radiation from a blackbody with the same tem-
perature (4.6 W/m2). In the case where kBT/2π" ! σ,
we similarly obtain

(117)

Formula (117) coincides to the accuracy of a numerical
coefficient of order unity with the result of [88].

For the contact of normal metals at T1 = 300 K, T2 =
0 K, R/d = 30, and σ = 107 (Ω m)–1, Eq. (117) yields

 = –1.8 × 10–14 W. In this case, as was shown in [88],
a greater contribution to heating may come from the
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relativistic correction, which is absent in (115). Note,
however, that the additivity approximation used by the
authors of [88] is insufficiently correct for metals, since
it does not take into account the effects of screening of
the electron gas (see Section 6.1 and Eq. (104)); there-
fore, the optimum choice of contacting materials with
the purpose of obtaining maximum heating requires a
more detailed analysis.

Qualitatively new effects are possible in the
dynamic regime. We perform a simplified consider-
ation for this case, assuming that the functions α''(ω)
and ∆''(ω) are of resonant type: α''(ω) = Aδ(ω – ω0) and
∆''(ω) = Bδ(ω – ωs). After substitution of these func-
tions into Eq. (114) and integration over all variables,
we obtain (here K0, 1(x) are the Bessel functions)

(118)

It follows from Eq. (118) that in the limit of high tem-

peratures the sign of  depends on the difference
(T1/ω0 – T2/ωs); therefore, the particle (probe) can be
heated even if it has a greater temperature as compared

to the temperature of the surface;  reaches a maxi-
mum (in the absolute value) at V = 0.94z0|ω0 – ωs |. This
condition may be considered as the condition for ther-
mal resonance. Since the main contribution to the inte-
gral in wave vectors in (114) comes from the range of
k ~ 1/z0, this means that at corresponding velocities of
the particles we cannot neglect nonlinear velocity-
dependent effects. In the equal extent, this also refers to
the calculation of the tangential force using Eq. (60).

It is important to emphasize that the nonlinear
effects can manifest themselves in the dynamic regime
of SPM (i.e., at velocities of 1–100 m/s) at distances of
about 1 nm from the surface if the characteristic range
of frequencies falls into the interval of 1010–1012 s–1.
For faster particles, the nonlinear effects can be notice-
able at greater distances (proportional to the velocity)
from the surface.

In the conclusion of this section, we note that even a
short consideration of FEMIs in the case of interaction
of nanoparticles with surfaces reveals many new inter-
esting features related to the change in the sign of the
lateral force and the rate of heat exchange depending on
the dielectric properties of the contacting materials,
their temperatures, distances, and relative velocities.
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7. DISCUSSION OF SOME RESULTS

7.1. Sliding Friction of Adsorbates
(Experiments with a Quartz Microbalance)

The technique of the quartz crystal microbalance
(QCM) in the investigations of nanostructural friction
was first applied by Krim and Widom [89] (see also [3,
4]). A QCM represent a quartz plate oscillating due to
the piezoelectric effect along the normal to the surface
or along the surface with a quality factor of about 105.
When a metallic film is applied onto the plate, the fre-
quency of the oscillator changes, and this permits one
to control the mass of the film with a high accuracy.
When, additionally, atoms of a gas (air, inert gases) are
adsorbed on the film, this changes the frequency and Q
factor of the QCM, which makes it possible to study
vibration modes of the adsorbates. The main experi-
mental parameters are changes in the frequency and
quality factor of the oscillator, which determine the
decay time of the vibrational motion of the adsorbate τ.
Thus, upon the adsorption of xenon on the Ag/Au(100)
surface, the typical vibration-decay time is 2–3 ns.

At present, no common basis exists for a theoretical
interpretation of these results. Thus, Krim et al. [90]
believe that the main mechanism of damping is phonon,
whereas the authors of [11, 41, 91, 92] assume that, in
the systems of these types, the dominating mechanism
is FEMI and use the theory based on Eq. (9) or its mod-
ifications. In related experiments, however, the distance
d from the adsorbate to the surface has not been con-
trolled and, since formula (9) has a very strong depen-
dence on d, even small changes in d can lead to a sharp
change in τ. In terms of our theory (with allowance for
the difference in the temperatures of the particles and
the surface), the dependence on the distance is far less
strong (τ ~ d5); therefore, to match the theoretical value
of the damping time with experimental data, the parti-
cle should be located at a somewhat greater distance
from the surface. In our opinion, for a critical choice of
a theoretical model, additional data characterizing the
temperature and dielectric properties of contacting
materials are required.

It is, e.g., known that a solidified xenon film is char-
acterized by strong exciton absorption peaks (as well as
peaks due to interband transitions) [93], and the pres-
ence of the surface leads to the appearance of surface
excitons. On the other hand, in a solid film, new phonon
modes arise, and its cooling with respect to the sub-
strate may be accompanied by a positive contribution to
the tangential force (see the first term in Eq. (61)). In
particular, heat exchange via nonradiative modes can
lead to freezing of the film. Similar effects can be
responsible for the experimentally observed weak fric-
tion of solidified films of adsorbates that are incom-
mensurate with the substrate [94], since any structural
changes cause changes in the dielectric properties and,
correspondingly, in the overlap integrals of the absorp-
tion spectra that determine friction forces of fluctua-
tional nature.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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An intriguing problem is also the interpretation of
recent experiments [95] that show a sharp (approxi-
mately twofold) decrease in τ for nitrogen molecules
adsorbed on a lead substrate upon a superconducting
transition. The critical frequency corresponding to the
energy gap of lead, ωc = 4kBTc/" = 3.8 × 1012 s–1 falls
into the range of phonon frequencies; therefore, if in the
normal state of lead there is a contribution to the inter-
action with the adsorbate related to this range of elec-
tromagnetic spectrum, a sharp decrease in the FEMI is
possible below the critical temperature. This assump-
tion is favored by the experimental results on the fre-
quency dependence of the density of electron states in
lead N(ω) [96], which reveal a nonmonotonic character
at ω > 2kBTc.

7.2. Dissipative Forces in the Modulation Regime 
of Scanning Probe Microscopes

Measurements of forces of interaction between the
probes of an SPM and the surfaces was performed in
many works [97–102]. Thus, the conservative forces in
the normal mode of SPM were studied in [97–99],
while dissipative forces were investigated in [100–
102]. Since the main subject of our work are dissipative
FEMIs, we restrict ourselves to a brief discussion of the
results of [100–102].

Gotsmann et al. [100] studied the interaction
between a silicon probe and the surface of mica in the
normal vibration mode (in vacuum, at T = 300 K) at the
following parameters: the rigidity of the console k =
40 N/m, the radius of the nanoprobe R = 20 nm, the
amplitude of vibrations of the oscillator A = 32 nm, the
fundamental frequency f = 296.6 kHz, and Q = 22815.
It follows from the measurements that the average
power of energy dissipation is approximately 0.1 and
0.02 pW at the distances from the probe apex to the sur-
face 0.1 and 0.5 nm, respectively. Thus, the dependence
on the distance approximately follows the law  ~ d–1.
At these parameters of the oscillator, the internal dissi-
pation of energy upon free vibrations is P(i) = πkA2f/Q =
0.17 pW. We have not yet obtained an exact expression
for the friction force in the normal mode of probe vibra-
tions; therefore, for estimates, we use formula (101) for
the lateral motion with a doubled coefficient (which is
valid for charges). In this case, at typical parameters for
the silicon + mica pair (σ = 0.01 Ω–1 m–1, ε = 6, τ =
10−9 s) and T = 300 K, we obtain from (102a) that F =
–C /z3(N) and C = 6.6 × 10–39 N m2 s. Then, for the har-
monic law of vibrations of the probe and the condition
d ! A (d is the distance from the probe apex to the sur-
face), we obtain for the average power of dissipation

(119)
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Using (119), we find that (0.1 nm) = 3.6 × 10–4 pW

and (0.5 nm) = 3.2 × 10–5 pW, which is three orders
of magnitude smaller than in the experiment. For agree-
ment with experimental data, we should accept τ =
10−6 s and decrease the conductivity of the probe by
two–three orders of magnitude. For this type of contact,
such a change in the parameters is problematic.

In the lateral vibration regime, we have

(120)

instead of (119); therefore, at d = 0.5 nm we obtain  =
0.047 pW and, consequently, dissipation due to FEMIs
in this case should be more noticeable.

These estimates show that, for the normal vibration
mode, more significant dissipative forces appear to
exist, e.g., caused by the destruction of adhesion bonds
[4, 103], which contribute significantly to damping
even if no snap in contact occurs.

Experimental measurements of the forces were per-
formed [101] for the Al (probe)–Au (surface) contacts
under the following conditions: f = 267.2 kHz, k =
40 N/m, R = 35 nm, and Q = 19050. The damping
observed is satisfactorily described by the dependence
F = –C /z3 at C = 8 × 10–35 N m2 s. However, in this
case as well, the theoretical estimates of dissipative
forces of FEMI prove to be much lower than the exper-
imental ones. Thus, using Eq. (108), we obtain C =
10−49–10–48 N m2 s. The calculation of C with allowance
for the nonlocal contribution from the FDRS may yield
a value that is greater by several orders of magnitude,
but nevertheless it will be too small. Moreover, the val-
ues of the forces in this experiment turn out to be too
great even for the contact regime of SPM.

Dorofeyev et al. [102] studied Brownian motion of
an aluminum-coated nanoprobe near the surface of
gold. Here also, very large values of dissipative forces
were registered (even at distances of about 5 nm from
the point of contact with the probe), which unlikely can
be considered as dissipative forces of FEMI.

On the whole, we see that the available measure-
ments of dissipative forces cannot be interpreted in
terms of the theory of FEMI. The authors of [88] agree
with this conclusion. We believe that, for the investiga-
tion of dissipative FEMIs, the use of the lateral vibra-
tion regime is more promising, in which case the probe
moves at a constant controlled height from the surface.

7.3. Normal and Lateral Interaction of Neutral Beams 
of Particles with a Flat Surface

There is another way of experimentally studying
FEMIs, which is related to the investigation of normal
and lateral interactions with the surface upon motion of
neutral atomic–molecular beams and clusters near the
surface [104]. As follows from theory, the motion of
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particles not only causes the appearance of dissipative
FEMIs but also affects the conservative forces of attrac-
tion to the surface. Such forces were studied experi-
mentally in [105–107]. The authors of [105, 106] found
that in the case of atoms of alkali metals scattered by
metallic cylinders, the vdW attractive forces are some-
what weaker than those predicted by the theory. In
[107], on the contrary, a stronger dynamic attraction of
semiconductor plates was revealed.

In this connection, we note that our recent calcula-
tions of the forces of dissipative FEMIs upon the inter-
action of beams of helium atoms with a metallic surface
[104] need to be corrected, since they were based on the
formula for the tangential force obtained in [16], which
differed from Eq. (60) in the character of temperature
dependence. To experimentally study the dissipative
FEMIs (upon the passage of particles over the surface),
it is more expedient to use neutral molecular and cluster
beams, since the temperature and structural effects in
this case are pronounced more strongly. For example,
for hot molecules with a temperature of about 10000 K,
the frequency range of effective interaction with the
surface expands to 1015 s–1; therefore, the magnitude of
dissipative forces may be much higher. In addition, res-
onance effects are possible (see Section 6.4). The per-
formance of such measurements is of fundamental
importance for testing the theory.

8. CONCLUSION

The limited volume of the paper prevented the con-
sideration of many important aspects of FEMIs, such as
friction in 2D electron systems [109], the interaction of
multipoles with a surface [110], structural effects of the
surface [66, 69], etc. Nevertheless, we believe that the
suggested nonrelativistic theory of FEMI can serve as a
basis for understanding all basic physical processes in
contacts of particles and nanoprobes with surfaces. In
essence, the theory is based only on the Maxwell equa-
tions and the formalism of fluctuation–dissipation rela-
tions.

It is very important that all our formulas for conser-
vative and dissipative forces coincide with those known
from the literature for both the flat and cylindrical sur-
faces (in the nonrelativistic limit). For the interaction of
neutral systems (atom–surface, nanoprobe–surface,
surface–surface), our formulas not only lead in special
cases to known results obtained by other authors [12–
15, 49, 87, 88] but also predict new effects (see
Eqs. (60) and (114)). Note that all these results directly
follow from statistically averaged electrodynamic for-
mulas for the power of the fluctuational electromag-
netic field, as well as for the normal and tangential
forces acting on moving particles (in full accordance
with the spirit of the Lifshitz–Pitaevskiœ theory).

In particular, we obtained the most general formula
for the tangential force acting on a moving particle with
allowance for the fact that its temperature differs from
PH
the temperature of the surface (see Eq. (60)), and the
linear-in-velocity formula (8) that was first obtained in
[13] found a strict substantiation without resorting to
Eq. (2). For the first time, we obtained analogous
results for cylindrical surfaces and formulas for the
heating of moving particles.

The theory predicts the possibility of an acceleration
of a moving particle in the field of surface excitations,
as well as of the appearance of an “anomalous” flux of
heat from a cold to a hot body. Physically, this is caused
by the fact that the particles have natural frequencies,
for which reason the energy exchange with the surface
is by no means a trivial process, in contrast to the case
of a charge and a dipole molecule, when the lateral
force can only be retarding and the surface is always
heated. The effect of spatial dispersion complicates the
interaction picture even more, since the dispersion
equations of surface excitations depend on the geome-
try of the contact zone and any structural changes in
this zone dramatically affect the dielectric characteris-
tics of the surfaces and forces of FEMI.

Unfortunately, no reliable experimental data are
available at present that could permit us to unambigu-
ously identify dissipative forces of FEMIs and test the-
oretical models. In this connection, the most promising
methods, in our opinion, are those based on measure-
ments of dissipative forces in the lateral vibration
regime in a scanning probe microscope and on the pas-
sage of neutral beams near a smooth surface.

Among the most important theoretical problems
that are of interest for the physics of FEMIs and can be
solved in terms of our theory are the following: (1) the
calculation of FEMIs upon the normal motion of a neu-
tral particle toward the surface; (2) a more detailed
investigation of the role of spatial dispersion and the
near structure of electromagnetic fields near curved sur-
faces; (3) the investigation of the relation of electro-
magnetic and phonon mechanisms upon friction; and
(4) the allowance for the effects of retardation and,
more widely, the development of a consistent relativis-
tic theory of sliding friction. The fundamentals of this
theory were laid in our recent works [111]. In particu-
lar, relativistic generalizations of formulas (6), (60),
and (114) have been obtained in these works.

At the final stage of preparing this paper for publi-
cation, we obtained the possibility of being acquainted
with the last work of Volokitin and Persson [112], who
kindly supplied us with a preprint of their paper. In that
paper, the authors obtained a formula analogous to our
formula (60) at equal temperatures of the particle and
surface; however, the key identity (6), which is funda-
mentally necessary for the calculation of the force of
friction and flux of heat between a moving particle and
surface in the laboratory coordinate system is absent in
both [112] and in their earlier paper [88]. Therefore,
Volokitin and Persson have calculated the heat flux only
at the zero relative velocity of the bodies and its relation
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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to the friction force was only noted as followed from
the similar structure of the final equations.
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Abstract—The band structure and Fermi surface parameters of ZrB2, VB2, NbB2, and TaB2 hexagonal
diborides are considered in the framework of the self-consistent full-potential LMTO method in comparison
with the relevant parameters of a MgB2 isostructural superconductor. The factors responsible for the supercon-
ducting properties of AlB2-like diborides are analyzed, and the results obtained are compared with previous cal-
culations and available experimental data. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The recent discovery of the critical transition (Tc ≈
40 K) in magnesium diboride (MgB2) [1] and prepara-
tion of a series of promising superconducting MgB2-
based materials (ceramics, films, long wires, and tapes)
[2] have stimulated an active search for new supercon-
ductors among the related compounds having structural
or chemical elements in common with MgB2.

The group of hexagonal (AlB2-like) diborides that
are isostructural to MgB2 are considered to be the first
superconductor candidates. Detailed investigations of
the band structure and the pairing mechanism in MgB2
[2–7] have demonstrated that the most promising
superconductor candidates are diborides of Group I and
II metals, for example, metastable CaB2 [6], LiB2, and
ZnB2 [7]. Moreover, Kwon et al. [8] predicted the pos-
sible critical transition (Tc > 50 K) in AgB2 and AuB2.

It is highly unlikely that new superconductors (with
Tc > 1 K) will be revealed among the AlB2-like d metal
diborides (VB2) [2–7]. In 1970, Cooper et al. [9] pub-
lished the first data on the superconductivity of NbB2
(Tc = 3.9 K). However, these data were not confirmed
by systematic investigations of the superconductor
properties for a series of MeB2 diborides (Me = Ti, Zr,
Hf, V, Nb, Ta, and Cr) [10]. According to [10], MeB2
diborides are characterized by Tc < 0.7 K.

The sufficiently high temperatures Tc reported in
recent publications [11–13] for ZrB2 (5.5 K [11]), TaB2
(9.5 K [12]), and NbB2 (5.2 K [13]) appeared to be
quite unexpected. It is worth noting that, although dif-
ferent research groups have investigated identical series
of diborides (for example, TiB2, ZrB2, HfB2, VB2,
NbB2, and TaB2 [12] and ZrB2, NbB2, and TaB2 [11]),
each group discovered its own superconductor (ZrB2
1063-7834/02/4410- $22.00 © 21833
[11] or TaB2 [12]), whereas all the other MeB2 phases
were considered to be nonsuperconducting.

The results obtained by Kaczorowski et al. [12]
prompted Rosner et al. [14] to investigate in detail the
temperature dependences of the magnetic susceptibility
and electrical conductivity of TaB2. It was revealed that
the superconducting transition in TaB2 is not observed
down to T ~ 1.5 K. The difference in the superconduct-
ing properties of MgB2 and TaB2 was discussed in [14,
15] on the basis of the band structure calculations. It
was noted that these properties differ significantly due
to strong effects of hybridization of the Ta 5d and B 2p
states in TaB2 and a weak (compared to that in MgB2)
electron interaction with the E2g mode of the phonon
spectrum [14]. Singh [15] explained the drastic
decrease in Tc for TaB2 (and the absence of supercon-
ductivity in VB2) in terms of the considerable decrease
in the contributions of the B 2p states to the density of
states N(EF) at the Fermi level: MgB2 (0.494) > TaB2
(0.114) > VB2 (0.043 states/eV). When analyzing fine
features in the soft x-ray B K emission and absorption
spectra of MgB2, NbB2, and TaB2 compounds, Naka-
mura et al. [16] noted the fundamental difference in
structure of their near-Fermi edges with dominant con-
tributions of the B 2pσ (MgB2) or B 2pπ states (NbB2,
TaB2). To the best of our knowledge, no work has repro-
duced the results obtained in [11].

As was shown in [2–7], the superconductivity of
MgB2 and related borides is adequately described in the
framework of the electron–phonon interaction theory.
Therefore, the specific features of the electronic spec-
trum (primarily, the composition and the structure of
the near-Fermi bands) are important factors responsible
for superconductivity.

This paper reports on the results of a detailed analy-
sis of the band structure of Zr, V, Nb, and Ta diborides
002 MAIK “Nauka/Interperiodica”
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Table 1.  Lattice parameters (Å) of Mg, Zr, V, Nb, and Ta diborides according to our FLMTO calculations in comparison with
the available experimental and calculated data

Diboride
Our data Data of other authors

a c c/a a c c/a

MgB2 3.04869 3.46637 1.1370 3.083 3.521 1.142 [23]

ZrB2 3.16932 3.53126 1.1142 3.170 3.532 1.114 [11]

3.165 3.547 1.12 [23]

VB2 3.00678 3.04768 1.0136 2.997 3.056 1.0196 [15]

2.998 3.057 1.02 [23]

NbB2 3.18141 3.35693 1.0550 3.116 3.264 1.06 [23]

3.082 3.243 1.0522 [12]

TaB2 3.16421 3.32337 1.0503 3.098 3.224 1.0407 [14]

3.083 3.244 1.0522 [15]

3.097 3.225 1.041 [23]
in comparison with the available data on superconduct-
ing MgB2.

2. OBJECTS OF INVESTIGATION 
AND CALCULATION TECHNIQUE

It is known that the aforementioned diborides are
isostructural (AlB2 type, space group P6/mmm) and
their crystal lattices are formed by alternating hexago-
nal monolayers of the metal and graphitelike boron net-
works [17]. The unit cell contains three atoms: one
metal atom and two boron atoms. The fundamental dif-
ference between these atoms is associated with the type
of metal sublattice involved; i.e., this difference stems
from the electronic configurations of the metal atoms
(3s23p0 for Mg; 5s24d2 for Zr; and (n + 1)s2nd3 for V,
Nb, and Ta, where n = 3, 4, and 5, respectively), which
are responsible for both the increase in the electron con-
centration, namely, MgB2 (8 electrons per unit cell) <
ZrB2 (10 electrons per unit cell) < VB2, NbB2, and TaB2
(11 electrons per unit cell), and the change in the inter-
atomic bonds (see [2, 18, 19]).

The band structure calculations for MeB2 were per-
formed in the framework of the local-electron-density
(LDA) functional theory using the self-consistent full-
potential linearized muffin-tin orbital (FLMTO)
method with allowance made for relativistic effects and
spin–orbit interactions [20, 21] with the exchange–cor-
relation potential [22]. In our calculations, we obtained
the equilibrium unit-cell parameters from the condition
of the minimum total energy of the system. The calcu-
lated parameters of MeB2 are listed in Table 1.

3. RESULTS AND DISCUSSION

3.1. MgB2. Analysis of the data presented in Figs. 1
and 2 demonstrates that the specific features of the band
structure of superconducting MgB2 are determined by
PH
the B 2p states involved in the formation of four
σ(2px, y) and two π(pz) energy bands. The B 2pz states
are oriented normally to the boron atom networks and
form weak interlayer π bonds. The B 2px, y bands are of
the quasi-two-dimensional (2D) type and form plane
regions aligned along the Γ–A direction of the Brillouin
zone. The small variance of the σ bands also suggests
weak interactions between the Mg–B layers. Two B
2px, y bands cross EF and significantly contribute to the
density of states at the Fermi level. It should be noted
that these bands are responsible for the metal-like prop-
erties of MgB2 (Table 2). An important feature of MgB2

is the occurrence of the B 2px, y hole states: in the Γ–A
direction, these states reside above EF and form hole-
type cylindrical elements of the Fermi surface (Fig. 1).

Thus, the band spectrum of MgB2 is characterized
by the following elements, which are critical with
respect to its superconducting properties and to the
effects of intralayer and interlayer interactions (see also
[2–7]): (1) the position of the σ(px, y) bands with respect
to EF (the occurrence of hole states), (2) the variance of
these bands in the Γ–A direction [∆Eσ(Γ–A) is deter-
mined by the degree of interaction between the metal–
boron layers], and (3) the magnitude and orbital com-
position of the density of states N(EF) to which the B σ
states of graphitelike boron networks make a dominant
contribution. In this context, we consider the band
structure of Zn, V, Nb, and Ta diborides. It should be
noted that, in the diboride series, the most evident con-
sequence of changes in the composition of the metal
sublattice is an increase in the electron concentration
with sequential filling of the energy bands. In this case,
the Fermi level for ZrB2 is located in the pseudogap
between the completely occupied bonding states and
unoccupied antibonding states, which is responsible for
both the highest stability of ZrB2 (and isoelectronic and
isostructural TiB2 and HfB2) in the series of AlB2-like
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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Table 2.  Variance of the σ (B px, y) bands in the Γ–A direction and orbital contributions to the density of states at the Fermi
level (states/eV per cell) of MeB2 phases

Phase ∆Eσ(Γ–A), 
eV

Density of states at EF

total Me s Me p Me d Me f B s B p

MgB2 0.72 0.719 0.040 0.083 0.138 – 0.007 0.448

ZrB2 1.73 0.163 0.001 0.002 0.130 – 0.00019 0.030

VB2 2.69 1.379 0.024 0.013 1.255 – 0.002 0.085

NbB2 2.49 1.074 0.037 0.017 0.818 – 0.012 0.190

TaB2 2.61 0.910 0.003 0.016 0.664 0.038 0.011 0.178
phases and their extreme thermomechanical character-
istics [23]. This inference was confirmed by recent
FLMTO calculations of the cohesion energy for a series
of MeB2 phases (where Me are 3d, 4d, or 5d metals)
[18, 19].

3.2. ZrB2. As follows from the data presented in
Table 2 and Figs. 1 and 2, the near-Fermi edges of the
electronic spectra of ZrB2 and MgB2 differ radically.
The following features are characteristic of ZrB2:
(1) the boron σ(px, y) bands are located below EF (at
−1.1 eV, i.e., at the A point of the Brillouin zone), and
the relevant hole states are absent; (2) the σ bands are
characterized by a considerable variance in the Γ–A
direction [∆Eσ(Γ–A) = 1.73 eV] and cease to be of the
2D type due to the formation of strong covalent d–p
bonds between the metal–boron layers, which involve
only the partially occupied π(pz) bands; and (3) com-
pared to MgB2, the density of states N(EF) for ZrB2
decreases drastically (from 0.719 to 0.163 states/eV);
PH
in this case, the Zr 4d states make the largest contribu-
tion (~80%) to the density of states N(EF), whereas the
contribution of the boron states is considerably smaller
(~18%). A comparison of the Fermi surfaces of MgB2
and ZrB2 demonstrates a pronounced change in the type
of near-Fermi states (2D  3D) (Fig. 1). It is seen that
the Fermi surface of ZrB2 consists of three types of fig-
ures, which are associated with mixed Zr 4d and B 5p–
B p states: (i) the 3D figure of rotation around the
straight line along the Γ–A direction with hole conduc-
tion, (ii) the 3D figure near the midpoint of the M–K
segment with electron conduction, and (iii) small seg-
ments of the 3D type with electron conduction.

3.3. VB2, NbB2, and TaB2. The energy bands, Fermi
surfaces, and densities of states of these isoelectronic
and isostructural diborides are shown in Figs. 3 and 4.
Some parameters of the electronic structure are given in
Tables 2 and 3. The aforementioned differences
between ZrB2 and MgB2 [such as the population of the
–10
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Fig. 3. Energy bands and Fermi surfaces of (a) VB2, (b) NbB2, and (c) TaB2.
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σ(px, y) bands, the decrease in the contributions of the B
2p states to the density of states N(EF), and the 2D 
3D crossover of the type of near-Fermi states in N(EF)]
are also characteristic of VB2, NbB2, and TaB2. More-
over, unlike ZrB2, these diborides have common fea-
tures: (1) a partial population of the antibonding d band,
which provides the metallic type of conduction; (2) a
considerable increase in the density of states N(EF); and
(3) an increase in the population of π(pz) bands. The
Fermi surface can undergo a characteristic transforma-
tion. For example, the Fermi surface of TaB2 (Fig. 3)
contains double nonintersecting (internal and external)
electron-type spheroids of rotation around the A point
which are determined by the 3D B 2p and Ta 5dxz, yz

states, respectively. The B σ(px, y) bonding bands are
located below EF (for VB2, NbB2, and TaB2, the ener-
gies at the A point of the Brillouin zone are equal to
−1.3, –2.5, and –2.6 eV, respectively) and, as in the case
of ZrB2, exhibit a considerable energy variance ∆Eσ(Γ–A),
which is maximum for VB2 (Table 2).

In the isoelectronic series VB2  NbB2  TaB2,
the density of states N(EF) decreases gradually and its
largest value (for VB2) is associated with the contribu-
tion of the near-Fermi quasi-flat vanadium 3dxz, yz band
in the Γ–M direction. By contrast, the contribution of B
2p states of the antibonding σ and π bands to the den-
sity of states N(EF) in this series changes nonmonoton-
ically: it reaches a maximum (0.190 states/eV) for
NbB2 but remains considerably smaller than that for
MgB2 (0.448 states/eV). The high density of B 2p states
in the vicinity of EF for NbB2 (as compared to TaB2) has
been confirmed by spectroscopic measurements [16].

Table 3.  Densities of states at the Fermi level (states/eV) of
Mg, Ta, and V diborides according to our FLMTO calcula-
tions in comparison with the data taken from [14, 15]

Phase
N(EF)

our data FP [15] FPLO [14]

MgB2 0.719 0.691 0.71

B 2p 0.448 0.494

TaB2 0.910 0.966 0.91

Ta 5d 0.664 0.647

B 2p 0.178 0.114

VB2 1.379 1.359

V 3d 1.255 1.235

B 2p 0.085 0.043

Note: The total density of states and partial contributions of the
Me d and B 2p states are given.
PH
4. CONCLUSIONS

Thus, the analysis of the band structure and Fermi
surface parameters of d metal (Zr, V, Nb, Ta) isostruc-
tural diborides has revealed fundamental differences
between the aforementioned compounds and MgB2.
These differences are as follows: (1) population of the
px, y bonding bands and the absence of the σ hole states,
(2) enhancement of the covalent interactions between
boron and metal layers (due to hybridization of the B
2p–Me d states) and loss of the quasi-two-dimensional
type by the energy bands, and (3) changes in the mag-
nitudes and orbital composition of the density of states
N(EF) when the d valence states of the metals become
predominant. The last feature is characteristic of low-
temperature superconductors, for example, metal-like
compounds of these d elements with carbon, nitrogen,
and silicon (NbN, V3Si, etc.), whose temperatures Tc

correlate with the densities of states N(EF) [24]. In this
case, reasoning from the results obtained, we can infer
that low-temperature superconductivity is more proba-
ble in V, Nb, and Ta diborides; among these com-
pounds, the highest temperature Tc should be expected
for VB2. Under the assumption (by analogy with MgB2
[2–7]) that the near-Fermi density of B 2p states is the
main electronic factor responsible for the supercon-
ducting properties of MeB2 diborides, NbB2 should
possess the highest temperature of the critical transi-
tion. Note that, according to the pairing model pro-
posed earlier in [25, 26], the population of not only the
σ bands but also the π bands of boron must be taken
into consideration. In any case, the superconducting
transition in ZrB2 is less probable and the results
obtained in [11] need revision.
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Abstract—The effect of ion irradiation on the upper critical magnetic field Hc2 in electronic and hole high-tem-
perature superconductors is studied. It is shown that the variation of Hc2 may be connected with the d-wave
symmetry of the order parameter. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of various groups of high-temperature
superconductors (HTSC) subjected to ion irradiation
have revealed an anomalous character of variation of
the upper critical magnetic field with increasing radia-
tion defect concentration [1, 2]. The classical growth of
Hc2, which is usually caused by electron scattering from
radiation-induced defects, was not observed. Attempts
to noticeably increase Hc2 even by irradiating high-
quality epitaxial films to doses that did not change in
the critical temperature with increasing electrical resis-
tivity were unsuccessful.

Studies of conventional superconductors featuring
the phonon mechanism have shown that scattering from
defects plays a dominant role in the variation of the
upper critical field in the cases where irradiation does
not produce noticeable changes in the electronic struc-
ture. This situation can be exemplified using the NbC
superconducting compound [3, 4]. In other cases, for
instance, in Nb3Sn, where the electronic characteristics
undergo a strong variation, it is this variation that deter-
mines the behavior of Hc2 under irradiation [5].

This publication reports on a study of the effect of
radiation defects on the variation of electronic charac-
teristics and conduction-electron scattering in elec-
tronic and hole cuprate HTSCs, as well as of the part
that these variations play in the anomalous behavior
of Hc2.

2. EXPERIMENT

We studied c-oriented epitaxial films of
YBa2Cu3O7 – δ (YBCO), HoBa2Cu3O7 – δ (HBCO), and
Nd2 – xCexCuO4 – δ (NCCO) prepared in situ by two-
beam laser ablation [6, 7]. The films were irradiated by
energetic helium ions at room temperature and at T =
77 K [8]. We measured temperature dependences of the
electrical resistivity in a normal state and investigated
the resistive superconducting transitions in a dc mag-
1063-7834/02/4410- $22.00 © 21840
netic field oriented perpendicular to the film surface.
The temperature dependence of the upper critical field
Hc2(T) was determined from the shift of the resistive
transition.

3. RESULTS AND DISCUSSION

Figure 1 shows the superconducting resistive transi-
tions in an NCCO epitaxial film observed in a magnetic
field before and after irradiation of the film to a low
helium ion dose. We see that although the electrical
resistivity ρ of the material increased almost twofold as
a result of the irradiation, the temperature dependence
of Hc2 virtually did not change. Irradiation to higher
doses changed the slope –dHc2/dT of the temperature
dependence of the upper critical magnetic field only
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Fig. 1. Superconducting transitions in an epitaxial NCCO
film in a magnetic field before and after irradiation by ener-
getic He+ ions to a dose of 1 × 1013 cm–2. Curves 1–5 were
obtained in magnetic fields 0, 5, 10, 20, and 30 kOe, respec-
tively. Determination of the electrical resistivity in a normal
state near Tc of the original (ρ0) and irradiated (ρirr) samples
is shown.
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weakly even when the critical temperature Tc decreased
strongly.

The broadening of the superconducting transition in
the YBCO and HCCO films in a magnetic field was
stronger [5]. Under irradiation, the slope –dHc2/dT
decreased approximately proportional to the critical
temperature.

The variation in Hc2 of the cuprate HTSCs observed
to occur under irradiation was found to be very similar
to that of the part of Hc2 of conventional superconduc-
tors, which is commonly called the clean-base term
(Fig. 2).

In the absence of scattering, the slope (–dHc2/dT)
corresponds to the clean-base term determined by the
quantity Tc/〈v 2〉 , where 〈v 2〉  is the Fermi surface-aver-
aged square of the Fermi velocity [9, 10]. Scattering
from defects increases the upper critical magnetic field
[11, 12]. The slope of the temperature dependence
−dHc2/dT near Tc can be written, with inclusion of scat-
tering, as

(1)

The quantity λtr grows with decreasing electron
mean free path l or relaxation time τ = l/v *:

(2)

Here, " is the Planck constant, k is the Boltzmann con-
stant, and ξ0 = 0.18"v */kTc. The above expressions are
written for a strong-coupled superconductor, where
τ* = τ(1 + λ) and v* = v /(1 + λ), with λ being the elec-
tron–phonon coupling constant.

The effect of electron scattering from radiation
defects on Hc2 was demonstrated in the case of the con-
ventional superconductors NbC and Nb3Sn in [3, 5]. In
the case where defects do not affect the electronic struc-
ture and Tc noticeably, the variation of the Tc/〈v *2〉  fac-
tor (or the clean-base term) in Eq. (1) is relatively small.
The increase in Hc2 is caused by the growth of λtr,
which is a result of the decrease in the mean free path.

We note that scattering from normal impurities and
defects in conventional superconductors does not affect
the critical temperature (Anderson’s theorem) [13]. The
variation in Tc is connected in this case with a variation
in the electronic characteristics.

Unlike Tc of conventional superconductors, the crit-
ical temperature of high-temperature cuprates is sensi-
tive to scattering. This is connected with the odd
d-wave symmetry of the order parameter [14], which
has been revealed in both hole and electronic HTSCs
[15, 16]. Estimates made for a fairly pure superconduc-
tor with an odd order parameter suggest that the critical
temperature in the case of scattering from defects can
be written as Tc = Tc0(1 – π"/2kTc0τ) [17]. Here, Tc0 is

dHc2/dT–
Tc

v ∗ 2〈 〉
-------------- 1 λ tr+( ).∼

λ tr
"

2πkTcτ∗
--------------------- 0.882

ξ0

l
-----.= =
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the critical temperature in the absence of scattering and
"/(πkTc0τ) ! 1. In view of Eq. (2), we can recast this as
Tc = Tc0/(1 + π2λtr).

Thus, the scattering-induced decrease in the critical
temperature of a d-wave superconductor lowers the
upper critical magnetic field rapidly, so that the factor
(1 + λtr) in Eq. (1) can be neglected. As a result, the scat-
tering-induced variation of the slope –dHc2/dT for a
d-wave superconductor can be qualitatively described
by the expression

(3)

Equation (3) shows that the variation of the slope
−dHc2/dT for a d-wave superconductor is determined by
the ratio Tc/〈v*2〉  in both cases of variation of the elec-
tronic characteristics and changes in scattering.

This accounts qualitatively for the observed charac-
ter of variation of the upper critical magnetic field of
cuprate HTSCs with decreasing electron mean free
path.

HTSC irradiation changes not only the mean free
path but also the conduction electron concentration N.
The relation

(4)

(m and e are the effective mass and charge of an elec-
tron, respectively) shows that the electrical resistivity ρ
can grow both as a result of a decrease in the mean free
path caused by radiation defects and through a change
in the electronic characteristics.

dHc2/dT
Tc

v ∗ 2〈 〉
--------------

Tc0

v ∗ 2〈 〉 1 π2λ tr+( )
----------------------------------------.∼ ∼–

ρ mv

Ne2l
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Fig. 2. Reduced slope (–dHc2/dT)irr/(–dHc2/dT)0 plotted
vs. reduced electrical resistivity ρirr/ρ0 for NbC, HBCO,

and NCCO films irradiated by He+ ions. (–dHc2/dT)0 and
ρ0 are the characteristics of the original sample. The dashed
line shows the variation of the clean-base term for NbC.
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Irradiation of cuprates brings about not only a
growth of the residual resistivity associated with
defects but also an increase in the slope dρ/dT of the
temperature dependence of the electrical resistivity
ρ(T) (Fig. 3). The temperature dependence of ρ is
determined by that of the mean free path. If ρ(T) fol-
lows a linear dependence, the slope dρ/dT can be con-
sidered as a measure of the variation of the quantity
mv /N under irradiation. The ratio of dρ/dT to the resis-
tivity ρn close to Tc varies in proportion to the electron
mean free path under irradiation: 

(5)

This permits one to estimate the irradiation-induced
variation in l and mv /N from data on the temperature
dependence of ρ(T).

The irradiation-induced variation of mv /N and of
the electron mean free path l near Tc was directly esti-
mated for YBCO (Fig. 3) and HBCO [5], as well as for
NbC, which feature a close-to-linear dependence of the
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Fig. 3. Temperature dependences of the electrical resistivity
of epitaxial films of high-temperature superconductors irra-
diated by He+ ions to various doses F equal to (a) (1) 0,
(2) 6 × 1014, (3) 1.6 × 1015, and (4) 2.6 × 1015 cm–2; and
(b) (1) 0, (2) 1 × 1013, and (3) 1 × 1014 cm–2.
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PH
electrical resistivity on temperature. In the case of
NCCO, for which the ρ(T) dependence is nonlinear,
qualitative estimates were obtained.

It was shown that irradiation of YBCO, HBCO, and
NCCO brings about a noticeable decrease in the elec-
tron mean free path in these HTSCs. Unlike conven-
tional superconductors, however, the slope −dHc2/dT
was not found to increase (Fig. 4).

The decrease in the upper critical magnetic field
observed in HBCO may be due to a strong effect of
scattering on the critical temperature of the d-wave
superconductor. The small coherence length of hole
HTSCs, ξ(0) ~ 20 Å, makes realization of the pure-
superconductor approximation λtr ! 1 possible, where
Eq. (3) becomes valid.

At the same time, estimates made for YBCO and
HBCO for low irradiation doses and for zinc substitut-
ing for copper [18] showed that the relative variation of
mv /N is comparable to that of 1/l or exceeds it. The
dependence of Hc2 on electronic characteristics may
turn out to be substantial in this case. In particular, a
decrease in the conduction electron concentration may
result in a fast decrease in Tc0 in Eq. (3) as the Fermi
level passes through the singularity in the density of
states [17]. In all cases, hole HTSCs exhibit a common
pattern of Hc2 variation; namely, the slope –dHc2/dT
decreases approximately in proportion to the critical
temperature (Fig. 5). One may think that the variation
of the quantity Tc/〈v *2〉  for these superconductors is
determined by that of Tc.
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Fig. 4. Variation of reduced slope (–dHc2/dT)irr/(–dHc2/dT)0
with increasing reduced reciprocal mean free path of elec-
trons l0/lirr measured for epitaxial films of the high-temper-
ature cuprate superconductors HBCO, YBCO, and NCCO
irradiated by He+ ions. (–dHc2/dT)0 and l0 are the character-
istics of the original sample. Shown for comparison are data
for the conventional superconductor NbC; dashed line is the
clean-base term.
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Electronic high-Tc superconductors NCCO and
SmCeCuO (SCCO) exhibit a weak tendency to a
decrease in the slope –dHc2/dT with decreasing critical
temperature as a result of irradiation or a change in the
oxygen content [19] and in the rare-earth content ratio
(Fig. 6). The values of the critical field near Tc (and of
the slope –dHc2/dT) obtained for these compounds
practically coincide [20, 21]. It is not possible to
enhance scattering considerably in these cuprates using
irradiation (Fig. 4). Even very low irradiation doses
bring about a decrease in the critical temperature,
because these compounds are superconducting within a
very narrow oxygen content interval. The quantity
mv /N also exhibits a noticeable variation. A decrease in
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O
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60 70 80 90
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Fig. 5. Slope –dHc2/dT plotted vs. critical temperature Tc for
epitaxial films of the hole high-temperature superconduc-
tors HBCO and YBCO irradiated by helium ions and of
zinc-doped YBCO [18].
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Fig. 6. Slope –dHc2/dT plotted vs. critical temperature Tc for
electronic high-temperature superconductors, namely, for
NCCO epitaxial films irradiated by helium ions, with differ-
ent Nd/Ce contents and with different oxygen composition
[19], as well as for SmCeCuO [20, 21].
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the conduction electron concentration (a change in the
Fermi level) can cause a decrease not only in Tc but also
in v *. Therefore, the observation of a small irradiation-
induced decrease in the slope –dHc2/dT for electronic
superconductors may be assigned to features in the
electronic structure which govern the variation of the
quantity Tc/〈v *2〉 .

4. CONCLUSIONS

Thus, it has been shown that the absence of growth
of the upper critical magnetic field in hole and elec-
tronic HTSCs observed to occur with a decreasing elec-
tron mean free path under irradiation by energetic ions
may be accounted for by the d-wave symmetry of the
order parameter. The change in the conduction electron
concentration caused by radiation-induced defects
should play a substantial role in the variation of the
upper critical magnetic field. Under variation of the
electronic characteristics, the quantity Hc2 behaves
qualitatively similar to the clean-base term in the
expression for the upper critical magnetic field of a con-
ventional superconductor.
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Abstract—Thermopower measurements on PbX crystals (X = Te, Se, S) at high hydrostatic pressures of up to
35 GPa are reported. New data were obtained on the magnitude and on the pressure dependence of the ther-
mopower of high-pressure semiconducting and metallic phases. The phase transitions occurring in PbX are
treated in terms of a model in which the transition to an insulator electronic spectrum is caused by the Peierls
lattice distortion. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Lead chalcogenides [1, 2], which are semiconduct-
ing compounds of Group IV and VI elements, undergo
pressure-induced phase transitions from rock-salt to
germanium sulfide-type structure [3–5]. In PbX (X =
Te, Se, S), unlike in the majority of other substances,
the electrical resistivity, rather than decreasing at the
phase transition, increases by several orders of magni-
tude [6–8], as in the mercury chalcogenides [9]. At still
higher pressures (P ≥ 15 GPa), PbX compounds were
observed to transfer to a CsCl-type bcc structure [5].
Judging from the literature, the thermoelectric proper-
ties of the new phases have not been studied. Much the
same, the behavior of the thermopower S is seen to
reflect the variation of the electronic structure and car-
rier parameters of semiconductors under pressure [9,
10]. This fact was employed, in particular, in studying
the pressure-induced transformation of the electronic
structure of the initial phases of PbS, PbSe, and PbTe
[11, 12]. The purpose of this study was to investigate
the thermopower of the high-pressure phases of lead
chalcogenides.

2. EXPERIMENTAL TECHNIQUES

The high quasi-hydrostatic pressure P was produced
in anvil-type chambers made of the VK6 hard alloy (up
to 10 GPa) and synthetic diamonds (up to 30–40 GPa)
[9]. The pressure-transmitting medium was catlinite, of
which the sample containers were made. The pressure
was estimated to within ±10% from a calibration graph
(relating the pressure to the force applied) constructed
using the phase transformations in the reference sub-
stances Bi, ZnS, GaP, etc., for each of the chambers
employed [9, 13–17]. The high-pressure setup made it
possible to measure simultaneously the force, sample
compression, anvil temperatures, temperature drop ∆T,
and the electrical signal from the sample [16, 17]. The
results of the measurements were entered into a nonvol-
atile memory and transferred subsequently to a com-
1063-7834/02/4410- $22.00 © 1845
puter [16, 17]. The technique used in the thermoelectric
measurements at pressures of up to 30–40 GPa was
described in [9, 15]. The temperature distribution in the
anvils for different sample sizes and thermal conductiv-
ities was calculated in [18]; this distribution is used to
estimate the error of ∆T determination in a sample. To
take into account the error introduced by the anvils, the
sample was replaced by lead as a reference material,
whose thermopower at room temperature is close to
zero (–1.27 µV/K [10]). The thermoelectric measure-
ments were conducted both in stationary conditions at
a fixed temperature drop and in a nonstationary thermal
regime [16, 17]. The diamond anvils served as the
heater and cooler in the thermoelectric measurements
[9]. The temperature gradient was produced by heating
the anvil, the heater being located in the chamber. Ear-
lier measurements of S made at up to 30 GPa on a large
number of semiconducting compounds [13] have
shown satisfactory agreement with the studies per-
formed at hydrostatic pressures of up to 2–10 GPa car-
ried out using the standard technique.

The materials chosen for the study were p-PbSe and
n-PbTe single crystals and p-PbSe and n-PbS polycrys-
talline samples. The room-temperature electron con-
centration and electrical resistivity ρ of the crystals
were 1.5 × 1018 cm–3 and 4 × 10–3 Ω cm in PbTe and
6.5 × 1018 cm–3 and 2.2 × 10–3 Ω cm in PbS, respec-
tively. The hole concentration and electrical resistivity
of single-crystal and polycrystalline p-PbSe samples
were ~1.1 × 1018 cm–3 and 8 × 10–3 Ω cm, and 6 ×
1018 cm–3 and 2 × 10–3 Ω cm, respectively. The crystal
structure and lattice parameter were characterized by
x-ray diffraction. The samples of the crystals studied in
the diamond chamber measured typically ~0.2 × 0.2 ×
0.1 mm; these samples were placed into a hole 0.3 mm
in diameter drilled in the center of the catlinite con-
tainer. The samples studied in the hard-alloy chamber
were ~0.4 × 0.4 × 0.2 mm in size. We either used plati-
num–silver, spring-loaded contacts of a 5-µm-thick rib-
bon or employed diamond anvils (which had a low elec-
2002 MAIK “Nauka/Interperiodica”
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trical resistivity due to metallic inclusions) as electrical
probes contacting the samples [9, 15]. The relative
errors with which the resistivity ρ and S were deter-
mined did not exceed 3 and 20%, respectively.

3. RESULTS AND DISCUSSION

The pressure dependences of electrical resistivity
reveal jumps indicating reversible phase transitions (the
reverse course of the curves is not shown) in the interval
from 2 to 6 GPa (Fig. 1), which is in good agreement
with earlier measurements [4, 6–8]. The structural
phase transitions occurring at P ≈ 2.2–2.5, 4.2–4.5, and
5.2–6.5 GPa have been observed in PbS, PbSe, and
PbTe from measurements of the electrical resistivity [4,
6–8] and in x-ray diffraction experiments [5]. The elec-
trical resistivity of different lead chalcogenides behaves
in a qualitatively similar way with pressure, which is a
consequence of their having similar electronic structure
[1, 2]. The S(P) dependences are substantially different
for these samples, which reflects the different behavior
of the partial contributions of electrons and holes to the
conductivity (Fig. 2). The results of measurements car-
ried out in stationary and nonstationary regimes almost
coincided. While the values of S obtained in the dia-
mond and hard-alloy chambers correlate, on the whole,
with one another, the data obtained in the region of
phase transitions, where S undergoes strong variations,
exhibit a scatter associated with nonuniform pressure
distribution. The values of S(P) obtained for the PbTe
crystal at low pressures P coincided to within experi-
mental error with the figure S = –230 µV/K, which was

101

0 2

ρ,
 Ω

P, GPa
4 6 8 10

103

105

10–1

1

2

3

Fig. 1. Pressure dependences of the electrical resistivity for
polycrystalline samples of (1) PbS and (2) PbSe and (3) a
single-crystal sample of PbTe measured in a hard-alloy
chamber at T = 293 K. The arrows identify the structural
phase transitions derived from x-ray diffraction data [3–5]
(see text).
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Fig. 2. Pressure dependences of the thermopower of (a) a
polycrystalline PbS sample and single-crystal samples of
(b) PbSe and (c) PbTe measured at T = 298 K in (1) hard-
alloy and (2) diamond-anvil chambers. The data for PbS
refer to two samples; sample 1 is characterized by the pres-
sure dependence of electrical resistivity shown in Fig. 1.
The arrows point to phase transitions. The dashed lines for
the PbSe and PbTe samples show the calculated pressure
dependences of thermopower (see text).
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found at atmospheric pressure using the standard tech-
nique. The thermopower of the PbS sample decreased
irreversibly after the first cycle of raising the pressure;
this should probably be attributed to the growth in the
concentration of defects and the associated charge car-
riers. The S(P) graphs displayed in Fig. 2 exhibit a
reversible character.

At atmospheric pressure, PbX compounds (X = Te,
Se, S) with a rock-salt structure are narrow-gap semi-
conductors, with the band gap Eg being equal to 0.286,
0.16, and 0.19 eV, respectively [1, 2], which decreases
with increasing pressure (dEg/dP = –55 to –70, –60 to
−86, and –70 to –90 meV/GPa for PbS, PbSe, and PbTe,
respectively [4, 9]). The pressure-induced decrease in ρ
and S in the initial NaCl-structure phase is in accord
with the pressure dependence of Eg. Taking into
account the above pressure-dependence coefficients,
the band gap should vanish before the onset of the
structural phase transitions. As follows from the magni-
tude of thermopower |S | < 50 µV/K, the samples under
study are indeed in the gapless or metallic state at these
pressures (Fig. 2). The thermopower of an intrinsic
semiconductor can be written as [10]

(1)

where σ is the conductivity, which is the sum of the
electronic, σn, and hole, σp, conductivities; k0 is the
Boltzmann constant; e is the electronic charge; mp and
mn are the effective masses of the electron and the hole,
respectively; and 0 ≤ rn ≤ 2 and 0 ≤ rp ≤ 2 are the scat-
tering parameters, which determine the energy depen-
dences of the momentum relaxation time for the elec-
trons and holes, respectively [10]. The effective masses
of electrons and holes in the initial phase of PbX are
anisotropic, particularly in PbTe, where the anisotropy
parameter (the ratio of the mass along the axis of the
constant-energy ellipsoid m|| to that in the perpendicular
direction m⊥ ) is 10 times that in PbS and PbSe [2].
Therefore, Eq. (1) should contain, in place of mp and
mn, effective density-of-states masses at the L point of

the Brillouin zone: meff = ( m||)1/3, where Nc is
the number of equivalent ellipsoids [10].

The behavior of S(P) of the PbX samples both in the
initial and high-pressure phases is described by the
Eg(P) variation, i.e., by the third term in Eq. (1); how-
ever, the effect of compensation of the electronic and
hole contributions to the thermopower is also substan-
tial. The S(P) relation for PbSe in the initial phase is in
agreement with the one calculated using Eq. (1), if we
take σp = σ (σn = 0) and use the known pressure coeffi-
cient dEg/dP = –86 meV/GPa [4]. For PbTe, agreement
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with calculations for dEg/dP = –70 meV/GPa [4] is
reached for σn/σp = 1.8 (Fig. 2). In the PbS sample, the
electron concentration after the application of pressure
is substantially in excess of the intrinsic value and,
therefore, thermopower in the initial phase varies only
weakly. We note that the S(P) relations also have fea-
tures that are possibly associated with the pressure-
induced variation of other parameters in Eq. (1). The
jump of S in the new phase (Fig. 2), as well as the
growth of the resistivity (Fig. 1), reflects the opening of
the semiconducting gap in the high-pressure phases.
Measurements showed that all lead chalcogenides are
electronic semiconductors in the new phase and have a
negative pressure coefficient of |S |. The latter fact cor-
relates with the pressure dependences of ρ in these
phases [4, 6–8]. Obviously enough, the |S(P) | and ρ(P)
dependences in the new phase are associated with the
decrease in Eg, which is characterized by approxi-
mately the same pressure coefficient as in the original
NaCl-structure phases.

The relations obtained and the phase transitions in
PbX can be interpreted within a model taking into
account the major role played by the p bands in chemi-
cal-bond formation and the Peierls lattice distortion
[19]. This model reproduces well the type of the crystal
and electronic structure of some elements of Groups V,
VI, and VII of the Periodic table, as well as of the mer-
cury, indium, gallium, and bismuth chalcogenides at
normal and high pressures [13, 19–21]. The model
accounts for the opening of the semiconducting gap and
its closure under pressure in compounds with different
crystal structures, namely, cubic crystals, layered and
chain structures, and molecular and liquid phases [19,
20]. This model is applicable for both qualitative
description and precise quantitative calculation of the
electronic structure [2, 19].

This model was also used to find the energy spec-
trum of the original NaCl-structure phase of PbX [2].
As shown by numerical calculations, energy bands near
the Fermi level group to form triplets, which do not
overlap with other bands; in other words, the crystal-
field splitting of the atomic p levels is smaller than the
distance to bands of other symmetry, so that the bands
in the vicinity of the Fermi level derive primarily from
the p states [2]. In the prephase with a simple cubic lat-
tice (assuming the nearest neighbor atoms to be equiv-
alent), all PbX compounds must be metals, because the
p band is half-filled (with three electrons per six states).
The exact electronic structure of PbX at the L point of
the Brillouin zone was derived from the electronic
structure of the metallic praphase by successively tak-
ing into account the ionicity, hybridization, and spin–
orbit interaction [2]. The inclusion of ionicity (doubling
of the period) of crystals leads to p-band splitting and
the opening of a semiconducting gap between the filled
and unoccupied p states in the original rock salt struc-
ture [2].
02
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As follows from the experimental data obtained in
this study and [4, 6–8] and calculations from [2, 4],
Eg  0 in the NaCl-structure phase as the pressure
increases. According to the p-band model, however, the
metallic state of PbX crystals must be unstable in the
cubic NaCl structure, because the Peierls lattice distor-
tion is energetically favorable, and the energy of the
system decreases as a result of the opening of the semi-
conducting gap [19]. The metallic state induced in PbX
by high pressure favors doubling of the lattice period
and the opening of a semiconductor band gap at the
Fermi level which separates the filled from unoccupied
electronic states [19–21]. Indeed, the high-pressure
PbX phases have an orthorhombic structure whose
parameter a is approximately twice that of the initial
cubic phase [3, 4]. (We note that the structure of these
phases was not established reliably in [5].) Thus, the
opening of a semiconductor gap Eg in the high-pressure
PbX phases is well described by this model. The band
gap in the new semiconductor phases can be estimated
from the change in the resistivity and thermopower.
Assuming the jump in the electrical resistivity to be due
primarily to the carrier concentration drop, i.e., to the
increase in Eg, we use the ratio of the resistivities of the
second and first phases (both at P = 0 and before the
phase transition) to obtain the estimates Eg ≈ 0.6, 0.4,
and 0.1 eV for PbS, PbSe, and PbTe, respectively, near
the phase transition points, which, for lead selenide and
telluride, is in accord with the data derived from S(P).
The underevaluation of S(P) obtained for the sulfide, as
well as for the initial phase, is probably due to an excess
impurity or defect electrons.1 

The density of Peierls structures is lower than that of
an undistorted lattice; therefore, the application of a
certain pressure will remove the distortion, i.e., will
cause metallization [20]; this exactly was observed to
occur in the above compounds [13, 14, 20]. Such tran-
sitions to a metallic state with a further increase in pres-
sure are also seen to take place in the lead chalco-
genides and are indicated by a sharp change in the pres-
sure coefficient of S(P) (Fig. 2) and in the resistivity [4,
6–8]. For PbSe (Fig. 2), a drop in magnitude of the ther-
mopower and a reversal of the sign to positive occur
near P = 16 GPa, which is in agreement with the data
suggesting a transition to the bcc structure [5]. In PbTe,
the sign of S changes to positive at ~10–12 GPa, which
is likewise close to the transition point to the bcc lattice
P = 13 GPa, the value derived from synchrotron data
[5]. In PbS, the drop in magnitude of S and the change
of the sign to positive were observed by us to take place
at a pressure P ≈ 12 GPa, which is lower than that at
which the transition to the bcc structure was detected in
x-ray diffraction experiments (P = 21.5 GPa [5]). Resis-
tance measurements [8] also revealed the transition of

1 Already after this paper had been submitted to press, we found
the S(P) relation for a single-crystal PbS sample, which agrees
qualitatively with the one presented here; the value of S for the
second phase corresponds to the band gap Eg ≈ 0.6 eV.
PH
PbS to a metallic state to occur at a lower pressure
(18 GPa).

The thermopower of the high-pressure metallic
phases, which have tentatively the CsCl-type bcc struc-
ture [5], is positive, with S ≈ 10–20 µV/K being in
agreement with the values typical of metals. Interest-
ingly, in most of the high-pressure phases of elements
of Groups IV and VI and of the II–VI compounds
exhibiting metallic properties, the thermopower has the
same sign and values [4]. The HgX and PbX semicon-
ductor compounds, having different initial structures,
follow similar pressure behavior. In PbX, the Peierls
instability sets in in the NaCl structure, where the semi-
conductor band gap opens under pressure, whereas in
the gapless HgX semiconductors, the pressure first ini-
tiates a transition from the tetrahedral sphalerite lattice,
which is unstable for the given ratio of the cationic and
anionic radii of Hg and X (like ions come in contact), to
an octahedral (NaCl) lattice [3], which is distorted, in
accordance with the p-band model, into a cinnabar
structure [13, 14, 19]. As a result, the pressure-induced
change in the electrophysical properties in materials of
these two groups is nearly the same.
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Abstract—The effect of Sn atoms on the electrophysical properties and x-ray photoelectron spectra of Czo-
chralski-grown Sb2Te3 single crystals is studied. The character of the temperature dependences of the kinetic
coefficients is shown to depend noticeably on the structure of the valence band, which consists of two valence
subbands. Estimates of the effective density-of-states masses of holes and of the gap between the valence-band
extrema in Sb2Te3 : Sn agree with the data available for the Sb2Te3 not doped with tin. X-ray photoelectron
spectra of Sb2Te3 : Sn single crystals do not exhibit noticeable core-level shifts and electron density redistribu-
tion in the valence band. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effect of tin atoms on the electrical properties of
Sb2Te3 has been studied in a number of works [1–3]. Sn
was established to act as a deep acceptor in this com-
pound [1, 2]. In Sb2Te3, tin revealed unusual properties,
namely, negative magnetoresistance, anomalies in the
temperature dependence of the Hall coefficient, and its
dependence on the applied magnetic field [3]. It was not
reported in [3] whether these anomalies are related to
any features in the energy spectrum.

We showed in [4] that a coordinated investigation of
the kinetic coefficients, namely, of the electrical con-
ductivity, Hall, Seebeck, and Nernst–Ettingshausen
effects, as well as of x-ray photoelectron spectra, per-
mits one to draw conclusions as to the presence or
absence of features in the energy spectrum of a com-
pound.

This communication reports on a study of the effect
of Sn on transport phenomena and x-ray photoelectron
spectra of Sb2Te3 single crystals.

2. SAMPLES

Sb2Te3 single crystals were Czochralski grown in a
floating crucible, which served to feed the growing
crystal with a liquid melt, using the technology devel-
oped at the Baœkov Institute of Metallurgy and Materi-
als Sciences [5]. This method permits one to grow suf-
ficiently large, high-quality crystals with a given crys-
tallographic orientation. The uniformity of the samples
in concentration was estimated from local values of the
thermopower on the surface of the single crystals. The
scatter in the values of thermopower did not exceed 2–
3%. The experiment was carried out on samples of two
1063-7834/02/4410- $22.00 © 1850
types, namely, on those of stoichiometric composition
and on those doped by a heterovalent Sn impurity. The
crystals were prepared from Te, Sb, and Sn of
99.9999 wt % purity. The impurity content was esti-
mated through chemical analysis. All of the grown
crystals exhibited hole conduction.

3. THE EXPERIMENT AND DISCUSSION
OF THE RESULTS

3.1. Kinetic Effects

On each of the Sb2Te3 samples studied, we mea-
sured the following independent transport coefficients:
S11 and S33 (Seebeck), R123 and R321 (Hall), Q123
(Nernst–Ettingshausen), and σ11 and σ33 (electrical
conductivity). The measurements were conducted in
the temperature interval 77–350 K. The charge carrier
concentration was determined, as in [4], from the larger
Hall tensor component R321 at 77 K from the relation

(1)

As follows from our data, the tin impurity acts as a
deep acceptor in Sb2Te3, which is in agreement with
[1, 2].

The observed temperature dependences of the trans-
port coefficients in Sb2Te3 : Sn are qualitatively similar
to those for undoped Sb2Te3. Therefore, the experimen-
tal data found for crystals with tin can be interpreted as
in the case of stoichiometric Sb2Te3; namely, the dis-
cussion of results should take into account the complex
valence-band structure and the existence of carriers of
at least two types (with noticeably different mobilities)
involved in the transport phenomena.

p eR321( ) 1– .=
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Introduction of the tin impurity made it possible to
shift the Fermi level into the valence band by ∆εF ~
0.1 eV as compared to samples that were not doped by
Sn. This doping left the main relations governing the
transport phenomena unchanged. While the concentra-
tion dependences of the Hall mobility and of the See-
beck coefficient do not exhibit the pronounced effects
characteristic of band-to-band or resonance scattering,
certain quantitative differences are, however, seen
because of the increased hole concentration.

Using our data on the above transport coefficients,
we found the effective density-of-states mass at the
Fermi level  and the scattering parameter r [the
exponent in the energy dependence of the relaxation
time τ(ε) ~ εr – 1/2]. The parameters  and r were
estimated from the totality of the four measured kinetic
coefficients:

(2)

(3)

where A = (3/π)2/3h2/Tp2/3e/k0; σ11 and S11 are the elec-
trical conductivity and the Seebeck coefficient, respec-
tively, in the direction perpendicular to the trigonal
axis; and Q123 and R123 are the Nernst–Ettingshausen
and Hall coefficients, respectively, measured in a mag-
netic field aligned with the trigonal axis c3. These rela-
tions are valid for degenerate carrier statistics, and their
application is justified in this case by the high hole con-
centration of the samples. According to the Hall mea-
surements, this concentration was (1.2–4.0) × 1020 cm–3.

The values of  calculated within the one-band
model vary from (0.8–0.9)m0 (m0 is the free-electron
mass), a value characteristic of Sb2Te3 (p = 1.2 ×
1020 cm–3), to 0.6m0 for Sb2Te3 : Sn (p = 3.7 × 1020 cm–3).
In this model, the values of  derived using Eq. (2)
are intermediate between the effective masses of light
and heavy holes. The decrease in the effective mass can
be explained in terms of the two-band model by the
Fermi level εF shifting into the additional valence-band
extremum and by the possible effect of the band-to-
band scattering or band nonparabolicity. For samples
with tin, the scattering parameter r as calculated from
Eq. (3) was negative. This might also indicate both the
effect of interband scattering and the band nonparabo-
licity. The existence of an additional extremum in the
Sb2Te3 valence band with a smaller hole effective mass
is argued for not only by our measurements but also by
the data reported in [6–9].

We used the data on the Seebeck coefficient anisot-
ropy to estimate the energy gap between the main and
additional extrema ∆εv in the same way as was done in
our earlier study [6]. In the temperature region where
the holes of the second band of concentration p2 just
begin to contribute to conductivity, i.e., when ν =

md* εF( )

md* εF( )

md* εF( ) A S11 Q123/R123σ11–( ),=

Q123/R123σ11S11 r 1/2–( )/ r 1+( ),=

md*

md*
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p2/p0 ! 1 (p0 = p1 + p2 is the total hole concentration),
the Seebeck coefficient anisotropy depends exponen-
tially on the energy gap between the two valence sub-
bands:

The energy gap ∆εv found for Sb2Te3 : Sn is equal to
∆εv ~ 0.1 eV and virtually does not differ from that
determined for Sb2Te3. Thus, the energy spectrum
parameters derived from experimental data on the
transport coefficients indicate the absence (in contrast
to Bi2Te3) of a noticeable effect of the Sn impurity on
the energy spectrum of Sb2Te3.

3.2. Electronic Structure as Determined from X-ray 
Photoelectron Spectra

The conclusion that Sn has no resonance states,
which was drawn from the data on the transport coeffi-
cients, needs to be checked independently. In order to
study features in the distribution of the total density of
states in the valence band of Sb2Te3, both undoped and
doped by tin, we measured x-ray photoelectron spectra
of the valence band using an ÉS-2401 electron spec-
trometer with Mg Kα radiation. The valence electron
distribution in the tin-doped Sb2Te3 is almost the same
as that in the undoped antimony telluride. The top of the
Sb2Te3 valence band derives primarily from the 5p3/2
states of Te and 5p states of Sb, which are localized at
1.7 eV. The (Te 5p1/2 + Sb 5p) states are located at
3.4 eV; they are the strongest (the main maximum) and
make up, together with the above-mentioned maxi-
mum, a band about 5 eV wide. If tin atoms are intro-
duced, the 5p states of Sn also contribute to the band
top. However, this does not initiate either a shift of the
states relative to the Fermi level (the maxima of the
Sb2Te3 : Sn spectrum lie at the same energy as those of
Sb2Te3) or a change in the density of the states.

The core level spectra of Sb2Te3 represent narrow
peaks with a binding energy Eb of 538.6 eV for Sb 3d3/2
(the peak FWHM = 1.3 eV), Eb = 529.4 eV for Sb 3d5/2
(FWHM = 2.1 eV), Eb = 573.0 eV for Te 3d5/2 (FWHM =
1.5 eV), and Eb = 583.3 eV for Te 3d3/2 (FWHM =
1.4 eV). The Te 4d spectra with FWHM = 3.2 eV were
decomposed into two maxima, with one of them corre-
sponding to Te 4d5/2 with Eb = 40.3 eV and the other to
Te 4d3/2 with Eb = 41.7 eV. A similar deconvolution of
the Sb 4d spectra (FWHM = 2.6 eV) yielded values of
33.1 and 34.2 eV for the Sb 4d5/2 and Sb 4d3/2 maxima,
respectively. The binding energies are given relative to
the C 1s level at 284.6 eV. Introduction of the tin impu-
rity did not produce any core-level chemical shifts,
changes in the shape of the spectra, or their broadening.
The binding energies of the above levels in Sb2Te3 : Sn
remained unchanged within the reproducibility of the
values of the binding energy, from 0.1–0.2 eV.

∆S ν ∆εv /k0T–( ).exp∼ ∼
02
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3.3. Anisotropy of the Seebeck and Hall Coefficients

As already mentioned, introduction of Sn permitted
us to shift the Fermi level εF into the valence band,
where the effect of the additional extremum on the
kinetic coefficients should be more distinct. We
observed a change in the anisotropy of the Seebeck
coefficient (Fig. 1) and in the relative magnitude of the
Hall tensor components (Fig. 2). The observed change
in both the absolute and relative thermopower anisot-
ropy with increasing temperature and hole concentra-
tion, as well as the absence of crossing of the Hall ten-
sor components R123 and R321 in the sample with the
highest hole concentration, finds explanation in terms
of a model involving an additional extremum (with a
lighter effective mass) and inclusion of a mixed scatter-
ing mechanism. The calculations were performed using
the formulas [6, Eqs. (A14), (A17)]

∆S Sc Sa– S 1( ) S 2( )–[ ]ν 1 ν–( )= =
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Fig. 1. (a) Temperature dependences of the Seebeck coeffi-
cient components (1–3) S11 and (1'–3') S33 for Sb2Te3 sam-
ples with different initial hole concentrations p equal to (1,
1') 1.21 × 1020, (2, 2') 2.58 × 1020, and (3, 3') 3.68 ×
1020 cm–3. (b) Temperature dependences of the Seebeck
coefficient anisotropy ∆S = S33 – S11: (1–3) experimental
data, (1'–3') two-band model calculations, and (1") one-
band model calculation with inclusion of scattering anisot-
ropy and band nonparabolicity (from [10]). The parameters
of the two-band model used are ∆εv  ~ 0.1 eV,  = 0.3m0,

 = 0.9m0, ba = 0.9, bc = 0.5,  = 0.83,  = 0.76,

χc = 1.1, and χa = 1.2.

md1*

md2* Aa
2( )

Ac
2( )
PH
Here, the index c refers to the trigonal axis of the crystal
and index a refers to the direction in the crystal cleav-
age plane. The notation used is as follows: ν = p2/p0 is
the ratio of the hole concentration in the second band to
their total concentration in both bands, p0 = p1 + p2, so

that p1/p0 = 1 – ν; ba = /  and bc = /  are
the ratios of the hole mobilities in the first and second
bands in the direction of the cleavage plane and in the

perpendicular direction, respectively; χc = /

and χa = / ; and , , , and  are the
structural Hall factors of the first and second bands for
H || c (index c) and H ⊥  c (index a).

Figure 1 displays experimental data on the ther-
mopower S11 and S33 and its absolute anisotropy (∆S),
and Fig. 2 shows the temperature dependences of the
Hall coefficient components for Sb2Te3 samples, sto-
ichiometric and tin-doped, and the data as compared

× bc ba–( )/ 1 ν–( )bc ν+[ ] 1 ν–( )ba ν+[ ]{ } ,

Rc Ac
1( )/ p0[ ] 1 ν–( )ba

2 ν/χc+[ ] / 1 ν–( )ba ν+[ ] 2,=

Ra Aa
1( )/ p0[ ] 1 ν–( )bcba ν/χa+[ ] / 1 ν–( )bc ν+[ ]{=

× 1 ν–( )ba ν+[ ] } .
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with calculations. The changes in the thermopower
anisotropy and in the relation between the Hall tensor
components observed to occur with increasing hole
concentration are related to the Fermi level shifting into
the additional valence-band extremum and to a change
in the relative influence of this extremum. As seen from
Fig. 1, both the experimental and theoretical relations
indicate a decrease in ∆S with increasing hole concen-
tration. The function approximating ∆S within the two-
band model [6, Eq. (A14)] passes through a maximum
at the ratio of the main and additional hole concentra-
tions such that ν2/(1 + ν)2 = babc. A shift of ν toward
smaller or larger values results in a decrease in ∆S;
exactly this is observed in experiment. The observed
difference between the experimental and calculated
values can be accounted for by the fact that our calcu-
lations took into account only the two-band effect on
the thermopower anisotropy. If, however, one includes
the thermopower anisotropy that is associated with the
mixed scattering mechanism, as was done in [10], then
the agreement between the theory and experiment
becomes substantially better.

In addition, an increase in the hole concentration p
results in a relative increase in the role played by acous-
tic scattering, which is more isotropic. Let us consider
this point in more detail. In the case of the mixed scat-
tering mechanism and degenerate statistics, the recipro-
cal of the observed (total) mobility is the sum of the
inverse partial mobilities governed by various scatter-
ing mechanisms. The partial contribution of impurity
scattering remains constant with increasing hole con-
centration, whereas the mobility due to acoustic scatter-
ing of holes scales as uac ~ p–1/3. The noticeable part
played by acoustic scattering in the Sn-doped samples
is also indicated by the temperature dependence of the
Hall mobility u ~ T –ν, with an exponent ν close to unity.

Our estimates show that better agreement of calcu-
lations with experiment can be reached by assuming
that the additional valence-band extremum (with a
lighter effective mass) is substantially nonparabolic,
with a nonparabolicity parameter λ = dlnm*/dlnp ≈
0.3.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      200
4. CONCLUSION
Thus, it has been confirmed that tin in antimony tel-

luride acts as a deep acceptor. This made it possible to
carry out studies of the band structure of Sb2Te3 : Sn for
the Fermi energy εF being shifted by about ~0.1 eV into
the valence band as compared to undoped Sb2Te3. This
shift did not entail any noticeable changes in the band
parameters. The data obtained on the anisotropy of the
Seebeck and Hall coefficients supported the existence
of an additional extremum with a light effective mass in
the valence band.

The absence of features in the electronic structure of
Sb2Te3 : Sn, unlike Bi2Te3 : Sn, shows that the elec-
tronic structure of the Sb2Te3 valence band is not
changed by tin doping and, hence, does not contain res-
onance states of Sn.
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Abstract—Secondary radiation (photoluminescence and Raman scattering) emitted by gallium phosphide sin-
gle crystals at helium temperatures is investigated. It is established for the first time that, in the case when the
secondary emission spectra are excited by a cw low-power He–Ne laser, whose linewidth lies in the transpar-
ency region of GaP, anti-Stokes photoluminescence from the bulk of the sample occurs due to interband and
impurity recombination. The results obtained make it possible to carry out a qualitative and quantitative analy-
sis of impurities which are present in the bulk of a semiconductor by recording the bulk anti-Stokes photolumi-
nescence spectra at low temperatures. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

If the quantum energy E0 of exciting radiation is
larger than the forbidden gap of a semiconductor, sec-
ondary emission takes place only in a thin surface layer
of the material under investigation. An analysis of the
photoluminescence (PL) and Raman spectra in this
case provides information on the electron and vibra-
tion spectra of only a thin surface layer of the semicon-
ductor.

This work is devoted to an analysis of the low-tem-
perature characteristics of the anti-Stokes secondary
radiation in gallium phosphide crystals excited by a
laser source whose photon energy does not exceed the
forbidden gap Eg of GaP (photoexcitation of carriers
takes place in the bulk of the crystal).

2. EXPERIMENTAL TECHNIQUE

We studied the PL and Raman spectra of gallium
phosphide single crystals with the (100) orientation of
the surface grown without deliberate introduction of
impurities. The spectra were recorded on an automated
DFS-24 spectrometer [1] with an instrument function
width of 0.7 cm–1. During measurements, the sample was
immersed in liquid helium (at temperature T = 4.2 K) in
an optical helium cryostat. Secondary radiation was
excited by a 5-mW He–Ne laser with a wavelength of
632.8 nm and by an argon laser with lasing wavelengths
of 488.0 and 476.5 nm and a power of 20 and 5 mW,
respectively. For measuring reflection spectra, a 40-W
halogen incandescent lamp was used.

3. RESULTS

We studied the photoluminescence and Raman
spectra of gallium phosphide in the Stokes and anti-
Stokes ranges. For the first time, we observed anti-
1063-7834/02/4410- $22.00 © 21854
Stokes photoluminescence (ASPL) with an intensity
considerably higher than the intensity of secondary
Stokes radiation in the case of excitation of secondary
emission spectra by a cw He–Ne laser of a relatively
low power at 4.2 K (Fig. 1). ASPL is virtually not
observed if measurements are made at liquid-nitrogen
temperature. In the ASPL spectrum, a broad band with
a peak near 2.2 eV dominates. In addition, a small
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Fig. 1. Secondary emission spectrum in the Stokes and anti-
Stokes region of a GaP crystal with the (100) orientation at
T = 4.2 K. Excitation by a He–Ne laser (λ0 = 632.8 nm, E0 =
1.96 eV) in the region 1.9–2.4 eV; DA indicates the position
of the intensity peak of donor–acceptor recombination; the
dashed arrow on the right corresponds to interband recom-
bination.
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broad peak of interband ASPL with a maximum in the
region of the energy band gap Eg = 2.338 eV is
observed [2]. Low-intensity narrow lines observed in
the spectrum in the vicinity of the exciting line of the
He–Ne laser are not associated with GaP and are due to
spontaneous emission from the gas discharge in the
laser. The dominating broad band of ASPL at liquid-
helium temperature contains several phonon replicas
with a shift of 50 meV, which is close to the energy of
an LO phonon at the Γ point of the Brillouin zone
observed in the Stokes region of the Raman spectrum
(indicated by an arrow in Fig. 1). A similar broad band
modulated by phonon replicas upon the excitation of
GaP by an electron beam followed by recombination of
donor–acceptor (D–A) pairs was observed earlier
in [3].

Figure 2 shows combined spectral–time characteris-
tics of variation of the ASPL intensity obtained as result
of periodic intermission of the exciting light beam (1-s
illumination followed by 2-s blanking). The gratings of
the spectrometer scanned the spectrum at a constant
rate. Thus, the upper envelope of the spectrum in Fig. 2
is similar to the curve shown in Fig. 1, while the lower
envelope corresponds to the afterglow intensity distri-
bution of ASPL for a delay time of 2 s after the excita-
tion is switched off. An increase in the delay time leads
to a shift in the spectral position of the line peak (indi-
cated by arrows) towards lower energies.

The kinetics of the ASPL decay after switching off
of the exciting laser beam is shown in greater detail in
Fig. 3 for three values of the ASPL energy: 2.2 and
2.15 eV (the ASPL peak and its first LO-phonon rep-
lica) and 2.175 eV in the interval between these max-
ima. It can be seen from Fig. 3 that the time during
which the ASPL intensity decreases by two orders of
magnitude from the steady-state value amounts to ~5 s
for E = 2.2 eV, ~20 s for E = 2.15 eV, and to more than
60 s for E = 2.175 eV. These dependences also indicate
a shift of the line maximum with a delay towards lower
values of energy. It should be noted that the afterglow
observable in GaP to the naked eye at helium tempera-
ture lasts for more than 1 min.

Figure 4 shows the variation of the ASPL spectra
upon an increase in the intensity of excitation by a He–
Ne laser (curves 1, 2) and of similar PL spectra upon an
increase in the energy E0 of an exciting photon to a
value above the forbidden gap width Eg = 2.338 eV
(curves 3, 4). It can be seen from Fig. 4 that an increase
in the exciting photon energy leads to a systematic shift
of the main peak (indicated by an arrow) towards higher
energies.

In addition, series of narrow lines appear in the most
intense PL spectrum (curve 4 in Fig. 4) in the interval
2.24–2.30 eV. Figure 5 illustrates, in greater detail, the
presence of sharp photoluminescence peaks in the
interval 2.24–2.32 eV, which should be attributed, in
accordance with the available data [2], to impurity cen-
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
ters of the type of closely spaced S–C donor–acceptor
pairs.

The PL spectrum (Fig. 5) displays a low-intensity
phononless line (2.310 eV) of an exciton bound at the
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Fig. 2. Variation of the ASPL intensity in GaP at T = 4.2 K
with simultaneous scanning of the spectrum and cyclic
excitation by a He–Ne laser (illumination for 1 s and blank-
ing for 2 s). Arrows mark the positions of ASPL afterglow
peaks with a zero- and 2-s delay.
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Fig. 3. Kinetics of ASPL decay in GaP at T = 4.2 K for the
following three different energies E after the excited radia-
tion is switched off (E0 = 1.96 eV): (1) 2.175, (2) 2.2, and
(3) 2.15 eV. Curve 3 is displaced downwards by an order of
magnitude for the sake of visualization.
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donor S. The reflection spectrum (Fig. 6) contains, in
addition to the peak of the exciton bound at the neutral
donor S, a more intense peak at 2.318 eV, which is due
to a phononless transition of an exciton bound at a neu-
tral isoelectron center, viz., a nitrogen impurity [2–7].
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Fig. 4. ASPL and PL spectra in GaP at T = 4.2 K for differ-
ent values of excitation energy E0, eV: (1) 1.96 at a power
of 0.6 mW, (2) 1.96 at a power of 5 mW, (3) 2.54, and (4)
2.6.
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Fig. 5. Donor–acceptor recombination spectrum in GaP at
T = 4.2 K in the energy range 2.23–2.32 eV. The numbers
on peaks, in accordance with [2], correspond to the numbers
of shells in the sublattices of donors S and acceptors C; a
low-intensity peak (S) of an exciton bound to sulfur is
shown on the right.
PHY
4. DISCUSSION

4.1. Analysis of Impurities in the Bulk of the Crystal 
Using the Anti-Stokes Photoluminescence Spectra

The spectral position and kinetics of the spectrum
observed, illustrated in Figs. 1–3, indicate that the dom-
inating ASPL band corresponding to the bulk of the
GaP crystal is due to the donor–acceptor recombination
[2, 3]. It follows from Fig. 2 that 2 s after the He–Ne
laser beam is shuttered (lower envelope), the maximum
of the spectrum (shown by the arrow) is shifted towards
lower energies. This fact can be explained in terms of
the recombination of distant electron–hole pairs with a
longer lifetime upon an increase in the delay time; the
Coulomb binding energy of these pairs decreases, and
the photon energy of phononless radiative recombina-
tion can be represented by the expression [2, 3]

(1)

where EA and ED are the ionization energies of the non-
interacting donor and acceptor, e is the electron charge,
ε is the relative permittivity of the crystal, and r is the
distance between the donor and acceptor.

An increase in the recombination lifetime with the
distance between an acceptor and a donor also explains
the kinetic dependences of intensity (presented in
Fig. 3) at various points in the D–A ASPL band. The
intensity of phononless recombination of electrons and
holes in D–A pairs located at the most probable dis-
tances and being emitted in the region of the peak of the
D–A band (curve 2 in Fig. 3 for E = 2.2 eV) decreases
by a factor of 100 over 5 s. The phononless recombina-
tion intensity for more distant D–A pairs with energy
E = 2.175 eV (curve 1) decreases much more slowly
(by a factor of 100 over 1 min). The nonmonotonic
increase in the decay time upon an increase in energy
(for curve 3, this time is 20 s for E = 2.15 eV) is due to
the contribution from the first LO-phonon replica of the
band peak.

The shift in the peak position of the D–A recombi-
nation band upon an increase in the ASPL excitation
intensity and in the exciting photon energy E0 above the
forbidden gap width (see Fig. 4) corresponds to recom-
bination of less distant electrons and holes. In the case
of excitation by quanta with energy 2.54–2.6 eV, light
is absorbed in a submicrometer surface layer, leading to
a high concentration of carriers and a small mean dis-
tance between them. In contrast to surface excitation
with the excitation energy E0 = 1.96 eV, recombination
occurs from the entire illuminated volume of the semi-
conductor. The peak of the ASPL intensity is shifted
towards lower energies upon a decrease in the beam
intensity of the He–Ne laser (curves 2, 1 in Fig. 4) due
to a decrease in the concentration of excited carriers.

The spectral position of the broad D–A ASPL band
(see Figs. 1, 2, 4) and characteristic narrow peaks from
closely spaced donor–acceptor pairs (Fig. 6) indicates

E r( ) Eg EA ED+( ) e2

εr
-----,+–=
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that sulfur is the major donor impurity in the bulk of the
samples under investigation, while carbon is the major
acceptor [2]. This is also confirmed by the fact that the
PL spectrum in Fig. 5 displays an exciton bound to sul-
fur. The observed spectrum is close in shape to the
luminescence spectrum observed in [2] corresponding
to a sulfur concentration ≥1017 cm–3. The reflection
spectrum (Fig. 6) shows that samples also contain an
isoelectronic nitrogen impurity in an appreciable con-
centration (≥1017 cm–3).

4.2. On the Possible Mechanism of Excitation 
of Anti-Stokes Photoluminescence

Anti-Stokes photoluminescence observed earlier in
GaP at liquid-helium temperature [4–7] was excited by
powerful (≥1014 W cm–2) laser pulses and exhibited a
quadratic dependence of the ASPL intensity on the
excitation power, which is typical of two-photon exci-
tation. According to the results of our measurements,
the ASPL spectral intensity under steady-state condi-
tions increases linearly with the intensity of excitation
from 0.05 to 5 mW (see, for example, the data pre-
sented in Fig. 4). The linear dependence indicates that
the process of ASPL excitation for a relatively low
power of the exciting He–Ne laser is of the step rather
than of the two-photon type. Impurity centers charac-
terized by deep energy levels in the forbidden gap, long
lifetimes, and the possibility of existing in several
charge states are apparently excited at the first stage of
illumination of the crystal in the transparency region.
Examples of such centers in gallium phosphide are
donor–acceptor pairs or complexes with oxygen or cop-
per and, probably, an isoelectron nitrogen impurity. The
excitation process can be regarded as the absorption of
a photon by such a center in the crystal, followed by the
formation of a localized polariton of the upper polariton
branch near the center of the Brillouin zone, which is
characterized by an anomalously low phase velocity
(k  0). The heating of the crystal leads to rapid
polariton–phonon relaxation of the excited state. In the
case under investigation of low temperatures, such a
polariton has a long life. The action of exciting radia-
tion may lead to a further excitation of the center under
investigation, accompanied by the formation of a free
charge carrier and its subsequent recombination.

Figure 1 also shows an emission band correspond-
ing to an interband transition (E = Eg). Exciton radia-
tion is virtually not observed, which can be explained as
follows. In the case of conventional PL excitation at the
surface by photons with an energy higher than the band
gap width, strong absorption of excited radiation leads
to a high concentration of electron–hole pairs, which is
sufficient for neutralizing charge impurities and for cre-
ating excitons. On the contrary, the absorption of light
and the concentration of nonequilibrium charge carriers
are low in the case of photoexcitation by radiation in the
sample transparency region at helium temperatures,
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      200
leading to a high concentration of charge states of
donor and acceptor ions. The concentration of the “fro-
zen” plasma formed by such charged states suffices [8,
9] to prevent the formation of excitons characterized by
a large Bohr radius. As a result, nonequilibrium charge
carriers which are not bound at donors and acceptors
are in the state of a plasma of free carriers and are
responsible for the interband ASPL line in Fig. 1.

5. CONCLUSIONS

Thus, it has been established that the exposure of a
gallium phosphide crystal at 4.2 K to He–Ne laser radi-
ation in the transparency region of the crystal leads to
electron excitation of long-lived localized impurity
centers and to the formation of holes in the valence
band in the bulk of the sample. At the next stage, under
the action of light, the electrons from impurity centers
pass to the conduction band. Subsequently, electron–
hole recombination takes place.

The observed bulk ASPL spectra provide informa-
tion on the impurity centers present in the bulk of semi-
conducting materials. We analyzed impurities in the
bulk of GaP crystals under investigation. The results
obtained can be subsequently used for monitoring the
impurity states in actual semiconducting crystals and
for improving the methods of obtaining ultrapure semi-
conducting materials.

Moreover, step excitation of free carriers in the
region illuminated by a laser beam in a crystal makes it
possible to create photostimulated conduction in the
bulk of the semiconductor in the case when the wave-
length of exciting radiation is larger than the wavelength
corresponding to the photoconductivity threshold.
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Abstract—The temperature dependences of the thermal conductivity of layered crystals (LCs) of graphite,
boron nitride, gallium sulfide, etc., are analyzed. It is shown that the bending branch of vibrations typical of
LCs determines the behavior of the thermal conductivity only in the region of its increase. The decrease in ther-
mal conductivity upon heating cannot be explained by taking into account the bending vibrations only, and
phonon–phonon interaction processes become effective only in the case of excitation of other branches in the
acoustic spectrum. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As early as in 1952, Lifshitz [1] indicated the impor-
tant role played by a specific branch of acoustic vibra-
tions, which he called the bending branch, in the ther-
mal properties of layered crystals (LCs). Under the
assumption of an extreme degree of anisotropy of LCs,
the bending branch corresponding to vibrations propa-
gating in the plane of layers with atomic displacements
in the direction perpendicular to these layers (in the
direction of the weak link) is found to make a dominant
contribution to the thermal properties of LCs. Lifshitz
[1] considered the heat capacity and thermal expansion
of a hypothetical layered crystal in which interlayer
forces are much weaker than intralayer forces. In view
of the specific dispersion relation for the bending
branch, characterized by the presence of a quadratic
term (which was directly confirmed by neutron diffrac-
tion studies for some LCs), the heat capacity of an LC
exhibits a rather specific temperature dependence: C ~
T 3 (at low temperatures), C ~ T 2 (at intermediate tem-
peratures), and C ~ T (at high temperatures). Regions of
low, intermediate, and high temperatures are different
for different LCs; for example, in the case of graphite,
these regions correspond to T < 1 K, 10 K < T < 80 K,
and 100 K < T < 250 K, respectively.

According to Lifshitz [1], the specific role of bend-
ing vibrations should be manifested most strongly in
the so-called membrane effect (an increase in the fre-
quency of bending vibrations upon an extension of the
layers), leading to negative thermal expansion in the
plane of the layers.

Temperature dependences of heat capacity have
been studied experimentally in many layered crystals
starting from the most anisotropic LC graphite and its
structural analog boron nitride. For many layered crys-
tals, temperature regions were found in which the heat
capacity depends on temperature in accordance with
1063-7834/02/4410- $22.00 © 21859
the predictions made in [1]. However, it cannot be con-
cluded reliably for all LCs that the observed peculiari-
ties are associated with the contribution of bending
waves, since not all of these crystals can be regarded as
strongly anisotropic. Nevertheless, many LCs, except
pyrolitic graphite and boron nitride (GaSe, InSe, GaTe,
PbI2, In4Se3, etc.), cannot be attributed to the class of
strongly anisotropic crystals; consequently, the role of
bending waves in each specific case requires detailed
analysis [2]. In this connection, the results of analysis
of thermal expansion of LCs are quite valuable, since
the role of bending waves can be manifested not only in
the specific temperature dependence of the correspond-
ing linear thermal expansion coefficient (LTEC) α||(T)
but also in its sign. The role played by bending waves
in the thermal expansion of a number of LCs (graphite,
boron nitride, GaSe, GaS, InSe) was studied in a series
of publications [3, 4]. In particular, the temperature
intervals in which bending vibrations dominate (due to
their negative contribution to linear expansion) were
singled out for graphite and boron nitride. For example,
bending vibrations in graphite are responsible for neg-
ative values of α|| over a wide temperature range, 30–
600 K, the value of α|| decreasing up to 200–250 K.
This corresponds to an increasing contribution from
bending vibrations to α||, while the contribution from
other vibrational branches with positive Grüneisen
parameters starts increasing above these temperatures,
which ultimately leads to positive values of α|| at T >
600 K. As regards LCs of the GaS, GaSe, and InSe type,
these crystals also have regions with negative values of
α|| [although, in a much narrower temperature range
than for graphite (30–50 K)]. Qualitatively, this result is
in full agreement with the predictions of the Lifshitz
theory, according to which a considerably smaller
anisotropy of the above crystals (as compared to graph-
ite) should sharply reduce the role of bending vibra-
002 MAIK “Nauka/Interperiodica”
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tions in the thermal properties. However, it would be
incorrect to carry out calculations based on [1] to single
out the temperature intervals in which certain types of
vibrations (including bending vibrations) dominate in
view of the weak anisotropy of the crystals and inappli-
cability of the theory developed in [1] to them. Never-
theless, the results of analysis of the LTEC even in
weakly anisotropic LCs are of importance in studying
other LC properties.

The main conclusion that follows from the above
brief analysis of the role of bending vibrations in the
thermal properties of LCs is that the investigation of a
specific physical parameter requires detailed analysis
of the entire body of experimental data.

All that has been said above is based on the rich
experimental information available on the heat capacity
and thermal expansion of LCs but not on the thermal
conductivity. Consequently, a clear understanding of
the contribution from bending waves to heat transfer in
LCs does not exist, in our opinion, even though this
problem has been considered by several authors [5, 6].
This study aims at determining the role played by bend-
ing waves in the thermal conductivity of LCs on the
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Fig. 1. Temperature dependences of (a) thermal conductiv-
ity χ|| and χ⊥  in graphite in directions parallel and perpen-
dicular to the layers, respectively; (b) thermal expansion
coefficient α || in the plane of the layers; and (c) Grüneisen
parameter γ|| in the plane of the layers. On curve (b), the
temperature interval in which heat capacity C ~ T is indi-
cated by arrows.
PH
basis of the entire body of data available on the possible
role of these waves in LCs.

In our recent communication [7], we reported on the
results of experimental investigations into the thermal
conductivity of GaS and GaSe in the temperature range
5–300 K. Here, we analyze these data together with the
available results on the temperature dependence of the
thermal conductivity of LCs in order to single out and
interpret the characteristic features of thermal conduc-
tivity of LCs.

2. DISTINGUISHING FEATURES OF THERMAL 
CONDUCTIVITY IN GRAPHITE

Thermal conductivity has been studied most thor-
oughly in various modifications of graphite [8–10]. We
discuss here the results of analysis of pyrolitic graphite
and boron nitride [11, 12], which are distinguished by
the highest degree of anisotropy of physical properties
exhibited among all LCs known to date. Figure 1a
shows the temperature dependence of thermal conduc-
tivity of graphite measured in two directions (parallel
and perpendicular to the layers).

The experimental data demonstrate the following
features of the thermal conductivity of graphite (boron
nitride also displays a similar behavior).

(1) Strong anisotropy in the thermal conductivity:
the thermal conductivity χ|| in the plane of the layers
(close to its maximum value) is 500–600 times higher
than the thermal conductivity χ⊥  perpendicular to the
layers.

(2) In the temperature interval where the heat capac-
ity C ~ T 2, the increase in thermal conductivity with
temperature generally follows the law χ ~ T 2 + x, where
x varies from 0.4 to 0.7 in different publications. This
effect is known as a thermal anomaly.

(3) The peak value of the thermal conductivity χ||(T)
lies in the high-temperature region 200–250 K, while
the thermal conductivity above this region decreases
upon an increase in temperature according to an expo-
nential law over a wide temperature range (T ≤ 1000 K):

(1)

where Θi is the characteristic Debye temperature and a,
b, and n are constants [13].

We will not consider all the features in the behavior
of χ in graphite; we will concentrate our attention only
on those which were or can be explained using the con-
cept of bending waves.

First, it has been established reliably that heat is
transferred in graphite mainly by lattice waves and not
by electrons. This circumstance has been mainly con-
firmed by numerous experimentally calculated values
of the ratio χ/σT ≥ 100, as well as by measurements of
the thermal conductivity of graphite in a transverse
magnetic field [10].

χ a T /Θi( )n Θi/bT( ),exp=
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Anisotropy in the thermal conductivity cannot be
explained on the basis of peculiarities in the acoustic
spectrum alone. We must also assume that thermal con-
ductivity in the region of its increase with temperature
is limited by scattering at defects. A typical feature of
practically all LCs is the presence of a considerable
number of defects in their layer junctions, whose pres-
ence leads to a considerable scattering of phonons (and
charge carriers [14]) during their motion across the lay-
ers but practically does not affect their motion in the
plane of the layers. This results in considerably shorter
mean free paths of phonons and charge carriers in the
direction perpendicular to the layers and, hence, leads
to a lower thermal and electrical conductivity in this
direction.

In the literature, one model explaining the peculiar
law of an increase in χ ~ T 2 + x has been predominantly
discussed. A distinguishing feature is the difference in
the behavior of thermal conductivity from the increase
in heat capacity with temperature. In view of the spe-
cific form of the phonon spectrum of LCs, the heat
capacity at low temperatures for many layered crystals
follows the law C ~ T 2 (in the “intermediate”-tempera-
ture region indicated above) or even C ~ T (at “high”
temperatures). According to [5], the quadratic disper-
sion relation typical of bending waves can make a cer-
tain contribution to the “acceleration” of the increase in
the value of χ with temperature. In this case, the gener-
ally accepted assumption concerning the constancy of
the group velocity of the propagation of phonons no
longer holds and this velocity increases with tempe-
rature.

In our opinion, another possible reason for the
accelerated growth in the thermal conductivity in LCs
could be the specific behavior of the Grüneisen param-
eter typical of bending vibrations. Figure 1c shows the
temperature dependence of the Grüneisen parameter γ||
for graphite, which was determined on the basis of
experimental data on the heat capacity, thermal expan-
sion coefficient, and elastic constants [15–17]. Since
the phonon mean free path in the case of phonon scat-
tering from dislocations is inversely proportional to the
square of the Grüneisen parameter, the sharp decrease
in the absolute value of the Grüneisen parameter γ||
upon an increase in temperature (according to [18],
γ||(T) = –A/T + B for the intermediate temperature
range) in the case of this scattering mechanism, which
is most probable in the given temperature range, can be
manifested in a much faster increase in the value of χ
with temperature than for the heat capacity.

It should also be noted that the temperature range in
which the value of χ increases corresponds completely
to the region in which bending vibrations play a domi-
nating role in the behavior of both the heat capacity and
thermal expansion. This can be seen most clearly from
the thermal expansion α||(T) curve, where the contribu-
tion from other branches becomes noticeable at temper-
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
atures higher than 250–300 K [peak of χ(T)], which is
manifested in an increase in the values of α|| (Fig. 1b).

The most interesting problem concerns the partici-
pation of bending waves in umklapp processes. It is
well known [6] that the quadratic dispersion relation for
bending waves makes the participation of only the
bending branch in phonon–phonon scattering processes
possible. If this situation is indeed realized, umklapp
processes will lead to an exponential decrease in the
thermal conductivity [~exp(Θ/bT)] with a peculiar
value of coefficient b (b ≈ 1), in contrast to the value
b ≈ 2 usually observed in LCs [6]. According to the
authors of [6], this is valid for graphite, boron nitride,
PbI2, and In4Se3. A detailed analysis of experimental
results on the exponential decrease in thermal conduc-
tivity in graphite [9, 10] proved that b ≈ 2. A similar
result was obtained from an analysis of the temperature
dependence of the thermal conductivity of boron nitride
[12].

In addition, in accordance with [6], the region of
peculiar decay in the thermal conductivity (with b = 1)
must correspond to the temperature region in which the
heat capacity of LCs increases linearly with tempera-
ture due to the fact that the main contribution comes
from the bending branch. This temperature region in
graphite lies between 100 and 250 K [15], which is
much lower than the region of exponential decay of the
thermal conductivity.

Finally, it was proved above that the bending branch
dominates in the thermal properties of graphite up to
temperatures of ~250 K, after which the role of other
acoustic vibrations (in particular, intralayer vibrations)
becomes significant.

Thus, the decisive role of bending vibrations in the
umklapp processes in graphite (as well as in boron
nitride) is disputable. Apparently, the processes of
phonon–phonon interaction involving only the phonons
of the bending branch are ineffective; these processes
are, however, allowed by conservation laws [6].

3. THERMAL CONDUCTIVITY OF GaS 
AND GaSe

Figure 2 shows the temperature dependences of the
thermal conductivity of LCs GaS and GaSe. Thermal
conductivity was measured using the steady-state
method [19]. The error in measurement did not exceed
5%. Monocrystalline samples were cut in the shape of
a parallelepiped with a cross-sectional area up to
0.2 cm2 and a length of 2–3 cm.

It can be seen from Fig. 2 that the thermal conduc-
tivity in both crystals is characterized by the following
features.

(1) The thermal conductivity is anisotropic: the ther-
mal conductivity χ|| in the direction perpendicular to the
layers is much smaller than the thermal conductivity χ⊥
in the plane of the layers. At the same time, the anisot-
ropy in the thermal conductivity of GaS and GaSe is
02
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considerably lower than that in graphite and decreases
with temperature.

(2) The temperature dependences of the thermal
conductivities χ|| and χ⊥  in the region where their values
increase with temperature obey the following power
laws: χ|| ~ T2.4 ± 0.1 and χ⊥  ~ T2.1 ± 0.1 in GaS and χ|| ~
T2.5 ± 0.1 and χ⊥  ~ T2.2 ± 0.1 in GaSe.

(3) In the region where the thermal conductivity
decreases with increasing temperature, χ follows the
exponential law from Eq. (1) over a wide range of tem-
peratures.

As in the case of graphite, the occurrence of anisot-
ropy in the thermal conductivity of GaS and GaSe can-
not be explained in terms of peculiarities in the acoustic
spectrum and can be interpreted only by taking into
account the peculiarities of scattering of charge carriers
from the defects typical of LCs.

It can be seen that a peculiar increase in the thermal
conductivity is typical not only of graphite but also of
GaS and GaSe. It should be recalled that the mecha-
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nism proposed in [5] for explaining the thermal anom-
aly in graphite is based to a considerable extent on the
quadratic dispersion relation for bending vibrations. It
was noted above that when discussing the role of bend-
ing vibrations, we must keep in mind that GaS and
GaSe exhibit, weak anisotropy. In particular, the qua-
dratic dispersion relation was not observed for trans-
verse acoustic waves propagating in the plane of the
layers in GaSe (as well as in InSe, In4Se3, PbI2, CdI2,
etc.), while only a slight deviation from linearity was
observed in [20] for GaS.

Nevertheless, the temperature intervals in which the
behavior of heat capacity corresponds to the predictions
made in [1] were observed for all LCs listed above. For
example, for GaS, the temperature intervals in which
C ~ T 2 and C ~ T are 27–37 K and 70–120 K, respec-
tively. Thus, in contrast to graphite, the regions of pecu-
liar behavior of thermal conductivity of GaS are above
the thermal-conductivity peak, while the region in
which the thermal conductivity increases corresponds
to the temperature range in which C(T) ~ T2–3. There-
fore, it is reasonable, in our opinion, to assume that
there is no thermal anomaly in GaS at all. This also
completely applies to GaSe. Thus, the increase in the
thermal conductivity of LCs GaS and GaSe with tem-
perature, described by the law ~T2 + x, is associated with
the corresponding increase in the heat capacity of these
crystals with temperature.

Let us now consider the temperature variation of the
thermal conductivity of GaS and GaSe in the region of
exponential decay and take into account the fact that
this region corresponds to the temperature range in
which the heat capacity of GaSe and GaS (as well as
In4Se3 and PbI2 [6]) increases according to the laws C ~
T 2 and C ~ T (see above). A meticulous graphic analysis
of χ||(T) in GaS and GaSe using Eq. (1) and the data on
the temperature dependences of heat capacity in these
crystals [21, 22] revealed that the value of Θ/b is
approximately equal to 110 for GaS and 65 for GaSe.
Since the results of the publications mentioned above
show that the Debye temperature ΘD ~ 260 K for GaS
[21] and ΘD ~ 190 K for GaSe [22], we can conclude
with confidence that the value of constant b exceeds 2
both for GaS and GaSe. Taking into account the results
of calculations made in [6] concerning the possibility of
umklapp processes involving three phonons belonging
only to the bending branch of the acoustic vibration
spectrum, according to which b must be approximately
equal to unity, we can state that the effectiveness of
these processes in GaS and in GaSe is low, as in the case
of graphite and boron nitride.

As regards the LCs In4Se3 and PbI2 studied in [6],
the role of bending vibrations in these crystals (which
are even less anisotropic than GaS and GaSe) is rather
questionable.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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4. CONCLUSIONS
Thus, an analysis of the results of investigation into

the thermal conductivity of layered crystals, together
with an investigation of heat capacity and thermal
expansion, revealed that bending vibrations determin-
ing the temperature variation of heat capacity and ther-
mal expansion of LCs at low temperatures can deter-
mine the behavior of the thermal conductivity of LCs
only in the region where this conductivity increases
with temperature. The effects of phonon–phonon inter-
action involving phonons of the bending branch have
only a low probability. Even in the most anisotropic LC
graphite (and boron nitride), umklapp processes
become effective only in the case of excitation of high-
frequency acoustic vibrations corresponding to other
branches of the acoustic spectrum of this crystal.
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Abstract—The electric-field gradient tensor at the vanadium nucleus site was calculated ab initio within a clus-
ter model for chained vanadates XVO3 (X = Li, Na, K). A comparison with experiment showed that it suffices
to consider only small (VO4)3– and (V3O10)5– clusters in crystals of this type. The calculation scheme stability
with respect to increasing cluster size was analyzed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Currently, correct calculation of the NMR spectrum
parameters for quadrupole nuclei in crystals within the
quantum-chemical cluster models is an urgent problem.
Earlier [1, 2], we showed that, when correctly chosen
basis functions and sufficiently accurate structural data
are used, the results fit experimental spectra well for
27Al and 47, 49Ti nuclei in oxygen octahedra. The
GAMESS [3] and GAUSSIAN-94 codes were used for
these cluster nonempirical calculations.

It is of interest to extend this calculation procedure
to oxygen-containing compounds of vanadium, since
vanadium oxides and vanadates have been much stud-
ied using NMR. Furthermore, new compounds contain-
ing vanadium–oxygen complexes have been synthe-
sized in recent years. These compounds are character-
ized by unique properties and are promising for
application in various fields of engineering. Of particu-
lar interest are NaV2O5, CaV2O5, and MgV2O5 vana-
dium oxides because of their low-temperature magnetic
properties and phase transitions [4, 5]; some mixed
vanadates with high ionic conduction are also of inter-
est [6].

As a rule, the coordination state of V5+ ions in the
oxygen environment is the VO4 tetrahedron or the VO5
trigonal bipyramid, which can form simple or double
chains, layers, and other more complex structures.

In this paper, we consider XVO3 (X = Li, Na, K)
crystals containing infinite simple chains of VO4 tetra-
hedra. This study was aimed at ab initio calculations
(and comparison of the results with available experi-
mental data) of the electric field gradient (EFG) at the
vanadium nucleus site for various clusters and various
V and O basis functions. The small contribution from
the lattice surrounding the cluster to the EFG was
neglected by analogy with [1, 2].
1063-7834/02/4410- $22.00 © 21864
2. STRUCTURAL MODELS
AND CALCULATION PROCEDURE

Alkali metavanadates X+VO3 (X+ = Li+, Na+, K+) are
characterized by a chained structure (Fig. 1). Alkali cat-
ions occupying sites of two types are arranged between

(a)

a

b

c

(b)

a

b

Vyy

Vxx

Vzz

V V V

K

V

O

Fig. 1. Structure of the KVO3 crystal: (a) the unit cell and

the EFG tensor orientation at the 51V site and (b) the
(V3O10)5– cluster.
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Table 1.  Structural parameters of XVO3 crystals

Compound Unit cell parameters, Å V–O bond lengths, Å References

LiVO3 a = 10.158 1.6279; 1.6617; [7]

b = 8.417 (γ = 110.5°) 1.7638; 1.8480

c = 5.885

NaVO3 a = 10.557 V1: 1.6249; 1.6442; [8]

b = 9.469 (γ = 108.4°) 1.8045; 1.8102

c = 5.880 V2: 1.6467; 1.6665; 1.7942; 1.8126

KVO3 a = 5.176 1.6296; 1.6432; [9]

b = 10.794 1.8062 × 2

c = 5.680
the chains formed by VO4 tetrahedra sharing common
vertices. Lithium and sodium metavanadates1 belong to
space symmetry groups C12/c1 [7] and C1c1 [8] (mon-
oclinic system), and potassium metavanadate belongs
to Pbcm (orthorhombic) [9]. The V–O bond lengths in
the tetrahedra are given in Table 1.

The EFG at 51V nucleus sites was calculated for
charged clusters of two types: a cluster of minimum
size (VO4)3–, consisting of one tetrahedron with the
bond lengths given in Table 1, and an extended cluster
(V3O10)5–, containing three neighboring tetrahedra. In
the latter case, the EFG was calculated at the central
vanadium nucleus site. In general, because of the
absence of symmetry elements at the vanadium site,
the EFG tensor and the quadrupole interaction tensor
have an arbitrary orientation with respect to the crys-
tallographic axes. Therefore, in order to compare cal-
culations with the experimental data, a code represent-
ing the EFG tensor in the crystallographic axes has to
be employed. All the calculations were carried out
using the GAMESS code [3] following the nonempiri-
cal MO LCAO SCF (Hartree–Fock–Roothaan)
method.

Special emphasis was placed on the choice of basis
functions for vanadium and oxygen atoms. For vana-
dium, the atomic basis (13S7P5D) [10] was checked,
which, in combination with the triple-zeta basis for
oxygen, was advantageously employed in cluster calcu-
lations of nucleus magnetic properties of another tran-
sition element, titanium located in an oxygen octahe-
dron [2]. However, in the case under consideration
(vanadium in the oxygen tetrahedron), the best results
were achieved when using (for both V and O) built-in
sets of the triple-zeta-type basis functions comple-
mented by built-in polarization and diffusion functions
(6 – 311 + +G(d)).

1 Only the α-NaVO3 modification was considered.
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3. RESULTS OF CLUSTER CALCULATIONS

3.1. KVO3

The vanadium atoms in potassium metavanadate
are located in the symmetry plane perpendicular to the
crystal axis c. Therefore, two principal axes of the EFG
tensor lie in the crystalline plane ab, while the third
axis is parallel to the axis c. Experiment [11] and cal-
culations show that this third axis is the principal axis
of the tensor Y (see Tables 2, 3). The tensor parameters
calculated even for the cluster of minimum size
(VO4)3– have quite reasonable values. In the case of the
extended cluster (V3O10)5–, the fit is improved: the dif-
ferences in the tensor components and in the axis ori-
entation in the plane ab between the calculations and
experiment decrease to 10% and 4°, respectively (see
Tables 2, 3).

Table 2.  Calculated EFG tensor parameters at the 51V site
for XVO3

Compound, 
cluster Vzz, au η Euler angles, 

deg

LiVO3

(VO4)3– 0.3156 (3.70)* 0.55 90, 90, 46

(V3O10)–5 0.1915 (2.23) 0.78 87, 84, 70

NaVO3

(VO4)3– (1) 0.3299 (3.87) 0.99 85, 80, 32

(VO4)3– (2) 0.2709 (3.18) 0.81 79, 81, 24

(V3O10)5– (1) 0.2267 (2.78) 0.91 74, 63, 42

KVO3

(VO4)3– 0.4543 (5.33) 0.48 90, 75, 0

(V3O10)5– 0.3275 (3.84) 0.58 90, 48, 0

* The values in parentheses are the quadrupole interaction con-
stants CQ (MHz) calculated for Q = 0.05b.
02
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Table 3.  Experimental [11–16] parameters of the tensor eQVik/h for 51V in vanadates XVO3

Compound T, K CQ, MHz η Euler angles, deg References

LiVO3

Single crystal 300 3.58 (3) 0.34 (3) 74, 67, 46 [12]

3.30 0.82 98, 72, 47 [15]

Polycrystal (MAS NMR) 300 3.18 (7) 0.87

NaVO3

Single crystal 77 3.70 (5) 0.52 (2) 79, 62, 41 [13]

Polycrystal (MAS NMR) 300 3.80 (10) 0.46 (4) [15]

Polycrystal (NQR) 300 3.745 (3) 0.489 (3) [16]

KVO3

Single crystal 300 4.22 (15) 0.65 (15) 90, 52, 0 [11]

Polycrystal (MAS NMR) 300 4.20 (10) 0.80 (5) [15]

Polycrystal 77 4.16 (10) 0.87 (3) [14]

Polycrystal (NQR) 300 4.201 (2) 0.794 (1) [16]
3.2. NaVO3 and LiVO3

As indicated above, lithium and sodium metavana-
dates are characterized by monoclinic symmetry. All
vanadium atoms in LiVO3 are structurally equivalent,
while there are two nonequivalent positions of vana-
dium in NaVO3. The orthogonal coordinate axes (x, y,
z) were chosen in the calculations to coincide with the
crystal rotation axes (a*, b, c) from the experiments
performed in [12, 13]:

x || a*, y || b, z || c,

where b and c are the crystallographic axes and a* is
perpendicular to the bc plane.

Table 2 lists the principal values of the EFG tensor
at the 51V sites, the asymmetry parameters, and the
Euler angles between the principal tensor axes X, Y, Z
and the crystal rotation axes a*, b, c for NaVO3 and
LiVO3. One can see that the EFG calculations for the
two nonequivalent positions of 51V in sodium metavan-
adate yield tensor parameters that are close in both
magnitude and orientation. The tensors for the two
positions cannot be distinguished experimentally;
therefore, an average tensor is given in [13, 15].

A comparison of the calculated and experimental
data for sodium metavanadate (Table 3) shows that the
minimum-cluster (VO4)3– model more adequately
describes the quadrupole coupling constant, while the
extended-cluster (V3O10)5– model gives the orientation
of the tensor principal axes to a higher degree of accu-
racy (1°–5°). The agreement between the calculated
asymmetry parameter and its experimental value is
appreciably worse. Similar results were also obtained
for lithium metavanadate: the cluster size does not
affect the fit appreciably (see Tables 2, 3).
PH
4. EXPERIMENTAL PARAMETERS 
OF THE QUADRUPOLE TENSOR eQVi k/h 

FOR NUCLEI 51V IN XVO3

The components of the quadrupole splitting tensor
for vanadium in vanadates can be determined from
NMR spectra of both single crystals and polycrystalline
samples. However, the results obtained on single crys-
tals are more appropriate for comparing with calcula-
tion, since these results contain information not only on
the principal values of the EFG tensor but also on the
orientations of its principal axes. This is also important
from the viewpoint of cluster choice and when the gen-
eral applicability of the model under study is tested for
use in describing the quadrupole interaction between
51V nuclei and the crystal EFG. Thus, we based our
results, for the most part, on those from [11–13], where
LiVO3, NaVO3, and KVO3 single crystals were studied
using a stationary method at low frequencies. The low-
frequency (low-magnetic-field) conditions allowed us
to neglect the chemical-shift tensor when calculating
the quadrupole parameters.

As an example, Fig. 2 displays the orientational
dependence of the position of side lines for nuclei 51V
and 23Na in NaVO3 on the rotation of the crystal about
the axis b (the vector H0 was rotated in the ac plane
through 180°). Since the 51V spin is 7/2, there are three
satellite pairs: ±3/2  ±1/2, ±5/2  ±3/2, and
±7/2  ±5/2. The spectrum of 23Na (spin 3/2) con-
sists of one satellite pair ±3/2  ±1/2 in addition to
the central line; however, this nucleus can occupy two
inequivalent crystallographic sites with different split-
ting parameters. Therefore, two different sodium spec-
tra are observed.

Study of the orientational dependences of the reso-
nance line position in three mutually perpendicular
planes makes it possible to determine the principal val-
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ues of the eQVi k/h tensor and the direction cosines of
the principal axes through diagonalization of the initial
nondiagonal tensor [13]. The results are given in
Table 3.

Table 3 also includes the eQVi k/h tensor parameters
independently determined in vanadates from spectra
measured in strong fields upon rotation at the magic
angle [15]. The values of CQ ≡ eQVzz/h and η are close
to the measurements on single crystals; an appreciably
different constant CQ for NaVO3 was observed only in
one work [6]. Taking into account that close values of
CQ and η were obtained at room temperature and 77 K,
it can be concluded that no phase transitions exist in
this temperature range. This conclusion is also con-
firmed by the 23Na spectra.

5. DISCUSSION

A comparison of the experimental results for 51V
nuclei in alkali metavanadates and the calculated EFG
tensor parameters has shown that the calculation proce-
dure employed is sufficiently advantageous as applied
to these compounds. Indeed, even a small-cluster
model consisting of a single tetrahedron gives the cor-
rect orientation of the principal axes and a splitting con-
stant CQ close to the experimental value. For an
extended cluster up to three tetrahedra, the corrections
to the parameters are small, as a rule (Table 2), which
indicates that this calculation scheme is stable. Some
differences in the behavior of the parameters as the
cluster grows can be detected when comparing mono-
clinic LiVO3 and NaVO3 crystals and orthorhombic
KVO3: when passing to a larger cluster, all tensor
parameters for potassium vanadate simultaneously
approach their experimental values.

The rather good agreement between the calculated
and experimental quadrupole tensor parameters and its
orientation allowed us to uniquely determine the EFG
tensor in lithium metavanadate crystals. Because of the
presence of twins in these crystals, the diagonalization
of the tensor eQVi k/h yielded two possible sets of
parameters (Table 3). Comparing them with the calcu-
lated values, it can be concluded that CQ = 3.30 MHz
and η = 0.82 are the most probable values.

Since the vanadium–oxygen tetrahedra in the crys-
tals under study differ in the V–O bond lengths only
weakly (Table 1), the values of the quadrupole constant
CQ lie in a narrow range of 3–4 MHz. The values of the
parameter η indicate that the symmetry differs strongly
from being axial. It may be noted that the EFG principal
axis makes an angle close to 90°, with the crystallo-
graphic axis c directed along the chain (this angle is
equal to 90° in KVO3). Thus, the direction of the prin-
cipal axis of the field gradient in chained vanadates is
controlled not by long bridge bonds (of length ~1.8 Å)
but by shorter cross bonds (of length ~1.65 Å).
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
                  

We note that the calculated parameter η differs
appreciably from the experimental one. Probably, the
neglect of the cluster neighborhood, i.e., alkali cations,
produces the basic effect on η. Disagreement can also
be caused by an inaccuracy in the determination of the
structural parameters; as is known, the asymmetry
parameter of the EFG tensor is most sensitive to small
deviations in atom coordinates.

In summary, it can be inferred that the technique
described above is also applicable to other compounds
with tetrahedral complexes VO4. This is of particular
interest when the experimental NMR spectra do not
yield a complete set of parameters.
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Abstract—A theory explaining the effects of second harmonic generation and rectification of space-charge
waves (SCWs) in both space and time in photorefractive crystals and semi-insulating semiconductors is formu-
lated for the first time. The theory predicts two mechanisms of SCW second harmonic excitation. An experi-
mental technique is proposed for second harmonic detection, and the formulas required for interpreting the
experimental results are derived. It is found that the effect of complete rectification of SCWs may lead to a
change in the current passing through the sample by tens of percent. The results of calculations are in qualitative
agreement with preliminary experimental results. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Space-charge waves (SCWs) can emerge in photo-
refractive crystals (or semi-insulating semiconductors,
in general) placed in an external electric field [1]. Such
waves are sometimes referred to as “trap charge-
exchange waves” [1], “photorefractive waves” [2], or
“photorefractons.” Space-charge waves are character-
ized by a peculiar dispersion relation: their frequency is
inversely proportional to the wave vector. As a rule,
SCWs attenuate quite rapidly; their lifetime is compa-
rable to the period of natural oscillations.

Progress in the experimental investigation of SCWs
is determined to a considerable extent by the choice of
the method of their excitation and detection. One of the
most effective methods of SCW generation is optical
excitation by producing a periodic (sinusoidal) interfer-
ence pattern oscillating near the equilibrium position in
the crystal. In this case, if the period of the interference
pattern coincides with the spatial period of an SCW and
the frequency of oscillations of the interference pattern
also coincides with the eigenfrequency of the given
wave, resonance SCW excitation that is easily detect-
able by optical methods [2] takes place.

For relatively small values of the contrast m of the
interference pattern (m ! 1), the effects under investi-
gation are linear in nature. In this case, the oscillating
fields and currents in the sample are linear functions of
m. However, for large values of m (comparable to
unity), nonlinear effects leading to the emergence of
fields and currents proportional to the second and
higher powers of m become significant. Nonlinearity
emerges because new charge carriers excited by light
experience the action of not only the electric field
applied to the sample but also of the fields of static and
dynamic charge gratings that have formed by this time.

Second-order effects (proportional to m2) in a sys-
tem of SCWs can be considered in terms of their inter-
1063-7834/02/4410- $22.00 © 21869
action with each other and scattering from static grat-
ings if the latter are formed for the chosen method of
SCW excitation (e.g., excitation by an oscillating inter-
ference pattern). The interaction between SCWs resem-
bles, to a certain extent, some second-order nonlinear
effects in optics, e.g., second harmonic generation and
optical rectification. It should be recalled that, in non-
linear optics, the contribution to the second-order non-
linear susceptibility χ(2) ∝  A · A (where A is the com-
plex amplitude of the wave) is responsible for the gen-
eration of waves with a doubled wave vector and
doubled frequency of oscillations, while the contribu-
tion χ(2) ∝  A · A* = const(x, t) (independent of x and t)
is responsible for optical rectification. Optical rectifica-
tion results in the formation of a static uniform electric
field in the sample (uniform polarization); i.e., both
temporal and spatial rectification of optical oscillations
take place. To our knowledge, the problem of second
harmonic generation and rectification of SCWs has not
been discussed in the literature.

This study aims at a rigorous theoretical analysis of
these phenomena and the methods of their detection.
We propose that an oscillating interference pattern be
used for exciting SCWs. The numerical estimates given
at the end of this paper show that SCW rectification is
a strong effect causing strong (tens of percent) changes
in the direct current passing through the sample. Some
preliminary results were reported in [3].

2. CALCULATION OF INDUCED FIELD

Conditions of excitation and the method of SCW
analysis considered below are similar to those
described in [2, 4, 5]. The diagram of optical excitation
is shown in Fig. 1.

A crystal is illuminated by coherent laser beams,
one of which is phase-modulated with frequency Ω and
002 MAIK “Nauka/Interperiodica”
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amplitude Θ. As a result, the intensity of light incident
on the crystal has the form

(1)

Here,

(2)

W1 and W2 are the intensities of the recording beams,

(3)

is the interference pattern contrast, and Kg = 2π/Λ, Λ
being the period of the interference pattern. In the case
of symmetric excitation, we have

(4)

where λW is the wavelength of the recording light beam
and αW is the angle of incidence of the recording beams.

In order to calculate the internal induced field
E(x, t), we use the standard system of nonlinear differ-
ential equations [6] (see also [4, 5])

(5)

(6)

(7)

where j(x, t) is the nonuniform density of ohmic cur-
rent, n(x, t) is the concentration of photoelectrons, τ is
the lifetime of photoelectrons in the conduction band, µ
is the mobility of photoelectrons, ε is the static permit-
tivity, E0 is the electric field defined as E0 = U/L (U is
the voltage supplied by a source and L is the distance
between the electrodes), and I(t) is the current density
in the external circuit, which is defined as the ratio of

W x t,( ) W0 1 m Kgx Θ Ωtcos+( )cos+[ ] .=

W0 W1 W2,+=

m
2 W1W2

W1 W2+
----------------------=

Λ λW / 2 αWsin( ),=

n x t,( )
τ

--------------
1
e
---∂ j x t,( )

∂x
-----------------– g x t,( ),=

j x t,( ) eµn x t,( ) E0 E x t,( )+[ ] ,=

ε
4π
------∂E x t,( )

∂t
------------------ j x t,( )+ I t( ),=

R

U +

δI0
δI1

δI2

AS AR

αW αW

Fig. 1. Diagram of excitation of space-charge waves and
recording of zeroth (δI0), first (δI1), and second (δI2) non-
Bragg diffraction peaks for the AS beam. The beams δI0,
δI1, and δI2 are directed at the angles αW, 3αW, and 5αW,
respectively.
PH
the total current in the external circuit to the cross-sec-
tional area S of the sample. In Eq. (6), we have omitted
the contribution from diffusion processes since we
assume that the diffusion contribution to the current can
be disregarded in the case of large E0 and comparatively
small Kg.

Equations (5)–(7) are usually supplemented with

the condition  [6], which indicates the

absence of a uniform electric field induced by the
formed space-charge grating. This is quite justified if
the circuit contains no resistances connected in series
with the sample. Such resistances include the actual
load resistance (shown in the diagram in Fig. 1), the
internal resistance of the source, and a possible auxil-
iary resistance at the crystal–electrode boundaries. In
our analysis, all these possible sources of resistance are
taken into account by including an effective load resis-
tance R in the circuit. We will solve the system of equa-
tions (5)–(7) under the additional condition

(8)

where ρ = RS/L. In fact, condition (8) implies a
decrease in the applied field in the bulk of the sample as
compared to E0 (because of the voltage drop across
resistance R) and the possible emergence of both a
static field and a field varying in time and homogeneous
in space due to the formation of space-charge gratings.

The photoelectron generation rate g(x, t) in a sample
illuminated by light of the intensity given by Eq. (1) is

(9)

where g0 = HW0, H being the coefficient determined by
the photon energy, quantum yield, and the absorption
coefficient of the crystal.

Having eliminated the photoelectron concentration
n(x, t) between Eqs. (5)–(7), we obtain a closed equa-
tion for the induced field,

(10)

Here, the following dimensionless variables have been
introduced: f(T) = 4πτMI(T)/(εE0), d = KgL0, z = Kgx,
T = Ωt, Y(z, T) = E(z, T)/E0, ω = ΩτM, and h(z, T) = 1 +
mcos(z + ΘcosT). The quantities L0 = µE0τ and τM =
ε/(4πeµg0τ) are the drift length and the Maxwellian
relaxation time, respectively. It should be noted that
here we have introduced the drift length L0 and the so-
called quality parameter d for the case when the actual
applied field is equal to E0. In the presence of resistance
R, the actual value of L0 and, hence, d must be appropri-
ately renormalized, which will be done below.

E x t,( ) xd
0

L∫ 0=

1
L
--- xE x t,( )d

0

L

∫ I t( )ρ,–=

g x t,( ) g0 1 m Kgx Θ Ωtcos+( )cos+[ ] ,=
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∂T
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A solution Y(z, T) to Eq. (10) is a periodic function
of two variables: Y(z, t) = Y(z + 2πp, T + 2πl). Conse-
quently, this function can be expanded into a double
Fourier series,

(11)

The equation for the Fourier components has the form

(12)

The time Fourier components fl of the current flowing
in the external circuit are determined from condition
(8), which assumes the following form in the Fourier
representation:

(13)

Here, σ = ε/(4πτM) = eµg0τ is the electrical conductivity
of the sample under uniform illumination.

The Fourier components hp, l of the illumination
intensity are given by

(14)

We will seek a solution to the system of nonlinear
equations (12) in the weak-contrast approximation
m ! 1. It should be noted that hp, l ∝  m|p |. We can easily
verify that in this case Yp, l ∝  m|p | for m ! 1.

To lowest order in m, Eq. (12) under condition (13)
is simplified radically and assumes the following form
for p ≥ 1:

(15)

The values of Yp, l for p ≤ –1 can be found from the rela-
tions

(16)

Equation (12) is a recurrent relation for the Fourier
components Yp, l of the dimensionless induced field.
The case when p = 0 requires separate consideration.
Substituting p = 0 into Eq. (12) and taking into account
Eq. (13), we can obtain an expression for the current in
the external circuit,

(17)
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where q = ρσ.
It should be emphasized that expression (17) for the

current is derived to the lowest (zeroth) order in m (but
is valid for any value of the phase modulation ampli-
tude Θ).

Let us now consider the case when p = 1. From
Eq. (15), we have 

(18)

Here,  = d/(1 + q) corresponds to the renormalization
of the electric field determining the drift length due to
the voltage drop across the load resistance R. In partic-
ular, in the cases l = 0, 1, and 2 we are interested in, for
Θ ! 1, we have

(19)

(20)

(21)

Expression (20) describes the amplitude of the field of
a moving grating; the wave vector of this grating is
equal to Kg, and the frequency of the driving force is

Ω = ωτM. When the condition  = 1 is satisfied, reso-
nance sets in, which means that the conditions for the
excitation of the eigenmode of oscillations, i.e., SCWs,
are satisfied.

For  @ 1, the resonance (fundamental) frequency
is given by

(22)

This expression in the approximation in question is the
dispersion relation for SCWs. In resonance, the SCW
field has the form

In expression (21), resonance also exists, but at half
as high a frequency. This resonance is associated with
the chosen method of SCW excitation. As a matter of
fact, in the case of phase modulation of one of the
beams, oscillations of the interference pattern arise not
only at frequency Ω but also at higher harmonics. The
amplitude of these oscillations is proportional to the
corresponding power of Θ (for Θ ! 1). The amplitude
of second harmonic oscillations is proportional to Θ2,
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which is in accordance with formula (21). Thus, rela-
tion (21) describes the excitation of the same waves as
those discussed above but at the second harmonic of the
excitation frequency.

Let us now consider second-order effects in m. In
this case, we retain the terms proportional to m2 in
Eq. (6) for current density. Since n(x, t) and E(x, t) con-
tain terms with coefficients of the type mexp(±iKgx) and
mΘexp[i(Kgx – Ωt)], the product n(x, t) E(x, t) contains
terms of the type m2exp(i2Kgx), m2Θexp[i(2Kgx – Ωt)],
m2Θexp(iΩt), m2Θ2exp[i(2Kgx – 2Ωt)], and
mΘexp[i(Kgx – Ωt)]mΘexp[–i(Kgx – Ωt)] = m2Θ2.
Expression m2exp(i2Kg x) indicates the emergence of
the second spatial harmonic in the static grating. The
contribution of the type m2Θexp[i(2Kgx – Ωt)] corre-
sponds to the emergence of a running grating with a
doubled wave vector (spatial doubling), while the term
m2Θexp(iΩt) indicates the emergence of a field which
is homogeneous in space but oscillates in time (spatial
rectification). The last two effects mentioned above
were studied earlier in [3–5, 7, 8].

The term proportional to m2Θ2exp[i(2Kgx – 2Ωt)]
describes the generation of the second harmonic of the
traveling wave, while the last term m2Θ2 indicates the
possible emergence of a uniform direct current due to
the interaction of waves, which is spatial and temporal
rectification.

In order to study the process of the second harmonic
generation for the traveling wave, we will now analyze
the second spatial harmonics Y2, l of the field to within
m2. Taking into account relations (13) and (17), as well
as the fact that h2, l = 0, we obtain from Eq. (11)

Using relations (14) and (10) and carrying out sim-
ple transformations, we obtain

(23)

This expression, combined with Eqs. (14) and (19)–
(21) in the limit of small amplitude of phase modula-
tion (Θ ! 1), leads to the following comparatively sim-
ple expressions for the Fourier components of the
induced field we are interested in:

(24)

(25)
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(26)

Expressions (19) and (23) for the Fourier components
Y1, 0 and Y2, 0 are in accord with the exact result obtained
in [4] for Yp, 0,

and the expressions for the first temporal Fourier com-
ponents Y1, 1 and Y2, 1 agree with the corresponding
result obtained in [4].

Expression (26) describes the amplitude of a mov-
ing grating whose wave vector is equal to 2Kg and
whose frequency of oscillations is equal to the fre-
quency of excitation doubled. It should be noted that
the eigenfrequency of oscillations for an SCW with
wave vector 2Kg must be equal to Ω/2π = ff /2.

The structure of relation (26) shows that there are

three resonances (for ω = 1/ , ω = 1/2 , and ω =

1/4 ). The nature of these resonances can be described

as follows. The resonance at ω = 1/4  is associated
with the interaction of two forced oscillations with
wave vector Kg and dimensionless frequencies equal to

ω = 1/  (the amplitude of each of these waves is pro-
portional to mΘ). In the nonlinear regime, these oscil-
lations (waves) generate a wave with doubled wave
vector and doubled frequency, i.e., with wave vector
2Kg and frequency Ωf /4π = ff /2, which exactly satisfies
the dispersion relation. In other words, the eigenmode
is excited in this case due to the generation of the sec-
ond harmonic of induced oscillations. The amplitude of
the eigenmode in this case is proportional to m2Θ2.

The resonance at ω = 1/  is associated with the res-
onant excitation of two fundamental modes (with wave
vector Kg and frequency Ωf /2π = ff). The amplitude of
these waves is proportional to mΘ. The interaction of
these excited eigenmodes generates a second harmonic,
i.e., a wave with wave vector 2Kg and frequency 2ff .
This wave is not an eigenmode since it does not satisfy
the dispersion relation; nevertheless, its excitation is of
resonance nature since the resonance excitation of
eigenmodes occurs at the first stage of the process. The
amplitude of the resultant wave is proportional to the
amplitudes of the two waves generating it; conse-
quently, this amplitude is proportional to m2Θ2.

The resonance at the intermediate frequency is not
associated with the excitation of the second harmonic
of the traveling wave. This resonance [as well as the

resonance at frequency ω = 1/ , Eq. (21)] is associated
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with the excitation of the main fundamental mode, but
by means of the second harmonic of oscillations of the
interference pattern. For this reason, the resonance
emerges at a modulation frequency equal to Ωf /4π =
ff /2. The amplitude of this wave is proportional to mΘ2.
Then, this wave interacts with the static charge grating
characterized by wave vector Kg and an amplitude pro-
portional to m. This gives rise to a wave with wave vec-
tor 2Kg and frequency f = 2ff  whose amplitude is pro-
portional to m2Θ2. This wave is not an eigenmode, but
its excitation is of resonance nature since the funda-
mental mode is excited resonantly at the first stage.

All possible processes with any combination of p
and l can be considered similarly. However, for m ! 1
and Θ ! 1, it is expedient to confine the analysis to pro-
cesses involving only a small number of waves (one or

two). It should be noted that for large values of , near
the resonance, we must ensure a more stringent condi-

tion than m ! 1, namely, m  ! 1. Otherwise, the sys-
tem stability must be analyzed additionally.

3. ANALYSIS OF EXPERIMENTALLY OBSERVED 
QUANTITIES CHARACTERIZING SECOND 

HARMONIC GENERATION

It is expedient to carry out experiments on the SCW
second harmonic generation on photorefractive crys-
tals. Since these crystals exhibit the electrooptical
effect, the electric field of an SCW induces a refractive-
index wave. When a crystal is exposed to a laser beam,
the corresponding diffraction peaks from the running
wave of the refractive index can be observed. In this
way, we can obtain the required complete information
on the grating (its amplitude, wave vector, and oscilla-
tion frequency). One possible method of experimental
investigation is based on diffraction of the recording
beams themselves. This technique was used in the pre-
liminary experiments described in [3]. The first part of
this section will be devoted to this method of measure-
ment.

Let us consider the diffraction of light from a thin
hologram recorded by two beams AS and AR: AS =
AS0exp(ikSx) and AR = AR0exp(ikRx + iΘcosΩt). A holo-
gram is regarded as thin if its thickness D satisfies the
condition D ! Λ2n0/λW, where n0 is the refractive index
of light and λW is the wavelength of the recording and
reading light beams. For a thin hologram, we can intro-
duce the transmission coefficient T(x, t) = exp[iϕ(x, t)]
connecting the amplitude Aout of light immediately
behind the hologram with the amplitude Ain of incident
light, Aout(x, t) = T(x, t)Ain(x, t). In our case, ϕ(x, t) =
QE(x, t) is the increment of the phase of the beam pass-
ing through the hologram due to the modulation of the
refractive index. Here, Q is a parameter depending on
the electrooptical properties of the crystal. For crystals

belonging to the point group 23 and 3m and, e.g., for

d̃

d̃

4
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the cut 〈110〉 , we have Q = πr41 D/λW , where r41 is the
electrooptical coefficient. Subsequently, we consider
the case of Q ! 1 and take into account linear correc-
tions in this parameter. As a result, we obtain

(27)

In this relation, a transition has been made to the dimen-
sionless variables z, T, and Y(z, T) and kR – kS = Kg.

The spatial Fourier component of the amplitude of
the output light beam has the form

(28)

Here, we have omitted the insignificant common phase
factor exp(ikRx). In order to avoid confusion, note that
we label the observed diffraction beams with the sub-
script p corresponding to the first diffraction order of
the beam AR for the grating with wave vector pKS.

The intensity of Bragg peaks with p = 0, –1 is pro-
portional to the first power of Q, while the intensity of
all the remaining peaks is proportional to ∝ Q2. For this
reason, we first consider the intensity of Bragg peaks.
For p = 0, we obtain the following expression for the
zeroth-peak intensity from Eq. (28):

(29)

For the second Bragg peak with p = –1, we have

(30)

The intensity of non-Bragg peaks is given by

(31)

In the limiting case of small contrast m ! 1 considered
here, this expression is simplified:

(32)

(33)

Let us now analyze the time dependence of the
intensity of the zeroth Bragg peak. For this purpose, we
expand expression (29) into a Fourier series in time. We
confine our analysis in this section to the case of small
phase modulation amplitude Θ ! 1. In this limit, we
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have the following expression for the time Fourier com-
ponents with l ≥ 0:

(34)

The time-dependent intensity Jp, l(t) of the pth peak
(with p > 0) at frequency lΩ is defined as

(35)

where the amplitude Cp, l and phase ϕl, p of the signal are
connected with the quantity δIp, l through the relations

(36)

The peaks for p < 0 can be obtained from the relations
[see Eqs. (32), (33)]

(37)

It should be noted that in the absence of auxiliary illu-
mination, the ratio AR0/AS0 determines the contrast of
the image:

(38)

In this case, the oscillating components of non-Bragg
diffraction peaks for positive values of p are completely
suppressed for AR0 > AS0; on the contrary, for AR0 < AS0,
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non-Bragg peaks with p < 0 are suppressed completely
[4].

Thus, according to [34], the first and second tempo-
ral harmonics of Bragg peaks are defined by the rela-
tions

(39)

(40)

In accordance with Eq. (39) and Eqs. (19) and (20), for
the first temporal harmonic, we have

(41)

(42)

The first harmonic has a single resonance peak at ωr =

(1 + )–1/2. This result is in accord with that obtained

in [4] (for ρ = 0, i.e.,  = d, since the short-circuiting
regime is considered in [4]).

In accordance with Eqs. (40), (20), and (21), the sec-
ond temporal harmonic has the form
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Thus, while the frequency dependence of the first tem-
poral harmonic has only one resonance peak at the fre-

quency ωr = (1 + )–1/2, the frequency dependence of
the second harmonic exhibits one more peak at the fre-

quency ωr = 1/2(1 + )–1/2. These resonances are well

resolved for  @ 1 (i.e., in a strong external field), and
the position of the resonance peaks is given by the rela-

tion ωr ≅  1/(l ), where l = 1, 2. It can be proved that the
frequency dependence of the lth harmonic of Bragg

d̃

d̃

d̃

d̃

peaks has l maxima corresponding to frequencies ωr =

1/(l ' ), where l'= 1, 2, …, l. It should be recalled that
this conclusion is valid only for m ! 1, Θ ! 1, when the
intensity of the lth harmonic of Bragg peaks is propor-
tional to AS0AR0QE0mΘ'.

Let us now consider the frequency harmonics for non-
Bragg peaks. In accordance with relation (32), we have

(45)

d̃

δI p l, Q2E0
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The frequency dependence of the first harmonic was
studied theoretically and experimentally in [2, 4]. In
the case of l = 2 (corresponding to signal detection at
a frequency equal to the doubled frequency of modu-
lation of the recording beam), Eq. (45) assumes the
form
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
(46)

By using Eq. (43) and taking into account relations
(15)–(17), we obtain the following expression for the
second temporal harmonic of the first non-Bragg peak:

δI p 2, Q2E0
2AR0

2=

× Y p 0, Y p 2, ω( ) Y p 2,* ω–( )+[ ] Y p 1, ω( )Y p 1,* ω–( )+{ } .
(47)C1 2,
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It can be seem from this relation that the frequency
dependence of the first non-Bragg peak has two reso-

nance peaks at frequencies ωr = 1/  and

1/2  in analogy with the Bragg peaks in
Eq. (43).

Let us now consider the second frequency harmonic
for the second non-Bragg peak p = 2. In accordance
with Eqs. (46) and (23)–(25), we can write

(48)

In general, the analytic expression for the frequency
dependence of the quantity J2, 2(t) is too cumbersome.
For this reason, we write here this expression in the

most interesting limiting case of  @ 1 in the absence
of damping:

(49)
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.

It can be seen that the frequency dependence of J22(t)

has three resonance peaks at frequencies ωr = 1/ ,

1/2 , and 1/4 . The numerically calculated frequency
dependence of the amplitude of the second temporal
Fourier component C2, 2, determined from relations (36)
and (48), is presented in Fig. 2.

It should be noted that, in accordance with rela-
tion (46), the signal δIp, 2 at the second-harmonic fre-
quency contains, in addition to a contribution propor-
tional to the second frequency harmonic Yp, 2 of the
induced electric field, a second term proportional to the
squared amplitude of the first frequency harmonic Yp, 1.
Consequently, the resonance contribution to the fre-
quency dependence of the second non-Bragg peak at

frequencies ωr = 1/  and ωr = 1/2  is formed at the
expense of the first and second temporal harmonics of
the induced field, while the resonance at frequency

ωr = 1/4  is associated exclusively with the second
temporal harmonic of the field.

In general, the frequency dependence of the Bragg
peaks at the harmonic frequency Ωl has l resonance

peaks at frequencies ωr = 1/l ' , l'= 1, 2, …, l and their
amplitude is proportional to mΘl. As regards non-Bragg
peaks with index p at the lth harmonic frequency, their
intensity is proportional to mpΘl and possesses l

 (for p ≥ l) or p  (for p ≤ l) peaks

at resonance frequencies ωr = 1/( p'l '), where p'= 1, 2,
…, p and l'= 1, 2, …, l. It should be emphasized here
that this conclusion is valid only in the limit m ! 1 and
Θ ! 1. If this criterion is violated and the number of
quasiparticles in intermediate states increases, then the
number of resonance peaks will increase (see also [4] in
this connection).

A disadvantage of the method for studying the tem-
poral Fourier components of oscillating gratings
through analysis of the diffraction of recording beams
themselves is that the second component, for example,
contains a contribution proportional to the product of
the first temporal components [see Eq. (46)]. For this
reason, we will carry out an analysis on the basis of

d̃

d̃ d̃

d̃ d̃
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another method of measurements using a probe beam.
In this case, in addition to the recording beams, a probe
beam is incident on the crystal at an angle αp, ensuring
Bragg diffraction with wave vector 2Kg (see Fig. 1).
The angle αp is chosen from the condition

Here, λp is the wavelength of the probe beam. The pho-
todetector must be placed at the diffraction peak from
the grating with wave vector 2Kg. If a thin crystal (of
thickness satisfying the condition D ! Λ2n0/4λp) is
used, there are no stringent limitations on the angle of
incidence and the readout angle is equal to 2αp relative
to the direction of propagation of the probe beam. A ref-
erence beam is directed to the photodetector simulta-
neously with the diffracted beam. The reference beam
must be coherent to the diffracted beam; consequently,
the formed beam must be formed by the same source as
the probe beam. In addition, we must ensure that the
amplitude of the reference beam is much larger than the
amplitude of the diffracted beam. In order to avoid the
formation of an interference pattern in the aperture of
the photodetector, it is desirable that the reference and
diffracted beams be focused at the photodetector. This
case will be considered below.

The amplitude Ad of the diffracted beam in the low
diffraction efficiency approximation has the form

(50)

α psin
2λ p
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Fig. 2. Frequency dependence of the dimensionless second-

harmonic amplitude c = C22  of the second

non-Bragg peak calculated using formulas (36) and (48);

 = 6 (curve 1) and 4 (curve 2).
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where Ap is the amplitude of the probe beam. If we
denote the amplitude of the reference beam by Ar, the
intensity of light at the photodetector is given by

(51)

The second temporal Fourier component of the light
intensity at the photodetector is

(52)

where β is the phase difference between the amplitudes
Ap and Ar.

Thus, the signal being recorded when the probe

beam is used has three peaks (at ω = 1/ , 1/2 , and

1/4 ), as for the diffraction of the recording beams
themselves [cf. Eqs. (48), (52)]. However, in the latter
case, the signal also contains a “parasitic” contribution
from the product of the first Fourier components
described by the first term in the braces on the right-
hand side of Eq. (48), while relation (52) contains no
parasitic contribution. In addition, the probe beam tech-
nique makes it possible to control the signal by varying
the phase β between the probe and reference beams.
However, this phase affects the frequency dependence
of the signal only weakly over the entire frequency
range except in the low-frequency region. In particular,
for ω = 0, the signal is proportional to sinβ and vanishes
only for β = 0 and π.

The expression for the amplitude of the signal being

recorded, which is equal to  has a cumbersome
form. Here, we write an analytic expression for this
amplitude taking into account only the second reso-
nance term in the braces in Eq. (52):
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When the probe beam is used, the ratios between the
signal intensities at different peaks are I( f = ff /4) : I( f =

ff /2) : I( f = ff) ≅  (68 /9) : (19 /3) : ( 2/3). The ration
between the same intensities as functions of the applied
voltage U are (68U2/9); (19U2/3) : (U3/3). Figure 3
shows the numerically calculated [from Eq. (52)] fre-
quency dependence of the signal in the case where the
probe beam technique is used. A comparison of Figs. 2
and 3 shows that the use of a probe beam considerably
suppresses the intermediate peak at frequency f = ff /2,
while the other two peaks are deformed comparatively
weakly.

The Maxwellian relaxation time τM for the known
materials Bi12GeO20, Bi12TiO20, and Bi12SiO20 illumi-
nated with a laser beam of intensity 100–200 mW/cm2

(for λW = 530 nm) is of the order of 10–4 s, and the res-
onance frequencies for fields of the order of 10 kV/cm

and  ≅  3–5 must lie in the interval from 10 to 500 Hz,
which is convenient for measurements. It should be
recalled that Ω/2π is the phase modulation frequency
for one of the reference beams, while the signal being
recorded oscillates with the doubled frequency Ω/π.
The intensities of the signals must be high enough for
detection judging from the results of known holo-
graphic experiments on these crystals.

4. EFFECT OF SCW RECTIFICATION
IN BOTH SPACE AND TIME

It was noted above that nonlinear interaction of
space-charge waves can lead to the emergence of an
auxiliary direct current or voltage in the circuit contain-
ing the crystal, i.e., to the complete (space and time)
rectification effect. This means that the magnitude of
the direct current in the circuit must depend on the fre-
quency of oscillations of the interference pattern; in this
case, a resonance singularity may emerge if the condi-
tions for SCW excitation are satisfied.

In order to calculate the frequency dependence of
the current in the external circuit, we consider Eq. (12)
once again. By putting p = 0 into it and taking into
account the contributions proportional to m2, we retain
only the terms with p' = 0, ±1 in the sum over p'. This
gives

(53)

Using now the first spatial Fourier components (18) and
carrying out transformations, we obtain the following

d̃ d̃ d̃

d̃
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closed relation for the temporal Fourier components of
the current:

(54)

In particular, relation (54) for the first Fourier compo-
nent l = 1 in the limit Θ ! 1 coincides with the result
obtained in [5], where the spatial rectification of photo-
refractive waves was investigated:

Let us consider in greater detail the frequency
dependence of the steady-state current, which can be
derived from relation (54) by setting l = 0. Taking into
account the relation between the dimensionless param-
eter fl and the Fourier component of current Il, we
obtain

(55)
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exhibits a set of dips with minima at the frequencies

ω = 1/( l); the amplitude of a dip decreases with
increasing index l in proportion to Θ2l for small Θ. Fig-
ure 4 shows the frequency dependence of the steady-
state current calculated from formula (55). It can be
seen from Fig. 4 that the frequency dependence of the
current for Θ < 1 exhibits only one appreciable mini-

mum at the fundamental frequency ω = 1/ ; however,
the minimum at the second resonance frequency ω =

1/(2 ) rapidly deepens upon a further increase in the
phase modulation amplitude, while the amplitude of the
first minimum starts to decrease.

For Θ ! 1, relation (55) assumes a simpler form, in
which only the first dip at the fundamental frequency
with l = 1 is preserved:

(56)

It should be noted that this simple expression correctly
describes the situation up to Θ ≤ 1.

Thus, the frequency dependence of the rectified cur-
rent to the lowest (second) order in Θ has a dip at the

frequency ω = 1/ . The value of current in the low-fre-

quency wing (ω ! 1/ ) of the frequency dependence is
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smaller than that in the high-frequency wing (ω @

1/ ), the relative difference of the extreme values being

(57)

The frequency dependence of current exhibits an
interesting feature in the region of not very strong mod-
ulation of phase Θ when relation (56) holds. In this
region, all I0(ω) curves for different values of Θ inter-

sect at the same point at ω = /(  + 1),
while the value of current at this point of intersection
coincides with the current I0(0) at zero frequency. The
experimental determination of the position of such a
point of intersection makes it possible to find the

numerical value of the quality parameter  (of course,
only if the Maxwellian time τM is known).

Numerical estimates show that the relative variation

of current at resonance (ω = 1/ ) amounts to tens of
percent. Indeed, if we put m = 0.5, Θ = 0.5, q = 0.5, and

 = 4–6, (these values are typical of crystals of the type

Bi12GeO20), we have I0(ω = )/I0(ω = 0) ≅  0.9–0.7.
Thus, the effect of rectification should be easily
observed in experiments. Indeed, preliminary measure-
ments [3] show the presence of a minimum in the
dependence of direct current on the frequency of oscil-
lations of the interference pattern. Formulas (56) and
(57) also open an interesting opportunity of determin-
ing the internal field in the sample. As a matter of fact,
the internal field in photorefractive crystals of the sille-
nite group often differs from the calculated field E0 =
U/L because of the voltage drop across nonohmic con-
tacts. The actual field can be determined using various
methods (e.g., using the electrooptical effect or probing
with a probe beam). It follows from Eqs. (56) and (57),
however, that the parameter q, which describes the
decrease in the internal field, can be found from the dif-
ference in the values of current for Ω = 0 and Ω  ∞.
The value of q can also be determined without phase
modulation (Θ = 0), but in this case, we must measure
the difference in the currents for m = 0 and m ≠ 0. In the
latter case, we must either take into account the correc-
tion for the change in electrical conductivity due to the
variation of the mean intensity of illuminating light
with a change in m or ensure the constancy of the aver-
age intensity of illumination upon a change in the
contrast.
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Abstract—A method is suggested for estimating local lattice distortions near a paramagnetic center by using
the parameters determined from experimental tensors of the ligand hyperfine interaction with surrounding
nuclei through the use of a simple mathematical procedure. In general, a tensor with nine independent compo-
nents can be unambiguously reduced to nine independent parameters characterizing the hyperfine interaction:
the isotropic part, deviations from the symmetric and axially symmetric form, the axially symmetric component
(containing dipole and pseudodipole contributions), and the angles defining the bond direction. Under certain
physical assumptions, these parameters are used to estimate distortions of the first and second coordination
shells of Ce3+ in the homologous series CaF2, SrF2, and BaF2. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Determination of the actual structure of a crystal lat-
tice near a paramagnetic center is of significant interest
in solid-state physics. Direct methods of structural
analysis are inapplicable in the case of a low impurity
concentration. Therefore, indirect methods should be
invoked based on an analysis of physical parameters as
dependent on the ligand coordinates, such as the crystal
field parameters or the ligand hyperfine interaction
(LHFI).

In the latter case, the ligand position with respect to
the magnetic ion can be accurately determined only in
the case of point-dipole interaction. In fact, the LHFI
can contain a significant nondipole contribution caused
by the covalence and overlap effects even for nuclei of
the second and farther coordination shells. It is note-
worthy that there is no adequate theory which would
allow one to calculate the LHFI nondipole component
and separate the pure dipole contribution. Therefore, all
attempts to estimate local lattice distortions are in
essence reduced to treating experimental data on the
LHFI of nuclei of the first and second coordination
shells in order to establish its dipole character or to sep-
arate the dipole component of the interaction.

Most of the relevant publications are dedicated to
rare-earth ions in fluorite-type lattices. Babershke [1]
was the first to determine distortions of the cubic Eu2+

center in the homologous series CdF2, CaF2, SrF2, and
BaF2 by using the LHFI parameters of the first coordi-
1063-7834/02/4410- $22.00 © 21880
nation shell and making a number of significant physi-
cal assumptions (which we shall also make in what fol-
lows). Later on, the same approach was applied to sim-
ilar Tm2+ and Cd3+ centers in the fluorite-type lattices
[2, 3].

The distortion pattern around noncubic centers is
much more intricate due to the presence of a compen-
sator ion in the nearest neighborhood of the magnetic
ion: the latter can be displaced toward the compensator,
and the compensator can push the nearest neighbor flu-
orine ions apart. Baker et al. [4] were the first to deter-
mine (under some assumptions) the displacement of a
magnetic ion and fluorine ions of the second coordina-
tion shell around the compensator by using experimen-
tal electron–nuclear double resonance (ENDOR) data
for the second coordination shell. Subsequently, other
authors applied this approach to study distortions of
noncubic centers of rare-earth elements.

In the case of distortions of the first coordination
shell, Wolfe and Markiewicz [5] have determined the
magnetic ion–ligand direction (but not their spacing)
for the Yb3+ tetragonal center in CaF2 within a three-
parameter LHFI representation, although the symmetry
dictates a five-parameter one. However, this approach
did not prove advantageous when used for the analo-
gous CaF2 : Ce3+ center [6]. Quite recently, the dis-
placements of fluorine ions of the first coordination
shell in the trigonal Cd3+ centers in BaF2 have been
determined from LHFI data, crystal field parameters,
002 MAIK “Nauka/Interperiodica”



        

METHOD FOR ESTIMATING LOCAL LATTICE DISTORTIONS 1881

                                                                                                                                                   
and ENDOR data on the hyperfine interaction [7], as
well as in trigonal and cubic centers Cd3+ and Eu2+ in
the fluorite homologous series [8, 9]. We note that the
authors of [7–9] solved this problem mainly due to (as
follows from their results) the compensator ion in trig-
onal centers causing very weak changes in all the LHFI
and crystal field parameters in comparison with the
analogous cubic centers. It is obvious that the approach
used is applicable only to ions in the S state.

In this paper, we suggest a method for estimating the
local lattice distortions in the vicinity of a magnetic ion
by using the parameters determined from the experi-
mental LHFI tensors through the use of a certain math-
ematical procedure. We illustrate this method using the
example of tetragonal Ce3+ centers in the homologous
series CaF2, SrF2, and BaF2, since only for this ion are
there comprehensive and accurate experimental data on
the LHFI.

2. LIGAND HYPERFINE INTERACTION 
PARAMETERS

We consider the most general case of the nine-com-
ponent LHFI tensor Aik (which is conventionally mea-
sured in hertz) written in the frame of reference of the
electron g tensor. Following [10], we pass from the ten-
sor Aik to the tensor Bik = hAik/(gnβngiβ), where gn is the
nuclear g factor, βn is the nuclear magneton, gi are the
electron g-tensor components, and β is the Bohr mag-
neton. The tensor Bik has dimensions m–3 and takes into
account only the value and geometry of the magnetic
ion–ligand bond, since we have excluded the anisot-
ropy of the electron magnetic moment. We separate the

isotropic part  = (TrBik/3)δik from this tensor and
designate the components of the isotropic tensor as C1.
The remaining tensor with zero trace can be separated

into a symmetric  and an antisymmetric tensor :

The antisymmetric tensor  corresponds to a cer-
tain axial vector, whose magnitude will be denoted by
C2 and whose polar angles will be designated as θ and
ϕ. By rotating the frame of reference, we bring the ten-

sor  with zero trace into the diagonal form ;
therefore, we have three components of this tensor and
three angles α, β, and γ characterizing the rotation. In
this coordinate frame, we select the axis correspond-
ing to the largest positive component of the tensor and
separate the tensor into two axially symmetrical parts

Bik
I

Bik
S Bik

A

Bik
S Bik Bki+( )/2 TrBik( )δik,–=

Bik
A Bik Bki–( )/2.=

Bik
A

Bik
S Cik

S
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with mutually perpendicular symmetry axes and zero
traces [11]:

Here, C3 and C4 are positive by definition and C4 > C3.
Thus, in general, the nine-component tensor Bik is
reduced to nine independent parameters: five angles (θ,
ϕ, α, β, γ) and four parameters C1–C4.

If the LHFI is a pure dipole–dipole interaction, we
have C1 = C2 = C3 = 0 and C4 = 1/r3, where r is the mag-
netic-ion–nucleus distance and the angles α, β, and γ
define the bond direction. The parameters C1–C3 are
completely defined by the nondipolar part, of the LHFI
tensor; C1 characterizes the isotropic part and C2 and C3
characterize deviations from the symmetric and axially
symmetric form, respectively. The parameter C4 con-
tains the dipolar and so-called pseudodipolar covalent
contributions. For the cubic centers, we have C2 = C3 =
0, while C1 and C4 are similar to As and Ap. An advan-
tage of the method suggested is that it allows pictorial
separation of particular characteristics of the interac-
tion, which are absolutely indistinguishable in initial
LHFI tensors. These characteristics make it possible to
compare the data on different (nonequivalent) nuclei
with each other and with the case of dipole–dipole
interaction, as well as to compare different magnetic
centers.

3. DISTORTIONS DETERMINED
FROM THE LHFI FOR THE SECOND 

COORDINATION SHELL

Let us illustrate the application of the technique
described above using the example of the second coor-

Cik
S C3
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Projection of the nearest neighborhood of Ce3+ ion onto the
(001) plane.
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dination shell of the tetragonal CaF2 : Ce3+ center. The
figure displays the projection of this paramagnetic
complex onto the (100) plane. The compensator ion
causes the following effect. Twenty-four fluorine ions
of the second coordination shell are partitioned into
four nonequivalent groups: type-A and type-B groups
contain four ions each, and type-C and type-D groups
contain eight ions each. From symmetry consider-
ations, it follows that the LHFI of nuclei A, B and the
LHFI of nuclei C, D are characterized by five and nine
independent components, respectively. Baker et al. [4]
presented tensors only for nuclei A and B; for this rea-
son, we carried out more accurate measurements
(Table 1). Having applied the technique described

Table 1.  Components of the LHFI tensors (MHz) of nuclei
of the second coordination shell in CaF2 : Ce3+ (the paren-
thetical numbers are the errors in the last digit)

Com-
ponent

Nucleus

A B C D

Axx –0.375(5) –0.366(5) 0.851(2) 0.737(2)

Axy 0.196(7) 0.118(7) 0.476(6) 0.431(6)

Axz 0.504(20) 0.406(20) 0.421(10) 0.485(10)

Ayx 0.196(10) 0.118(7) 0.476(6) 0.431(6)

Ayy –0.375(5) –0.366(5) –0.408(15) –0.379(15)

Ayz 0.504(20) 0.406(20) 0.112(30) 0.147(30)

Azx 1.052(10) 0.881(10) 0.925(20) 1.065(20)

Azy 1.052(10) 0.881(10) 0.246(10) 0.323(70)

Azz 1.736(5) 1.648(5) –0.954(4) –0.786(5)

Table 2.  LHFI parameters (nm–3) and displacements (nm) of
nuclei of the A–D types in the second coordination shell of
CaF2 : Ce3+

Com-
ponent

Nucleus

A B C D

C1 0.3(1) 0.1(1) 0.1(1) 0.0(1)

C2 0.3(3) 0.1(3) 0 0

C3 0.2(1) 0.1(1) 0.4(3) 0.2(1)

C4 11.2(1) 9.8(1) 11.1(1) 10.5(1)

θ 27.6(3) 24.4(4) 74.5(4) 70.4(4)

ϕ 45 45 18.3(3) 18.6(4)

∆X 0.010(2) 0.001(2) 0.001(2) 0.000(3)

∆Y 0.010(2) 0.001(2) 0.001(2) 0.001(3)

∆Z –0.012(2) 0.017(2) –0.016(3) 0.018(3)
PH
above to the tensors listed in Table 1, we obtained the
corresponding LHFI parameters (Table 2). One can see
that the nondipolar interaction parameters C1–C3 are
smaller than C4 by two orders of magnitude, which
allows us to consider these tensors to be of a pure dipo-
lar nature. Furthermore, the nuclei A–D are virtually
equivalent. It should be emphasized that these proper-
ties cannot be detected by considering the tensors them-
selves (see Table 1). The parameters C4 make it possible
to determine the magnetic-ion–nucleus distance inde-
pendently for each of the A–D groups. Table 2 lists the
changes in coordinates of nuclei A–D in the XYZ frame
with its origin at the magnetic ion with respect to the
equilibrium frame of reference related to the cube cen-
ter. We note that the error in the quantities found
includes the probable nondipolar contribution to C4
under the assumption that this contribution does not
exceed the root-mean-square value of the parameters
C1–C3.

One readily sees that ∆X = ∆Y = 0 for nuclei B, C,
and D to within the experimental error (see figure); ∆Z
increases for groups B and D but decreases for C by the
same value. Hence, the coordinate changes can be
explained only by the fact that Ce3+ is displaced toward
the compensator ion by δ = 0.17(3) Å, while the nuclei
themselves remain at their sites. As for nuclei A, the
compensator ion pushes them apart by εz = 0.05(5) Å
along the Z axis and by εx = εy = 0.10(3) Å (taking
into account the symmetry of the center). Baker et al.
[4] assumed these nuclei to be displaced along each of
the three axes by the same amount and found that εx =
εy = εz = 0.11 Å, while the displacement of the Ce3+ ion
itself is δ = 0.16 Å. Our result seems to be more reason-
able physically, since Ca and F ions are densely packed
along the cube body diagonals. On the whole, the dis-
tortion pattern described in terms of the LHFI parame-
ters is more accurate than that determined immediately
from the experimental data, since the nondipolar inter-
action component is (at least in part) eliminated from
the parameter C4.

4. DISTORTIONS OF THE FIRST 
COORDINATION SHELL OF Ce3+

We also attempted to apply our technique to nuclei
of the first coordination shell of Ce3+ in the fluorite
homologous series, since noncubic centers here remain
poorly studied. These nuclei are classified into two non-
equivalent groups: four nuclei of type E on the compen-
sator ion side and four nuclei of type F on the opposite
side; their LHFI is described by tensors with five inde-
pendent components. The relevant experimental data
are presented in [4, 12, 13]. The LHFI parameters cal-
culated from these tensors are listed in Table 3. One
readily sees that the parameters C1–C3 are very large;
hence, C4 contains a fairly large covalent contribution.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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To estimate distortions of the first coordination shell,
the dipolar contribution must be separated from C4.

Using the Babershke approach [1], we assumed that
the contribution from nondipolar interaction to C4 in
the fluorite homologous series is proportional to the

quantity [(  +  + )/3]1/2 (which is the measure
of covalence) for all the nuclei of the first coordination
shell. We calculated the proportionality factor for
CaF2 : Ce3+ after subtracting the dipolar component
from C4; the dipolar component was calculated under
the assumption that the distance from Ce3+ to the fluo-
rine nuclei of type E on the compensator side is equal
to the sum of their ionic radii (2.36 Å). Taking into
account that the ionic radii of Ca2+ and Ce3+ almost
coincide and that the Ce3+ ion is displaced toward the
compensator ion, such an assumption is well founded.
Using the calculated coefficient of proportionality, we
separated out the dipolar component of C4 for all three
crystals and determined the distances RE and RF of
nuclei of types E and F, respectively, to the Ce3+ ion.
These distances are listed in Table 3 and compared with
the corresponding distances R0 in the undistorted
lattice.

As is evident from Table 3, the distances RE are very
close to 2.36 Å, i.e., to the sum of the Ce3+ and F ionic
radii. This means that Ce3+ ions in all three lattices are
kept close to the fluorine ions on the compensator side.
The distance RF on the opposite side increases (Table 3)
but to a lesser extent than follows from the lattice
parameter increase. Hence, the fluorine nuclei are dis-
placed toward Ce3+; this displacement increases as one
goes from CaF2 to BaF2.

In its symmetry, the LHFI of the compensator ion is
described by an axially symmetric tensor and is charac-
terized by two parameters, C1 and C4. Table 3 lists the
distances Rcomp from the Ce3+ ion (taking its displace-
ment into account) to the compensator ion calculated
under the assumption that the latter remains in the equi-
librium position, which is not evident. Assuming this
condition to be met in CaF2 and using the same tech-
nique as that applied to the nuclei of the first coordina-
tion shell, the Ce3+–compensator distance Rcomp can be
determined in the SrF2 and BaF2 lattices. The corre-
sponding results are given in Table 3. As expected, the
compensator ion is displaced toward Ce3+ due to their
mutual attraction.

Table 3 clarifies the qualitative pattern of distortions
of the first coordination shell: the angle θ exceeds its
equilibrium value 54.7° for nuclei of type E and is
smaller than this value for nuclei of type F (on the
opposite side). This means that because of the attraction
between the Ce3+ and compensator ions, the E-type flu-
orine ions between them are “squeezed out,” whereas
the lattice is contracted on the opposite side. However,
these angles seem to be underestimated for nuclei of the

C1
2 C2

2 C3
2
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E and F types, since their values do not conform to the
Ce3+ displacement corresponding to the distortions of
the second coordination shell (Table 2). This discrep-
ancy may be due to the very large value of C3 (charac-
terizing the deviation of the LHFI from its axially
symmetric form), which is specific to the LHFI of the
Ce3+ ion; such disagreement is absent for other rare-
earth ions.

In summary, we note that our technique, in which
the experimentally determined LHFI tensors are
expressed in terms of the parameters introduced in this
paper, allows one to estimate the local lattice distortions
produced by any paramagnetic ion in any crystal.
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Abstract—Methods of computer simulation developed for hcp crystals were used to analyze the motion of
gliding dislocations through composite ensembles of points obstacles and vibrating forest dislocations. It is
shown that the possibility for forest dislocations to suffer forced vibrations increases the transparency of a com-
posite ensemble. It was established that as the amplitude of dislocation vibrations reaches a certain limit
depending on the strength of point obstacles, such obstacles in a composite ensemble almost completely lose
their ability to hinder the motion of gliding dislocations. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The deformation strengthening and plastic flow of
crystals is substantially determined by the interaction
of gliding dislocations with random ensembles of
defects. The most typical ensembles of such defects are
ensembles of points obstacles and the so-called forest
dislocations. A theoretical investigation of the pro-
cesses of dislocation interactions with such ensembles
using analytical methods proves to be ineffective
because of the multiple character of interactions and
complex geometrical statistics. Upon experimental
investigations, the effects of isolated factors on the
occurring processes can be distinguished and analyzed
only in rare, exclusive cases [1–4]. At the same time,
the experience of recent decades shows that the meth-
ods of computer simulations can serve as a fine tool for
systematic studies of the processes of interaction of
gliding dislocations with random ensembles of obsta-
cles of various origin. In [5, 6], computer simulation
was used to analyze the effect of the flexibility of forest
dislocations on the forest transparency to moving dislo-
cations. In [7], the processes of motion of gliding dislo-
cations through composite ensembles of forest disloca-
tions and point obstacles were investigated. In [8], the
processes of motion of gliding dislocations through a
vibrating dislocation forest were analyzed. The present
work is a continuation of the above investigations and
is devoted to an analysis of the results of simulation of
the processes of motion of gliding dislocations through
composite ensembles of point obstacles and vibrating
forest dislocations.

1. MODEL

The simulation was performed as applied to hcp
crystals (Fig. 1). We considered the motion of a probe
1063-7834/02/4410- $22.00 © 21885
edge dislocation with a Burgers vector b = 1/3 [ 2 0]
in the basal plane (0001) under the effect of an external
shear stress. The dislocation forest consisted of
12 types of screw dislocations with Burgers vectors b =

1/3 〈 113〉  located on second-order pyramid planes

{2 2} with the same density of occupation for each
type.

The strength of point obstacles was characterized by
the critical angle of circumventing ϕcr.

1 1

2

1 1

b =1/3[2113]
–

b =1/3[1210]
– –

–a3

a2

–a1

a4

2

1

(2

(0001)

Fig. 1. A schematic of dislocations in hcp crystals (a forest

dislocation located only in one plane (2 2) is shown):
(1) probe gliding dislocation and (2) forest dislocation.

11

112)
002 MAIK “Nauka/Interperiodica”



 

1886

        

LOGINOV 

 

et al

 

.

                                                                                                                                          
The coordinates of the points of intersection of for-
est dislocations with the plane of motion of the probe
dislocation, as well as the coordinates of point obsta-
cles, were specified in a random manner.

The direction and the plane of application of an

external periodic load were [10 0] and (10 0), respec-
tively. In this case, the Schmid factor in the slip system
of the probe dislocation proved to be zero; i.e., the basal
dislocation was not subjected to the direct action of the
periodic load. At the same time, eight types of forest
dislocations belonged to slip systems for which the

Schmid factor was equal to m =  (here, a

and c are the lattice parameters), and four types of dis-
locations belonged to slip systems with m = 0. It is
assumed that, under the effect of the periodic external
load, the forest dislocations execute forced periodic
vibrations in their slip planes, remaining rectilinear and
retaining the initial orientation with respect to the line
of intersection of their slip plane with the slip plane of
the probe dislocation. We considered synchronous peri-
odic vibrations of the forest dislocations with a zero ini-
tial phase and with a vibration amplitude proportional
to the Schmid factor.

The motion of a probe gliding dislocation through a
composite ensemble of obstacles was considered in a
quasi-static approximation. In this case, the problem
reduces to finding sequences of obstacles such that, at a
fixed level of an external shear stress, they resisted the
motion of a gliding dislocation for the entire period of
vibration of forest dislocations.

The simulation was performed under the following
assumptions:

(1) the probe gliding dislocation is flexible; its shape
for each fixed value of the phase of vibrating forest dis-
locations is determined by the external shear stress and
the total field of internal stresses generated by the forest
dislocations;

(2) the self-action of a gliding dislocation is taken
into account in the linear-tension approximation;

(3) the formation of jogs and recombination zones
upon the intersection of a gliding dislocation with for-
est dislocations is ignored;

(4) to exclude the effect of the edge of the simulation
domain on the motion of the probe dislocation, periodic
boundary conditions were used;

(5) the level of the external shear stress at which the
gliding dislocation passes through the simulation
domain is assumed to represent the critical stress for
passage τcr.

In terms of the above assumptions, the equilibrium
configuration of the gliding dislocation at a given level

of the external shear stress  and for all values of the

1 1

3c

4 a2 c2+
-----------------------±

τ yz
ex
PH
phase of vibrating forest dislocations (|ψ| ≤ π/2) should
be described by the following equation:

(1)

where T = Gb2/2; G is the shear modulus; b is the Burg-
ers vector of the gliding dislocation; κ(xj, yj, 0) is the
local curvature of the gliding dislocation at the point

with coordinates (xj, yj, 0); and [(xj – xi), (yj – yi), 0]
is the internal stress at the point (xj, yj, 0) generated by
a forest dislocation located at the point (xj, yj, 0). The
region D over which summation was performed was
determined according to the Predvoditelev–Stratan cri-
terion [9]. Note that at the points of intersection of the
probe dislocation with forest dislocations, the right-
hand side of Eq. (1) has singularities. In the vicinities of
the singular points, the solution to Eq. (1) was sought in
the form of a power series with irrational exponents,
whose magnitudes depended on the type of forest dis-
locations [10]. In the regions between obstacles, the
equilibrium configuration of the gliding dislocation
was constructed using the radius-of-curvature method
[10], in which the shape of the dislocation was approx-
imated by segments of circles that were joined without
breaks. The radii of these circles at the points with the
coordinates (xj, yj, 0) were determined by Eq. (1).

The procedure of finding the solution to Eq. (1) rep-
resents a modification of previously developed tech-
niques of constructing equilibrium configurations of
gliding dislocations moving through immobile com-
posite ensembles [7] or through a forest of vibrating
dislocations [8].

The parameters of simulation were chosen as
applied to zinc crystals; i.e., b = |a | = 2.66 × 10–10 m,
|c | = 4.94 × 10–10 m, and G = 3.83 × 1010 N m–2. The
simulation was performed for composite ensembles of
forest dislocations and point obstacles with varying
strengths ϕcr and densities ρp of point obstacles and a
constant density of forest dislocations ρf = 4 × 1010 m–2.

2. RESULTS AND DISCUSSIONS

The dependences of the critical stress for passage τcr
on the relative amplitude of vibrations of forest disloca-

tions A/λ (where λ = ) obtained for various com-
posite ensembles of forest dislocations and point obsta-
cles are shown in Fig. 2. Curves 1–3 in Fig. 2a corre-
spond to the τcr(A/λ) dependences for composite
ensembles consisting of forest dislocations and point
obstacles of strength ϕcr = 2.7925 rad at various values
of the relative concentration of point obstacles in com-
posite ensembles. It can be seen that in all cases the
effect of point obstacles in a composite ensemble on the

Tκ x j y j 0, ,( )

=  b τ yz
ex τ yz

in x j xi–( ) y j yi–( ) 0, ,[ ]
D

∑+
 
 
 

,

τ yz
in

ρf
–1/2
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critical stress for passage manifests itself only in a
range of the relative amplitudes of vibrations of 0–0.08.
The greater the magnitude of the relative concentration
of point obstacles in a composite ensemble, the greater
the level of the critical stress for passage τcr. However,
an increase in the amplitude of vibrations of forest dis-
locations leads to a decrease in the ability of point
obstacles to resist the motion of gliding dislocations.
Beginning from a relative amplitude of vibrations A/λ =
0.08, point obstacles almost completely stop rendering
any resistance to gliding dislocations that move through
composite ensembles. It is seen from Fig. 2a that at
A/λ ≥ 0.08 the character of the τcr(A/λ) functions for the
composite ensembles of forest dislocation and point
obstacles under consideration completely corresponds
to the dependence obtained for the corresponding sin-
gle-component ensembles of forest dislocations.

Thus, the results displayed in Fig. 2a suggest that
the relative amplitude of vibrations of forest disloca-
tions at which a break in the τcr(A/λ) dependences
appears is directly caused by the strength of point
obstacles in the composite ensemble. To test this
hypothesis, we simulated the processes of motion of
gliding dislocations through composite ensembles of
forest dislocations and point obstacles of various
strength.

Figure 2b displays the variation of the critical stress
for passage τcr as a function of the relative amplitude of
vibrations of forest dislocations A/λ obtained for com-
posite ensembles of forest dislocations and point obsta-
cles of various strengths. In accordance with [7], the
characteristics of single-component ensembles of point
obstacles were chosen in such a way that at A/λ = 0 the
single-component ensembles of point obstacles of var-
ious strengths contributed equally to the deformation
strengthening of corresponding dislocation ensembles.
It can be seen that, in this case as well, an increase in
the amplitude of vibrations of forest dislocations leads
to a decrease in the ability of point obstacles to render
resistance to the motion of gliding dislocations through
composite ensembles. However, now, the point obsta-
cles, in accordance with their strength, stop rendering
resistance to the motion of gliding dislocations at dif-
ferent relative amplitudes of vibrations of forest dislo-
cations. The results obtained permitted us to establish
that weak point obstacles, characterized by a strength
ϕcr = 2.8798 rad, stop rendering noticeable resistance to
the motion of gliding dislocations through composite
ensembles beginning from a value of the relative ampli-
tude of vibrations of forest dislocations equal to 0.04.
However, as the strength of point obstacles increases to
ϕcr = 2.6878 rad, their effect on the resistance to the
motion of gliding dislocations in a composite ensemble
proves to be noticeable up to the relative amplitudes of
vibrations equal to 0.10. Thus, the whole body of the
results obtained shows that the relative amplitude of
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      200
vibrations of forest dislocations in a composite ensem-
ble at which there is a break in the τcr(A/λ) dependence
is directly related to the strength of point obstacles that
enter into the composite ensemble.
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Abstract—Electron transport in amorphous silicon dioxide films with embedded nanoparticles (Co, Nb, Ta)
was studied. The mean number of localized states in the interparticle tunneling channel was derived from the
temperature dependence of conductivity for various grain concentrations under the assumption of the electron
transport being governed by resonance tunneling in a chain of localized states between grains. To confirm the
assumption of the inelastic character of tunneling, the dependences of the magnetoresistance on grain concen-
tration, temperature, and magnetic field were studied. Accepting the single-orbital model, where the intergrain
tunneling magnetoresistance is determined by s–s tunneling, it was found that the existence of weakly split
localized states in the tunneling channel results in a lack of magnetoresistance saturation in strong magnetic
fields. The combined effect of a decrease in the s–s tunneling coefficient and of growth in the probability of
inelastic electron spin scattering with increasing length of the chain of localized states between particles in
which the electron is tunneling accounts for the characteristic temperature–concentration dependences of the
magnetoresistance. The experimental observation of these features provides an argument for the electron trans-
port in a-SiO2(Co,Nb,Ta) structures being governed by inelastic resonance tunneling through intergrain local-
ized states. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Electron transport under a magnetic field, which
occurs in granular structures with ferromagnetic nano-
particles (grains) embedded in an insulating matrix,
exhibits a number of properties that distinguish them
markedly from bulk amorphous and crystalline materi-
als. Among these properties are temperature anomalies
in the giant magnetoresistance associated with Cou-
lomb blockade [1], the anomalous Hall effect in the tun-
neling-conduction regime [2, 3], and long-term relax-
ation of magnetization and tunneling magnetoresis-
tance [4].

The purpose of this study was to investigate the
effect of localized states in a matrix on the magnetore-
sistance of granular structures. The experimental stud-
ies were performed on granular films of amorphous sil-
icon dioxide with embedded Co86Nb12Ta2 ferromag-
netic nanoparticles. The metallic phase (grains) was
present in concentrations for which the granular struc-
ture was below the percolation threshold. In this case,
tunneling between grains provides a major contribution
to electron transport. The tunneling can have either
elastic or inelastic character and proceed via localized
states in the matrix. The number of localized states was
calculated in terms of a model relating the inelastic res-
onance tunneling between grains via a chain of local-
1063-7834/02/4410- $22.00 © 21889
ized states in an amorphous matrix to the temperature
dependence of conductivity [5, 6]. According to this
model, the exponent of the temperature dependence of
conductivity in a channel containing n localized states
near the Fermi level is fully determined by n.

The experimental studies of magnetoresistance
were conducted at 77 and 295 K in magnetic fields H
ranging from 0 to 25 kOe. The magnetoresistance was
found to be negative. It depends on the magnetic field
only weakly and is small for H < 2 kOe. For H > 2 kOe,
there exists a magnetic field interval within which the
variation of the magnetoresistance of a granular struc-
ture with its metallic-phase concentration correspond-
ing to the percolation threshold region is the strongest.
A further increase in the field saturates the magnetore-
sistance. In granular structures with lower metallic
phase concentrations, the magnetoresistance saturation
effect in the magnetic field range covered is either con-
siderably weaker or is altogether absent. The tempera-
ture-induced variation of the magnetoresistance at low
grain concentrations was found to be substantially
larger than that observed in structures near the percola-
tion threshold. In structures with low grain concentra-
tions, the magnetoresistance at low temperatures (T =
77 K) reaches higher levels than that in granular struc-
tures near the percolation threshold. As shown in this
002 MAIK “Nauka/Interperiodica”
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study, most of the above properties of the magnetoresis-
tance can be attributed to spin-dependent tunneling via
localized states in the matrix. The experimental find-
ings are treated in terms of the tunneling-magnetoresis-
tance model developed in [7, 8].

2. TEMPERATURE DEPENDENCE 
OF THE CONDUCTIVITY AND THE NUMBER

OF LOCALIZED STATES IN THE MATRIX

The nature of the temperature dependence of con-
ductivity in granular structures remains an open prob-
lem. Experimental studies suggest that the conductivity
σ of granular structures scales with temperature as

(1)

with α = 1/2 [9, 10]. Various models have been pro-
posed to explain relation (1). In particular, the 1/2
power law can be treated as a manifestation of a Cou-
lomb gap in the density of electron states g(E) in the
grains, where the density of states vanishes as g(E) ∝
(E – EF)2 near the Fermi energy EF. A Coulomb gap
opens in disordered systems as a result of Coulomb
interaction between grains [11, 12]. An essential factor
is the presence of a large random potential, which
causes recharging of the originally neutral grains in the
ground state of the system [13]. A gap opens when the
random potential becomes comparable in magnitude to
the particle charge energy. However, the gap model
operates only at low temperatures. It was shown in [14]
that the 1/2 power law can be a consequence of grain
size scatter.

In this study, we employ a theoretical model of
inelastic tunneling through amorphous layers [5, 6] to
derive Eq. (1). According to this model, the observed
experimental temperature dependences of the conduc-
tivity are accounted for by resonance tunneling in a
chain of localized states in the amorphous layer
between tunneling junctions. Because a grain contains
a sufficiently large number of atoms (N ~ 1000), this
theoretical model is applicable to determination of the
character of electron transport between metallic parti-
cles in granular structures. Another favorable factor is
that the Coulomb energy between grains can give rise
to the formation of quasi-stable one-dimensional con-
duction channels [15]. This model was used to interpret
the temperature dependences of one-electron transport
under Coulomb blockade conditions in [16]. The local-
ized states can originate from defects in the matrix
structure and grain–matrix interfaces. The existence of
these states brings about a sharp increase in the barrier
tunneling transmittance. According to the model pro-
posed in [5, 6], inelastic resonance tunneling in chan-
nels containing localized states near the Fermi level
with an energy scatter of about kT plays a noticeable
part in the conduction mechanism. The temperature

σ T α–∝ln–
PH
dependence of conductivity in a channel containing n
impurities follows a power law [5],

(2)

where a is the radius of the localized state, l is the mean
distance between grains, γn = n – 2/(n + 1), βn = 2n/(n +
1), P is a coefficient, Λ is the deformation potential con-
stant, ρ0 is the density of the matrix material, c is the
velocity of sound, g is the density of localized states,
and E is the depth of a localized state in the barrier
region. The mean conductivity between grains is a sum,

(3)

As the temperature increases, inelastic channels with a
larger number of impurities become operable. As
shown in [5], there exists a temperature interval [Tn,
Tn + 1] within which the largest contribution to the con-
ductivity in Eq. (3) comes from one term σn. In this
interval, the temperature dependence of the conductiv-
ity σ(gr) in Eq. (3) can be approximated by a power law
with an exponent γn. For T > T*, where T* is given by
the relation

Eq. (3) should include contributions due to several
channels; as a result, the conductivity σ(gr) will now be
determined by the contributions from channels for
which the number n is close to the mean number 〈n〉  of
localized states between grains. In this case [5],

(4)

For certain values of the radius of the localized state a
and distances between grains l falling in the range in
which gal2T ≈ 1, σ(gr) calculated from Eq. (4) to the first
order in 1/T exhibits temperature dependence (1) with
α = 1/2. Similar results were obtained in the model of
hopping conduction in metal–semiconductor–metal
junctions proposed in [17].

An increase in intergrain distance results in a rise of
the number of channels and of impurities in them. As
n  ∞, the total conductivity over all channels trans-
fers from resonance tunneling to the hopping conduc-
tion regime, which is described by Mott’s law [18] hav-
ing the form of Eq. (1) with α = 1/4.

Below the percolation threshold, the total conduc-
tivity σ of a granular structure is dominated by the tun-
neling conductivity between grains σ(gr) or, if the grains
form limited conducting clusters, by the conductivity of

σn P
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the clusters and the tunneling conductivity between
them σ(gr). Because the cluster conductivity is consider-
ably larger than the tunneling conductivity, we shall
assume, as a first approximation, that the conductivity
σ of a granular structure in the temperature interval [Tn,
Tn + 1] depends on temperature in a power law, which is
described by the expression for σ(gr) with n = 〈n〉  (the
structure-averaged number of localized states in the
tunneling channels between grains). Approximating the
experimental temperature dependences of conductivity
by power-law relations with an exponent γ and taking
into account Eq. (2), we can determine the average
number of localized states 〈n〉  that participate in elec-
tron transport in a granular structure at a given temper-
ature:

(5)

This approach was used in [19] to find 〈n〉  for an
a-C:H(Co) structure.

Experimental determination of the number of local-
ized states from the temperature dependences of con-
ductivity was performed on films of amorphous silicon
dioxide, a-SiO2, with ferromagnetic Co86Nb12Ta2 nano-
particles. These films with composition (a-SiO2)100 – x +
(Ci86Nb12Ta2)x were grown on fixed corundum-based
ceramic substrates through Ar-ion beam cosputtering of
SiO2 and a Co86Nb12Ta2 alloy. The film thicknesses
ranged from 4.0 to 5.1 µm. The metallic phase concen-
trations x varied in the range 22.4–63 at. % and corre-
sponded to structures with grain concentrations below
the percolation threshold. The average grain size
increased with concentration from 2.0 nm for x =
22.4 at. % to 5 nm for x = 63 at. % (Fig. 1). The dark
inclusions in Fig. 1 identify grains of the metallic alloy,
and the bright background corresponds to the dielectric
phase of silicon dioxide.

Figure 2 plots concentration dependences of the
electrical resistivity ρ = σ–1 of (a-SiO2)100 – x +
(Ci86Nb12Ta2)x granular films measured at room tem-
perature on samples in the original state and after heat
treatment. The films were annealed in vacuum at a pres-
sure of ~10 µTorr at T = 400°C for 30 min. After the
heat treatment, the concentration dependences of the
electrical resistivity assumed an S shaped form charac-
teristic of percolation systems. We note that annealing
of granular structures results in an increase in the elec-
trical resistivity for compositions with a low concentra-
tion of the metallic phase and in its decrease for large x,
near the percolation threshold. After annealing, the per-
colation threshold shifts toward lower concentrations x.

The temperature dependence of the conductivity of
nonannealed samples was measured with the current
flowing in the film plane (horizontal symmetry) at a
voltage of 0.1 V under cooling. To reveal the power law,
relative temperature dependences are plotted in Fig. 3
on a log–log scale. The origin is placed at the conduc-

n〈 〉 1
2
--- γ 1– γ2 2γ 9+ +( )1/2

+[ ] .=
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tivity σ0 at T0 = 292 K. The average number of localized
states 〈n〉  in the tunneling channels between isolated
conducting clusters as a function of grain concentration
was derived from the exponent γ of the temperature
dependences of conductivity with the use of Eq. (5) and
is plotted in Fig. 4. We readily see that 〈n〉  grows fairly
rapidly with increasing concentration x.

3. MAGNETORESISTANCE

Localized states in an insulating matrix exert a con-
siderable effect on spin-polarized electron transport.

20 nm

Fig. 1. Microstructure of an (a-SiO2)100 – x +
(Co86Nb12Ta2)x granular film with x = 63 at. %.
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Fig. 2. Electrical resistivity ρ of an (a-SiO2)100 – x +
(Co86Nb12Ta2)x granular structure as a function of metallic
phase concentration x (1) after annealing and (2) before
annealing.
02



1892 LUTSEV et al.
Although the conductivity involving tunneling between
ferromagnetic metals increases with impurity concen-
tration in the insulating matrix, the tunneling magne-
toresistance decreases down to 4% [20, 21]. The sharp
drop in magnetoresistance is favored by the multitude
of impurity resonance states, which results in a
decrease in the polarization of tunneling electrons, as
well as by the random distribution of the impurities
from which the electrons are scattered. At the same
time, the magnetoresistance of tunneling junctions in
the presence of paramagnetic impurities can be higher
than that in the same structure but without impurities
[22].

1

0 0.2

ln
(σ

0/
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ln(T0/T)
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Fig. 3. Relative temperature dependences of the conductiv-
ity of a-SiO2(Co, Nb, Ta) nonannealed samples plotted for
various grain concentrations x (at. %): (1) 22.4, (2) 31.7, (3)
41.9, (4) 54.5, and (5) 61.7.
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Fig. 4. Mean number of localized states 〈n〉  in the tunneling
channels between grains plotted vs. metallic phase concen-
tration x in nonannealed a-SiO2(Co,Nb,Ta) samples.
PH
We define the junction magnetoresistance (JMR) by
the relation [8]

(6)

where R(0) and R(H) are the resistances between junc-
tions without a field and in a magnetic field H, respec-
tively. The magnetoresistance measurements on nonan-
nealed a-SiO2(Co, Nb, Ta) granular structures were
conducted at T = 77 and 295 K with horizontally
arranged electrical contacts in magnetic fields that were
oriented perpendicular to the film plane and varied
from 0 to 25 kOe. Figure 5 shows the dependence of
JMR on applied magnetic field measured at 295 K on
structures with different grain concentrations. The
magnetoresistance was negative; i.e., the resistance
between junctions decreased with increasing field. No
hysteresis phenomena were observed within the exper-
imental accuracy. In magnetic fields up to 2 kOe, the
JMR varied little and was very small. In the field inter-
val 2–7 kOe, the variation of the resistance with mag-
netic field was the strongest. The variation of the resis-
tance in the interval 2–7 kOe in structures which had
high concentrations of Co86Nb12Ta2 metallic grains (x =
53–56 at. %) and were close to the percolation thresh-
old was more pronounced than that in structures with
lower grain concentrations. As the field was increased
further, JMR saturation set in structures with grain con-
centrations near the percolation threshold. In structures
with lower metallic phase concentrations, the magne-
toresistance saturation effect was either much less pro-
nounced or altogether absent.

Temperature measurements of the magnetoresis-
tance were conducted in magnetic fields close to H =
3 kOe. We measured the derivative of the relative resis-
tance with respect to the field χ = –dR/RdH. Figure 6
presents concentration dependences of χ measured at
T = 77 and 295 K. Interestingly, in structures with low
grain concentrations, the temperature-induced varia-
tions in χ and, hence, in JMR are larger than those in
structures with metallic phase concentrations near the
percolation threshold. We note that the value of JMR at
T = 77 K is considerably higher in structures with lower
grain concentrations.

4. DISCUSSION OF RESULTS

We shall address the experimentally revealed fea-
tures of spin-dependent tunneling in granular structures
in terms of the magnetoresistance tunneling model [7,
8]. We assume that (i) the electron spin is conserved in
tunneling between grains, (ii) tunneling between any
two grains is not affected by other grains, and (iii) elec-
trons tunnel from the Fermi level of one grain to that of
another. Under these conditions, the conductivity of the

JMR R H( ) R 0( )–
R 0( )

----------------------------- σ 0( ) σ H( )–
σ H( )

----------------------------= = ,
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channel between two grains for polarization ν = ↑ , ↓
can be written as [7, 8]

(7)

In Eq. (7),  and  are the νν projections of the
one-electron Green’s functions for two isolated adja-
cent grains with indices 0 and 1; ν is the spin index of a

tunneling electron;  =  are transition matrices;

where k = 0, 1; * is the Hamiltonian of an electron in a
grain, which includes the interaction of the spin of a
tunneling electron with that of a grain and the interac-
tion of the grain spin with magnetic field H; Sk is the
spin of the kth grain; and N and N' are quantum numbers
of electrons residing on the Fermi level EF in a grain.

The quantities , , , and  are matrices in
the space of quantum numbers N. The trace Tr means
that summation is performed over these quantum num-

bers. The transition matrices  and  are related to

the hopping integrals  = , which are determined
by electron wave function overlap between two grains,
through the Dyson equation

(8)

It follows from Eq. (8) that

where I is the identity matrix in the space of quantum
numbers N of an electron at the Fermi level in a grain.
The sum of spin-dependent conductivities (7) yields the
conductivity between grains defined by Eq. (3):

(9)

In the granular structures studied by us, the wave func-
tions of electrons residing at the Fermi level in a
(Co, Nb, Ta) grain are determined by s, p, and d outer-
shell electrons of the metals contained in a grain. For
the wave functions of electrons in two adjacent grains 0
and 1, made up of linear combinations of products of
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certain atomic orbitals, the overlap integral is propor-
tional to [7, 23]

where l is the distance between grains; Cλνµ is a dis-
tance-independent constant; λ0, λ1 = 0, 1, 2 (for s, p, d
orbitals, respectively) are the orbital indices of the
atomic wave functions involved in the expressions for
the wave functions of electrons in a grain; and µ = σ, π,
δ, … specifies the projection of the total angular
momenta of atomic orbitals for two grains. If the dis-

Cλ0λ1µl
λ0 λ1 1+ +( )–
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Fig. 6. Derivative of the relative electrical resistivity with
respect to magnetic field χ measured at H = 3 kOe as a func-
tion of metallic phase concentration x in a nonannealed a-
SiO2(Co, Nb, Ta) granular structure at (1) 77 and (2) 295 K.
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Fig. 5. Junction magnetoresistance (JMR) of a nonannealed
a-SiO2(Co, Nb, Ta) granular structure plotted vs. external
magnetic field H for various grain concentrations x (at. %):
(1) 54.5, (2) 41.9, and (3) 31.7.
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tance l between two neighboring grains exceeds a cer-
tain value (for Co atoms and for tunneling through a
vacuum gap between two Co electrodes [7], this value
is approximately equal to a monatomic cobalt layer),
the overlap integrals of wave functions derived from s
orbitals of metal atoms are the largest. Hence, as a first
approximation, the set of quantum numbers N of the
electrons at the Fermi level in Eqs. (7) and (8) can be
chosen to consist of quantum numbers Ns of the wave
functions derived from the s orbitals. This approxima-
tion is referred to as the single-orbital model, and,
accordingly, the tunneling between grains is defined as
s–s tunneling [7]. The applicability of the single-orbital
approximation is limited by the magnitude of the spin–
orbit coupling (which accounts for part of the d-orbital
wave functions being admixed to the s wave functions)
and by the intergrain distance. For small distances l, the
s–p, s–d, p–d, … tunneling are added to the s–s tunnel-
ing, which can substantially increase the magnetoresis-
tance under certain conditions [7, 24]. In this case, we
should transfer to a multiorbital approximation.

The JMR defined by Eq. (6) is determined by the
magnetic field dependence of the conductivity of the
granular structure. According to the above assumption,
the conductivity of a granular structure is proportional
to the average conductivity of tunneling channels
between grains, σ ∝  σ(gr). The effect of a magnetic field
H on σ(gr) in Eq. (9) manifests itself through variation of

Green’s functions  and  in Eqs. (7) and (8) and
depends on the mutual orientation of the grain spins. In
the molecular-field approximation in the case of |S0 | =
|S1 | = S, the spin orientation with respect to one another
is given by the correlation function [25]

(10)

where L(ξ) =  – ξ–1 is the Langevin function.

If the grains are ferromagnetically coupled, ξ is a
root of the equation [25]

where γL is the Landé factor, µB is the Bohr magneton,
and TM is the transition temperature from the superpara-
magnetic to ferromagnetic state of the granular struc-
ture.

In the superparamagnetic case, we have

Let us see how the experimentally observed features
in the magnetoresistance can be explained in terms of
the above model and tunneling through localized states
in a matrix.

g00
νν g11

νν

S0S1〈 〉
S2

---------------- L2 ξ( ),=

ξcoth

ξ
γLµBSH

kT
--------------------

3TM

T
----------L ξ( ),+=

ξ
γLµBSH

kT
--------------------.=
PH
4.1. Increase in |JMR| in Structures with Lower Grain 
Concentrations Relative to |JMR| of Structures 

near the Percolation Threshold

This effect is observed to occur at T = 77 K in the
concentration range x = 42–62 at. % (Fig. 6). The
dependence of tunneling magnetoresistance TMR =
−JMR/(1 + JMR) on the s–s tunneling coefficient t01
was studied in [7] in the case where the TMR is deter-
mined by the difference between the state in which the
junction spins are antiparallel (H = 0) and the state with
parallel junction spins (H @ 0). Using Eqs. (7)–(9) and
taking into account the band structure of the junction
material, it was shown in [7] that in the case of Co elec-
trodes, TMR decreases sharply as one crosses over
from the metallic to tunneling regime. After the TMR
has passed a minimum, which corresponds to a mona-
tomic insulating spacer sandwiched between ferromag-
netic metals, the TMR grows again as t01 is increased
still further. The growth in TMR correlates in order of
magnitude with the increase in the junction magnetore-
sistance |JMR| that takes place in granular structures
with the metallic-phase concentration decreasing in the
concentration interval 42–62 at. %, because the tunnel-
ing channel length between grains increases with
decreasing grain concentration.

4.2. JMR Saturation in High Fields in Structures
near the Percolation Threshold and the Absence
of JMR Saturation in Structures with Low Grain 

Concentrations (Fig. 5)

The absence of saturation, which manifests itself as
a logarithmic dependence of magnetoresistance on a
strong magnetic field, is associated in [26] with a large
scatter of nonspherical grains nanocomposite in shape,
from strongly elongated to flattened. It was assumed in
[26] that the grains in the structures near the percolation
threshold and the grains in structures with low metallic-
phase concentrations should differ in shape. This
should become manifest in specific features of the mag-
netoresistance in strong magnetic fields. Let us con-
sider the magnetic fields acting on a grain. The spin S
of a (Co, Nb, Ta) grain derives from the d electrons of
the outer shells of metal atoms. The internal magnetic
field H(0) acting on the d-electron spins of the grains
will be the sum of the external field H and the field H(gr)

generated by the granular structure: H(0) = H + H(gr).
The field H(gr) is, in turn, the sum of grain interaction
field H(int), grain shape anisotropy field H(a), and the
spin interaction field between the grain d electrons and
the impurities in the matrix H(loc):

(11)

The demagnetizing grain field H(a) is connected with
the grain magnetization 4πM(gr) through the relation
H(a) = 4πNM(gr), where N is the demagnetizing coeffi-
cient tensor [27]. This field should not exceed, in order

H gr( ) H int( ) H a( ) H loc( ).+ +=
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of magnitude, the magnetization 4πM(gr), which in the
case of (Co, Nb, Ta) grains is less than 17.9 kG (the
magnetization of cobalt). Because a logarithmic depen-
dence of magnetoresistance on field H was observed in
[26] in magnetic fields considerably in excess of
4πM(gr), grain shape anisotropy cannot account for the
logarithmic behavior (i.e., the absence of saturation) of
magnetoresistance in the granular structures studied.
Furthermore, there is no experimental evidence that the
grains in nanocomposites with different metallic phase
concentrations differ in shape.

The model described above permits one to under-
stand why the presence of localized states in a matrix
can bring about a lack of magnetoresistance saturation
in granular structures subjected to strong magnetic
fields. A decrease in the metallic phase concentration
gives rise to an increase in the number of localized
states 〈n〉  supporting spin-dependent resonance tunnel-
ing between grains (Fig. 4). Spin-polarized electron
transport depends on the exchange splitting ∆E of the
localized states via which an electron is tunneling and
on the mutual spin orientation of the two adjacent
grains, which is determined by the correlation function
in Eq. (10). If in a granular structure the splitting is
∆E > kT and the grain spin correlation function does not
vary (the case of a strong magnetic field and of parallel
grain spins), then magnetic field will not affect the
polarization of a localized state and the magnetoresis-
tance. In this case, after the spins have become parallel,
the magnetoresistance will not vary and saturation will
set in. If the grain concentration is low, the chain of
localized states in a long conductivity channel between
grains will contain weakly split levels with ∆E ! kT
that are located far away from the grains. As the mag-
netic field H increases from 0 to (kT – ∆E)/µB, the
weakly split localized states will gradually become
polarized and the tunneling conductivity will increase.
This becomes manifest in a lack of magnetoresistance
saturation for H < (kT – ∆E)/µB in structures with low
grain concentrations.

It should also be pointed out that exchange splitting
of the levels of localized states gives rise not only to
features in the magnetoresistance but also to a consid-
erable growth in the relaxation parameter of spin exci-
tations in granular structures [28].

4.3. Growth of the Temperature-Induced 
Magnetoresistance Variation with Decreasing

Grain Concentration

This effect is readily revealed by comparing the con-
centration dependences of χ measured at T = 77 and
295 K (Fig. 6). In terms of the above model, tempera-
ture can influence the conductivity σ(gr)ν of the inter-
grain channel with polarization ν through (i) variation
of the spin correlation function between two neighbor-
ing grains, which is defined by Eq. (10) and enters the

Green’s functions  and  in Eq. (7), and (ii) inelas-g00
νν g11

νν
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tic spin scattering of an electron tunneling in the chain
of localized states between grains. In the latter case, dif-
ferently polarized tunneling channels are coupled and,
when using Eq. (7), one should take into account tran-

sition matrices  and  with ν = ↑  and ↓ . An
increase in the length of the chain of localized states in
which an electron is tunneling results in an increase in
the inelastic electron spin scattering probability.
Because the |JMR| increases with decreasing grain con-
centration x (see above), the increase in inelastic elec-
tron spin scattering probability with increasing channel
length at nonzero temperature must give rise to a spe-
cific concentration dependence, namely, a rise in the
magnetoresistance with the concentration decreasing
from the percolation threshold xperc to a certain concen-
tration xm and then passing through a maximum at xm

and then a falloff of magnetoresistance with x decreas-
ing from xm to zero. Such a concentration dependence
has been observed in a-SiO2(Ni) granular structures
[29]. At the concentration xm, the two factors (the con-
centration-induced growth of |JMR| and the increase in
inelastic electron spin scattering probability with
increasing temperature) cancel each other. As the tem-
perature decreases, the magnetoresistance grows and
the position of the maximum, xm, should shift toward
lower values of x.

We experimentally studied films in the superpara-
magnetic state. If the external magnetic field H is
higher than the field H(int), which is determined by the
exchange and dipole–dipole interaction of grains, then,
to the first order in the ratio of these fields, for T > TM,
the grain spin correlation functions (10) will have the
same form for all concentrations and the temperature
and concentration dependences will be governed by the
specific features determined by the inelastic tunneling
spin scattering. These features, as pointed out earlier,
are the presence of a maximum in magnetoresistance at
x = xm, an increase in the temperature-induced magne-
toresistance variation with decreasing x, and a shift in
xm toward lower values of x with decreasing tempera-
ture. These effects were observed experimentally,
which suggests that electron transport in the structures
studied involves inelastic resonance tunneling in a
chain of localized states between grains.

4.4. Small Variation of Magnetoresistance
in Weak Fields (Fig. 5)

The grain shape anisotropy, the exchange spin cou-
pling between the grains and impurities in the matrix,
and interaction between the grains [field H(int)] result in
a nonzero internal field H(gr) (11) determined by the
granular structure. This field adds to the external field
H; as a result, in order to take it into account in the
above model, one must make the replacement H 
H(0) = |H + H(gr)| in the correlation functions (10).
Because the internal field has an arbitrary orientation,

T10
ν T01

ν

2
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the field H(0) for H < H(gr) is determined primarily by the
field H(gr), which brings about only a small change in
the correlation function (10) and the conductivity in
Eq. (7). From the experimental JMR relations dis-
played in Fig. 5 it follows that H(gr) ≈ 2 kOe.

4.5. Effect of Annealing, Resulting in an Increase 
in the Electrical Resistivity at Low Grain 

Concentrations and in a Decrease in the Resistivity 
at Grain Concentrations 

near the Percolation Threshold

The effect of annealing on the resistivity of granular
structures (Fig. 2) can be accounted for within the
model developed above. As a first approximation, a
granular structure can be considered to be a percolation
system that can be fitted by two limiting models
depending on the conductivities of grain clusters σMe
and of the matrix σb. One of these models describes the
case of σb = 0 (the ant limit); the other, the case of
σMe = ∞ (the termite limit) [18, 30, 31]. Percolation
systems are characterized by the existence of a certain
percolation threshold xperc and a scaling dependence of
the total conductivity on the metallic phase concentra-
tion in the form σ ~ (x – xperc)µ. If the conductivity ratio
σMe/σb = ρb/ρMe is neither infinite nor zero, there is no
certain percolation threshold. The threshold spreads
out, and one can only speak confidently of the region of
the percolation threshold [30, 31]. The percolation
region can be determined only from a change in the
behavior of the temperature dependences of conductiv-
ity, more specifically, from a transition from a nonme-
tallic type of conductivity to a metallic type. For nonan-
nealed a-SiO2(Co, Nb, Ta) samples (Fig. 3), this region
lies approximately in the grain concentration interval
57–62 at. %.

Annealing of granular structures initiates two pro-
cesses.

(a) Annealing reduces the number of defects in the
matrix, thus reducing the number of localized states in
the tunneling channels between the grains and the
transmittance of the tunneling barrier. The conductivity
of the matrix σb, which is equal to σ(gr) in Eq. (9),
decreases.

(b) Annealing gives rise to a structural relaxation of
the metallic phase. The grains can grow larger and coa-
lesce. This increases the cluster conductivity σMe.

At low grain concentrations, the first process pre-
dominates and annealing entails an increase in the total
electrical resistivity of a-SiO2(Co, Nb, Ta) granular
structures (Fig. 2). At high concentrations, the second
process operates and results in a decrease in the resis-
tivity. The S-shaped resistivity curve obtained for
annealed samples suggests that annealed granular
structures approach the termite limit with σMe = ∞.

We may note in concluding this section that using
the s–s tunneling approximation for interpretation of
PH
the magnetoresistance in the composite under study is
valid, because an amorphous Co86Nb12Ta2 metallic
alloy has a close-to-zero magnetostriction. In
(CoFeB)x(SiOn)1 – x composites, metallic grains possess
magnetostriction λ ≈ 30 × 10–6, which is evidence of an
effect of magnetic field on the d electrons. In this case,
the s–d tunneling is admixed to the s–s tunneling,
which increases the magnetoresistance by nearly an
order of magnitude [32].

5. CONCLUSIONS

Thus, we can make the following conclusions:
(1) The existence of weakly split localized states in

the intergrain tunneling conductivity channel results in
a lack of magnetoresistance saturation in strong mag-
netic fields in granular structures with low grain con-
centrations.

(2) An increase in the intergrain chain length of
localized states in which electrons are tunneling results
in (i) a decrease in the s–s tunneling coefficient, thus
increasing the |JMR|, and (ii) a growth in the probabil-
ity of inelastic spin scattering of the tunneling electron,
thus reducing the |JMR|. The combined effect of these
two factors in granular structures residing in the super-
paramagnetic state gives rise to the following features
in the temperature and concentration dependences: (i)
the presence of a maximum in magnetoresistance at a
certain grain concentration xm; (ii) an increase in the
temperature-induced variations in magnetoresistance
with decreasing x for x < xm; and (iii) a shift in xm toward
lower concentrations with decreasing temperature.

(3) The presence of characteristic features in the
concentration dependences of the magnetoresistance at
various temperatures and the lack of magnetoresistance
saturation in strong magnetic fields in a-
SiO2(Co,Nb,Ta) granular films suggest that electron
transport occurs here via inelastic resonance tunneling
in an intergrain chain of localized states in the a-SiO2
matrix. While one cannot exclude the possibility that
the temperature dependence of the conductivity in
granular structures can be approximated by the models
proposed in [13, 14], analysis of the behavior of the
magnetoresistance shows that inelastic resonance tun-
neling through intergrain localized states provides a
certain contribution to the temperature dependence of
the conductivity in the films studied.
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Abstract—A semiquantitative model of circular magneto-optical effects in iron garnets is constructed within
the concept of charge-transfer transitions and the existing qualitative notions. In the framework of the proposed
model, the drastic enhancement of circular magneto-optical effects in R3Fe5O12 iron garnets containing impu-
rities of Bi3+ or Pb2+ ions is explained by the increase in the oxygen contribution to the spin–orbit coupling con-
stant of the (FeO6)9– and (FeO4)5– complexes (the main magneto-optically active centers in iron garnets). This
increase is associated with the covalent admixture of the Bi3+ (or Pb2+) 6p orbitals (with a giant one-electron
spin–orbit coupling constant) to the oxygen 2p orbitals. The influence of the substitution does not reduce to an
enhancement of the oxygen spin–orbit interaction alone but also leads to the appearance of the effective aniso-
tropic tensor contributions to the spin–orbit interaction and circular magneto-optical effects. These contribu-
tions to the magneto-optical effects in garnets are estimated. The influence of an inhomogeneous bismuth dis-
tribution on the magneto-optical effects in Y3 – xBixFe5O12 garnets is investigated using computer simulation.
Analysis of the available experimental data on the magneto-optical effects in garnets confirms the validity of
the theoretical model proposed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As is known, circular magneto-optical effects in
R3Fe5O12 iron garnets (where R is a rare-earth element)
drastically increase even at a relatively low content of
Bi3+ or Pb2+ isoelectronic ions replacing rare-earth ions
in the iron garnet lattice. Attempts have been repeatedly
made to explain this phenomenon [1–3]; however, the
problem, as before, remains topical. In particular, Scott
et al. [1] considered the following possible reasons for
this enhancement in lead-containing yttrium iron gar-
nets: (1) the s2–sp(1S0–3P1) intraatomic interconfigura-
tional transition in the Pb2+ ion, (2) the photoinduced
electron exchange between Fe3+ and Fe4+ ions (the Fe4+

ion forms as a result of charge compensation for the
Pb2+ ion), and (3) the charge-transfer transition between
the Pb2+ cation and anions.

The important disadvantage of the aforementioned
ad hoc hypotheses is their inapplicability to the expla-
nation of the bismuth-induced enhancement of the
magneto-optical effects, which undeniably should have
the same origin as the lead-induced enhancement.
Actually, hypothesis (2) is obviously inadequate in the
case of bismuth. Mechanism (3) essentially depends on
the energy level structure of ions in crystals and, hence,
should lead to different results for bismuth- and lead-
substituted garnets. At the same time, the analysis of the
difference spectra obtained by subtracting the spectrum
of pure garnet from the spectra of bismuth- or lead-sub-
stituted garnets indicates that the impurities of these
1063-7834/02/4410- $22.00 © 21898
ions almost identically affect the spectral anomalies of
circular magneto-optical effects in the near-UV range.
This circumstance is also a serious argument against
hypothesis (1), because the fundamental transition in the
Bi3+ ion ("ω0 ≈ 4.3 eV [4]) occurs too far from the range
"ω0 ≈ 3 eV in which the influence of the Bi3+ impurity is
already pronounced (the corresponding transition in the
Pb2+ ion occurs at a considerably lower energy).1 

A more promising hypothesis was proposed, partic-
ularly, in [5] (even though only at a qualitative level).
According to this hypothesis, the enhancement of the
circular magneto-optical effects in bismuth-substituted
and lead-substituted iron garnets is explained in terms
of the covalent admixture of 6p orbitals of Bi3+ and Pb2+

ions to the oxygen 2p orbital. It should be noted that the
6p orbitals of Bi3+ and Pb2+ ions are characterized by
the giant one-electron spin–orbit coupling constants
ζ6p, which for the 6p shells of the Bi3+ and Pb2+ ions are
equal to 17000 and 14500 cm–1, respectively [2].2 

In the present work, we developed this idea and
constructed the semiquantitative model described

1 Therefore, in the near-UV range "ω0 ≈ 3–4 eV, the contribution
of this transition in the Bi3+ ion to magneto-optical effects can
manifest itself only as a monotonic change in the intensity of
spectral lines associated with other mechanisms. Note that the
closer the corresponding line to the line of the fundamental tran-
sition, the larger the change in the intensity. However, such a
monotonic change is not observed in actuality.

2 Hereafter, for brevity, we will consider only bismuth, even
though all the inferences pertain equally to lead.
002 MAIK “Nauka/Interperiodica”
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below. This paper is a logical continuation of our ear-
lier work [5].

2. SPIN–ORBIT INTERACTION 
IN THE PRESENCE OF BISMUTH IMPURITIES

Owing to the 2p(O2–)–6p(Bi3+) electron shell over-
lap and the virtual transfer of a 2p electron of an O2– ion
to the 6p vacant shell of a Bi3+ ion, the wave function of
the outer 2p electrons of the O2– ion nearest to the Bi3+

ion involves the admixture of its 6p states; that is,

(1)

where ϕ2p and ϕ6p are the atomic wave functions. The
2p–6p overlap integral 〈6pm'|2pm〉* = 〈2pm|6pm'〉  can
be represented in the form

(2)

Here,  is the 3j Wigner symbol [6];  is the

spherical tensor of rank k (the rank is necessarily even
and can be equal to 0 and 2, see Section 5), which is
given by the formula

Ykq is the spherical function; R is the unit vector aligned
along the O–Bi bond; and γk is the covalence parameter.

The linear combinations of the quantities γ0 and γ2
corresponding to the covalence parameters for the σ
and π bonds are more convenient to use in calculations;
that is,

As a result of the covalence effects, the virtual trans-
fer of the O 2p electron to the Bi 6p vacant shell with
the strong spin–orbit interaction described by the oper-
ator

(3)

(the scalar product of the orbital angular momentum 
into the spin angular momentum  is written in spheri-
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cal components [6]) leads to an enhancement of the
spin–orbit interaction on the oxygen ion as well. How-
ever, the influence of the bismuth impurity does not
reduce to the above “trivial” effect and the spin–orbit
interaction structure itself undergoes a change and
acquires an anisotropic tensor character.

Consideration of the matrix element
〈2pm1|Vso|2pm2〉  of operator (3) between the hybrid
wave functions ψ2pm (1) results in the operator of the
effective spin–orbit interaction on the oxygen ion:

(4)

The terms entering into expression (4) have the follow-
ing meaning:

(5)

is the operator of the conventional spin–orbit interac-
tion (observed in the absence of the bismuth impurity)

and  is the isotropic addition to Vso due to the bis-
muth-induced increment ∆ζ2p of the effective spin–
orbit coupling constant for the 2p shell; that is,

(6)

where

(7)

From relationship (7), with the use of the reasonable
approximate parameters |γσ| = |γπ| ≈ 0.4 (see Section 4),
we obtain ∆ζ2p ≈ 4000 cm–1 per Bi3+ ion. This value is
one order of magnitude larger than the one-electron
spin–orbit coupling constant for iron (ζ3d ≈ 420 cm–1 [7])
and provides competing “iron” and “oxygen” contribu-
tions to the spin–orbit interaction (see Section 3).

The term  in expression (4) is the anisotropic
addition to Vso. This addition has a tensor character and
can be represented in the irreducible tensor form as the
convolution of the spherical tensor with the tensor
product of the orbital and spin angular momentum
operators; that is,

(8)

In the Cartesian coordinates, the term  takes the
form

Here, the effective spin–orbit interaction tensor λij—an
analog of the constant λ in the relationship Vso = λ(l · s)
written in the traditional form—is defined as
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Table 1.  Characteristics of the charge-transfer states and charge-transfer transitions in octahedral (nos. 1–6) and tetrahedral
(nos. 7–13) complexes in iron garnets

No.
Charge-trans-
fer transition 

[9]

Effective Landé 
factor  [9]

Effective spin–orbit 
coupling constant

λ [9]

Energy, eV

Oscillator 
strength 
f**, 10–3

Half-width
of the line 
Γ **, eV

SP DV-Xα
calculations 

[9]

processing of 
the spectra of 

Y3 – xBixFe5O12 
[2]

1 t2u  t2g  –  + 3.1 2.78 1.5 0.2

2 t1u(π)  t2g  –  + 3.9 3.6 40 0.3

3 t2u  eg 0 + – 4.4 4.3 60 0.3

4 t1u(σ)  t2g  + 0 – 5.1 4.8 50 0.3

5 t1u(π)  eg 0 – 5.3 –**** –**** –****

6*** t1u(σ)  eg 0 + 0 0 + 0 6.4 –**** –**** –****

7 1t1  2e 0 + 0.30 –0.06ζ2p 3.4 3.4 10 0.4

8 6t2  2e –0.01 + 0.05 0.002ζ3d – 0.01ζ2p 4.3 4.6 40 0.3

9 1t1  7t2 0.42 – 0.41 –0.09ζ3d + 0.08ζ2p 4.5 –**** –**** –****

10 5t2  2e –0.07 + 0.13 0.02ζ3d – 0.03ζ2p 5.0 –**** –**** –****

11 6t2  7t2 –0.43 + 0.16 0.09ζ3d – 0.03ζ2p 5.4 5.1 185 0.3

12 1e  7t2 –0.42 + 0.11 0.09ζ3d – 0.02ζ2p 5.6 –**** –**** –****

13 5t2  7t2 –0.49 + 0.24 0.10ζ3d – 0.05ζ2p 6.0 –**** –**** –****

      * The Landé orbital factors are represented as the sum of the 3d contribution (the first term) and the ligand 2p contribution.
    ** The data are given for Y3Fe5O12.
  *** The charge-transfer state corresponding to this transition makes a nonzero contribution to the circular magneto-optical effects only

within the mixing mechanism [10].
**** The transition is disregarded when simulating the experimental spectra, because it either occurs outside the range of measurements

(nos. 5, 6, 12, and 13) or is so close to the included transition that their lines virtually coincide with each other (nos. 9, 10).

gL*
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4
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20
------ζ2 p
3. MICROSCOPIC MECHANISMS 
OF MAGNETO-OPTICAL EFFECTS

IN IRON GARNETS

From the foregoing, it follows that, the influence of
the Bi3+ ions on the circular magneto-optical effects in
iron garnets substantially depends on the O 2p states in
the (FeO6)9– and (FeO4)5– complexes, which are the
main magneto-optically active centers in iron garnets.3

This is a forcible argument in favor of the hypothesis
that transitions [of the type 6A1g–6T1u in the (FeO6)9–

complex or 6A1–6T2 in the (FeO4)5– complex] occur with
charge-transfer between the ligand (O2– ion) and the
central Fe3+ ion of the complex [8–10]; these transitions
are predominantly responsible for the magneto-optical
properties of ferrites, because only this approach natu-

3 Apart from the processes under consideration, the 3d(Fe3+)–
6p(Bi3+) hybridization is also theoretically possible. However, in
this case, too, the oxygen ion serves as a coupling agent. The
order of smallness of the contribution of this mechanism is ~γ.
PH
rally takes into account the role of ligand states in the
magneto-optical effects in ferrites.

The state of the charge-transfer complex is charac-
terized by the presence of two unfilled shells, namely,
the ligand 2p shell and 3d shell. Correspondingly, the
effective spin–orbit coupling constant λ for the com-
plex involves two terms

(9)

The constants λ calculated for different charge-transfer
states in the (FeO6)9– and (FeO4)5– complexes are listed
in Table 1. The calculations were performed according
to the procedure described in our previous work [9].
The increment [formula (7)] in the constant ζ2p due to

 [formula (6)] leads to an increase in the oxygen
contribution λ(2p) in expression (9).4 This results in an

4 Note that the one-electron constant ζ2p is not equivalent to the
constant λ characterizing the many-electron state of the complex.

λ λ 2 p( ) λ 3d( ).+=

∆Vso
iso
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BISMUTH-INDUCED ENHANCEMENT OF MAGNETO-OPTICAL EFFECTS 1901
increase in the so-called ferromagnetic contribution
[the first two terms in formula (10) given below] to the
gyration vector g of iron garnets. The ferromagnetic
contribution is proportional to the ferromagnetic vec-
tors ma and md for the a and d sublattices of garnet and
arises from the orbital splitting and mixing [10] of the
excited 6T1u(6T2) charge-transfer states under the influ-
ence of spin–orbit interaction. The gyration vector is
written as

(10)

(where Aa, Ad, and C are the proportionality coeffi-
cients).

At the same time, the bismuth impurity does not
affect the last term in relationship (10) for the gyration
vector. This term is the field contribution, which is pro-
portional to the external magnetic field H and results
from the orbital splitting and mixing of the excited
6T1u(6T2) charge-transfer states at the expense of the
orbital part of the Zeeman interaction VZ = µBgL(L · H).
However, the oxygen states originally play an impor-
tant role in the formation of the field contribution to the
gyration vector g, since the effective Landé orbital fac-
tors gL(2p) and gL(3d) are comparable in magnitude
(see Table 1).

In the case of the ferromagnetic contribution, the
transitions whose constants λ for the excited charge-
transfer states contain only the oxygen component
λ(2p) [for example, transitions nos. 3 and 5 in the
(FeO6)9– complex (Table 1)] do not considerably con-
tribute to the vector g, because λ(2p) is substantially
less than λ(3d). However, in bismuth-substituted iron
garnets, these transitions make an appreciable contribu-
tion owing to a manifold increase in the constant λ(2p).

By contrast, the substitution only slightly affects the
charge-transfer transitions in which the final state is
characterized by the constant λ determined only by the
3d subsystem of molecular orbitals of the complex [for
example, transition no. 4 in the (FeO6)9– complex (see
Table 1)].

The relationship (required for further consideration
in Sections 4 and 5) that describes the ferromagnetic
contribution to the gyration vector (10) of iron garnets
due to the charge-transfer transitions in octahedral and
tetrahedral complexes (with the subscripts a and d,
respectively) within the splitting mechanism [10] has
the form

(11)

Here, L = [  + 2)/3]2 is the Lorentz–Lorenz factor,
Na, d is the concentration of Fe3+ ions at the a and d sites,

g Aama Admd CH+ +=

ga d, 2
πe2LNa d,

"meω0 j

-----------------------

j T
6

1u T
6

2,=

∑=

× λ j S〈 〉 f j

∂F1 ω ω0 j Γ j, ,( )
∂ω0 j

------------------------------------.

n0
2
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λ j is the spin–orbit coupling constant for the jth excited
charge-transfer state, fj is the oscillator strength of the
transition, and 〈S〉  is the mean spin. The dispersion
function F1 is defined as

where ω0 is the resonance frequency and Γ is the half-
width of the line of the transition.

In the framework of the splitting mechanism, the
field contribution to the gyration vector g is represented
by the formula

(12)

where  is the effective Landé orbital factor for the jth
charge-transfer state.

Finally, we note that bismuth can affect the qua-
dratic (in magnetization) magneto-optical effects in
garnets. Within the second order of the perturbation
theory, the contribution from the orbital splitting of the
excited 6T1u states due to the spin–orbit interaction to
the polarizability tensor of the (FeO6)9– complex is
written as [11]

(13)

where the dispersion function is represented as

Therefore, the bismuth-induced increment of the
spin–orbit coupling constant λ j of the complex leads to
an increase in the linear magnetic birefringence, in
addition to the circular magnetic birefringence [note
that the effect should be even more pronounced,
because, unlike formula (11), the constant λ j in formula
(13) is squared].

On the other hand, the magnetic linear birefringence
can be associated not only with the spin–orbit interac-
tion but with a low-symmetry crystal field as well. The
crystal field is responsible for the anisotropic elastoop-
tical contribution to αkl [11]. This contribution is insen-
sitive to bismuth, but a strong distortion produced by
bismuth in the crystal lattice affects the parameters of
the low-symmetry crystal field, and, hence, the above

F1 ω ω0 Γ, ,( )
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ω iΓ+( )2 ω0
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-----------------------------------,=
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"meω0 j
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1u T
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2,=
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× µBgL
j H f j
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--------------------------------------,
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ω iΓ+( )2 ω0
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contribution, in actual fact, also depends on the bis-
muth concentration, even though the character of this
dependence is not so clear as in the case of αkl [see for-
mula (13)].

4. THEORETICAL ANALYSIS 
OF EXPERIMENTAL SPECTRA

Now, we describe the procedure used in the present
work for the theoretical treatment of optical and mag-
neto-optical spectra of iron garnets.

The use of relationships (11)–(13) requires knowl-
edge of the oscillator strengths fj for the charge-transfer
transitions. In order to obtain these strengths, we visu-
ally fitted the spectral dependence of the imaginary part

 of the diagonal component of the irreducible
polarizability tensor, which determines the isotropic
absorption in Y3Fe5O12 garnet. The fitting was per-
formed with due regard for the data on the real and
imaginary parts of the permittivity ε0 =  + i  [2]. In

Imα0
0

ε0' ε0''

0.10

3

Regz

0.05

–0.05

4 5 6
Energy, eV

0.10

3

Imgz

0.05

–0.05

4 5 6
Energy, eV

–0.10

Spectral dependences of the real and imaginary parts of the
z component of the gyration vector for Y2.2Bi0.8Fe5O12 gar-
net. Thick lines are the experimental data taken from [2],
and thin lines represent the results of their theoretical treat-
ment.
PH
cubic dielectrics, the quantities  and ε0 obey the
Clausius–Mossotti equation

From this formula, we have

(14)

The imaginary part  is represented by the
expression

(15)

which was used for the results of the fitting.
In this way, we derived the values of fj, ω0j, and Γj

(Table 1). Since spectrum (14) is weakly structured, the
half-widths Γj, for the most part, were determined by
fitting the off-diagonal part of ε1; this was done, how-
ever, consistently with spectrum (14).

Within the theory of charge-transfer transitions, the
experimental spectra gz(ω) of the z component of the
gyration vector for bismuth-substituted iron garnets of
the Y3 – xBixFe5O12 type (x = 0.25, 0.8, and 1.0) [2] were
theoretically processed with due regard for allowed and
a number of forbidden charger-transfer transitions in
the octahedral and tetrahedral complexes. The treat-
ment was carried out according to the Mathematica-4
software package with the use of the transition frequen-
cies ω0j, the half-widths Γj of lines, and other parame-
ters characteristic of yttrium iron garnets (Table 1).
Consideration was given to the contributions from the
mechanism of splitting of states (with the dispersion

dependence ∝ ) and the contributions from the

mechanism of their mixing (with the dispersion depen-
dence ∝ F1). The figure shows the model fitting depen-
dence Regz(ω) and the dependence Imgz(ω) calculated
with the same parameters for Y2.2Bi0.8Fe5O12 (thin
lines) and the experimental dependences (thick lines)
taken from [2].5 It can be seen that the results of model
calculations and the experimental data are in good
agreement over a wide spectral range (2–5 eV). This
counts in favor of the hypothesis that the contribution of
charge-transfer transitions plays the dominant role in
circular magneto-optical effects in iron garnets.

The results of the simulation make it possible to
estimate the values of ∆ζ2p at different bismuth concen-

5 The quantities Reg and Img cannot be approximated with the
same accuracy, because the dependences Reg(ω) and Img(ω)
themselves result from experimental data processing in the
framework of an approximate computational algorithm.
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BISMUTH-INDUCED ENHANCEMENT OF MAGNETO-OPTICAL EFFECTS 1903
trations x in Y3 – xBixFe5O12 garnet. Note that the model

“macroscopically observed” values of  as a con-
sequence of their dependence on the concentration and
distribution of Bi3+ ions over the crystal lattice differ
from the “microscopic” ∆ζ2p values calculated from
formula (7).

By assuming that the Bi3+ ions are uniformly distrib-
uted over the crystal bulk and occupy either of the two
c positions nearest to a particular O2– ion with equal
probability (determined by the relative concentration
ξ = x/3), we obtain

where Pn(k) is the probability that, among existing n
positions, k positions are occupied. For the binomial

probability distribution Pn(k) = ξk(1 – ξ)n – k (where

 is the number of combinations), with allowance
made for eight Bi3+–O2– bonds for each Bi3+ ion, we
finally have

(16)

Therefore, within the simplest model, which ignores
selective ordering of Bi3+ impurity ions over the crystal

lattice, the increment  and, hence, the enhance-
ment of circular magneto-optical effects in iron garnets
appear to be linearly dependent on the bismuth concen-
tration.

The covalence parameters γσ and γπ can be estimated
from formulas (7), (11), and (16) with the data pre-
sented in Table 1. For example, the simulation with the
use of expression (11) for the charge-transfer transition
with the lowest energy ("ω0 = 3.4 eV) in the tetrahedral
complex at x = 0.25 gives the “fitting” spin–orbit cou-

pling constant λmod = –380 cm–1 = –0.06  (Table 1).
Then, from relationship (16), we find ∆ζ2p ≈ 4700 cm–1.
Within the rough approximation of equality between
the covalence parameters |γσ| = |γπ| ≡ γ, these parameters
can be easily evaluated from relationship (7). At differ-
ent bismuth concentrations, we obtain reasonable
parameters, which are listed in Table 2.

Note that the parameter γ decreases with an increase
in the bismuth content in iron garnets. One of the rea-
sons for this decrease can be a change in the geometry
of Bi–O bonds due to a distortion of the lattice by bis-
muth. The inclusion of these distortions and the possi-
ble inhomogeneous distribution of bismuth over the
sample bulk will lead to a deviation of the concentra-
tion dependence of the circular magneto-optical effects
in iron garnets from linear behavior.

∆ζ2 p
mod

∆ζ2 p
mod ∆ζ2 p P2 1( ) 2P2 2( )+[ ] ,=
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5. THE ROLE OF TENSOR CONTRIBUTIONS 
TO MAGNETO-OPTICAL EFFECTS 

IN IRON GARNETS

According to the Kramers–Heisenberg relation in
the irreducible tensor form [10], the contribution of
charge-transfer allowed electric dipole transitions of

the 6A1g–6T1u (6S–6P) type to the components  of the

antisymmetric part of the polarizability tensor  for the
(FeO6)9– complex is written as

(17)

where  is the Clebsch–Gordan coefficient and dr is

the component of the electric dipole moment. After
transformations (see the Appendix), we obtain

(18)

where 〈0||d||1〉 is the reduced matrix element of the elec-

tric dipole moment d and  is the 9j symbol [6].

It should be noted that the other variant of the rela-
tion between the moments results in expression (8).

From physical considerations, the index k is even,
because, otherwise, the spatial inversion R  –R
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Table 2.  Covalence parameters at different bismuth concen-
tration in yttrium iron garnet

x γ

0.25 0.53

0.8 0.47

1.0 0.42
02
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would lead to a change in the sign of Ck(R) and, hence,
in the sign of expression (18). The triangle rule for the
9j symbols and the requirement for the parity of the

sum of the elements of the upper row in 

allow for only the indices k = 0 and 2. In this case, the
index k = 0 corresponds to the isotropic scalar relation
between the antisymmetric part of the polarizability
tensor  and the mean spin  [compare with for-
mula (6)], whereas the anisotropic tensor contribution
to α1 [compare with formula (8)] can be derived at k = 2.

The corresponding formulas are as follows:

(19)
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PH
for the isotropic contribution,

(20)

for the anisotropic contribution, and

(21)

for the anisotropic contribution in the Cartesian coordi-

nates. Here, the tensor  has the form
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,

where θ and ϕ are the polar angles of the unit vector R
aligned along the O2––Bi3+ bond.

With the use of formula (21), we calculated the
gyration vector g = 4πNLa and the specific Faraday

rotation θF = Re(g · n) (where n is the unit vector

aligned along the direction of propagation of light and
n0 is the mean refractive index of two circularly polar-
ized waves). The calculations were performed using a
cubic cluster composed of eight unit cells of iron garnet
with the atomic positions taken from [12] and the
parameters of perfect Y3Fe5O12 garnet [13] (the unit cell
parameters and the atomic positions were assumed to
be independent of the bismuth concentration).

The nearest oxygen ions were determined for each c
position, and the corresponding contributions to a
according to relationship (21) were summed. We con-
sidered the following variants of occupation of the c
positions by Bi3+ ions.

(1) All the c positions in the unit cell of garnet are
occupied by Bi3+ ions.

(2) Only positions nos. 1–3 and 10–12 and those
related to them by the translations {1/2, 1/2, 1/2} are

ω
2n0c
-----------
occupied (hereinafter, the position numbering will be
given according to [12]).

(3) Only positions nos. 4–9 and those related to
them by the translations {1/2, 1/2, 1/2} are occupied.

The second and third cases correspond to a (111)-
oriented iron garnet film in which there exist two coex-
tensive sets of crystallographically nonequivalent c
positions.

The calculations demonstrate that the contribution
of the Bi3+ ions in positions nos. 4–9 and equivalent
positions to a is approximately eight times larger than
that from the Bi3+ ions in positions nos. 1–3 and 10–12
and equivalent positions (undeniably, the sum of these
contributions coincides with that calculated in the first
case).

The specific Faraday rotation θF calculated using the
obtained data with parameters characteristic of charge-
transfer electric dipole transitions in iron garnets at a
wavelength of 0.6 µm is of the order of 6 × 103 deg/cm
for the “anisotropic” mechanism. The “isotropic”
mechanism (19) leads to the specific Faraday rotation
θF ≈ 3 × 105 deg/cm, which is more than one order of
magnitude larger than the contribution of the usual
spin–orbit interaction (11).
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In closing, we dwell on the important approximation
used in the present work. This approximation consists
in neglecting the vibronic structure of the charge-trans-
fer states, the vibronic mechanism of charge-transfer
transitions, and also different interactions in the charge-
transfer states. Our approximation accounts only for the
electronic components of the wave functions. The
achieved accuracy of model calculations does not
exclude a small vibronic reduction (by ~10%) in the
matrix elements of orbital operators. This reduction is
the manifestation of vibronic interactions and can lead
to a decrease (potentially rather noticeable) in the mag-
nitude of purely electronic values of such parameters as
gL and λ. Note that the vibronic reduction of the bis-
muth-induced contribution to the spin–orbit coupling
constants for the charge-transfer states can radically
differ in character from the Fe 3d contribution. The
consistent inclusion of vibronic interactions for the
charge-transfer states is a complex problem due to the
presence of two unfilled shells (the predominantly
ligand 2p shell and the Fe 3d shell) in the electronic
configurations of these states.

6. CONCLUSIONS

The results of the above analysis can be summarized
as follows.

(1) Owing to the contribution from the ligand orbit-
als of the (FeO6)9– and (FeO4)5– complexes, the Bi3+

ions induce an effective anisotropic spin–orbit interac-
tion in the charge-transfer states. The parameters of this
effective interaction depend on the geometry of the
Fe3+–O2––Bi3+ bond, the charge-transfer state type, and
the type of the complex (octahedron or tetrahedron).

(2) The bismuth-induced contributions to the circu-
lar magneto-optical effects are especially pronounced
in the case when the 3d contribution is absent (for
example, for complexes based on Cu2+ ions).

(3) The bismuth impurity virtually does not affect
the field contribution to the circular magneto-optical
effects.

(4) The bismuth impurity leads to a considerable
increase in the anisotropic magnetic birefringence asso-
ciated with the spin–orbit interaction.

(5) The physically reasonable estimates of the
parameters of the theoretical model advanced were
obtained using the model fitting of the experimental
spectral dependences of the circular magneto-optical
effects in bismuth-containing iron garnets.

(6) The bismuth-induced contributions to the mag-
neto-optical effects in iron garnets were theoretically
estimated within the proposed model. The contribution
of the anisotropic tensor mechanism to the Faraday
effect is comparable in magnitude to the conventional
ferromagnetic contribution and strongly depends on the
specific features in the spatial distribution of bismuth
over the iron garnet lattice.
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APPENDIX

Formula (17) can be rearranged to give

(22)

The matrix element of the spin–orbit interaction
 involves the term [see expression (2)]

(23)

After application of the Wigner–Eckart theorem and a
number of transformations, this term takes the form

(24)
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where the product of the spherical functions

 is transformed to the expression

(25)

Taking into account relationships (23)–(25), we

obtain the following formula for 

(26)

which, for brevity, includes the contribution only from
one charge-transfer transition.

× 1–( )
1 m1'– 1 1 1

m1'– α m2' 
 
 

6s α– ζ6 p,

C q1–
k1 R( )Cq2

k2 R( )

2k 1+( ) k1 k2 k

q1– q2 q 
 
  k1 k2 k

0 0 0 
 
 

Cq
k* R( ).

kq

∑

α p
1

α p
1 2

"
------- 1–( )

– p k k1 1+ + +
2k 1+( )γk1

γk2

k1 k2,
k q,
α
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× C q–
k R( )s α– 0 d 1〈 〉 2 k1 k2 k

0 0 0 
 
  ∂F1

∂ω0
---------ζ6 p

× 1–( )
k1 k2 q2 q1– m1 m2– m2' m1'–+ + + +

m1' m2',
∑

q1 q2,
∑

m1 m2,
∑

× k2 k k1

q2– q– q1 
 
  k1 1 1

q1– m1'– m1 
 
 

× 1 1 1

m1– p– m2 
 
  1 k2 1

m2– q2 m2' 
 
  1 1 1

m2'– α– m1' 
 
 
PH
The triple sum over the projections of angular
momenta in formula (26) according to [6, p. 388] gives
relationship (18).
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Abstract—The characteristic d-type angular dependence of the in-plane magnetoresistance on the orientation
of the external magnetic field in the (ab) plane for the antiferromagnetic tetragonal crystal YBa2Cu3O6 + x (x ~
0.3) is considered theoretically. This dependence is interpreted in terms of the efficient hole transfer through the
low-lying purely oxygen O 2peu doublet, which is not hybridized with the b1g( ) ground state. The exter-

nal magnetic field determines the orientation of the strong exchange field acting on the b1geu : 3Eu triplet state
of the hole-type CuO4 center. The spin–orbit interaction results in orbital polarization of the Eu doublet, which
is responsible for the d-type spatial anisotropy of the hole transport. The available experimental data make it
possible to evaluate the parameter of the effective spin Hamiltonian. The influence of spin-vibronic effects on
the hole transfer is analyzed. © 2002 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION
The transport properties of a single hole in strongly

correlated antiferromagnetically ordered quasi-two-
dimensional cuprates have become the subject of
numerous theoretical and experimental investigations.
In particular, Ando et al. [1] considered a number of
specific features of magnetoresistance in heavily under-
doped antiferromagnetic crystals YBa2Cu3O6 + x (x =
0.30 and 0.32). In these systems, the in-plane resistivity
ρab exhibits an unusual crossover from the metallic
behavior in the high-temperature range (T > 50 K) to
the dielectric behavior in the low-temperature range.
Note that the latter behavior is characteristic of neither
a simple band model nor an Anderson dielectric.

The following specific features in the in-plane mag-
netoresistance ∆ρab/ρab of samples have been revealed
in magnetic fields applied parallel to the CuO2 plane: an
unusual angular dependence of the d type (∝ cos2φ), an
anomalous low-field behavior with a saturation above a
clear-cut threshold field, and a hysteresis at low temper-
atures. At temperatures below 20–25 K, the field depen-
dence of the resistivity ρab becomes completely irre-
versible and the system acquires memory. In the
authors’ opinion, the above specific features qualita-
tively indicate that these systems have a ferromagneti-
cally ordered charged stripe structure, which easily
rotates in a relatively weak external magnetic field. As
the temperature decreases, the stripe dynamics
becomes slower and a certain structure similar to a clus-
ter spin glass is formed in the CuO2 layer.

Janossy et al. [2] thoroughly studied the antiferro-
magnetic domain structure in the dielectric
YBa2Cu3O6 + x (x < 0.15) crystal containing 1% Ga3+
1063-7834/02/4410- $22.00 © 21907
ions as paramagnetic centers instead of nonmagnetic Y
ions. As follows from the EPR data, the easy and hard
axes of antiferromagnetic order are aligned along the
[100] and [110] directions in the (ab) plane. In a zero
magnetic field, the number of domains oriented along
the two possible easy axes in the single crystal are equal
to each other. The external magnetic field applied along
the (ab) plane leads to the orientational spin flop transi-
tion, and virtually all domains at h > hsf  = 5T (T ~ 20 K)
are aligned perpendicularly to the field. Two models of
the domain structure were considered in [2]: (i) mag-
netic domains are separated by charged domain walls
inside the (ab) plane and (ii) ideal antiferromagnetic
planar domains are separated by defect (ab) planes. In
[2], the authors made the inference that the EPR data
qualitatively confirm the validity of the latter model.

In our opinion, the experimental data obtained in [1]
are not consistent with the universally accepted Zhang–
Rice model of the ground state of a hole-type CuO4

center in the CuO2 plane [3]. According to this model,
the ground state of a CuO4 cluster with two b1g( )

holes is the spin orbital singlet 1A1g, which is well apart
in energy from excited two-hole states. However, a sim-
ple spin and orbital symmetry of the s type suggests
tetragonally isotropic s-wave transport properties for
the well-isolated Zhang–Rice singlet in CuO2 layers.
An unusual d-wave magnetoresistance anisotropy
observed in dielectric cuprates and also a number of
other experimental and theoretical data indicate that the
valence multiplet of the hole-type CuO4 center has a
more complex structure as compared to the well-iso-
lated Zhang–Rice singlet, even though it is this singlet
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that provides the basis for the majority of the existing
model approaches.

The nature of the valence hole states in doped
cuprates is of the utmost importance in the problem of
high-temperature superconductivity. The solution of
this problem will allow one to justify the choice of the
appropriate effective Hamiltonian and the possibility of
reducing the problem to the simple unambiguous t–J
model or the Hubbard model.

In the present work, we demonstrated that the
valence 1A1g–1Eu multiplet model developed in our pre-
vious works [4–6] provides a consistent interpretation
of the most important result obtained in [1], namely, the
d-wave magnetoresistance anisotropy in the CuO2
planes of doped cuprates.

2. THE MODEL OF A VALENCE 1A1g–1Eu 
MULTIPLET

Within this model, it is assumed that the hole-type

Cu  center is characterized by a quasi-degenerate
ground state with the 1A1g and 1Eu terms, which are

close in energy and have the configurations  and
b1geu, respectively. In other words, it is assumed that an
additional hole can be localized in two virtually equiv-
alent states, namely, either in the Cu 3d–O 2p
b1g( )-hybridized state (this leads to the 1A1g

Zhang–Rice singlet) or in the purely oxygen nonbond-
ing eu doublet state. Figure 1 displays the electron den-
sity distributions for two valence states, b1g and eu, of
the hole and the qualitative energy spectrum of the

O4
5–

b1g
2

d
x

2
y

2–

–

–

1Eu

3Eu

1A1g

∆AE ∆ST

–

+

–

+

– +– +– ++

–

–

+

+

b1g(dx2 – y2)

euy

eux

Fig. 1. Energy spectrum of the –(b1geu)1, 3Eu

multiplet and the electron density distributions for the b1g,
eux, and euy valence states of a hole.

b1g
2( ) A

1
1g

– ++
PHY
valence multiplet.1 It should be noted that the symme-
try of the O 2peux and O 2peuy states coincides with
that of the Cu 4px and Cu 4py states.

In a sense, the valence ( )1A1g–(b1geu)1Eu multip-

let of the hole-type Cu  center suggests the occur-
rence of a specific state with the copper valence reso-
nant between Cu3+ and Cu2+ or ionic–covalent bonding
[7]. In actual fact, the CuO4 center with the valence

( )1A1g–(b1geu)1Eu multiplet is a particular type of the
correlation polaron introduced by Goodenough and
Zhou [7].

The model under consideration is confirmed by
local-density functional calculations [8], first-princi-
ples calculations within the unrestricted Hartree–Fock
method with self-consistent field for copper–oxygen
clusters [9, 10], and a large number of experimental
data. As far as we know, one of the first quantitative
inferences regarding the competing role of the
b1g( ) copper–oxygen-hybridized orbital and the

purely oxygen O 2pπ orbitals in the formation of
valence states in the vicinity of the Fermi level in the
CuO2 plane was drawn in [8, 9]. According to [8, 9], it
is these orbitals that are responsible for the unusual
properties of cuprates in the vicinity of the ground state.

One of the most conclusive pieces of experimental
evidence in favor of the valence 1A1g–1Eu multiplet
model lies in the fact that the absorption bands with
polarization characteristics corresponding to the dipole
transitions in the 1A1g–1Eu multiplet are observed in the
mid-IR range for doped cuprates [5]. The transition
energies (~∆AE) found for different cuprates are equal to
several tenths of an electron-volt, which is the typical
energy scale for the valence multiplet.

The hole in the eu state can be antiferromagnetically
and ferromagnetically bound to the b1g hole. Therefore,
the valence multiplet should include both the (b1geu)1Eu

spin singlet and the (b1geu)3Eu spin triplet, whose
energy can be even lower in the case of the b1g–eu fer-
romagnetic exchange. Actually, the low-lying triplet

spin state in the Cu  center in La2Cu0.5Li0.5O4 with
the singlet–triplet splitting ∆ST = 0.13 eV was revealed
by Yoshinari et al. [11] with the use of 63Cu and 65Cu
NQR spectroscopy. An indirect manifestation of
valence states of the O 2pπ or eu type was observed in
NMR measurements of the Knight shift in 1 : 2 : 3
YBaCuO systems [12]. In regard to the valence 1A1g–
1Eu multiplet model, it is necessary to dwell on the
results obtained by Tjeng et al. [13]. The authors of this
work noted that they “are able to unravel the different

1 There exist two types of O 2peu orbitals:  and . For simplic-

ity, hereafter, we will consider only the  orbitals.

eu
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eu
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spin states in the single-particle excitation spectrum of
CuO” antiferromagnet and asserted that the top of the
valence band is of pure singlet character, which “pro-
vides strong support for the existence and stability of
Zhang–Rice singlets in high-Tc superconductors.”
However, in their photoemission experiment, the
authors used the Cu 2p3/2(K3) resonance, which makes
it possible to identify uniquely only copper states of
photoholes. Consequently, they could not observe the
purely oxygen eu states.

Note that the complex 1A1g–1, 3Eu structure of the

valence multiplet of the two-hole Cu  center should
manifest itself in the photoemission spectra, because
the odd 1Eu terms are of particular importance in this
case: it is these terms that make a nonzero contribution
to the angle-resolved photoemission at k = 0 or, in other
words, at the Γ point. In this respect, it should be noted
that the photoemission spectra have been experimen-
tally measured for Sr2CuO2Cl2 [14, 15] and
Ca2CuO2Cl2 [16]. In these spectra, the photocurrent of
nonzero intensity is clearly observed at the center of the
Brillouin zone, which corroborates the 1A1g–1, 3Eu struc-
ture of the valence multiplet in the ground state. As a
whole, the valence multiplet model provides a way of
consistently explaining the unusual properties of
dielectric and superconducting cuprates: the absorption
bands in the mid-IR range [5], the pseudo-Jahn–Teller
(JT) effect and the related phenomena [6], and the spe-
cific spin properties [17].

3. ANOMALIES IN THE TRANSPORT 
PROPERTIES OF A HOLE

IN THE b1geu : 3Eu STATE IN A MAGNETIC FIELD

The pseudo-Jahn–Teller polaronic nature of the
1A1g–1Eu ground state [6] (the spin singlet) favors its
localization. Moreover, allowance should be made for
the antiferromagnetic background, which results in a
substantial increase in the effective mass of the moving
spin singlet. Therefore, the virtually immobile pseudo-
Jahn–Teller small singlet polaron is the ground state of
the hole. In this situation, the most efficient channel of
the hole transfer can be associated with the b1geu : 3Eu

low-lying excited spin triplet. This gives rise to a ther-
moactivated p-type conductivity observed in the major-
ity of lightly doped cuprates.

In order to describe the magnetoresistance effect, let
us consider the spin and spin–orbit interactions for the
b1geu : 3Eu spin triplet. The hole in the eu state is strongly
exchange-coupled with the b1g hole on the same CuO4
center and with the nearest neighbor CuO4 centers. The
spin state of the isolated CuO4 center in the b1geu hole
state is represented by two spin operators,

(1)

O4
5–

S sb1g
seu

, V– sb1g
seu

–= =
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
(where S2 + V2 = 3/2 and SV = 0), and the correspond-
ing order parameters [17]. The Eu orbital doublet can be
described using the pseudospin s = 1/2 formalism with
the Pauli matrices σx, σy, and σz possessing simple
transformation properties in the framework of the Eux
and Euy basis set:2 

As a consequence, the effective spin Hamiltonian for
the 3Eu spin triplet state of the hole-type center can be
written as

(2)

where  = 1/2(SxSy + SySx); λ is the effective spin–
orbit interaction constant for the 3Eu term; D, a, and b
are the spin anisotropy parameters; gS is the effective g
tensor; Hex is the internal effective spin exchange field;
and h is the external magnetic field. For simplicity,
hereinafter, we will assume that the CuO2 layers are
perfectly planar, the spin g factor is isotropic, and the
external magnetic field is aligned parallel to the CuO2
plane. Within the strong molecular field approximation,
the spin operators can be replaced by the corresponding
means

and the spin Hamiltonian (2) is transformed into the
effective Hamiltonian of the spin-induced low-symme-
try crystal field, that is,

(3)

where Φ is the azimuthal angle determining the orien-
tation of the total magnetic field H = Hex(h) + h. The
eigenvectors and eigenvalues of this simple Hamilto-
nian have the form

(4)

where |x〉 ≡ |Eux〉  and |y〉 ≡ |Euy〉 . The quantum-mechan-
ical and thermodynamic means of the matrices σz and

2 The standard notation is used for the representations of the point
group D4h.

σx
0 1

1 0 
 
 

b2g, σy∝ 0 i–

i 0 
 
 

a2g,∝= =

σz
1 0

0 1– 
 
 

b1g.∝=

ĤS λSzσy DSz
2 a Sx

2 Sy
2–( )σz+ +=

+ bSxSyσx µBhĝSS 2µBHexS,––

SxSy

Sx
2 Sy

2–〈 〉 2Φ, SxSy〈 〉cos 2Φ,sin= =

ĤS a 2cos Φσz b 2Φσx,sin+=

Ψ+ α x| 〉 α y| 〉 , Ψ–sin+cos α x| 〉sin α y| 〉 ,cos–= =

2αtan
b
a
--- 2Φ, E±tan ∆ Φ( ),±= =

∆ Φ( ) b2 a2 b2–( ) 2Φcos
2

+[ ]
1/2

,=
02
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σx, which describe the orbital polarization effects (the
quadrupolar ordering), are as follows:

(5)

where β = 1/kT. Note that the dependences of the ther-
modynamic means 〈〈σ z〉〉  and 〈〈σ x〉〉  on the angle Φ
exhibit the characteristic d-type (  and dxy, respec-

tively) behavior (see Fig. 2).

Therefore, in the framework of our approximation,
the orbital states of the 3Eu spin triplet easily change in
the external magnetic field or, to put it differently, the
model provides an efficient “magnetic orbital” transfor-
mation. It is apparent that this induced orbital polariza-
tion can be strong only at sufficiently low temperatures.
In the high-temperature limit (|a | and |b | ! kT), we have

(6)

It should be noted that Hamiltonian (3) has an exact tet-
ragonal symmetry. However, this Hamiltonian permits
us to describe the effects of spontaneous breaking of the
tetragonal symmetry individually in the spin and orbital
subspaces or, in other words, the effects of spin-
induced breaking of the tetragonal symmetry in the
space of the Eu± orbital states.

Taking into account only the (Cu 3d–O 2p)σ contri-
bution to the transfer of the eu hole between the Eu

states of the nearest CuO4 clusters, the matrices (eu–
eu) of the hole transfer integrals eu–eu in the basis set |x,

σz〈 〉 ± Ψ± σz Ψ±〈 〉 2α ,cos±= =

σz〈 〉〈 〉 a 2Φcos
∆ Φ( )

-------------------- β∆ Φ( ),tanh–=

σx〈 〉 ± 2α , σx〈 〉〈 〉sin± b 2Φsin
∆ Φ( )

------------------- β∆ Φ( ),tanh–= =

d
x

2
y

2–

σz〈 〉〈 〉 a
kT
------ 2Φ.cos–≈

t̂

–

++

–
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Fig. 2. Angular dependences of the high-temperature spin-
induced quadrupole polarization for eu orbitals of CuO4
centers: (a) 〈〈σ z〉〉  and (b) 〈〈σ x〉〉 .
PH
y〉  for the transfer along the [100] and [010] directions
can be represented as

where tσ = ta(eux–eux) = tb(euy–euy). The energy spectra
of the eu hole within the strong coupling approximation
for the nn transfer consist of two bands, Ex and Ey,
formed owing to the transfers eux–eux and euy–euy;
that is,

(7)

These one-dimensional bands are characterized by an
extremely anisotropic effective mass and describe the
one-dimensional motion of the hole along the a and b
directions, respectively. However, it is easy to see that,
with due regard for the x–y (a–b) exact symmetry, the
transport properties are tetragonally isotropic. The
spin-induced low-symmetry crystal field (3) leads to
the mixing of two bands. Instead of simple relation-
ships for the initial hole transfer integrals, we obtain the
matrices of the renormalized hole transfer integrals in
the |±〉 basis set, that is,

(8)

where we used expression (5) for the function Ψ±.

As a result, simple calculations for the renormalized
bands give the expression

(9)

The tensors of inverse in-plane effective mass for
the two bands can be written as

(10)

where  = –tσ4a2/"2.

Thus, we obtain the spin-induced shift and the spin-
induced splitting of the initial bands, which leads to the
violation of the x–y tetragonal symmetry and the

t̂a eu–eu( ) tσ
1 0

0 0 
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0 1 
 
 
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2
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αsin
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--- 2αsin–

1
2
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1
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appearance of the spin-dependent anisotropy of the
effective mass.

Taking into consideration the proportionality of the
one-band conductivity and the tensor of inverse effec-
tive mass, we can derive a simple relationship for the
in-plane magnetoresistance, that is,

(11)

where the upper (lower) sign corresponds to the [100]
([010]) direction. This means that the in-plane magne-
toresistance turns out to be related directly to the spin-
induced orbital (quadrupole) polarization of the eu

states of the CuO4 centers. In the strict sense, expres-
sion (11) is valid in the high-temperature range ∆(Φ) !
kT, in which it reduces to the relationship

(12)

Unlike formula (6), in relationship (12), φ is the in-
plane azimuthal angle of the external magnetic field h
and allowance is made for the fact that the field H is
almost orthogonal to h. This extremely simple expres-
sion describes all the essential specific features of the
magnetoresistance anisotropy in the CuO2 layers and is
the main result of our model. A comparison with the
experimental data obtained in [1] for YBa2Cu3O6 + x
(x ~ 0.3) indicates that the experimental angular depen-
dence of the magnetoresistance in a sufficiently strong
magnetic field exceeding hflop ≈ 5 T is well represented
by the angular (temperature) dependence (12) at the
reasonable spin anisotropy parameter a ≈ +0.1 K.

4. EFFECT OF LOCAL VIBRONIC 
INTERACTIONS

Owing to the symmetry, the states of the Eu doublet
for the tetragonal CuO4 cluster are mixed by low-sym-
metry vibrations of the B1g and B2g type (orthorhombic
and rectangular distortions of the square, respectively).
Therefore, the observed small deviations of the depen-
dence of the magnetoresistance from the simple rela-
tionship δρab/ρab ∝ cos2φ can be caused by the Jahn–
Teller effect for the Eu doublet [6]. Note that this can
lead to such strong spin-vibronic effects as spin-
induced distortions of the CuO4 center. Let us analyze
the simplest variant of including the effect of the local
vibronic interactions—the E–b1–b2 problem for the eu

hole.
The Hamiltonian of the E–b1–b2 problem has the

form

(13)

δρa b,

ρa b,
------------ 2αcos〈 〉 σ z〈 〉〈 〉 ,+−= =

δρa b,

ρa b,
------------ a

kT
------ 2φ.cos+−≈

HEbb "ωi bi
+bi

1
2
---+ 

  Î ki bi
+ bi+( )σ̂i,

i

∑+
i

∑=

σ̂1 σ̂z, σ̂2 σ̂x,≡≡
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where the second term describes the linear vibronic
interaction associated with the symmetrized coordi-
nates  and  of the CuO4 cluster and

In the case of the weak vibronic coupling  ! "ω,
the energy and the wave functions of the vibronic
ground doublet to the second order of the perturbation
theory are given by

(14)

(15)

(16)

where γi = Ei/"ωi, |σ, n1n2〉 ≡ |σ〉|n1〉|n2〉 , |σ〉 are the
orbital functions |+〉  and |–〉  of the E doublet  =
σ|σ〉, and |n1〉  and |n2〉  are the oscillatory functions cor-
responding to modes of the symmetries b1g and b2g.

The effective Hamiltonian (3) of the spin-induced
low-symmetry crystal field in the basis set {Ψ+, 00, Ψ–, 00}
of the vibronic ground doublet takes the form

(17)

This results in the corresponding modification of rela-
tionships (4) for the eigenvectors and eigenvalues, that is,

(18)

Qb1g
Qb2g

xi

Qi

li

-----
ωi

"
-----Qi, bi

1

2
------- xi xid

d+ 
  ,= = =

bi
+ 1

2
------- xi xid

d– 
  .=

Ei
JT

Eg
1
2
--- "ω1 "ω2+( ) E1– E2, Ei– ki

2/"ωi,= =

Ψ+ 00, 1
γ1

2
-----–

γ2

2
-----– 

  + 00,| 〉 γ1 + 10,| 〉–=

– γ2 – 01,| 〉
γ1

2
------- + 20,| 〉

γ2

2
------- + 20,| 〉+ +

– γ1γ2

ω1 ω2–
ω1 ω2+
------------------ – 11,| 〉 ,

Ψ– 00, 1
γ1

2
-----–

γ2

2
-----– 

  – 00,| 〉 γ1 – 10,| 〉+=

– γ2 + 01,| 〉
γ1

2
------- – 20,| 〉

γ2

2
------- – 02,| 〉+ +

+ γ1γ2

ω1 ω2–
ω1 ω2+
------------------ + 11,| 〉 ,

σ̂z σ| 〉

Ṽ ã 2ϕσ̂z b̃ 2ϕσ̂ x,sin+cos=

ã a 1 2γ2–( ), b̃ b 1 2γ1–( ).= =

Ψ̃+ α̃Ψ+ 00,cos α̃Ψ– 00, ,sin+=

Ψ̃– α̃sin Ψ+ 00, α̃cos Ψ– 00, ,–=

Ẽ± ∆̃ Φ( ), 2α̃tan± b̃
ã
--- 2Φ,tan= =
02
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The quantum-mechanical and thermodynamic means
are defined by the expressions

(19)

where  = . As a consequence, the in-
plane magnetoresistance associated with 〈〈σ z〉〉  is
slightly renormalized owing to the vibronic coupling
with the vibrational mode b2g.

The situation radically changes in the case of strong
vibronic coupling: the terms with a certain symmetry in
the effective Hamiltonian vanish completely. Now, we
consider in more detail the case of strong vibronic cou-

pling with the b1g vibrations at  @  @ "

and " . According to [18], Hamiltonian (13) can be
rearranged using the unitary shift transformation U =

exp[Σiαi(  – bi)]; that is,

(20)

The parameters αi are chosen in such a way as to obtain
a minimum of the ground-state energy of the system. At
E1 > E2, we have

(21)

∆̃ Φ( ) b̃
2

ã2 b̃
2

–( ) 2Φcos
2

+[ ]
1
2
---

.=

σz〈 〉 ± 1 2γ2–( ) 2α̃ ,cos±=

σz〈 〉〈 〉 1 2γ2–( ) ã 2Φcos

∆̃ Φ( )
-------------------- β∆̃ Φ( ),tanh–=

σx〈 〉 ± 1 2γ1–( ) 2α̃ ,sin±=

σx〈 〉〈 〉 1 2γ1–( ) b̃ 2Φsin

∆̃ Φ( )
------------------- β∆̃ Φ( ),tanh–=

Q1〈 〉 ± Q1
0( ) 2α̃ ,cos+−=

Q1〈 〉〈 〉 Q1
0( ) ã 2Φcos

∆̃ Φ( )
-------------------- β∆̃ Φ( ),tanh=

Q2〈 〉 ± Q2
0( ) 2α̃ ,sin+−=

Q2〈 〉〈 〉 Q2
0( ) b̃ 2Φsin

∆̃ Φ( )
------------------- β∆̃ Φ( ),tanh=

Qi
0( ) 2"γi/ωi

Eb1g

JT Eb2g

JT ωb1g

ωb2g

bi
+

H̃Ebb U+HEbbU=

=  "ωi bi
+bi α i bi

+ bi+( ) α i
2 1

2
---+ + + 

  Î
i

∑

+ ki bi
+ bi 2α i+ +( )σ̂i.

i

∑

α1 α , α2± 0 α k1/"ω1=( );= =

E0 –E1
"ω1

2
---------

"ω2

2
---------,+ +=
PH
which corresponds to the states , where

 is the oscillator shifted to the point Q1 = ± ,
that is,

(22)

By choosing α1 = α, we obtain

(23)

From here on, H1 is treated as a perturbation providing
corrections to the spectrum H0. It is interesting to note
that the same result can be obtained starting from the
basis set of the E–b1 problem and allowing for  =

k2(  + b2)  as a perturbation. The oscillatory func-
tions of the vibronic doublets in the basis set of the E–

b1 problem are centered at different minima (  and

– ) of the adiabatic potential. The matrix elements

 involve the factor  ! 1. Therefore, with
the aim of accounting for the perturbation, it is neces-
sary to construct the coherent states centered at a given
minimum of the adiabatic potential [for example, at

] with the use of the states centered at the opposite

minimum of the adiabatic potential [at – ]. These
coherent states are not the eigenfunctions of the E–b1

problem, as a result of which terms of the type 2k1(  +
b1) arise in the effective perturbation operator.

Within the second order of the perturbation theory,
we can write

(24)

In the strong coupling limit (E1, 2 @ ω1, 2), we have

(25)

The energy levels (25) are doubly degenerate, and the

corresponding states  [centered at ] and

, 0 ±( ) 0,+−| 〉
n1

±( )| 〉 Q1
0( )

n1
±( )| 〉 U α±( ) n1| 〉 , U α( ) e

α b1
+

b1–( )
.= =

H̃Ebb H0 H1,+=

H0 "ωi bi
+bi

1
2
---+ 

  Î E1 Î 2σ̂z+( ),+
i

∑=

H1 k1 b1
+ b1+( ) Î σ̂z+( ) k2 b2

+ b2+( )σ̂x.+=

Vb2

b2
+ σ̂x

Q1
0( )

Q1
0( )

Vb2
e

2E1/"ω1–

Q1
0( )

Q1
0( )

b1
+

En1n2
–E1 "ω1 n1

1
2
---+ 

  "ω2
1
2
---

E2

4E1 "ω2+
-------------------------– 

 + +=

+ n2"ω2 1
8E1E2

4E1( )2
"ω2( )2–

---------------------------------------– 
  .

En1n2
–E1 "ω1 n1

1
2
---+ 

  "ω2 1 p
2
---– 

  n2
1
2
---+ 

  ,+ +=

p E1/E2.=

Ψ
– n1

+( )
n2, ,

Q1
0( )
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 [centered at – ] are represented as

,

(26)

where

In the relationship for the state , the functions

|+〉  and |–〉  should be interchanged and  should be

replaced by .

Note that, although the curvature of the adiabatic

potential at the points  and –  results in the fre-

quencies ω1 and ω2  of local vibrations and spec-
trum (25) is similar to the spectrum of the harmonic
oscillator with the frequencies ω1 and ω2(1 – p/2), the
frequency renormalization, in fact, is caused by the
vibronic mixing of the states of the electron doublet and
does not correspond to the completely factorized Born–
Oppenheimer state. The states  and 

are not orthogonal, but the overlap integral is propor-
tional to exp(–2E/"ω1) ! 1.

Ψ
+ n1

–( )
n2, ,

Q1
0( )

Ψ
– n1

+( )
n2, ,

Ψ
– n1

+( )
n2, ,

0( ) Ψ
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+( )
n2, ,

1( ) Ψ
– n1

+( )
n2, ,

2( ) …+ + +=

Ψ
– n1

+( )
n2, ,

0( ) – n1
+( ) n2, ,| 〉 ,=

Ψ
– n1

+( )
n2, ,

1( ) k2 n2 1+
"ω' 0 1,( )
----------------------- + n1

+( ) n2 1+, ,| 〉=

+
k2 n2

"ω' 0 –1,( )
------------------------- + n1

+( ) n2 1–, ,| 〉 ,

Ψ
– n1

+( )
n2, ,

2( ) k2 n2 1+
"ω' 0 1,( )
-----------------------

2k1 n1 1+
"ω' 1 1,( )

--------------------------- + n1
+( ) 1+ n2 1+, ,| 〉





=

+
2k1 n1

"ω' 1– 1,( )
-------------------------- + n1

+( ) 1– n2 1+, ,| 〉

+
k2 n2 2+
"ω 0 2,( )
----------------------- – n1

+( ) n2 2+, ,| 〉




+
k2 n2

"ω' 0 1–,( )
--------------------------

2k1 n1 1+
"ω' 1 1–,( )
--------------------------- + n1

+( ) 1+ n2 1–, ,| 〉




+
2k1 n1

"ω' 1 1–,–( )
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+( ) 1– n2 1–, ,| 〉

+
k2 n2 1–
"ω 0 2–,( )
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+( ) n2 2–, ,| 〉




,

ω' n1 n2,( ) 4E1 n1ω1 n2ω2+ +( ),–=

ω n1 n2,( ) n1ω1 n2ω2+( ).–=

Ψ
+ n1

–( )
n2, ,

n1
+( )

n1
–( )

Q1
0( ) Q1

0( )

1 p–

Ψ
– n1

+( )
n2, ,

Ψ
+ m1

–( )
m2, ,
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The effective Hamiltonian (3) of the spin-induced
low-symmetry crystal field in the basis set { ,

} of the vibronic doublet has the form

(27)

where Dnn(2α) is the matrix element of the shift opera-
tor 〈n|U(2α)|n〉  [〈0|U(2α)|0〉  = exp(–2E1/ω1) ! 1 for the
ground state] and γ defined as

(28)

is a correction of the second order to vibronic mixing of
the b2g type.

The quantum-mechanical and thermodynamic
means over the states { , } of the

vibronic ground doublet considerably differ from those
obtained in the case of weak vibronic coupling [see for-
mulas (19)] and are represented as

(29)

It should be noted that the complete vibronic reduc-
tion of the orbital operator σx occurs in the case of the
strong vibronic coupling. The dependence 〈〈σ z〉〉 ∝
cos2Φ appears owing to the additive contribution from
the spin-induced low-symmetry crystal field to the total
energy. In the high-temperature limit, we have

(30)

As in the preceding case of strong vibronic coupling
with the b1g mode, the strong vibronic coupling with the
b2g vibrations leads to the complete vibronic reduction
of the orbital operator σz. This results in the disappear-
ance of the asymmetry of the effective mass tensor and
in a transfer independent of the angle Φ in the (ab)
plane.

Therefore, the renormalization of the parameters a
and b in the effective Hamiltonian and, correspond-
ingly, the renormalization of the quantities 〈σ i〉± and
〈〈σ i 〉〉  take place in the case of weak vibronic coupling
at EJT ! "ω (where FJT is the characteristic Jahn–Teller
interaction energy and "ω is the characteristic vibra-

Ψ
+ n1

–( )
n2, ,

Ψ
– n1

+( )
n2, ,

Ṽ 1 γ–( )a 2Φσ̂z Dn1n1
2α( )b 2Φσ̂x,sin+cos=

γ
2"ω2E2

4E1 "ω2+( )2
--------------------------------=

Ψ
+ 01

–( ) 02, ,
Ψ

– 01
+( ) 02, ,

σz〈 〉 ± 1 γ–( ),±=

σz〈 〉〈 〉 1 γ–( )– β 1 γ–( )a 2Φ( )cos( ),tanh=

σx〈 〉 ± 0, σx〈 〉〈 〉 0,= =

Q1〈 〉 ± Q1
0( ),+−=

Q1〈 〉〈 〉 Q1
0( ) β 1 γ–( )a 2Φcos( ),tanh=

Q2〈 〉 ± 0, Q2〈 〉〈 〉 0.= =

σz〈 〉〈 〉 1 2γ–( )a 2Φcos
kT

--------------------,–=

Q1〈 〉〈 〉 1 γ–( )Q1
0( )a 2Φcos

kT
--------------------.=
2
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tional energy). For strong vibronic coupling, the dou-
ble-well adiabatic potential stabilizes one of the orbital
modes with symmetry b1g or b2g, which leads to a sharp
decrease (vibronic reduction) in the term proportional
to ∝σ x or ∝σ z in the effective Hamiltonian (3). In the
former case (i.e., reduction in the term proportional to
∝σ x), the pattern of two independent one-dimensional
bands corresponding to the transfer along the a and b
directions is restored, but the band energy modulation
results in the dependence of the magnetoresistance
δρab/ρab ∝ cos2φ. In the former case, the tensor of
inverse effective mass is isotropic and the in-plane mag-
netoresistance does not depend on φ.

5. CONCLUSIONS

Thus, in the present work, we proposed a model that
allowed us to interpret the observed anomalous d-wave
angular dependence of the in-plane magnetoresistance
on the direction of the external magnetic field in the
(ab) plane for the antiferromagnetic tetragonal crystal
YBa2Cu3O6 + x (x ~ 0.3). This dependence was
explained in terms of efficient hole transfer through the
low-lying excited purely oxygen O 2peu doublet state
rather than through the b1g( ) ground state. In the

framework of this approach, it was assumed that the
ground state of the doped CuO4 cluster in cuprates can
have the 1A1g–1, 3Eu singlet–triplet structure, which is
considerably more complex as compared to the well-
isolated 1A1g Zhang–Rice singlet. The external mag-
netic field determines the orientation of the strong
exchange field acting on the b1geu : 3Eu spin triplet state
of the hole-type CuO4 center, and the corresponding
spin–orbit interaction results in the particular orbital
polarization of the Eu doublet and the spatial anisotropy
of the hole transfer. The observed d-wave angular
dependence of the magnetoresistance on the orientation
of the external magnetic field is associated with the
shift and the splitting of two one-dimensional bands
and the effective-mass anisotropy. In turn, this anisot-
ropy is caused by the effective spin-induced low-sym-
metry crystal field at the eu hole. Moreover, consider-
ation was given to the possible influence of the spin-
vibronic effects on the hole transfer. It was shown that,
depending on the ratio between the model parameters,
these effects can lead either to renormalization of the
parameters in the effective Hamiltonian or to vibronic
reduction of the orbital operators.

In this work, we did not consider important prob-
lems concerning the nature of the magnetic anisotropy
and the antiferromagnetic domain structure in doped
dielectric cuprates. In our opinion, the decisive role in
this case is played by the doping-induced nucleation of
domains of a new phase whose percolation at x ≥ 0.4
gives rise to superconductivity [19]. The efficient
nucleation of these domains in CuO2 is favored by a
strong in-plane charge inhomogeneity associated, at the

d
x

2
y

2–
PH
minimum, with three linearly ordered nn chain oxygen
atoms. This is responsible for the quasi-one-dimen-
sional stripelike structure of in-plane domains. The
stripelike domains aligned along the [100] and [010]
directions produce orthorhombic distortions of the
crystal structure in the surrounding antiferromagnetic
tetragonal matrix and, thus, induce the corresponding
in-plane magnetic anisotropy. Therefore, the CuO2 lay-
ers in underdoped dielectric tetragonal YBa2Cu3O6 + x
crystals can be treated as antiferromagnets with stripe-
induced fluctuating in-plane magnetic anisotropy char-
acterized by the competition between the [100] and
[010] axes.

Under the conditions of pronounced phase separa-
tion with comparable volumes of both phase fractions,
the in-plane resistance can be qualitatively represented
as the sum of three contributions, namely, the contribu-
tions from the semiconductor phase, the stripes, and the
contact resistance due to the transfer through the inter-
face. It should be noted that the stripe domains in p-
doped cuprates can be considered sources of hole carri-
ers (donors) for the semiconductor matrix.

According to 63Cu and 65Cu NQR spectroscopy
[20], the observed low-temperature magnetic hysteresis
and memory effects can be associated with the freezing
of the stripe structure at temperatures below T ≈ 20 K
as a result of a sharp retardation of the relaxation
through interfaces. It is interesting to note that Nieder-
mayer et al. [21] recently found the low-temperature
(20–25 K) spin glass transition in the heavily under-
doped antiferromagnetic Y1 – yCayBa2Cu3O6 crystal.
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Abstract—A coordinated study of the magnetic, electrical, optical, and EPR properties of LaMnO3 single crys-
tals doped by donors (7 at. % Ce) and acceptors (7 at. % Sr) revealed that in all cases, except undoped LaMnO3,
charge segregation associated with large-scale crystal-field fluctuations occurs and the magnetic properties
originate from the existence of ferromagnetic phase inclusions and localized ferrons in the matrix with a canted
magnetic structure. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An essential feature of strongly correlated systems,
in particular, of manganites with colossal magnetore-
sistance (CMR), is their tendency to phase separation
[1–4]. It was initially assumed that the insulating anti-
ferromagnetic matrix in lightly doped manganites con-
tains metallic ferromagnetic drops. At present it seems
clear that the real phase separation pattern is more com-
plex. One should discriminate between two mutually
connected aspects of this problem. The first of them
(electronic) originates from the presence of charge seg-
regation, i.e., of metallic drops in the dielectric matrix,
and the second (magnetic) is connected with the char-
acter of the magnetic state, which is assigned to either
a uniform canted magnetic structure or a two-phase
magnetic state. Only a coordinated approach to the
investigation of manganites can provide well-founded
conclusions.

The effect of light strontium doping (up to x < 0.17)
on the properties of LaMnO3 has been fairly well stud-
ied (see, e.g., [5]). The effect of cerium, which can be
quadrivalent and, hence, act as a donor, has been inves-
tigated only at heavy doping levels (x > 0.3) [6] or with
small additions of Ce to manganite of an optimum com-
position La0.6Sr0.33Ce0.07MnO3 [7]. The present work
deals, in a coordinated approach, with LaMnO3 single
crystals doped with 7 at. % Ce or Sr ions. We compare
measurements of the magnetization, dc and microwave
electrical resistivity, EPR, and light absorption in the IR
range. Light absorption is used as a quasi-local method
applied to systems with charge segregation. The quasi-
locality is due to the difference between the optical
response from the conducting regions and the insulat-
ing matrix [8, 9].
1063-7834/02/4410- $22.00 © 21916
2. SAMPLES AND EXPERIMENTAL 
TECHNIQUES

Single crystals of LaMnO3 (LMO),
La0.93Ce0.07MnO3 (LCar), and La0.93Sr0.07MnO3 (LS)
were grown by the floating-zone technique with radia-
tive heating [10] in an argon atmosphere, and
La0.93Ce0.07MnO3 (LCai) was grown in air. X-ray dif-
fraction studies showed the single crystals to be single
phase. The parameters of the orthorhombic lattice
(Pbnm structure) and the unit cell volume of the crys-
tals are given in the table.

The magnetic measurements in dc (H ≤ 50 kOe) and
ac magnetic fields were carried out within a broad tem-
perature range T = 2–600 K at the Center of Magnetom-
etry (Institute of Metal Physics, Ural Division, Russian
Academy of Sciences) using an MPMS-5XL (Quantum
Design) SQUID magnetometer, Faraday magnetic bal-
ance, and vibrating-sample magnetometer. The need to
take into account the considerable magnetic anisotropy
and the twinning structure of the single crystals gave
rise to the following features in our experiment. In the
magnetically ordered state, the M(H) magnetization
curves were measured on unfixed samples; thereby, the
magnetic field H was always directed along the easy
axis. The data presented below relate to single-crystal
samples with the highest magnetization, whose M(H)
curves almost coincide with the curves for powder sam-
ples prepared by grinding fragments of the single crys-
tals under study. The chosen procedure of sample selec-
tion reduces the effect of the twinning structure of sin-
gle crystals on the results of experiments to a minimum.
The experiments carried out on powders do not reveal
strong compositional fluctuations from sample to
sample.
002 MAIK “Nauka/Interperiodica”
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Structural, magnetic, and electrical parameters of La1 – xAxMnO3 single crystals, where A = Ce and Sr and x = 0.07

Compound LaMnO3 La0.93Ce0.07MnO3 (Ar) La0.93Ce0.07MnO3 (air) La0.93Sr0.07MnO3

a, Å 5.722 ± 0.002 5.727 ± 0.002 5.722 ± 0.002 5.600 ± 0.002

b, Å 5.536 5.534 5.531 5.549

c, Å 7.712 7.705 7.703 7.753

Unit cell volume, Å3 244.3 244.2 243.8 240.9

TC, K 133 131 132 122

Hc (T = 2) K, kOe 1.9 2.0 2.1 1.74

MS at 2 K (H = 0), emu/g 6.58 4.66 4.30 44.75

MS/M0 0.073 0.049 0.045 0.473

θ, K (O') 141

84 76 76 (O) 236

, µB 6.49 4.98 6.55 (O') 7.21

(O) 6.39

, µB 4.90 4.98 4.98 4.83

Ea , eV 0.26 0.29 0.28 0.18

µeff
exp

µeff
theor
The temperature dependence of dc electrical resis-
tivity was measured using the four-probe method. The
electrical resistivity at microwave frequencies
(9.2 GHz) was studied on samples placed in the antin-
ode of an electric field [11].

Magnetic-resonance measurements were performed
on a standard ERS-231 X-range (3 cm) spectrometer.

The absorption spectra were studied in the energy
region 0.09–0.9 eV on a computerized IKS-21 spec-
trometer.

3. EXPERIMENTAL RESULTS

3.1. Magnetic Properties

Figure 1 presents field dependences of crystal mag-
netization measured at 2 K with the magnetic field
reduced from its maximum value of H = 50 kOe. The
LMO, LCar, and LCai crystals exhibit a linear M(H)
dependence with low spontaneous magnetization MS

(see table), with the spontaneous magnetization of the
cerium-doped crystals being lower than that of pure
LaMnO3. This character of the M(H) relation and the
small spontaneous moment are characteristic of both a
weak ferromagnet (FM) [12] and an antiferromagnet
(AFM) with inclusions of the ferromagnetic phase or
with localized magnetic polarons (ferrons), as in EuTe
[13]. The field dependence of magnetization, M(H), of
the Sr-doped crystal deviates noticeably from being lin-
ear, and the spontaneous magnetization is an order of
magnitude higher than that of LMO, LCar, and LCai,
which cannot be attributed to weak Dzyaloshinski fer-
romagnetism [14]. The magnetooptic Kerr effect asso-
ciated with the ferromagnetic contribution [15] is also
an order of magnitude larger in LS than in LCai.
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The temperature dependence of the real part ( )
of the dynamic magnetic susceptibility of all crystals
has a narrow peak (1–2 K wide). Measurements of the
temperature dependence of the static susceptibility of
LMO, LCar, and LCai samples made in a dc magnetic
field H = 250 Oe in the interval 120–140 K revealed a
rise in the susceptibility χ of the crystals under cooling,
which is obviously connected with the onset of sponta-
neous magnetization. The position of the inflection
point on the χ(H) curve almost coincides with the tem-
perature of the maximum of ( ), thus permitting one
to identify it with the Curie temperature TC. The values
of TC of the samples studied are listed in the table.

The temperature dependences of magnetization of
the LMO, LCar, and LCai samples measured at H =

χac'

χac'
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Fig. 1. Magnetization vs. magnetic field plots obtained at
T = 2 K. (1) LMO, (2) LCar, (3) LCai, and (4) LS.
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50 kOe (Fig. 2) exhibit breaks. These features are asso-
ciated with the phase transition from the paramagnetic
to antiferromagnetic state, because the M(T) relation of
ferromagnets in a strong magnetic field is monotonic.
Hence, the temperature at which this break is observed
may be identified with the Néel temperature TN. The
M(T, H = 50 kOe) curve for the LS crystal does not have
breaks, and the temperature dependence of magnetiza-
tion follows a course typical of ferromagnets.

In weak magnetic fields (on the order of 100 Oe), the
M(T) curves measured on the LCai and LS single crys-
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Fig. 2. Temperature dependences of magnetization mea-
sured in a magnetic field H = 50 kOe. (1) LMO, (2) LCai,
and (3, 3') LS under FC and ZFC conditions, respectively.

0.5

0
80

T, K

1.0

1.5

100 120 140

(b)

FC

ZFC

1.0

0

2.0

3.0
(a)

FC

ZFC0.5

1.5

2.5

M
, e

m
u/

g

Fig. 3. Temperature dependences of magnetization mea-
sured in a magnetic field of 100 Oe in the FC and ZFC
regimes for (a) LCai and (b) LS.
PH
tals in the field-cooling (FC) and zero-field-cooling
(ZFC) regimes differ very strongly (Fig. 3). The mag-
netization curves taken on undoped LMO and LCar
(not shown in Fig. 2) are similar to those for LCai. In
LS, the difference between the FC and ZFC magnetiza-
tions decreases smoothly with the temperature increas-
ing to TC, while in LCai this difference decreases
sharply near TC. LCai does not exhibit a magnetization
peak near TC when cooled in a field of 100 Oe, while LS
retains the peak down to fields of the order of 5 kOe. We
note that the magnetization of La0.99Sr0.01MnO3 reached
a maximum in a magnetic field of 2 Oe [16]. The FC
and ZFC magnetization curves of Ce-doped crystals are
similar to those measured in [17] for the
Ca0.9Sm0.1MnO3 manganite in a field of 10 Oe. In the
latter study, the Ca1 – xSmxMnO3 manganites with 0 <
x ≤ 0.12 were treated at low temperatures and in weak
magnetic fields as cluster glasses.

M(T) relations of manganites measured under zero-
field- and field-cooling are frequently observed to fol-
low different patterns, which is attributed to the pres-
ence of magnetic inhomogeneities (see, e.g., [18]). The
higher the applied field, the narrower the temperature
interval within which this difference is seen. For the LS
crystal in a magnetic field of 50 kOe, a difference
between the FC and ZFC magnetization curves is seen
to exist for T < 50 K (Fig. 2).

All the manganites studied have a fairly broad hys-
teresis loop at T = 2 K. The values of the coercive force
at T = 2 K are listed in the table. The coercive force Hc

of the LS crystal increases monotonically with decreas-
ing temperature (Fig. 4). The other three samples reveal
two regions of steep growth in Hc, namely, near TC and
in the low-temperature domain (T < 20–30 K). The
growth in Hc at low temperatures is similar to the
increase in the coercive force of magnetically inhomo-
geneous manganites La0.8Ca0.2MnO3 – δ] with different
oxygen deficiencies [19] and of materials with ferro-
magnetic grains in a nonferromagnetic matrix [20],
wherein the Hc(T) dependence can be assigned to the
cluster glass state.

Let us consider the magnetic properties of the man-
ganites under study in the paramagnetic temperature
region. The paramagnetic susceptibility of the LCar
crystal for temperatures T > 290 K follows the Curie–

Weiss law χ = N /3kB(T – θ) with the effective mag-
netic moment µeff = 4.98µB and paramagnetic Curie
temperature θ = 76 K (Fig. 5). This implies that the spin
correlations accounting for the short-range order persist
up to T ≈ 290 K, which is considerably in excess of the
magnetic phase transition temperature. The theoretical
value of µeff was calculated only with the spin moments

taken into account, µeff = gµB . The calcula-
tions were made under the assumption that doping with
cerium gives rise to the formation of Mn2+ ions (S =
5/2), whereas the doping with strontium is accompa-

µeff
2

S S 1+( )
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002



CHARGE SEGREGATION AND A NONUNIFORM MAGNETIC STATE 1919
nied by the formation of Mn4+ ions (S = 2). The agree-
ment between the experimental and theoretical values
of the effective magnetic moment and the independence
of the magnetic susceptibility on the applied field argue
for a purely paramagnetic state of the magnetic ions for
temperatures T > 290 K. Although the paramagnetic
Curie temperature is lower than TN, θ > 0; nevertheless,
this indicates superposition of the ferromagnetic and
antiferromagnetic contributions. We note that the para-
magnetic Curie temperature is positive for all the crys-
tals (see table), which is due to a strong FM exchange
in the ab plane (J1 = 0.83 meV) and a weak AFM
exchange along the c axis (J2 = –0.58 meV) [21]. Esti-
mates made from the values of J1 and J2 by using the
molecular field theory yield θ = 100 K.

The temperature dependences of the inverse suscep-
tibility χ–1 of LCai and LMO almost coincide. The
effective moment for these crystals is considerably in
excess of the theoretical value of µeff (see table). It may
be conjectured that spin correlations between the mag-
netic manganese ions persist at least up to T = 600 K.

The χ–1(T) relation for the strontium-doped crystal
differs from those obtained for LMO, LCar, and LCai
in the clearly pronounced break present at 480 K
(Fig. 5). In the temperature region 380 < T < 450 K, the
susceptibility depends on the magnetic field. Appar-
ently, a structural transition from the high-temperature,
weakly distorted orthorhombic (pseudocubic) phase O
to the strongly distorted orthorhombic (Jahn–Teller)
phase O' occurs near T = 480 K. The susceptibility
revealed anomalies at this structural transition for other
strontium concentrations in [22]. A similar structural
transition is observed to occur in pure LMO at 750 K
[22, 23]. The magnitude of the effective magnetic
moment in the O' phase of LS derived from the slope of
the χ–1(T) plot in the temperature region 200 < T < 380 K
is µeff = 7.21 µB, which considerably exceeds the theo-
retical value 4.83 µB. In the O phase, the effective
magnetic moment is smaller and close to µeff for LMO
and LCai.
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Fig. 4. Temperature dependence of the coercive force for (1)
LCai and (2) LS.
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3.2. DC and AC Electrical Resistivity

All the single crystals studied reveal a semiconduct-
ing character of the temperature dependence of dc elec-
trical resistivity ρ (Fig. 6a). Judging by the sign of their
thermopower, all the samples are p-type semiconduc-
tors at room temperature. In the case of the LMO single
crystal, the ρ(T) relation is closely approximated,
within a broad range of values of the electrical resistiv-
ity (ρ = 102–106 Ω cm), by an exponential law ρ =
ρ0exp(Ea/kT) with an activation energy Ea = 0.26 eV; at
room temperature, ρ ≈ 2 × 103 Ω cm. The electrical
resistivity of cerium-doped samples is higher by an
order of magnitude than that of pure LaMnO3. For the
same Ce content, the electrical resistivity is larger for
the crystal grown in argon than in air. Extrapolating the
linear logρ(1/T) plots for all crystals from room tem-
perature to very high temperatures (1/T  0) yields,
for the prefactor values, ρ0 = (1–3) × 10–3 Ω cm; this
expression is characteristic of conduction in delocal-
ized states in a Mott disordered semiconductor [24].
The values of Ea near room temperature are listed in the
table for all the crystals studied.

It appears natural to assume that cerium has a
valence of +4 and acts as a donor. The increase in resis-
tivity accompanying cerium doping is probably con-
nected with partial compensation of the acceptors,
more specifically, the cation vacancies present even in
pure LaMnO3 (see Section 3.3). The compensation is
the largest in single-crystal LCar. It may be conjectured
that crystal growth in air (in an oxygen-containing
atmosphere) favors the formation of vacancies on the
cation (Mn4+ ions) sublattices more than crystal growth
in Ar, because an argon atmosphere is more reductive
than air.

Hole doping with strontium reduces the electrical
resistivity (by nearly two orders of magnitude at room
temperature) through a decrease in the activation
energy associated with an increase in the Mn4+ concen-
tration.
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02



1920 LOSHKAREVA et al.
The temperature dependences of microwave electri-
cal resistivity ρmω at a frequency of 9.2 GHz exhibit
monotonic behavior for all single crystals except LS
(Fig. 6b), which is similar to what is observed for dc
resistivity ρ(T). The ac electrical resistivity is lower
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PH
than the dc resistivity throughout the temperature range
covered. As seen from Fig. 6b, LS exhibits an anomaly
in its microwave resistivity near TC ≈ 122 K. A jump in
the real part ε1 of the dielectric permittivity occurs in
the same temperature interval (see inset to Fig. 6a).
Application of a magnetic field shifts the ρmω and ε1
anomalies toward higher temperatures. The anomalies
disappear in magnetic fields above 6 kOe. The temper-
ature behavior of the ac electrical resistivity plotted in
Fig. 6b resembles the pattern of dc ρ(T) observed in sin-
gle crystals with a higher Sr concentration, for instance,
in La0.9Sr0.1MnO3 [25].

3.3. Optical Absorption in the Infrared Region

Investigation of optical absorption in the IR region,
where the interaction of light with charge carriers
becomes manifest, provides evidence for the existence
of charge segregation, i.e., concentration of carriers in
some regions of the crystal, where the conduction fol-
lows a metallic character [8, 15]. This conclusion was
drawn from the fact that the quasi-Drude contribution
appearing below the Curie temperature in the absorp-
tion spectra of manganites, whose resistivity is high and
whose temperature dependence has an activated char-
acter, cannot be accounted for if a crystal is treated as a
homogeneous dielectric medium. In contrast, the opti-
cal absorption of polycrystals [8, 26], single crystals
[27], and single-crystal films [9] of various manganites
finds a natural explanation if one assumes charge segre-
gation to exist. We note that optical-conductivity spec-
tra, which are derived from reflectance spectra using
Kramers–Kronig analysis and are widely used in the lit-
erature, are only weakly sensitive to the spectral fea-
tures of lightly doped manganites in the IR region.

As is well known, the purity of a semiconductor sin-
gle crystal can be judged from the magnitude of the
absorption coefficient in the transparency window. The
LaMnO3 single crystal under study has a fairly small
absorption coefficient, ~40 cm–1 at 293 K and ~20 cm–1

at 80 K (Fig. 7). At 0.14 eV, LMO and the other crystals
exhibit an impurity absorption band originating from
the presence of Mn4+ ions [9, 27]. The intensity of this
band in LMO is the lowest when compared with that in
the other crystals. The absorption spectra of Ce-doped
crystals have an additional band at ~0.35 eV, which is
possibly due to Mn2+ ions.

A significant feature of the LMO crystal is a mono-
tonic growth of the transmission of light with cooling
(Fig. 8), which indicates a decrease in IR absorption
due to carrier freezing-out. The situation for doped sin-
gle crystals in the region of light-carrier interaction is
different; namely, transmission of light by LCar, LCai,
and LS decreases when these crystals are cooled below
TC. Actually, this decrease takes place even at higher
temperatures, but it is steeper below TC. The difference
between the LCai absorption spectra measured at 80
and 130 K (inset to Fig. 7) indicates the onset of addi-
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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tional absorption, which grows with decreasing energy,
i.e., is quasi-Drude. It is the quasi-Drude (metallic)
contribution that accounts for the decrease in transmis-
sion of light under cooling below TC. The appearance of
the metallic contribution in light transmission of crys-
tals whose electrical resistivity reaches 108 Ω cm at
120 K can be interpreted only in terms of charge carri-
ers being concentrated in highly conducting regions
(drops).

3.4. Electron Paramagnetic Resonance

The ion responsible for the magnetic-resonance sig-
nal in LaMnO3 is Mn3+ [28]. Strontium substitution for
lanthanum, as well as the formation of cation defects in
crystals grown in air, gives rise to the formation of Mn4+

ions. Substitution of Ce4+ for La3+ can produce Mn2+

ions, which have a substantially larger atomic radius
than the trivalent ion. All the manganese ions men-
tioned above have a magnetic moment and produce
magnetic resonance signals with different signatures
[29, 30]. However, in lanthanum manganites, magnetic
resonance signals due to ions in different valence states
cannot be separated; as a result, only one line is seen in
the paramagnetic region [29]. The width of this line is
determined, on the one hand, by exchange interaction
(line narrowing) and, on the other, by local fields and
distortions, for instance, of the Jahn–Teller type, and by
antisymmetric coupling between ions of the Dzya-
loshinski–Moriya type (broadening and anisotropy in
the linewidth) [31]. According to the literature data, the
resonance line of La1 – xSrxMnO3 narrows with increas-
ing strontium concentration [31]. This observation can
be interpreted as enhancement of the exchange interac-
tion between manganese ions caused by an increasing
Mn4+ ion concentration. At the same time, the parame-
ters of the crystal structure change [5].

Figure 9 plots the resonance linewidth ∆Hpp as a
function of temperature. For the LMO, LCai, and LCar
samples, the linewidth in the paramagnetic region
depends on temperature only weakly. Doping with
cerium results in an increase in ∆Hpp, the linewidth
being the largest in the closest compensated LCar sam-
ple.

The value of ∆Hpp for the LS sample, which exhibits
the highest spontaneous magnetization, is smaller than
that in the other samples at T < 300 K but grows
strongly with increasing temperature. Similar depen-
dences were observed earlier in [30, 31]. As pointed out
in [30], the EPR linewidth in La0.8Ca0.2MnO3 + y is pro-
portional to the electrical conductivity, which is
described by the expression σ(T) ∝  1/Texp(–Eσ/kBT)
for small-radius polaron hopping. In our case, ∆Hpp of
the LS crystal in the temperature region 170–300 K can
be fitted by a relation of the type ∆Hpp(T) =
Aexp(−Epp/kBT), where the activation energy Epp =
0.20 eV is close to that for the resistivity, Ea = 0.18 eV
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(see table). It can be assumed that the temperature-
induced change in ∆Hpp in this sample is caused by
spin–lattice relaxation, which is governed by the hole
conduction in delocalized states.

The LCar crystal exhibits one broad line at temper-
atures from 150 to 400 K (at 300 K, the linewidth
∆Hpp ≈ 3300 Oe, the resonance field H0 ≈ 3700 Oe); this
line starts to broaden below 150 K and disappears alto-
gether at T ≈ 130 K. The magnetic-resonance spectra of
the other crystals reveal additional narrow lines; the
temperature dependence of their widths is displayed in
Fig. 9. For instance, in addition to a broad line (at
300 K, the linewidth ∆Hpp ≈ 2700 Oe, H0 ≈ 3600 Oe),
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which also broadens and vanishes below 140 K, the
LCai spectrum has two narrow lines, one of which
appears below 320 K and the other, at a temperature
below 200 K. The appearance of additional lines
implies the magnetic inhomogeneity of the samples. It
may be conjectured that this state is initiated by the
presence of regions with a magnetization differing
noticeably from that of the matrix and that these regions
are due to the Mn4+ ions.

4. DISCUSSION OF RESULTS

4.1. Magnetic State of LaMnO3 and of Doped Crystals

Let us consider the effect of doping on the magnetic
properties of LaMnO3 in the region of magnetic order-
ing. As seen from the table, substitution of 7 at. %
strontium for lanthanum results in a fairly strong
change in the lattice parameters as compared to those of
an undoped crystal, while in the case of cerium, the lat-
tice parameters change only weakly. Nonisovalent dop-
ing not only changes the lattice parameters but also
modifies the exchange interaction between the manga-
nese ions through the formation of Mn4+ ions.

The field and temperature dependences of magneti-
zation (Figs. 1, 2) indicate that the LMO and cerium-
doped crystals are antiferromagnets with a weak spon-
taneous magnetization. Neutron experiments [32] show
the LCai crystal to be an antiferromagnet with an A-
type structure and an exchange integral J2 = –0.46 meV,
which is slightly less in absolute value than that for
LaMnO3 (J2 = –0.58 meV) [21]. The value of MS is a
small fraction of the maximum magnetization under
ferromagnetic ordering of magnetic ions, M0 = NgµBS,
in LMO and LC; here, N is the number of spins per 1 g
of the material, g is the g factor, µB is the Bohr magne-
ton, and S is the spin moment (see table). The crystal
structure allows weak Dzyaloshinski ferromagnetism.
The MS/M0 ratios for the compounds studied are com-
parable with the data available for known antiferromag-
nets with weak ferromagnetism [12]. The decrease in
MS resulting from cerium doping can be due to a
decrease in the Dzyaloshinski field, which is caused by
the impurity-induced lattice deformation. However, the
experimental data on the magnetic properties and EPR
presented above imply that the magnetic state of our
crystals is nonuniform; hence, the Dzyaloshinski inter-
action is not the only reason for the onset of spontane-
ous magnetization even in nominally pure LaMnO3.
The close values of TC and TN may, in our case, result
from different variations in these temperatures under
doping. Indeed, neutron data [33, 34] suggest a
decrease in TN and an increase in TC for LaMnO3 doped
by Ca and Sr ions, with TN and TC coinciding at low
dopant concentrations; for instance, for Ca-doped crys-
tals, this occurs at x ≈ 0.07.

The totality of our experimental data permits the
conclusion that the antiferromagnetic matrix (possibly,
PH
with a canted magnetic structure) of nominally pure
LaMnO3 and of Ce-doped samples contains inclusions
of a ferromagnetic phase (which is probably connected
with the formation of metallic drops) and clusters with
a large magnetic moment (localized ferrons [13]).

In the LCar sample, where compensation is the clos-
est and, hence, the Mn4+ concentration is the lowest, the
effective moment is close to its theoretical value (see
table) and there are no additional lines in the EPR spec-
tra. This suggests that the number of clusters and inclu-
sions of the ferromagnetic phase in LCar is the small-
est. In LCai, the concentration of Mn4+ ions is higher
than in LCar and, therefore, one may assume the pres-
ence of a larger number of clusters and inclusions of the
FM phase in the former crystal.

In the LMO sample, the effective magnetic moment
substantially exceeds the theoretical value, the EPR spec-
tra contain additional lines, and no metallic drops are
observed. It follows that undoped LaMnO3 contains
localized ferrons, but there is no ferromagnetic phase.
The spontaneous magnetization is determined in this case
by the Dzyaloshinski interaction and localized ferrons.

Unfortunately, it does not appear possible to sepa-
rate the contributions from the ferrons, ferromagnetic
regions, and weak ferromagnetism to MS, because the
Dzyaloshinski field can vary strongly when impurities
are introduced.

In the Sr-doped crystal, the M(H) relation deviates
from a linear course and MS/M0 = 0.47. At 2 K, the mag-
netization in a magnetic field of 50 kOe is more than
50% of M0. The simplest explanation of this consists in
that the crystal is actually a mixture of ferro- and anti-
ferromagnetic regions of approximately the same vol-
ume; when a magnetic field is applied, the magnetic
moment of the antiferromagnetic regions increases and
the ferromagnetic phase grows in volume. Neutron
scattering experiments show, however, that the situa-
tion in lightly doped manganites may be much more
complex. According to [33, 34], the manganite single
crystals doped by Sr and Ca have a modulated canted
magnetic structure, with the canting angle in FM drops
being substantially larger than that in the host matrix
and depending on the carrier concentration. For
instance, in La0.92Ca0.08MnO3 at T = 15 K, the spins
inside the above regions cant away from their direction
in a perfect AFM structure by an angle of 20° and the
average canting angle derived from nuclear Bragg
peaks is 10° [33]. The average canting angle deter-
mined for the La0.94Sr0.06MnO3 crystal (close in compo-
sition to our LS crystal) is 13° [34], which corresponds
to MS/M0 = 0.23. It was assumed in [33, 34] that the
existence of the modulated canted structure is associ-
ated with charge segregation. Our experimental data do
not make it possible to make an unambiguous conclu-
sion as to the magnetic state of the LS sample, even
though these data do not contradict the interpretation
proposed in [33, 34].
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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4.2. Inhomogeneous State of the Electron Subsystem

The main effect of weak doping by cerium on the
manganite electrical properties is a partial compensa-
tion of acceptors by donors. Holes (Mn4+) are present
even in pure LMO because of cation vacancies, which
is indicated by the impurity band at 0.14 eV in the
absorption spectra (Fig. 7). We note that photoemission
spectroscopy shows that the cerium valence in
La0.67Ce0.33MnO3 is larger than 3 but is not 4 [35]; as a
result, the concentration of excess electrons is less than
that of cerium.

Prior to discussing the origin of the charge and mag-
netic inhomogeneities in weakly doped manganites, we
note that the impurities can be distributed nonuniformly
over a sample, particularly at low doping levels (7 at. %).
Our measurements made on different samples cut from
the same crystal yield similar results; therefore, the
manganites studied can be considered to be macroscop-
ically uniform. This does not, however, imply the
absence of microinhomogeneities on various scales.
Charge segregation, i.e., the presence of carrier-
enriched regions separated from one another, can, in
particular, set in a crystal. The conductivity increases in
the ferromagnetic state, and metallic drops, which do
not form a singly-connected region, can appear in the
dielectric matrix. In this case, the dc conductivity will
be of an activated character at any temperature. The for-
mation of carrier-enriched regions is possibly initiated
by clusters of charged impurities. We note that the ρ(T)
relation for composite media representing nanosized
metallic particles embedded in a dielectric matrix also
has an activated character [36].

The anomaly in the ρmω(T) and ε1(T) relations
observed in the LS crystal near TC = 122 K (Fig. 6) can
be assigned to a manifestation of the insulator–metal
transition in the drops. Application of a magnetic field
shifts the anomaly toward higher temperatures. Manga-
nite single crystals undergoing a metal–insulator transi-
tion near the Curie temperature are known to exhibit a
resistivity peak, which becomes less sharp and shifts
toward higher temperatures [25]. One may, therefore,
conjecture that this anomaly in the ρmω(T) curves also
originates from the metal–insulator transition, which
occurs, however, in small regions of the crystal. In the
ρ(T) curves, this anomaly is not seen because of the
higher electrical resistivity.

In the low-temperature domain, T < 125 K, the
microwave resistivity of cerium-doped crystals
becomes lower than that of the pure crystal, which indi-
cates the presence of high-conductivity regions.

The formation of metallic drops in samples doped
by cerium and strontium can also be deduced from the
appearance of a quasi-Drude contribution in the IR
absorption spectra of these crystals at low temperatures
(see inset to Fig. 7), which is absent in undoped lantha-
num manganite. The existence of a metal–insulator
transition in drops below TC is also corroborated by the
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
temperature dependence of the transmission of light in
the region where the light interacts with free charge car-
riers (Fig. 8). Indeed, if a sample were to be in a uni-
form dielectric state, the absorption of light would
decrease with decreasing temperature because of the
decreasing conductivity. Hence, the observed drop in
the transmission of light under cooling implies the
existence of regions in which the conductivity
increases, a pattern characteristic of metals. Let us esti-
mate the contribution of metallic drops to the light
absorption coefficient. As seen from the MS/M0 ratio
(see table), the FM regions can amount to a few percent
of the sample volume. Experiments carried out on
La1 − xSrxMnO3 single crystals [25] suggest that the vol-
ume of the metallic phase is noticeably smaller than
that of the ferromagnetic regions; for a rough estimate,
we assume that the metallic drops occupy ~10–3 of the
sample volume. Assuming the electrical resistivity of
the drops to be approximately ~10–3 Ω cm, we find δ ~
1 µm for the skin layer thickness, which corresponds to
an absorption coefficient δ–1 = 104 cm–1. Multiplying
this figure by the relative volume of the drops yields
~10 cm–1 for the estimated contribution of the drops to
the absorption coefficient, which agrees in order of
magnitude with the experiment.

At first glance, the above interpretation is at odds
with the observation that metallic drops form under
doping not only by strontium, where the Mn4+ concen-
tration increases, but also by cerium, i.e., in the case
where the Mn4+ concentration decreases and the dc
electrical resistivity increases. In actual fact, however,
we are dealing here with a heavily doped, closely com-
pensated semiconductor. As shown in [37], due to the
presence of large-scale fluctuations under close com-
pensation, the charge carriers form isolated drops, with
the carrier concentration inside each drop being high
and the electrical conductivity having a metallic char-
acter. If the compensation is nearly complete, the mate-
rial has both electrons and holes, which reside, how-
ever, in spatially isolated regions. In this system, the dc
conductivity is not metallic. The density of states at the
Fermi level, as derived from microwave absorption, can
be quite high, whereas the density of states in the band
gap can be fairly low, as found from optical absorption.
We readily see that this pattern is in full agreement with
our experimental data for the low-temperature region
when there are no magnetic fluctuations.

Carrier-enriched regions also exist in the paramag-
netic state, because they form as a result of fluctuations
in the impurity concentration. However, because of the
strong scattering from magnetic fluctuations, the carri-
ers should become localized. Obviously enough, the
metal–insulator transition in these regions should occur
near the Curie temperature; this is in full agreement
with the above experimental data.
02
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5. CONCLUSION

Thus, a coordinated study of cerium- and strontium-
doped lanthanum manganites shows that doping by di-
and quadrivalent ions to low dopant concentrations
(7 at. %) yields essentially different results. The mag-
netic state of cerium-doped crystals is antiferromag-
netic with a low spontaneous magnetization, which
derives from inclusions of a ferromagnetic phase, local-
ized ferrons, and Dzyaloshinski interaction. The vol-
umes of the ferro- and antiferromagnetic phases in a
strontium-doped crystal are nearly equal. In all cases,
except pure LaMnO3, charge segregation occurs. The
electronic properties agree with these materials being
heavily doped and (in the case of cerium doping)
closely compensated semiconductors. The existence of
regions with metallic conductivity in these crystals is
due to large-scale crystal-field fluctuations.
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Abstract—The magnetic, electrical, and thermal (derived from DTA data) properties of FexMn1 – xS polycrys-
talline sulfides (0 ≤ x ≤ 0.38) synthesized based on α-MnS (NaCl cubic lattice) and exhibiting colossal magne-
toresistance were studied. The studies were conducted at temperatures from 77 to 1000 K and magnetic fields
of up to 30 kOe. As the degree of cation substitution in the FexMn1 – xS system was increased, the magnetic order
was found to change from antiferromagnetic to ferromagnetic. In the high-temperature domain (550–850 K), the
samples undergo two phase transitions with critical temperatures  and , which are accompanied by
reversible anomalies in the magnetization and thermal (DTA) properties and by a semiconductor–metal transi-
tion. © 2002 MAIK “Nauka/Interperiodica”.

Tc1
Tc2
1. INTRODUCTION

The colossal magnetoresistance (CMR) remains an
intriguing problem, because a clear understanding of
the mechanism of this phenomenon is still lacking. The
CMR effect has been revealed recently [1, 2] in new,
NaCl-type cubic fcc compounds synthesized on the
basis of manganese monosulfide. Materials with a NaCl
lattice exhibiting CMR can be exemplified by cation-
substituted systems based on europium oxide and chal-
cogenides [3]. In these compounds, CMR is observed
to occur at low temperatures, ≤40 K. In the FexMn1 – xS
sulfides, negative colossal magnetoresistance is found
at temperatures T ≤ 200 K. A possible origin of the
CMR is the magnetic and electronic separation of crys-
tallographically similar compounds [2, 3].

2. EXPERIMENTAL TECHNIQUES

The present communication reports on a study of the
electrical, magnetic, and thermal (derived from DTA
measurements) properties of polycrystalline sulfides
FexMn1 – xS with compositions 0 ≤ x ≤ 0.38 at tempera-
tures from 77 to 1000 K in magnetic fields of up to
30 kOe. The techniques used to prepare the compounds
and to measure their electrical properties are described
elsewhere [1, 2]. The magnetic measurements in the
range 100–1000 K and in fields of up to 10 kOe were
performed using the Faraday method on samples placed
in evacuated quartz ampoules. Measurements of the
magnetic properties within the 77- to 300-K tempera-
ture interval and in fields up to 30 kOe were made in a
vibrating-sample, superconducting-coil magnetometer.
1063-7834/02/4410- $22.00 © 21925
X-ray structural measurements of the FexMn1 – xS
samples thus synthesized (0 ≤ x ≤ 0.38) showed them to
be solid solutions with a NaCl-type structure typical of
manganese monosulfide [1, 2]. The fcc lattice parame-
ter decreases as the degree of cation substitution (x)
increases, which agrees with the data from [4].

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

Figure 1 displays temperature dependences of the
magnetization (measured in a field of 8.6 kOe) of sin-
gle-crystal α-MnS (curve 1) and polycrystalline
α-MnS (curve 2). The magnetic susceptibility of the
polycrystalline manganese monosulfide, χ300 K = 6.9 ×
10−5 cm3/g, is in agreement with the data from [5, 6]
and is higher than that of the single-crystal compound.
In the region of the Néel temperature TN ~ 150 K, the
temperature-dependent magnetization exhibits a maxi-
mum which signals an antiferromagnetic transition.
Above the Néel temperature, the inverse magnetic sus-
ceptibility χ–1(T) of the manganese monosulfide fol-
lows the Curie–Weiss relation, with the paramagnetic
temperature Θ and Curie constant C equal to –450 K
and 4.32, respectively. At temperatures above ~450 K,
the inverse magnetic susceptibility is seen to deviate
from the Curie–Weiss law. According to [7], in this
temperature interval, the charge carriers in α-MnS
reverse sign. For T < 450 K, the manganese monosul-
fide behaves as a p-type semiconductor, with the carrier
mobility being µ ~ 0.065 cm2 V–1 s–1. For T > 450 K, the
carriers are electrons and their mobility increases by an
002 MAIK “Nauka/Interperiodica”
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order of magnitude. Measurements of the temperature
dependence of the magnetization of the cation-substi-
tuted FexMn1 − xS samples revealed (Fig. 1) that, at low
concentrations (x ≤ 0.2), sulfides (similar to manganese
monosulfide) undergo an antiferromagnet–paramagnet
transition at low temperatures, with the Néel tempera-
ture increasing from 150 K (x = 0) to 185 ± 5 K (x ~
0.2). The behavior of the magnetization σ(T) of sam-
ples with x ~ 0.2 depends on the way in which the sam-
ple was cooled, namely, in a nonzero or zero magnetic
field (Fig. 2). At T > TN , the magnetic properties of cat-
ion-substituted samples with compositions 0.05 ≤ x ≤
0.2 behave similarly to χ–1(T) of manganese monosul-
fide. The temperature dependence of the inverse mag-
netic susceptibility χ–1(T)is described by the Curie–
Weiss law, with the paramagnetic temperature Θ and
the Curie constant C increasing to –400 and 10.8 K
(x ~ 0.2), respectively. For temperatures T > 450 K,
samples with 0.05 ≤ x ≤ 0.2 exhibit a deviation from the
Curie–Weiss relation. More specifically, the magnetiza-
tion (Fig. 1) displays an anomaly at a temperature ,
which grows from 500 for x ~ 0.05 to 580 K for x ~ 0.2.
For compositions with x ~ 0.25, the behavior of the
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Fig. 1. Temperature dependences of the magnetization of
the FexMn1 – xS system measured in a field H = 8.6 kOe for
different compositions x: (1) 0, α-MnS single crystal; (2) 0,
polycrystalline α-MnS; (3) 0.05; (4) 0.15; (5) 0.25; (6) 0.29;
(7) 0.27; (8) 0.32; and (9) 0.38. Inset: differential thermal
analysis data for x ~ 0.35.
PHY
inverse magnetic susceptibility χ–1(T) in the high-tem-
perature domain is similar to that characteristic of fer-
rimagnets (see inset to Fig. 2) [8]. The paramagnetic
Curie temperature assumes positive values (Θ ~ 106 K
for x ~ 0.25). The Curie constant becomes smaller,
which indicates a decrease in the effective paramag-
netic moment (for x ~ 0.25, C = 1.69). As seen from
Fig. 1, the temperature dependences of the magnetiza-
tion measured on samples with 0.27 ≤ x ≤ 0.38 in the
range 100–1000 K in a field of 8.6 kOe are typical of
ferromagnetic compounds. Below ~200 K, the magne-
tization of these samples decreases with decreasing
temperature. In the high-temperature region, the σ(T)
curve exhibits two magnetization anomalies at the crit-
ical temperatures  and , which are accompanied
by anomalies in the thermal (DTA) properties (inset to
Fig. 1), thus indicating the occurrence of two phase
transitions. At  ~ 550–650 K, in the region of the
reversible thermal (derived from DTA data) anomaly,
there are anomalies in the electrical resistivity (Fig. 3)
and in the fcc lattice parameter [9]. Below , the
resistivity behaves in a manner typical of the Fermi

Tc1
Tc2

Tc1

Tc1

1

0 300

1/
χ 

× 
10

4 , g
/c

m
3

T, K

0.027

50 100
T, K

150 200 250 300

0.028

0.029

0.030

2

3

4

600 900

σ,
 G

 c
m

3  g
–

1

1

2

0.026

Fig. 2. Temperature dependence of the magnetization of
Fe0.2Mn0.8S cooled (1) in a zero magnetic field and (2) in a
field H = 2 kOe. Inset: temperature dependence of inverse
magnetic susceptibility for Fe0.25Mn0.75S.
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glass state and of systems with Anderson localization
[10]. The temperature  is the Curie point of sulfides;
this temperature increases with increasing concentra-
tion x from 730 (x ~ 0.27) to 860 K (x ~ 0.38). As seen
from Fig. 1, the magnetization of the high-temperature
paramagnetic phase (T > ) of the cation-substituted
FexMn1 – xS samples is close to that of the paramagnetic
phase of single-crystal α-MnS and, for compositions
with x ~ 0.27, 0.29, and 0.38, virtually does not depend
on temperature. According to electrical resistivity mea-
surements, the ferromagnet–paramagnet transition near

 is accompanied by a semiconductor–metal change
in the conduction character (Fig. 3).

At room temperature, the manganese monosulfide
α-MnS is in the paramagnetic state, in which the σ(H)
relation is linear (Fig. 4). The σ(H) relations for the cat-
ion-substituted FexMn1 – xS solid solutions (0.05 ≤ x ≤
0.2) measured at room temperature become nonlinear
[6], with no hysteresis in the field dependence of the
magnetization. As the degree of cation substitution x
increases, the ferromagnetic contribution to magnetiza-
tion increases and samples with x > 0.2 exhibit a mag-
netization hysteresis (Fig. 4), with the coercive force Hc

increasing from 0.8 (x = 0.25) to 1.2 kOe (x = 0.29). The
magnetization isotherms σ(H) measured for samples
with 0.25 ≤ x ≤ 0.27 at temperatures of 77 and 300 K do
not exhibit saturation. As seen from Fig. 4, which dis-
plays hysteresis loops, hysteresis is no longer seen in
comparatively weak magnetic fields (H ~ 3–5 kOe), but
the magnetization does not saturate and continues to
grow as the field increase. Such a situation is observed,
for instance, in the gadolinium ferrite garnets and can
be attributed to the positive component of magneto-
striction appearing in strong fields [8]. The magnetiza-
tion curves obtained on samples with x ~ 0.29 are typi-
cal of ferromagnets, which is supported by the presence
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of the FexMn1 – xS system for different compositions x:
(1) 0, (2) 0.3, (3) 0.33, (4) 0.36, (5) 0.4, and (6) 0.5.
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of a hysteresis loop. The same compositions exhibit the
maximum colossal magnetoresistance (σH ~ –450% in
a field of 30 kOe at 50 K) [2].

4. CONCLUSION

Thus, studies of the magnetic, electrical, and ther-
mal properties of the FexMn1 – xS solid solutions have
revealed a sequence of phase transitions (at  and

) in the compositions of the above sulfides exhibit-

ing colossal magnetoresistance. The high-temperature
phase (T > ) is a paramagnetic metal. At T ~ , a

transition to the ferromagnetic state takes place, with
the conduction character changing from metallic to
semiconducting. The phase transition at , associated

possibly with lattice distortion, is accompanied by a
strong increase in the magnetization and by a change in
the conduction character of the semiconducting phase.
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Abstract—Growth of single crystals of some protein aminoacids and synthesis and growth of single crystals
of their related compounds are reported. The temperature dependence of the integrated piezoelectric response
of the single crystals grown was studied in the temperature range 120–320 K. The specific features in the tem-
perature dependence are shown to be due to the enhanced damping of elastic vibrations in the crystals, which
originates from the elastic vibrations being coupled to thermally activated rotation of the CH3 and NH3 molec-
ular groups. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Crystals of protein aminoacids of L and D modifica-
tions, as well as of many related compounds, belong to
symmetry groups which lack inversion symmetry and,
in most cases, to polar symmetry groups [1]. These
crystals possess properties whose symmetry is
described by odd-rank tensors, such as the pyroelectric
effect and spontaneous electrical polarization, piezo-
electric effect [2], and optical second harmonic genera-
tion [3]. Crystals belonging to the 11 enantiomorphic
point groups (lacking mirror reflection planes) also
exhibit natural optical gyrotropy (optical activity)
described by an axial gyration tensor. Crystals of pro-
tein aminoacids of the L and D modifications are, by
definition, enantiomorphic and possess optical activity
[4, 5]. The role played by all of the above properties
(which are characteristic of low-symmetry systems) in
the functioning of living organisms remains unclear;
however, investigation of these properties is of pro-
found interest not only in the physics of crystals but
also in biophysics (see reviews [6, 7] and references
therein).

The present communication reports on measure-
ments of the temperature dependence of the integrated
piezoelectric response of single crystals of a number of
pure protein aminoacids and of their related com-
pounds.

2. EXPERIMENTAL TECHNIQUES 
AND RESULTS

Crystals of pure aminoacids and their related com-
pounds were grown under slow cooling of their satu-
rated aqueous solutions. The aminoacids were dis-
solved in distilled water heated to 40°C (heating L ami-
noacids above 40°C is undesirable, because it may
1063-7834/02/4410- $22.00 © 21929
result in racemization, i.e., formation of the DL modifi-
cation).

The temperature variation rates were typically about
1°C/day, and the growth continued, as a rule, for
approximately a month. The crystals were seed-pulled.

When synthesizing and growing aminoacid-based
compounds, a corresponding amount of inorganic sub-
stances was added to the solution. When the solution
pH was to be changed, acetic acid or an aqueous solu-
tion of ammonia was added; these substances do not
react with aminoacids and, therefore, are not involved
in crystal formation. This was followed by cooling of
the solutions to room temperature, filtering, and placing
them in a thermostat. In some cases, for instance, when
mixing L alanine and DL alanine with sulfuric, phos-
phoric, and phosphorous acids, the solubility of the
complexes increased considerably. In this case, one first
carried out slow evaporation at room temperature until
a small amount of nuclei formed. Next, the solution was
filtered and cooled slowly.

Tables 1 and 2 list the aminoacids and their related
compounds from which single crystals were grown in
the present study. Also given are the point symmetry
groups of the crystals.

While no attempt was made to attain any particular
optimization of the crystal growth conditions (choosing
the cooling rate and pH of the solvent), we can point
out, on the whole, the following features in the growth
of crystals of pure aminoacids and their compounds.
Large bulk crystals (about 1 cm3) of α glycine (α-Gly)
and L alanine (L-Ala) were fairly easy to obtain.
DL-Ala crystals could be prepared only in the form of
thin needles. Asparagine monohydrate (L-Asn.H2O)
and DL-methionine (DL-Met) were produced as small
bulk crystals (3–5 mm in linear dimensions), L-valine
(L-Val) and L-methionine (L-Met) formed thin scales,
002 MAIK “Nauka/Interperiodica”
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and L- and DL-isoleucine (L- and DL-Ile) were pro-
duced in the form of thin platelets and needles, respec-
tively. Crystals of L-serine (L-Ser) grew to form fairly
thick plates (8 × 5 × 2 mm), which were transparent in
solution but rapidly turned murky when exposed to air.

We grew single crystals of a number of protein ami-
noacid compounds (with their composition determined
by elemental analysis). Large bulk crystals (about
1 cm3) of protein aminoacid compounds were obtained
for glycine phosphite (Gly · H3PO3), glycine phosphate
(Gly · H3PO4), and DL-diserine sulfate monohydrate
(DL-Ser2 · H2SO4 · H2O). Smaller bulk crystals were
prepared for L-Ala2 · H3PO3 · H2O, L-Ala · H3PO4, DL-
Ala2 · H2SO4, L-Lys · HCl, and L-Ser2 · H3PO4 · H2O.
Crystals of L-valine with H3PO3 as an impurity and of

Table 1.  Protein aminoacids, their radicals R, and crystal
symmetry at T = 295 K 

Aminoacid Abbre-
viation Radical R Symmetry

α-glycine α-Gly H C2h

γ-glycine γ-Gly H C3

L-alanine L-Ala CH3 D2

DL-alanine DL-Ala CH3 C2v

L-valine L-Val CH(CH3)2 C2

L-isoleucine L-Ile CHCH3CH2CH3 C2, D2

L-serine L-Ser CH2OH D2

L-glutamic acid L-Glu (CH2)2COOH C2, D2

L-asparagine L-Asn CH2CONH2 D2

L-lysine L-Lys (CH2)4NH3 C2

L-arginine L-Arg (CH2)3NHC(NH2)2 C2, D2

L-methionine L-Met (CH2)2SCH3 C2

Table 2.  Compounds related to protein aminoacids and their
symmetry at T = 295 K 

Compound Symmetry

Gly · H3PO3 C2h, C2 (≤225 K)

Gly · H3PO4 C2h

L-Ala2 · H3PO3 · H2O C2

L-Ala · H3PO4 C2

DL-Ala2 · H2SO4 C2h (?)

L-Val · H3PO3 C2

L-Val2 · H3PO4 C2

L-Ser2 · H3PO4 · H2O C2h or C2

DL-Ser2 · H2SO4 · H2O D2

L-Glu · Na D2

L-Lys · HCl C2

L-Arg · H3PO4 · H2O C2
PH
L-Val · H3PO4 formed scales and needles. Large bulk
crystals were obtained for the L-Arg · H3PO4 · H2O
compound [8].

We made an attempt at synthesizing L-Ala · CaCl2
and L-Ala · H2SO4; the crystals obtained were large, but
elemental analysis showed them to be pure alanine with
a slight addition (about 5 mol %) of CaCl2 and H2SO4,
respectively.

The piezoelectric response of the crystals was stud-
ied using an IS-2 NQR setup. The sample in the form of
a crystal or a set of small crystallites was placed in the
capacitor of a circuit to which 4-µs-long voltage pulses
with a 10-MHz carrier were applied at a pulse repetition
frequency of 12 Hz. The maximum voltage amplitude
at the circuit was about 4 kV. The piezoelectric
response signals were measured with an AI-1024 mul-
tichannel analyzer. Radio-frequency pulses excite elas-
tic vibrations of piezoelectric crystals through the
inverse piezoelectric effect. After termination of the
pulse, elastic vibrations persist for a time on the order
of ∆t (µs) ≈ 10/α (dB/µs), where α is the elastic wave
damping. This sample ringing is detected by the pickup
through the direct piezoelectric effect. In crystals of
soft materials such as protein aminoacids and their
compounds, the elastic wave damping is typically on
the order of α ≈ 10–1 dB/µs at room temperature and a
frequency of 10 MHz. This means that the sample ring-
ing time is ∆t ≈ 100 µs. By measuring this time, one can
estimate the damping. The magnitude of the piezoelec-
tric signal at the instant ∆t ≈ 0 is determined by the elec-
tromechanical coupling constant; i.e., it depends on the
piezoelectric coefficients, elastic moduli, and dielectric
permittivities. However, sample ringing in experiments
of such type, particularly when using fine powders, has
the pattern of random echo signals, where a signal may
turn out to be stronger than that preceding it; therefore,
the damping of elastic vibrations is determined in this
case with a very large error. For this reason, in measure-
ments of the temperature dependence of the piezoelec-
tric response, we recorded the response as integrated
over the total ringing time, which depends on both the
electromechanical coupling coefficient and the damp-
ing of elastic vibrations. We note that the setup used by
us possessed a high sensitivity and permitted detection
of piezoelectric response signals with an amplitude of
about 5 × 10–5 of the piezoelectric response of quartz
crystals.

The measured temperature dependences of the inte-
grated piezoelectric response in crystals of protein ami-
noacids and their related compounds are summed up in
Figs. 1–7. The piezoelectric response is given in arbi-
trary units; nevertheless, the amplitudes of the response
of different crystals in each figure are qualitatively
matched. At the same time, to make the pattern more
revealing, the quantitative relations in the figures are
quite frequently distorted. This is manifested most
strongly in Fig. 6, where the piezoelectric response sig-
nals in DL-diserine sulfate monohydrate and in trigly-
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002



PIEZOELECTRIC PROPERTIES OF CRYSTALS 1931
cine sulfate are indeed comparable in magnitude,
whereas the response signal is substantially weaker in
L-Lys · HCl (by about two orders of magnitude). On the
whole, the piezoelectric response signals for many of
the crystals studied are, comparable to those of quartz
crystals. 

It should be note that the electromechanical cou-
pling coefficients, elastic moduli, piezoelectric coeffi-
cients, and components of the dielectric permittivity
were measured earlier for crystals of L-arginine phos-
phate monohydrate (L-Arg · H3PO4 · H2O) [8]. The
largest electromechanical coupling coefficient K16 for
these crystals was found to be about 22%.

Figure 1 shows the temperature dependences of the
piezoelectric response for four aminoacids of the L
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Fig. 1. Temperature dependence of the piezoelectric
response in crystals of protein aminoacids of the L modifi-
cation: alanine, asparagine monohydrate, valine, and
glutamic acid.
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Fig. 3. Piezoelectric response of crystals of L-alanine, L-
dialanine phosphite monohydrate, L-alanine phosphate,
DL-alanine, and DL-dialanine sulfate.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      200
modification. For the glutamic acid, a fine-powder
reagent was used; in the other cases, the measurements
were performed on the single crystals grown by us. As
already pointed out (Table 1), the symmetry of these
aminoacids allows for the existence of the piezoelectric
effect; this is indeed observed experimentally. As the
temperature is lowered, the behavior of the piezoelec-
tric response becomes complex, which will be the sub-
ject of the next section.

The temperature dependences of the piezoelectric
response are presented graphically in Figs. 2–7 for a
number of protein aminoacid compounds.

Figure 2 shows these dependences for glycine phos-
phite and phosphate crystals (Gly · H3PO3, Gly ·
H3PO4). Also presented are data for glycine of the γ
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modification (γ-Gly). In accordance with the symmetry
of these crystals (Tables 1, 2), the piezoelectric
response is observed in Gly · H3PO3 and γ-Gly and is
not seen in Gly · H3PO4. We note that crystals of glycine
of the α modification (α-Gly) grown from an aqueous
solution do not exhibit the piezoelectric response, as
should be expected from symmetry considerations
(Table 1); however, α-glycine in the form of a fine pow-
der does show piezoelectric activity, apparently,
because of a small amount of γ-Gly impurity [9].

Figures 3 and 4 display the temperature depen-
dences of the piezoelectric response observed in crys-
tals of dialanine phosphite monohydrate (L-Ala2 ·
H3PO3 · H2O), alanine phosphate (L-Ala · H3PO4),
dialanine sulfate (DL-Ala2 · H2SO4), valine with an
H3PO3 impurity (L-Val · H3PO3), and valine phosphate
(L-Val · H3PO4). Presented for comparison are data for
L-alanine and L-valine, as well as for DL-alanine. Inter-
estingly, crystals of alanine of the DL modification
belong to the polar symmetry group C2v and should
exhibit piezoelectric activity; this is exactly what is
observed experimentally. In general, crystals of race-
mates, i.e., crystals of the DL modification, are, as a
rule, centrosymmetric, but for some protein aminoacids
(for instance, in the case of DL-alanine and DL-tyrosine
[7]) this is not so.

Figure 5 shows data for crystals of diserine phos-
phate monohydrate (L-Ser2 · H3PO4 · H2O) and of the
monosodium salt of glutamic acid, sodium glutamate
(L-Glu · Na). The latter compound was used in the form
of a fine powder, commonly known as the meat season-
ing “Korean salt.”

The temperature dependence of the piezoelectric
response in crystals of DL-diserine sulfate monohy-
drate DSSM (DL-Ser2 · H2SO4 · H2O) and of L-lysine
hydrochloride (L-Lys.HCl) is displayed in Fig. 6, with
a plot for triglycine sulfate TGS (Gly3 · H2SO4), a clas-
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Fig. 5. Piezoelectric response of crystals of L-diserine phos-
phate monohydrate, sodium L-glutamate (known as a meat
seasoning), and L-glutamic acid.
PHY
sical ferroelectric, added for comparison. We note that,
for DSSM, this dependence exhibits a strong hysteresis
[10] and the plot presented in Fig. 6 was measured on a
cooled crystal.

Finally, Fig. 7 illustrates the effect of CaCl2 and
H2SO4 impurity in L-alanine crystals on the tempera-
ture behavior of the piezoelectric response.

3. DISCUSSION OF RESULTS

The structural formula of protein aminoacids has the
form

.

Here, R is a radical whose composition and structure are
different for various protein aminoacids (see Table 1).

NH2–C–COOH

–
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Fig. 6. Piezoelectric response of crystals of DL-diserine
phosphate monohydrate, triglycine sulfate, and L-lysine
hydrochloride.
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The structure of crystals of protein aminoacids has
been considered in many publications. As for their
related compounds listed in Table 2, the structures of
glycine phosphite (Gly · H3PO3) [11], DL-diserine sul-
fate monohydrate (DL-Ser2 · H2SO4 · H2O) [12], diala-
nine phosphite monohydrate, and alanine phosphate (L-
Ala2 · H3PO3 · H2O and L-Ala · H3PO4) [13] have been
revealed presently.

In discussing the experimental temperature depen-
dences of the piezoelectric response (Figs. 1–7), the
problem of possible phase transitions in the crystals
under study appears to be of most interest. Two of the
relations plotted in Figs. 1–7 belong to well-known fer-
roelectrics, namely, glycine phosphite, with the phase
transition point Tc = 224 K [14–16], and triglycine sul-
fate, with the transition temperature Tc = 322 K. Both
crystals are monoclinic, with their symmetry changing
from C2h to C2 at the phase transition. The piezoelectric
effect appears in the low-symmetry phase; this was
observed experimentally (Figs. 2, 6). A similar behav-
ior of the piezoelectric effect is seen in crystals of diala-
nine phosphite and alanine phosphate (Fig. 3), valine
phosphate (Fig. 4), and diserine phosphate monohy-
drate (Fig. 5); namely, the piezoelectric response is
absent (within the sensitivity of the setup) at room tem-
perature and appears at lower temperatures. However,
this behavior of the piezoelectric response may origi-
nate not from its absence at room temperature but rather
from the small value of the piezoelectric coefficients
and/or high damping of the elastic vibrations. Indeed,
according to available data [13], crystals of dialanine
phosphite and alanine phosphate are piezoelectrically
active and belong to the point group symmetry C2 at
room temperature (Table 2).

L-diserine phosphate monohydrate exhibits a very
strong rise in the piezoelectric response at 8°C (Fig. 5),
but no response is seen at higher temperatures. Accord-
ing to x-ray diffraction measurements, this crystal
belongs to the C2h diffraction symmetry class. As fol-
lows from diffractograms, the point symmetry group of
this crystal may be either C2h or C2. According to Smo-
lin, the crystal belongs to the polar symmetry group C2.
This means that the strong rise in piezoelectric activity
may be associated not with a phase transition but rather
with a strong temperature dependence of the electrome-
chanical coupling coefficient or of elastic vibration
damping.

We tentatively suggested the existence of a phase
transition in L-alanine at a temperature of about 170 K
[17]. This conclusion was drawn from the temperature
dependence of the phonon echo relaxation time and
from available data on the nuclear spin–lattice relax-
ation. As follows from Fig. 1, the piezoelectric response
does indeed exhibit some features in this temperature
region, but, as will be shown below, these features are
not associated with any phase transition.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
The Raman spectra measured at room temperature
and hydrostatic pressures of up to 2.0 GPa in [18] sug-
gest that L-asparagine monohydrate (L-Asn · H2O)
undergoes three phase transitions. One of them occurs
at a pressure of 0.1 GPa. If this transition involves a vol-
ume change only, one can expect a transition at normal
pressure and at a temperature of about 200 K. However,
according to Smolin, the crystal symmetry does not
change in the temperature region from 330 to 120 K,
which implies that the features seen in this case to occur
in the temperature dependence of the piezoelectric
response are likewise not associated with a phase tran-
sition.

As follows from Fig. 6, the piezoelectric response in
crystals of diserine sulfate monohydrate disappears at
temperatures near 260 and 340 K, with the low-temper-
ature anomaly being accompanied, as already men-
tioned, by a noticeable temperature hysteresis [10]. X-
ray diffraction measurements carried out at 233 K [12]
showed that the principal x-ray reflections are accom-
panied by satellites that imply one-dimensional incom-
mensurate modulation along the b axis (the lattice
parameters at this temperature are [12] a = 10.61, b =
21.42, c = 5.90 Å). The modulation wave vector was
found to be q = 0.23b*, where b* is the reciprocal lat-
tice vector. This modulation vector corresponds to a
modulation period of about 90 Å. The disappearance of
a piezoelectric signal at approximately 260 K (Fig. 6) is
possibly associated with a phase transition to the
incommensurate phase. Elucidation of the mechanism
of this transition requires further study.

Let us now consider the features in the piezoelectric
response which are observed primarily in the range
120–240 K in most of the crystals studied (Figs. 1–6).
These features become manifest in more or less pro-
nounced minima in the temperature dependences of the
piezoelectric response. We believe that these minima
originate from an enhancement of damping of elastic
vibrations in the crystals. If there are processes in the
crystal that are connected in any way with elastic vibra-
tions and, therefore, induce increased damping with a
maximum at some temperature, a decrease in the inte-
grated piezoelectric response with a minimum at the
same temperature should also take place. It is known
that molecular groups in molecular crystals can exhibit
hindered rotation whose relaxation is governed by the
Arrhenius relation associated with a certain potential
barrier. In crystals of protein aminoacids and their
related compounds, these groups are CH3 and NH3 [19–

21] (N  groups form in crystals containing zwitteri-
ons). This conclusion was drawn from NMR studies
performed on a number of protein aminoacids. Investi-
gation of the temperature dependences of proton spin–
lattice relaxation made it possible to determine the
parameters characterizing the molecular-group rota-
tion. To interpret the features observed by us in the tem-
perature dependences of the piezoelectric response, we
shall use the parameters presented in [20]. In the study

H3
+

02
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cited, the spin–lattice relaxation time T1 was measured
at a frequency of 60 MHz in the temperature range
130–500 K. The observed relaxation features were
associated with the hindered rotation of NH3 (at higher
temperatures) and CH3 (at low temperatures), with the
relaxation time depending on temperature according
the Arrhenius law

(1)

where U is the barrier height.
When the rotation frequency of the NH3 and CH3

groups ω = 1/τ becomes equal to the NMR frequency, a
minimum appears in the temperature dependence of T1.
These experimental data were used in [20] to derive the
barrier height U and the attempt frequency ω0 = 1/τ0 for
the rotation of the NH3 and CH3 groups in a number of
protein aminoacids.

The model of hindered molecular-group rotation
can be employed in interpreting the features of the
piezoelectric response in our crystals.

Molecular rotation in crystals is coupled, as a rule,
with elastic lattice strains. In this case, the damping of
elastic vibrations is of a relaxation character and
described by the expression

(2)

where G is the coupling constant and Ω is the circular
frequency of elastic vibrations.

For Ωτ = 1, the damping is strongest.
As already mentioned, integrated piezoelectric

response A decreases with decreasing the electrome-
chanical coupling coefficients and with increasing the
elastic-vibration damping α. In general, the electrome-
chanical coupling coefficients (which are determined
by the piezoelectric coefficients, elastic moduli, and
dielectric permittivities) do not depend strongly on
temperature; such dependences are usually monotonic.
If we assume that the temperature dependence of the
electromechanical coupling coefficients can be
neglected within a not very broad temperature interval,
the piezoelectric response should be inversely propor-
tional to the elastic-vibration damping:

(3)

It follows from Eq. (3) that the piezoelectric
response should be minimum for Ωτ = 1.

Indeed, as seen from Figs. 1–7, the temperature
dependences of the piezoelectric response exhibit more
or less distinct minima in many cases; therefore, these
minima originate from elastic vibrations being coupled
to molecular group rotation. We note that the absence of
the piezoelectric response in many crystals at room
temperature may also be accounted for by the large
damping of elastic waves because they are connected
with the rotation of molecular groups.

τ τ 0 U/kT( ),exp=

α GΩ2τ / 1 Ω2τ2+( ),=

A 1/α 1 Ω2τ2+( )/Ω2τ .∝∝
PH
We shall now use the relaxation parameters U and τ0
derived from NMR experiments in [20] to calculate the
temperature Tmin corresponding to Ωτ = 1 (in our case
Ω = 2π × 107 s–1).

For the case of NH3 relaxation in α-glycine, it was
established in [20] that U = 0.29 eV and τ0 = 7 × 10–15 s.
For such relaxation parameters, the piezoelectric
response should have a minimum at Tmin = 230 K,
which is in reasonable agreement with the experimental
value Tmin = 210 K obtained for γ-glycine (Fig. 2).

Crystals of L-alanine do not exhibit distinct minima
in the temperature dependence of the piezoelectric
response (Fig. 1); therefore, it does not seem possible to
make a quantitative comparison with NMR data. There
is, however, a certain correlation between our data and
the results obtained on nuclear spin–lattice relaxation
[19–21].

For L-valine, we have [20] U = 0.39 eV and τ0 =
3.8 × 10–14 s for the NH3 group rotation and U =
0.12 eV and τ0 = 1.89 × 10–12 s for the CH3 groups. For
our frequency (Ω = 2π × 107 s–1) and these parameters,
we find Tmin = 352 K (NH3) and Tmin = 155 K (CH3).
The former temperature is beyond the temperature
range studied by us, and the latter is close to the exper-
imental value Tmin = 175 K (Fig. 1). We note that one
should not expect better agreement for our experi-
ments, because the temperature dependence of the elec-
tromechanical coupling coefficients also contributes to
that of the piezoelectric response.

We can use our experimental data not only for com-
parison with the results of NMR measurements but also
for direct determination of the relaxation parameters
with the use of Eqs. (2) or (3) [it would be preferable to
use Eq. (2) and consider the minima in the piezoelectric
response as maxima in the elastic-vibration damping].
However, the above-mentioned contribution of the tem-
perature dependence of the electromechanical coupling
coefficients and the difficulties involved in extracting
the background damping of elastic vibrations from our
experiments suggest that it is only possible to estimate
the relaxation parameters from measurements of the
integrated piezoelectric response. In such cases, as is
well known, even small errors in determination of the
barrier height U can entail substantial errors in deter-
mining the prefactor τ0.

Let us perform such an estimation of the relaxation
parameters for L-glutamic acid, DL-alanine, and L-
lysine hydrochloride.

L-Glu exhibits one type of relaxation with a mini-
mum of the piezoelectric response at a temperature
Tmin = 166 K (Fig. 1). Using the experimental data on
the temperature dependence of the piezoelectric
response near this temperature and Eq. (2), we find that
U = 0.15 eV and the average value of τ0 is roughly 5 ×
10–13 s.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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For DL-alanine, there are two types of relaxation,
with the piezoelectric signal minima at the tempera-
tures Tmin = 255 and 200 K (Fig. 3). In this case, the
relaxation parameters are found to be U = 0.35 eV and
τ0 ≈ 3 × 10–15 s for Tmin = 255 K and U = 0.2 eV and τ0 ≈
10–13 s for Tmin = 200 K.

Two types of relaxation are also seen to occur in
L-Lys.HCl at Tmin = 215 and 190 K (Fig. 6). The relax-
ation parameters are U = 0.3 eV, τ0 ≈ 5 × 10–15 s (Tmin =
215 K) and U = 0.25 eV, τ0 ≈ 10–15 s (Tmin = 190 K).
There is apparently one more type of low-temperature
relaxation at Tmin ≤ 130 K.

Obviously enough, a definite conclusion as to the
mechanisms of the relaxation and the precise determi-
nation of its parameters can be made only from direct
ultrasonic measurements of the damping and velocity
of ultrasonic waves. Such experiments are being
planned at our laboratory.
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Abstract—The temperature dependences of the transverse expansion ε⊥ (T) and the longitudinal contraction
ε||(T) (with respect to the axes of chain molecules) in large-sized poly(ethylene) (PE) crystal grains (100 × 60 ×
60 nm) are measured using x-ray diffraction in the temperature range 5–380 K. The temperature dependence of
the elongation of the molecular skeleton εC(T) is obtained by Raman spectroscopy. It is found that the depen-
dences ε⊥ (T), ε||(T), and εC(T) exhibit a similar specific nonlinear behavior. Analysis of these dependences indi-
cates that the nonlinearity is associated with the quantum statistics of transverse vibrations. The energies and
amplitudes of zero-point (at T = 0) transverse (torsional and bending) vibrations and the relevant zero-point
components ε||(0) and εC(0) are estimated. It is revealed that the zero-point components make a considerable
contribution to the dynamics of the PE crystal up to the melting temperature (~400 K). © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Quantum effects in vibrational dynamics are charac-
teristic of all solids. They manifest themselves in zero-
point (at T = 0) vibrations and specific temperature
dependences of the vibrational energy, heat capacity,
thermal expansion, and other quantities.

The properties of polymer crystals built up of
straight-chain molecules significantly differ from those
of crystals composed of “usual” low-molecular com-
pounds. The high longitudinal rigidity of the molecular
skeleton at a comparatively low transverse rigidity and
the weak intermolecular interaction are responsible for
the specific features in the molecular dynamics and the
related phenomena. These are the difference between
the frequencies of longitudinal and transverse vibra-
tions, the negative longitudinal thermal lattice expan-
sion (at a positive transverse expansion), etc. [1].

A large number of works have been devoted to the-
oretical analysis of the lattice dynamics in polymers [1–
4]. However, detailed experimental investigations into
the quantum regularities in the dynamics of polymer
crystals are very scarce. The aim of the present work
was to obtain data on the behavior of the lattice and
macromolecules in a large-sized polymer crystal with
the use of x-ray diffraction and Raman spectroscopy
over a wide range of temperatures (5–380 K).
1063-7834/02/4410- $22.00 © 21936
2. THE OBJECT OF INVESTIGATIONS

The simplest crystallizing polymer—poly(ethylene)
(PE) with the polymer molecule structure … –CH2–
CH2–CH2–… was chosen as the object of investigation.

The experiments were performed with oriented PE
samples. The samples were prepared by annealing of
preliminarily oriented plates under high pressure.1 The
crystallinity of the samples prepared was more than
95%. The specific features of the samples were large
sizes of the crystalline grains and low distortion of their
lattice. According to x-ray diffraction measurements,
the linear sizes of crystalline grains were equal to 90–
100 nm along the molecular axes and 50–60 nm in the
transverse direction. The distortions in the longitudinal
and transverse directions were as follows: <1 × 10–4 and
~4 × 10–3, respectively. The above properties of the
crystal lattice appeared to be appropriate for the unam-
biguous interpretation of the experimental data
obtained by x-ray diffraction and Raman spectroscopy.

3. EXPERIMENTAL TECHNIQUE

The positions, intensities, and widths of meridional
and equatorial reflections were measured using large-

1 We are grateful to Yu.A. Zubov (Karpov Research Institute of
Physical Chemistry) for supplying the samples used in our exper-
iments and helpful discussions.
002 MAIK “Nauka/Interperiodica”
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angle x-ray diffraction over the temperature range from
5 to 350 K. The measurements were performed on
DRON-1 and DRON-3 x-ray diffractometers with the
use of filtered CuKα radiation (λ = 0.154 nm) and MoKα
radiation (λ = 0.071 nm). The instrumental angular col-
limation width was 2′.

The shift in the band at 1129 cm–1 (at 293 K) with a
variation in the temperature from 90 to 380 K was
determined using Raman spectroscopy. The spectra
were excited with the 488-nm line of an argon laser (the
laser radiation power was 0.1 W) and recorded on a
Ramalog-5 spectrometer. The bandwidth of the spec-
trometer slit in the range 1090–1160 cm–1 was equal to
1 cm–1 and did not exceed ~0.25 of the half-width of the
band at 90 K. For this reason, the distortion of the band
shape due to the bandwidth of the spectrometer slit was
no more than 10%. With the aim of minimizing
dynamic distortions, the scanning rate was no higher
than 1 cm–1/min.

4. X-RAY DIFFRACTION DATA

The shifts of the (002) meridional and (110) equato-
rial reflections with an increase in the temperature from
5 to 350 K were measured using reflections of two
orders for the purpose of obtaining more reliable data.

As an illustration, Fig. 1 shows the angular contours
of the (002) meridional and (110) equatorial reflections
at two temperatures. It is seen that an increase in the
temperature results in a shift of the reflections and a
decrease in their intensity. It is essential that the reflec-
tions shift in different directions: the meridional reflec-
tion is displaced toward the large-angle range, whereas
the equatorial reflection shifts toward the small-angle
range. Similar changes in the positions and intensities
of the reflections are observed at other temperatures for
two radiation types and reflections of two orders.

The thermal expansion of the PE crystal lattice in
the longitudinal and transverse directions was deter-
mined using the temperature dependences of the angu-
lar position of the reflections. The expansion was calcu-
lated from the expression derived by differentiation of
the Bragg equation, that is,

(1)

where d and ∆d(T) are the interplanar distance and its
change, respectively; and ϕm and ∆ϕm(T) are the angu-
lar position of the reflection and its change with an
increase in the temperature, respectively. The value of
∆ϕm(T) is reckoned from ϕm at T = 0. This allows us to
determine directly only the thermal component of the
expansion. The dependences ε|| ≡ ∆d||(T)/d|| and ε⊥  ≡
∆d⊥ (T)/d⊥  are depicted in Fig. 2. Here, the interplanar
distance d|| in the longitudinal direction (i.e., along the
molecular axes) is the projection of the C–C bond onto
the molecular axis (d|| = 0.127 nm at 300 K) and d⊥  is

ε T( ) ∆d T( )
d

--------------
∆ϕm T( )

2 ϕm/2tan
-----------------------,–= =
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Fig. 1. (a) The (002) meridional and (b) (110) equatorial
x-ray reflections (CuKα radiation) of PE at temperatures of
(1) 5 and (2) 350 K.
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the distance between the molecular axes along different
equatorial directions (the mean distance is estimated to
be d⊥  ~ 0.4 nm at 300 K).

These dependences have different signs: as the tem-
perature increases, the crystal lattice of PE expands in
the transverse direction and contracts in the longitudi-
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Fig. 3. Intensities of bands at 1130 cm–1 in the Raman spec-
tra at temperatures of (1) 90 and (2) 293 K.
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imum of the band assigned to the stretching vibrations of
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PE molecules under a load.
PH
nal direction. A decrease in the longitudinal size of the
PE crystal implies that the projection of the macromo-
lecular skeleton contour onto the crystallographic
direction [002], i.e., the axial length of the macromole-
cule, decreases.

Note that the ordinate portion upward from zero but
also with negative values of ε|| in Fig. 2b is intended for
estimating the zero-point components of ε||.

Both dependences exhibit a nonlinear behavior: as
the temperature increases, the quantities ε⊥ (T) and ε||(T)
only slightly vary at low temperatures and begin to
change more steeply at high temperatures.

5. RAMAN SPECTROSCOPIC DATA
The Raman spectra of PE in the range 1050–

1150 cm–1 at two temperatures (90 and 300 K) are
shown in Fig. 3. The band at 1130 cm–1 is assigned to
the C–C symmetric stretching vibrations in trans iso-
mer fragments with a length of no less than 12 CH2–
CH2 monomer units, i.e., no less than ~1.5 nm [5].
Since the crystallinity of the studied samples is higher
than 95% and the crystalline grains in the samples are
characterized by a weak distortion, the molecular frag-
ments under consideration reside in the PE crystals.

As can be seen from Fig. 3, an increase in the tem-
perature leads to a shift in the maximum of the band at
1130 cm–1 toward the low-frequency range and an
increase in its half-width.

The temperature dependence of the frequency ν(T)
at the maximum of the band is nonlinear (Fig. 4): the
slope of the dependence tends to zero at T  0 and
increases with an increase in the temperature. By
extrapolating the dependence ν(T) to T = 0 with the use
of the technique proposed in [6, 7], we obtain ν(0) =
(1131.7 ± 0.1) cm–1.

In [6, 7], the decrease in the frequencies of similar
bands with increasing temperature was explained as
resulting from the elongation of the macromolecular
skeleton (i.e., the increase in the equilibrium values of
the CCC bond angles and the C–C bond lengths in the
macromolecular skeleton). The frequency shift ∆ν and
the relative thermal change εC in the skeleton length are
related by the expression

(2)

where ν(T) and ν(0) are the vibrational frequencies at a
given temperature T and T  0 K, respectively.

In order to determine the Grüneisen parameter G,
we examined the shifts of the band at 1130 cm–1 and the
(002) reflection under uniaxial tensile stress. The load-
ing of the sample was performed with a device provid-
ing a constant stress during the recording of the Raman
spectra and x-ray diffraction patterns. The shift of the
reflection was used to calculate the strain εC of the mac-
romolecular skeleton. Then, the frequency of the band
at 1130 cm–1 was analyzed as a function of εC. It can be

∆ν ν T( ) ν 0( )–≡ Gν 0( )εC,–=
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seen from Fig. 5 that the frequency decreases in propor-
tion to the relative elongation of the polymer molecule
skeleton. The Grüneisen parameter G for the vibration
at a frequency of 1130 cm–1 was determined from the
slope of the straight line and proved to be equal to 1.3.

The shift of the frequency of C–C stretching vibra-
tions under uniaxial tensile stress was investigated the-
oretically and experimentally in [8–12]. It was estab-
lished that the frequency decreases proportionally to
the stress σ; that is,

(3)

where EC is the Young modulus of the PE molecule.
Analysis of the aforementioned works demonstrates
that the most reliable values of α are equal to 5.8–
5.9 (cm GPa)–1 [8, 12]. It follows from relationships (2)
and (3) that the Grüneisen parameter G and the coeffi-
cient α are related by the expression

(4)

By substituting the above parameter α and the
Young modulus EC ~ 240 GPa [13] into formula (4), we
found that the Grüneisen parameter for the vibration at
a frequency of 1130 cm–1 is equal to 1.3, which coin-
cides with the Grüneisen parameter obtained in our
work.

Next, we substitute this value into formula (2) and
obtain the expression describing the temperature
dependence of the elongation of the carbon skeleton of
the PE macromolecules (Fig. 6):

(5)

It is seen from Fig. 6 that the dependence εC(T)
exhibits a nonlinear behavior. At temperatures below
~120 K, the length of the PE molecule varies only
slightly (εC < 10–4). At higher temperatures, the elonga-
tion of the carbon skeleton rapidly increases with an
increase in the temperature and, at 350 K, reaches ~2 ×
10–3, which is comparable in magnitude to the decrease
in the longitudinal size of the PE crystal (i.e., to the
decrease in the axial length of the macromolecule). In
this case, the ordinate portion downward from zero
with positive values of εC is intended for estimating the
zero-point components of εC.

6. DISCUSSION

6.1. Transverse Vibrations in the PE Crystal

The aforementioned experimental results indicate
that the heating leads to an increase in the transverse
size of the PE crystal, a decrease in the longitudinal size
of the crystal, and an increase in the length of the poly-
mer molecule skeleton.

∆ν σ( ) ασ– αECεC,–= =

G
αEC

ν 0( )
----------.=

εC T( )
∆ν T( )
Gν 0( )
--------------.–=
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Within the quasi-harmonic approximation, each
vibration of the carbon skeleton of the PE macromole-
cules can be subdivided into individual modes, namely,
two transverse (torsional νt and bending νb) modes and
one longitudinal (stretching νs) mode. The maximum
frequencies are equal to ~240 cm–1 for torsional vibra-
tions, ~520 cm–1 for bending vibrations, and ~1200 cm–1

for stretching vibrations [5, 14]. The characteristic tem-
peratures θi ≅  hνmax/kB of these vibrations are as fol-
lows: θi ≅  340 K, θb ≅  740 K, and θs ≅  1700 K, respec-
tively. The efficient thermal excitation of the modes is
observed at temperatures T ≥ θi/3.

Thus, only the transverse vibrational modes are
thermally excited in the temperature range covered
(from 5 to 380 K). Consequently, the transverse expan-
sion of the crystalline-grain lattice ε⊥ , the longitudinal
contraction ε|| of the lattice, and an increase in the
length of the carbon skeleton εC of macromolecules are
caused by the thermal excitation of transverse vibra-
tions.

It needs to be ascertained if the experimental results
obtained correlate with the thermal excitation of the
transverse vibrations at the above characteristic temper-
atures. For this purpose, let us determine the tempera-
ture dependences of the thermal component of the

mean-square amplitude (T) and the mean energy

 of the thermal transverse vibrations of the CH2

groups.

The dependence (T) can be obtained from the
experimental temperature dependences of the trans-
verse expansion ε⊥ (T) for the PE crystals (Fig. 2a). The
transverse expansion of the unit cell in the PE crystal is
characterized by the azimuthal anisotropy due to the
mutual arrangement of the planes of the zigzag carbon

δ⊥
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Fig. 6. Temperature dependence of the thermal elongation
of the carbon skeleton of the PE molecules.
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skeleton [15]. In the PE unit cell, the direction [110] is
diagonal and the expansion along this direction is
approximately the mean of those along the orthogonal
directions [200] and [020]. Hence, the mean parameters
of the transverse vibrations will be estimated from the
expansion along the [110] direction (Fig. 2a).

The transverse expansion of the unit cell in the PE
crystal is associated with the anharmonicity of the
intermolecular (transverse) interaction.

The anharmonic potential well in which the trans-
verse vibrations of CH2 groups occur in the lattice can
be represented in the form

(6)

where δ⊥  is the displacement of the CH2 group from an
equilibrium position; feff is the effective coefficient of
linear elasticity, which accounts for the rigidity of the
molecule with respect to the transverse vibrations and
the rigidity of intermolecular (van der Waals) bonds;
and g is the anharmonicity coefficient of intermolecular
interaction.

From expression (6), we obtain the approximate
relationship [16]

(7)

where  is the mean-square amplitude of the trans-
verse vibrations of the CH2 group and d⊥  ≈ 0.405 nm is
the distance between the molecular axes (according to

U δ⊥( )
1
2
--- f effδ⊥

2 1
3
---gδ⊥

3 ,–=

δ⊥
2 f eff

g
-------d ⊥ ε⊥ T( ),≈
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the data taken from [15] for the [110] direction and the
data obtained from the reflection position in Fig. 1).

The mutual arrangement of CH2 groups and the
interaction between hydrogen atoms of the neighboring
molecules (this interaction is responsible for the trans-
verse expansion of the PE lattice) are sufficiently com-
plex in character. Therefore, the subsequent quantita-
tive estimates should be treated as approximate.

Judging from the calculated data on the rigidity of
torsional and stretching vibrations [4] and also the
experimental [13] and theoretical [15] data on the rigid-
ity of intermolecular bonds, the coefficient feff is taken
to be feff ≈ 20 N/m per CH2 group.

Reasoning from the experimental data on the heat
capacity for crystalline PE [1] and the calculated esti-
mates reported in [5], the coefficient g is assumed to be
g = 7 × 1011 N/m2. The subsequent estimates will be
made under the assumption that the coefficients feff and
g are constant over the entire temperature range stud-
ied. Then, with the use of expression (7) and the exper-
imental dependence ε⊥ (T) (Fig. 2a), we obtain the

dependence (T) shown in Fig. 7. The mean energy of
the thermal transverse vibrations of the skeleton atoms
(CH2 groups) can be represented as

(8)

The energies  proportional to (T) are also
presented in Fig. 7. The ordinate portions downward
from zero with positive values are intended for use in

estimating the zero-point components of  and .

It is seen from Fig. 7 that the dependence 
can be divided into three portions: one curved portion
from 0 to ~100 K and two quasi-linear portions from
~100 to ~250 K (portion 1) and from ~250 to ~350 K
(portion 2).

The behavior of the function  obtained corre-
sponds to the temperature dependence of the thermal
component of the energy of two vibrational modes with
different characteristic temperatures. Indeed, it is
known that the temperature dependence of the mean
energy of single-mode vibrations can be represented in
the following form [17]:

(9)

where  =  is the mean zero-point vibra-
tional energy (θD is the characteristic temperature) and

 is the thermal component of the mean vibra-
tional energy, which, at T ≥ θD/3, can be represented by
a quasi-linear dependence with the slope equal to the
Boltzmann constant kB = 8.6 × 10–5 eV/K. The depen-

dence  is displayed in Fig. 8 (curve 1).

δ⊥
2

WT T( ) f effδ⊥
2 .≅
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In the case when a system is characterized by two
vibrational modes with different characteristic temper-
atures θ1 and θ2 (θ1 > θ2), the combined dependence

given by  =  +  at T ≥ θ1/3 involves two quasi-
linear portions with the slopes equal to ~kB and ~2kB
(Fig. 8, curve 3).

As can be seen from Fig. 7, the experimental depen-
dence  is in agreement with the theoretical

dependence of the thermal component  =  –

(0), which follows from curve 3 in Fig. 8.

First and foremost, it should be noted that the tem-
peratures of the initial points of the quasi-linear por-
tions Tt ≅  110 K and Tb ≅  250 K are close to the temper-
atures of the efficient excitation of the torsional
(~120 K) and bending (~250 K) vibrations. This allows
us to assign the quasi-linear portions depicted in Fig. 7
to the torsional and bending transverse vibrations,
respectively.

The slopes determined from the quasi-linear por-
tions of the experimental dependence  (Fig. 7)

are as follows: ∆ /∆T ≈ 12 × 10–5 eV/K for por-

tion 1 and ∆ /∆T ≈ 23 × 10–5 eV/K for portion 2.
It turned out that the slope of portion 1 is close to the
Boltzmann constant kB and the slope of portion 2 is
close to 2kB. Therefore, the experimental and theoreti-

cal dependences  are in reasonable quantitative
agreement.

It is evident that the combined nonlinear depen-
dence  (Fig. 7) can be interpreted in the follow-
ing way. At low temperatures (up to ~100 K), the quan-
tum statistics (nonlinear in T) of the transverse vibra-
tions manifests itself. At T ≈ 110 K, the thermal
torsional vibrations are efficiently excited and, as a con-
sequence, the temperature dependence of their energy
exhibits classical behavior (linear in T with the slope
approximately equal to kB). In the range ~120–220 K,
the bending vibrations are virtually not excited and,
hence, do not affect the dependence  of the tor-
sional vibrations. However, at T ~ 250 K, the thermal
bending vibrations are efficiently excited and their
energy also linearly increases with an increase in T with
the slope approximately equal to kB. As a result, the
slope of the dependence at T ≥ 250 K becomes approx-
imately equal to 2kB.

After analyzing the thermal component of the
energy of transverse vibrations, we turn to the consid-
eration of the zero-point vibrational energy. As follows
from relationship (9) and can be seen from the plots
depicted in Fig. 8, the zero-point vibrational energy

 can be obtained using a linear extrapolation of

the dependence  in the portion at T ≥ θD/3 and
T = 0 K. This extrapolation of the portion correspond-

W W1 W2

WT T( )

WT T( ) W T( )

W

WT T( )

WT T( )

WT T( )

WT T( )

WT T( )

WT T( )

W 0( )

WT T( )
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ing to the thermally excited torsional vibrations is
shown in Fig. 7. The extrapolation results in the zero-
point vibrational energy  ≈ 0.9 × 10–2 eV, which
corresponds to the mean-square amplitude of the zero-

point vibrations  ≈ 0.7 × 10–4 nm2.

In order to determine the mean zero-point energy
 of bending vibrations, the second quasi-linear

portion of the dependence  is extrapolated to
T = 0. The difference between the energies obtained by
extrapolation of the second and first portions gives the
zero-point energy of bending vibrations  ≈ 2 ×
10–2 eV. This value corresponds to the mean-square

amplitude of the zero-point vibrations  ≈ 1.6 ×
10–4 nm2.

From relationship (9), we have  ≅  3kBTt/4 and

 ≅  3kBTb/4. Substitution of Tt ≈ 110 K and Tb ≈
250 K into the above expressions gives  ≈ 0.8 ×
10–2 eV and  ≈ 1.6 × 10–2 eV. These zero-point
vibrational energies virtually coincide with those deter-
mined by extrapolation of the quasi-linear portions in
Fig. 8.

6.2. Deformation Effects Induced by Transverse 
Vibrations in the PE Crystal

6.2.1. Elongation of carbon skeletons of the mol-
ecules. If the transverse vibrations are responsible for
the elongation of the skeleton of the PE molecules, we
should expect a unique relation of εC(T) to the charac-

teristics  and  of the transverse vibrations.

Analysis of the curves depicted in Fig. 9 (plotted
using the data presented in Figs. 6 and 7) demonstrates

that the elongation εC is directly proportional to 

Wt 0( )

δ⊥
2 0( )t

Wb 0( )

WT T( )

Wb 0( )

δ⊥
2 0( )b

Wt 0( )
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~kB ~kB
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––
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W1(0) + ––

W2(0)

Fig. 8. Schematic temperature dependences of the mean
energy of vibrations with characteristic temperatures (1) θ1
and (2) θ2 and (3) their combined dependence.
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[and, correspondingly, to the energy ]. This rela-
tion is obvious because the boundaries of the portions
(nonlinear and two quasi-linear) in the dependence
εC(T), i.e., the temperatures Tt and Tb, coincide with

those in the dependence .

Therefore, the quantum statistics effects revealed in
the energy and amplitude of the transverse vibrations
also manifest themselves in the elongation of the mac-
romolecular skeleton. Consequently, the zero-point
components of the skeleton elongation can be estimated
with a procedure similar to that used in analyzing the

dependences  and .

For this purpose, the linear portions of the depen-
dence εC(T) at Tt < T < Tb and T > Tb in Fig. 6 are
extended to intersection with the ordinate axis. The
resulting straight-line segments εC(0)t and εC(0)b corre-
spond to the contributions of the torsional and bending
zero-point vibrations to the elongation of the molecular

WT T( )

δ⊥
2 T( )

δ⊥
2 T( ) WT T( )

1

0
1

ε C
 ×

 1
03

––
δ2

⊥ × 104, nm2

2

3

–1

–2

2 3 4

ε ||
 ×

 1
03

Fig. 9. Dependences of the thermal components of the elon-
gation εC of the molecular carbon skeleton and the longitu-
dinal contraction ε|| of the PE crystal on the thermal compo-
nent of the mean-square amplitude of transverse vibrations.
PH
carbon skeleton. According to our estimates, εC(0)t =
0.6 × 10–3 and εC(0)b = 1.4 × 10–3.

6.2.2. Longitudinal contraction of the PE crystal.
The longitudinal contraction of the PE crystal can be
explained in terms of the decrease in the projection of
the macromolecular skeleton onto the molecular axis
due to transverse vibrations [2–4]. Since the longitudi-

nal contraction ε||(T) is directly proportional to 
(Fig. 9) and the dependence ε||(T) exhibits characteristic
portions similar to those observed in the dependences

 and , we can make the inference that the
quantum statistics also manifests itself in the longitudi-
nal contraction of the crystal. Hence, the zero-point
components of the contraction ε||, as before, can be esti-
mated by extrapolation.

The linear extrapolation of the quasi-linear portions
in the dependence ε||(T) to T = 0 (Fig. 2b) results in the
zero-point contractions ε||(0)t ≈ –0.6 × 10–3 and ε||(0)b ≈
–1.5 × 10–3 due to the torsional and bending zero-point
vibrations, respectively.

6.3. The Ratio of Zero-Point to Thermal Components
in the Lattice Dynamics of the PE Crystal

Analysis of the experimental temperature depen-
dences of the transverse expansion, the longitudinal
contraction, and the skeleton elongation made it possi-
ble to estimate the zero-point (quantum) contributions
to these quantities and also to the energy and vibra-
tional amplitude. The results obtained for transverse
vibrations of both types—torsional and bending (flex-
ural) modes—are summarized in the table. The zero-
point components (i.e., at T = 0) and, for comparison,
the thermal components at T = 300 K are given for each
quantity. In addition to the data derived from analyzing
the experimental results obtained in the present work

δ⊥
2 T( )

δ⊥
2 T( ) WT T( )
Comparison of the estimated zero-point (quantum) and thermal (at T = 300 K) contributions to the mean energy  and the

mean-square amplitude  of vibrations, the elongation of molecular skeleton εC, and the longitudinal lattice contraction ε||

Vibrations θD, K
, 10–2 eV , 10–4 nm2 εC, 10–3 ε||, 10–3

(0) (300 K) (0) (300 K) εC(0) εC(300 K) ε||(0) ε||(300 K)

Torsional ~340 0.9 ~3 0.7 ~2.4 ~0.6 ~1.6 –0.6 –1.6

Bending ~740 2 ~0.5 1.6 ~0.4 ~1.4 ~0.5 –1.5 –0.5

, 10–4 nm2

Longitudinal
(calculation)

~1700 3.6 0.03 0.14 ~0.001 ~1 ~0.01 +1 +0.01

Total contribution
of all vibrations

~6.5 3.5 ~3 ~2.1 –1.1 –2.1
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for the transverse vibrations, the calculated parameters
for the longitudinal vibrations of the PE molecules are
also presented in the table. The calculations were per-
formed using the characteristic temperature of the lon-
gitudinal vibrations θ|| ≅  1700 K and the coefficient of
linear elasticity f|| ≅  400 N/m [13]. It can be seen from
the table that, for the transverse vibrations, the zero-
point components of the parameters are comparable to
their thermal components (at T = 300 K). However, the
zero-point components of the parameters for the tor-
sional vibrations are several times smaller than their
thermal components, whereas the zero-point compo-
nents of the parameters for the bending vibrations are
several times larger than their thermal components (this
is quite reasonable by virtue of the inequality θb > θt).
By and large, we can note that the contribution of the
zero-point transverse vibrations to the lattice dynamics
of PE crystals and associated dynamic effects remain
significant up to room temperature.

As regards the longitudinal vibrations, which are
weakly excited at T = 300 K, their effect differs from
that of the transverse vibrations. Actually, the energy of
zero-point longitudinal vibrations is substantially
higher than that of zero-point transverse vibrations but
the longitudinal skeleton elongation εC(0) caused by the
former vibrations is close to that associated with the lat-
ter vibrations. At the same time, compared to the zero-
point transverse vibrations, the effect of the zero-point
longitudinal vibrations on the longitudinal lattice con-
traction ε||(0) is comparable in magnitude but opposite
in sign. For all the parameters of the longitudinal vibra-
tions, the thermal components are appreciably less than
the zero-point components.

7. CONCLUSION
Thus, the results of our investigation made it possi-

ble to reveal quantum effects in the lattice dynamics of
the PE crystal and related phenomena inherent in poly-
mer crystals (such as the longitudinal lattice contrac-
tion and the elongation of skeletons in the chain mole-
cules) due to the dominance of transverse vibrations.

Summarizing all the data on transverse and longitu-
dinal vibrations of the PE lattice, we can draw the infer-
ence that the zero-point quantum dynamics signifi-
cantly contributes to the vibrational dynamics of this
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
crystal over the entire temperature range of existence of
the PE crystal phase (the melting temperature of PE
crystals is equal to 400–410 K [1]).
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Abstract—The relationships describing the nuclear quadrupole resonance spectrum in the vicinity of the
transition from the incommensurate phase to the commensurate phase of a crystal are derived in the adiabatic
approximation. It is demonstrated that the intensity of the nuclear quadrupole resonance peaks depends on
the mutual orientation of the order parameter and the electric field gradient. © 2002 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

In recent years, crystal structures with an incom-
mensurate phase have been studied extensively [1]. In
this phase, the displacements of atoms from their posi-
tions in the high-temperature translation-symmetry
phase induce a spatial wave whose wave vector does
not coincide with any of the high-symmetry (special)
points of the Brillouin zone. The loss of translation
symmetry is responsible for the specific shape of the
nuclear quadrupole resonance (NQR) line (a continuum
distribution on the frequency interval determined by the
lattice wave amplitude with singularities, at least, at the
interval boundaries). This opens up the way to
radiospectroscopic detection of the incommensurate
phase in the crystal under study [1, 2].

The resonance lines observed in experiments were
treated for a long time within the concept of a frozen
wave of lattice displacements. The effect of the lattice
spin mobility was taken into account nearly twenty
years ago. In the first works dealing with this effect,
consideration was given to both the slip of a lattice
modulation wave over the crystal [3] and thermal fluc-
tuations of the wave phase with a specified Gaussian
distribution [4]. The influence of thermal fluctuations
on the resonance line has been thoroughly investigated
only recently [5–8]. It should be noted that the results
obtained in the aforementioned works are applicable
only to the plane-wave region of the incommensurate
phase of the studied crystal.

In this work, the analysis of the influence of lattice
thermal fluctuations on the resonance line was extended
to the region of the low-temperature transition from the
incommensurate phase to the commensurate phase of a
crystal.
1063-7834/02/4410- $22.00 © 21944
2. TRANSITION FROM THE INCOMMENSURATE 
PHASE TO THE COMMENSURATE PHASE 

OF A CRYSTAL

In order to describe the properties of the lattice sub-
system of a crystal, we will use an incomplete thermo-
dynamic potential which depends on the two-compo-
nent order parameter (η1, η2) [9]; that is,

(1)

where η = (  + )1/2, , A = a(T – T0),
a > 0, B > 0, and D1 > 0; the explicit dependence of the
order parameter on the space coordinate and time in the
form η1(r, t) and η2(r, t) is not presented. In contrast
with the cases considered earlier in [5–8], here, we take
into account the anisotropy invariant Cηncos(nϕ)/n.
The transition under consideration stems from the com-
petition between the anisotropy invariant and the Lif-
shitz invariant D2η2∂ϕ/∂z [9].

The extremum conditions for the thermodynamic
potential Φ with respect to η and ϕ, which correspond
to an equilibrium state of the crystal, can be written in
the following form [10]:

(2)
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A
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(3)

where ∆ is the Laplace operator. Since the disturbance
of a homogeneous state of the crystal by the Lifshitz
invariant is one-dimensional and the transverse devia-
tions with respect to the Z axis in the equilibrium state
are ruled out by the condition D1 > 0, conditions (2) and
(3) can be reduced to the relationships

(4)

and

(5)

where f ' ≡ df/dz and f '' ≡ d2f/dz2.
In the general case, the solution of Eqs. (4) and (5)

presents considerable difficulties. At the same time,
inside the plane-wave region, in which the contribution
of the anisotropy invariant is negligible in comparison
with the contributions of the other invariants, the ampli-
tude of the equilibrium lattice wave η does not depend
on z [9]. The extension of this behavior of the lattice
wave to the whole region of the incommensurate phase
is referred to as the constant-amplitude approximation
[2]. The condition of its applicability lies in the relative
smallness not only of the anisotropy invariant but also
of the Lifshitz invariant competing with it. Within this
approximation, the equilibrium conditions (4) and (5)
take the form

(6)

(7)

The solution to Eq. (6) is evident and the solution to
Eq. (7) is known from [2]:

(8)

where am(x, y) is the Jacobian amplitude function and
c1 = 2ηn/2 – 1[C/(nD1)]1/2/k1 (the rotation through the
angle ∆ϕ = π/n provides nonnegativity of the coefficient
C). The parameter k1 is determined by minimizing the
equilibrium thermodynamic potential in the incom-
mensurate phase after the elimination of the equilib-
rium phase ϕ through solution (8); that is,

where E(k1) is the complete elliptic integral of the sec-
ond kind.

In order to calculate the NQR spectrum in the adia-
batic approximation, we need appropriate expressions
for the time pair correlation functions of the lattice.

δΦ
δϕ
------- = Cηn nϕ( )sin D1∇ η 2∇ϕ( )– D2 z∂

∂ η2+–  = 0,
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PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
These expressions can be obtained from the dynamic
equations [11]

where  ≡ df/dt, Ψ = dr/2 =

dr/2 is the dissipative function. The

thermodynamic potential accounts for both the kinetic

contribution ∆ΦT = dr/2 =

dr/2 and the interaction with conjugate

fields ∆Φh = – dr = –  +

dr. Let us now represent the order parameter as
the sum of two terms: the first term corresponds to the
equilibrium conditions (6) and (7) (hereafter, denoted
by index s), and the second term corresponds to a devi-
ation from equilibrium (hereafter, denoted by index d).
In the case when the alternating fields are relatively
weak, we expand the dynamic equations in the vicinity
of the equilibrium and obtain

(9)

(10)

Here,  ≡ d2f/dt2 and the expression in braces refers to
the restoring force. In the final estimate, the terms of the
order of D2 and C are dropped (by analogy with the
constant-amplitude approximation in statics). At the
same time, there are no limitations on the steepness of
the inhomogeneity ϕd in Eq. (10).

From relationships (9) and (10), we can first calcu-
late the dynamic susceptibilities of the crystal lattice
and then, within the framework of the fluctuation-dissi-
pative theorem [11], deduce the desired expressions for
the correlation functions. Since the frequencies used in
the NQR measurements are small compared to the fre-
quencies of the lattice modes, the left-hand sides of
Eqs. (9) and (10) are negligible; i.e., the lattice dynam-
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ics at these frequencies can be treated as the relaxation
lattice dynamics. As a result, we have

where 〈 f1f2〉kω = exp[i(ωt –

kr)]drdt, A0 = A + 3B , and the Boltzmann constant
is taken equal to unity.

3. THE SHAPE OF THE NUCLEAR 
QUADRUPOLE RESONANCE LINE

In the adiabatic approximation [11], with allowance
made for the crystal inhomogeneity, the resonance line
can be described by the expression

(11)

where Ω(r, t) is the resonance frequency of the spin
located at the point r at the instant of time t. Let us
assume that the electric field gradient separates
η(t)cos[ϕ(t) – θ]. Then, the lattice fluctuations lead to
the following variation in the resonance frequency:

(12)

where

Taking into account formula (12), the resonance line
[described by expression (11)] in the incommensurate
phase can be represented within the approach proposed
by Anderson [11] as follows:
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PH
where

is the lattice wavelength, K(k1) is the complete elliptic
integral of the first kind [2],

integration with respect to the wave vectors k is carried
out inside the first Brillouin zone, and v  is the volume
of the unit cell in the high-temperature phase.

Since the obtained expressions are too cumbersome,
we restrict our consideration to an estimate of the inte-
gral in the exponent. The main contribution to this inte-
gral is made by low-frequency phonons, and the Bril-
louin zone boundary can be disregarded provided that
the integration with respect to the wave vectors is
extended to infinity. As a consequence, we obtain the
relationship

The subsequent integral can be interpolated with a rel-
ative error of less than 11% with the use of the expres-
sion

The relaxation represented by the function γ(A0, t) is
caused by the thermal fluctuations ηd(t) of the lattice
wave amplitude (amplitudons), and the relaxation
described by the function γ(0, t) is due to the thermal
fluctuations ϕd(t) of the wave phase (phasons).
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As a result, the relationship describing the reso-
nance line in the incommensurate phase takes the form

(13)

If the effect of lattice fluctuations is ignored, i.e., γ(A0,
t) ≈ γ(0, t) ≈ 0, we obtain the standard relationship for
the static model [1, 2]:

(14)

Here, the summation is taken over all the solutions to
the equation Ω(ηscos(ϕs – θ)) = ω. The continuum dis-
tribution of the resonance frequencies (14) exhibits
peaks corresponding to its extrema; that is,

The frequencies of the peaks that correspond to the con-
dition Ω'(ηscos(ϕs – θ)) = 0 do not change with temper-
ature, whereas the frequencies of the peaks that satisfy
the condition sin(ϕs – θ) = 0 change according to the
law Ω(±ηs). As the temperature Tc is approached, addi-
tional peaks appear in the quasi-continuous distribution
in the soliton region. These peaks satisfy the condition

 ≈ 0 at k1 ≈ 1 and |sin(nϕs/2)| = 1 and transform into
the peaks of the NQR spectrum of the commensurate
phase. The influence of amplitudons and phasons on all
the peaks observed in the plane-wave region was ana-
lyzed earlier in [6, 8]. The influence of amplitudons and
phasons on the additional peaks depends on their loca-
tion on the spectrum.

Similarly, in the commensurate phase, we can
obtain the relationship

(15)

where summation is carried out over all solutions of the
equation cos(nϕs) = –1 within the limits 0 ≤ ϕs < 2π and

A1 = (n – 1)C . In this case, the existence of the gap
in the spectrum of lattice modes (transverse with
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respect to the order parameter) due to violation of the
continuous symmetry of the crystal (in a homogeneous
ordered state) by the anisotropy invariant was taken into
account for the commensurate phase.

4. DISCUSSION

Thus, in the present work, we derived the relation-
ships describing the NQR spectrum in the incommen-
surate and commensurate phases of the crystal. The
figure represents the resonance lines simulated using
relationships (13) and (15). In calculations, the con-
volution was carried out with the Gaussian form

exp(−ω2/2 )/(2π )1/2, which simulates the contribu-
tion of the noncritical degrees of freedom of the crystal.
The chosen parameters were as follows: n = 6, A =
τ(Ti – Tc), B = D1 = T = v  = Γ = 1, C = 10–2, D2 = γg =
10–1, Ω(η) = η, and θ = 0.

In the case when the temperature decreases to Tc, the
continuum contribution vanishes and the difference in
the intensity of the peaks manifests itself due to the
aforementioned dependence of the broadening effect of
thermal fluctuations of the critical degrees of freedom
of the crystal on the mutual orientation of the order
parameter and the electrical field gradient. The drastic

γg
2 γg

2

–2

–5/3

–4/3

–1

–2/3

–1/3

0

–2 –1 0 1 2
ω

Simulated NQR lines normalized to the intensity for the
incommensurate (solid lines) and commensurate (dashed
lines) phases. Numbers near the lines are the parameters τ.
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change in the intensity ratio of the peaks in the vicinity
of the temperature Tc does not change their inequality.
However, the attenuation of these fluctuations with a
further decrease in the temperature leads to equaliza-
tion of the intensities of peaks, whose width, in this
case, is determined by the noncritical degrees of free-
dom of the crystal.

It should be noted that the obtained discrepancy
between the line intensities in the vicinity of the transi-
tion to the commensurate phase actually also extends to
the transitions from the disordered phase to the com-
mensurate phase, because this discrepancy is associ-
ated only with the orientation of the order parameter
with respect to the electric field gradient. Observations
of this effect are hindered by the insufficient resolution
of the spectrum immediately below the transition,
unlike the already resolved spectrum of the crystal
upon the transition from the incommensurate phase.
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Abstract—The effect of hydrostatic pressure on a BaF2 crystal was studied within the shell model in the pair-
wise potential approximation. The structural phase transition from the cubic to orthorhombic phase was simu-
lated. The behavior of the unit-cell parameters of the α- and β-BaF2 phases under hydrostatic pressure (from 0
to 12 GPa) was investigated. The fundamental vibration frequencies of BaF2 under hydrostatic pressure (0–
3.5 GPa) were calculated for both phases. The effect of chemical pressure on the BaF2 crystal was studied by
simulating Ba1 – xMexF2 mixed crystals (Me = Ca, Sr). It was shown that at impurity concentrations up to 15–
20 at. % the lattice constant varies in the same way as it does when hydrostatic pressure increases to Pc, which
corresponds to a phase transition to the orthorhombic phase. The effect of chemical and hydrostatic pressure on
BaF2 : Eu2+ doped crystals was also studied. The dependence of the absorption and luminescence zero-phonon
line shift on the Eu2+–ligand distance was calculated.© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Barium fluorite BaF2 is one of the best materials for
use in high-energy electromagnetic calorimeters and
scintillators [1, 2]; therefore, investigation of the
response of this compound to various external factors
and of the effect of impurities on its structure and lattice
dynamics is not continued importance. Absorption and
luminescence spectra of the Eu2+, Sm2+, Yb2+, and Ce3+

impurity centers in BaF2 have been repeatedly studied
experimentally [3–5]. Malkin was one of the first to cal-
culate the structure and dynamics of rare-earth (RE)
impurity centers in fluorites [6, 7]. Recent publications
have reported on studies of impurity centers in mixed
crystals, for instance, in Sr1 – xBaxF2 : Eu2+ [8]. The cre-
ation of such mixed systems stems from the need to
improve the luminescence and mechanical properties
of BaF2, because one of the shortcomings of this crystal
(resulting from its loose structure) is its poor mechani-
cal strength [2]. The effect of hydrostatic pressure on
pure barium fluorite was studied experimentally in [9].
The experiment showed that this crystal undergoes a
structural phase transition (PT) from the cubic to
orthorhombic phase at a pressure of 2.6 GPa and
another transition to a lower-symmetry phase at an even
higher pressure. Pressure-induced distortions of the
crystal lattice, as well as the structural PT, affect the
luminescence spectra of impurity ions. A change in the
luminescence spectra of the RE impurity ion provides
information on the mechanical stresses acting in the
crystal [10]. It thus appears important to simulate the
effect of hydrostatic and chemical pressure on pure and
1063-7834/02/4410- $22.00 © 21949
doped BaF2 crystals at a microscopic level. These prob-
lems are addressed in the present publication.

2. MODEL FOR CRYSTAL ENERGY 
CALCULATION

The equilibrium ion positions in a crystal can be
found by minimizing the lattice energy. Within the shell
model and the pairwise potential approximation, the
lattice energy can be written as

(1)

where κiδi is the core–shell interaction energy of the ith
ion and Vik is the interaction energy between the ith and
kth ions, which can be represented in the form

(2)

Here, the function

(3)

describes the short-range screening of the electrostatic
interaction between ion cores, the function

(4)

describes the short-range repulsion between the ion
shells (which is cast in the form of the Born–Mayer
potential) and the van der Waals interaction, Xi and Yi
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are the core and shell charges of the ith ion, and rik is the
distance between the cores of the ith and kth ions. We
use here the following values of the core charges: XF =
+5, and XCa, Sr, Ba, Eu = +8. The values of the pairwise
interaction parameters and of the core–shell interaction
constants, as well as the methods used to find them,
were presented in our previous publications [11–13].
The parameters of the potentials employed make it pos-
sible to calculate the lattice constant and the elastic and
dielectric constants of MeF2 (Me = Ca, Sr, Ba); the
results agree with the respective experimental values to
within 10%.

To calculate the structure of an impurity center, the
crystal is divided into two parts, namely, the defect
region and the remainder of the crystal. The defect
region includes the impurity ion and the nearest neigh-
bor ions of the crystal matrix, which can relax within
the given symmetry. The ions in the remainder of the
crystal are considered to be fixed. The size of the defect
region is chosen such that its further increase does not
entail substantial changes in ion positions in this region.
In our calculations, the defect region included nine
coordination shells around the impurity ion. The Cou-
lomb interaction energy of the ions in the defect region
with the ions in the remainder of the crystal was calcu-
lated following the Ewald method.

Table 1.  Ion coordinates in a primitive cell of the α-BaF2
phase (space group Pbnm)

Ion X Y Z

Pb U V 0.25

Pb 0.5 – U V + 0.5 0.25

Pb 1 – U 1 – V –0.25

Pb 0.5 + U 0.5 – V –0.25

F1 U1 V1 0.25

F1 0.5 – U1 V1 + 0.5 0.25

F1 1 – U1 1 – V1 –0.25

F1 0.5 + U1 0.5 – V1 –0.25

F2 U2 V2 0.25

F2 0.5 – U2 V2 + 0.5 0.25

F2 1 – U2 1 – V2 –0.25

F2 0.5 + U2 0.5 – V2 –0.25

Table 2.  Parameters U and V for a pressure of 4.6 GPa

Ion species
U V

calc. exp. [9] calc. exp. [9]

Ba 0.110 0.112 0.253 0.259

F1 0.431 0.433 0.354 0.361

F2 0.323 0.320 0.033 0.039

Note: Data are given for the Pbnm space group.
PH
To include the effect of hydrostatic pressure, the
term PV was introduced into Eq. (1) for the crystal
energy, where P is the external hydrostatic pressure and
V is the volume of the primitive cell of the crystal; thus,
the equilibrium structure is derived from the condition
of the minimum not of the crystal energy E given by
Eq. (1) but rather of the thermodynamic potential H =
E + PV The effect of pressure on an impurity crystal
was determined in the following way: first, we made a
self-consistent calculation of the unit-cell parameters of
a pure crystal subjected to pressure, after which the
parameters thus obtained were employed in subsequent
calculations for an impure crystal.

3. EFFECT OF HYDROSTATIC AND CHEMICAL 
PRESSURE ON BaF2

3.1. Effect of Hydrostatic Pressure on the BaF2 
Structure

Two BaF2 crystal modifications are known: the
cubic β phase, whose crystal structure belongs to space

group , and the orthorhombic α phase with symme-

try group . The orthorhombic phase has a higher
density and a higher cation coordination number (this
number is nine in the α phase, whereas it is only eight
in the β phase). The primitive cell of the orthorhombic
phase contains 12 ions (four Ba ions and two symme-
try-inequivalent fluorine ion species, namely, four F1
and four F2 ions). All 12 ions occupy the 4c positions.
The coordinates of ions in a primitive cell are given in
Table 1 in fractions of the lattice parameter. As seen
from Table 1, the ion coordinates are expressed through
the U, V, U1, V1, U2, and V2 parameters (space group
Pbnm). The parameters U and V, calculated by us for a
pressure of 4.6 GPa, are compared with experimental
data in Table 2.

At a certain critical pressure Pc, a structural phase
transition from the β to α phase occurs. Experiment
gives Pc = 2.6 GPa [9].

Our calculations yielded an expression relating the
BaF2 primitive-cell energy to hydrostatic pressure for
the cubic and orthorhombic phases (Fig. 1). The mini-
mum lattice energy was found for a given value of pres-
sure. In the cubic phase, the lattice energy was found to
be a function of the lattice parameter, and in the orthor-
hombic phase, this energy was found to depend on three
lattice parameters and on the parameters U, V, U1, V1,
U2, and V2. As seen from Fig. 1, the relation is linear for
both phases. According to our calculations, the phase
transition occurs at 2.5 GPa. We also predicted a struc-
tural phase transition from the β to α phase in CaF2 (at
2.9 GPa) and SrF2 (at 3 GPa). Our calculations also
yielded the pressure dependences of the BaF2 lattice
parameters for both phases (Fig. 2). The results of the
calculations agree well with experiment. According to
our calculations, the phase transition from the β to the

Oh
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α phase is accompanied by a decrease in the primitive-
cell volume by about 10%, which is in accordance with
experimental data [9].

3.2. Effect of Hydrostatic Pressure on BaF2 
Fundamental Vibration Frequencies

Studies of fundamental vibration (FV) frequencies
of BaF2 already have a long history [14–16] because
this crystal can serve as a basis for creating BaF2 : Me
impurity centers (Me = Er, Y, Yb, Lu, Eu) and, in addi-
tion, BaF2 possesses a high ionic conductivity in both
phases. We found the pressure dependence of FV fre-
quencies for the cubic and orthorhombic phases of
BaF2 (Table 3). The data presented for the orthorhom-
bic phase refer only to the strongest Raman lines
observed experimentally [14]. We readily see that the
FV frequencies depend linearly on pressure with a pos-
itive derivative (this also applies to other frequencies
not listed in Table 3).

3.3. Effect of Chemical Pressure on the BaF2 
Crystal Structure

The effect of chemical pressure on the BaF2 crystal
was studied by simulating Ba1 – xCaxF2 and Ba1 – xSrxF2

mixed crystals, in which part of the Ba2+ ions were
replaced isovalently by ions of a smaller radius. The
calculations were carried out in accordance with the
virtual-crystal method [17]. The cation–fluorine pair-
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Fig. 1. BaF2 primitive-cell energy as a function of pressure.
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wise-interaction parameters are written in the virtual-
crystal model as

(5)

where x ∈  [0, 1] is the fraction of the impurity in the
original crystal and  is the pairwise interac-
tion parameter for a lattice site which can be occupied
by Me (Me = Ca, Sr) with a probability x and by Ba with
a probability (1 – x). The core–shell interaction con-
stant  is defined in a similar way. Our simula-
tion yielded dependences of the lattice parameter of the
Ba1 – xCaxF2 and Ba1 – xSrxF2 crystals on concentration x
(Fig. 3). The results of the calculations can be fitted
well using a linear relation which agrees with available
experimental data: ∂a/∂x = –53.76 au for Ba1 – xCaxF2
and ∂a/∂x = –31.01 (–39.59) au for Ba1 – xSrxF2 (a is the
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Fig. 2. BaF2 lattice parameters as a function of pressure.
Squares are experimental values [9].

Table 3.  Dependence of BaF2 fundamental vibration fre-
quencies on pressure

Phase Vibration
symmetry ν0, cm–1 ∂ν/∂P,

cm–1 GPa–1

Cubic F2g (calc.) 275 6.5

F2g (exp. [14]) 241 8.5 (±0.6)

F1u (calc.) 184 6.5

Orthorhombic Ag (calc.) 91 6.5

Ag (calc.) 283 6.7
02
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lattice parameter, and the experimental data [18] are
given in parentheses). A comparison of these relations
with the dependence of the lattice parameter of cubic
BaF2 on external hydrostatic pressure (Fig. 3) shows
that, up to the phase-transition temperature, the latter
dependence follows a course similar to that of the lat-
tice parameter as a function of concentration x for x
from 0 to 15–20 at. %. The BaF2 lattice parameter cor-
responding to an impurity concentration of 15–20 at. %
is equal to that near the phase transition.

4. EFFECT OF HYDROSTATIC AND CHEMICAL 
PRESSURE ON BaF2 : Eu2+

This part of our study deals with finding a relation
between the absorption and luminescence zero-phonon
line (ZPL) shift of the Eu2+ ion in fluorites and an exter-
nal force (hydrostatic compression and chemical pres-
sure).

The Eu2+ ion in MeF2 crystals substitutes for the cat-
ion and resides at the center of a cube made up of eight
fluorine ions. The impurity absorption and lumines-
cence spectra derive from the f 7–f 6d interconfiguration
transitions [19] and can serve as indicators of internal
strains in a crystal [10, 20] because the excited Γ8( f 6d)
level is sensitive to the Eu2+–F− distance in the crystal.

The different character of Eu2+ luminescence in
CaF2, SrF2, and BaF2 crystals is connected with differ-
ent positions of the Γ8 impurity level with respect to the
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PH
conduction-band bottom [21]. In CaF2 and SrF2, the Γ8
level lies in the band gap and one observes narrow lines,
whereas in BaF2, the anomalous emission is due to the
Γ8 level being located in the conduction band.

Our calculations suggest that the Eu2+–F– distance in
the CaF2 : Eu2+, SrF2 : Eu2+, and BaF2 : Eu2+ fluorites is
linearly related to the external hydrostatic pressure
applied to the crystal:

(6)

where r is the impurity ion–ligand distance and P is the
external pressure. Piezospectroscopic experiments
show the pressure dependence of frequency in
CaF2 : Eu2+ and SrF2 : Eu2+ to be linear [19, 22]:

(7)

where ν is the frequency; P is the hydrostatic pressure;
and the coefficient µ is –45.1 and –56.9 cm–1 GPa–1 for
CaF2 : Eu2+ and SrF2 : Eu2+, respectively. Thus, the
dependence of frequency on distance within the given
range of Eu2+–F– distance variation can be considered
as linear. Equations (6) and (7) yield the coefficient for
this relation:

(8)

The coefficient η derived from the data available for
CaF2 : Eu2+ and SrF2 : Eu2+ has roughly the same mag-
nitude (9.2 × 103 and 9.6 × 103 cm–1/au–1, respectively).
The estimation of η from experimental data on Eu2+

ZPL frequencies in CaF2 and SrF2 [4] yields 1.006 ×
104, a value close to the above figures. Thus, we can
evaluate the absorption and luminescence ZPL shift of
the Eu2+ ion in CaF2, SrF2, and BaF2 as a function of the
impurity ion–ligand distance by using a linear relation-
ship.

The effect of chemical pressure on BaF2 : Eu2+ was
studied by simulating a Ba1 – xSrxF2 : Eu2+ mixed crys-
tal. The calculations yielded a dependence of the impu-
rity ion–ligand distance on x. The coefficient η (taken
equal to 1.006 × 104 cm–1/au–1) makes it possible now
to obtain the dependence of the ZPL shift on concentra-
tion x. According to our estimates, the ZPL shift is pro-
portional to the strontium concentration x with a coeffi-
cient κ = –1.010 × 103 cm–1. Applying Eq. (8) to mixed
crystals is justified, because the nearest neighbor envi-
ronment of the impurity ion (the F– ligands) does not
change when part of the host cations are replaced by
cations of another species. The metal ions are located
sufficiently far from the impurity ion, and the short-
range interaction between the impurity ion and the
metal is disregarded in our model.

∂r
∂P
------ s,=

∂ν
∂P
------ µ,=

∂ν
∂r
------ µ

s
--- η .= =
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The distance between the conduction-band bottom
and the Γ8 level of the Eu2+ ion is about 250 cm–1 [21].
According to our estimates, this ZPL shift in
Ba1 − xSrxF2 : Eu2+ is reached at an impurity concentra-
tion x ≈ 30%.

5. CONCLUSION
Thus, we have described the first-order structural

phase transition from the cubic to orthorhombic phase
induced by pressure in the BaF2 crystal in terms of the
shell model and the pairwise potential approximation.
We studied the effect of chemical pressure on the BaF2
crystal by simulating Ba1 – xCaxF2 and Ba1 – xSrxF2

mixed crystals in which part of the Ba2+ ions are
replaced by ions of a smaller radius. The effect of an
impurity on the BaF2 lattice parameter for concentra-
tions x of up to 15–20 at. % is shown to be similar to
that of hydrostatic pressure up to the pressure Pc, at
which the phase transition occurs.

The shift of the Eu2+ absorption and luminescence
ZPL in CaF2, BaF2, and SrF2 crystals was estimated as
a function of the Eu2+–ligand distance. According to
our calculations, this shift depends linearly on the dis-
tance with a coefficient close to 1 × 104 cm–1/au–1.
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Abstract—This paper reports on the results of analyzing p–T and x–T phase diagrams and calorimetric prop-
erties of solid solutions in (NH4)3Ga1 – xScxF6 cryolites with scandium concentrations x = 0.0, 0.1, 0.35, 0.4,
0.6, 0.8, and 1.0. The thermodynamic parameters of the phase transitions observed in the studied compounds
are determined. The generalized phase diagram and successive structural transformations in a series of
(NH4)3Me3+F6 ammonium cryolites are discussed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Crystals of (NH4)3Me3+F6 ammonium cryolites in
the initial high-temperature phase have a cubic lattice

(Fm m, Z = 4) in which Me3+F6 and (NH4)+F6 fluorine
octahedra alternate along the cubic cell edges and holes
between octahedra occupied by ammonium ions. As the
temperature decreases, all the known ammonium cryo-
lites undergo either single phase transitions or succes-
sive phase transitions. Recent extensive studies of
ammonium cryolites with the use of different tech-
niques have revealed a number of specific features in
these transitions.

It is found that the phase transition temperatures and
sequences of distorted phases formed upon phase tran-
sitions in ammonium cryolites substantially depend on
the size of the trivalent cation Me3+. For example, the
ammonium cryolites with large-sized ions Me3+

(Me3+ = Sc or In) are characterized by a sequence of
three phase transitions [1–3]. The cryolite crystals with
small-sized ions Me3+ (Me3+ = Ga, V, Cr, or Fe) undergo
only a first-order transition from the cubic phase to the
triclinic phase [1, 2, 4]. Moriya et al. [5] studied the
(NH4)3AlF6 crystal with the smallest sized cation Me3+

(Me3+ = Al) and revealed two successive phase transi-
tions in this compound.

The thermodynamic parameters of the phase transi-
tions in ammonium cryolites have been determined
from analyzing the results of heat capacity investiga-
tions [1–3, 5–8]. The large entropy change observed
upon phase transitions is associated with the significant
role played by ordering in structural transformations.
According to the model considered in [1, 5, 6], the
phase transitions in ammonium cryolites are accompa-
nied by orientational ordering of both fluorine octahe-
dral and ammonium tetrahedral ionic groups.
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In the model of rigid fluorine regular octahedra, the
fluorine ions in the cubic phase can be located either in
the 24e positions at the cubic cell edges or in the 192l
positions. In the latter case, each octahedron has eight
equally probable orientations. The ammonium ions in
the cubic cell occupy two different crystallographic
positions, namely, the 8c and 4b positions. In the
former case, the ammonium ions reside in holes
between the octahedra and have only one orientation. In
the latter case, the ammonium ions are located inside
the octahedra, are disordered in accordance with the
symmetry of the occupied site, and have two possible
orientations. Therefore, the change in the entropy upon
complete orientational ordering of octahedral and tetra-
hedral ionic groups can be determined as ∆S = R(ln2 +
ln8) = Rln16. This is in good agreement with the exper-
imental results obtained for cryolites in [1, 2, 5–7].

The above model of a phase transition associated
with simultaneous ordering of octahedra and tetrahedra
was confirmed by nuclear magnetic resonance (NMR)
investigations of gallium cryolite [9]. It was demon-
strated that the spin–lattice relaxation times of both
protons and fluorine ions exhibit jumps at the phase
transition temperature.

Among the three successive phase transitions
G0  G1  G2  G3 observed in scandium cryo-
lites, only the G0  G1 phase transition at the temper-
ature T1 and the G1  G2 transition at the temperature
T2 can be associated with orientational ordering,
because it is these phase transitions that are accompa-
nied by considerable entropy changes that are close in
magnitude to Rln8 and Rln2, respectively. Sasaki et al.
[10] performed an NMR investigation of (NH4)3InF6
indium crystals, which can also undergo three succes-
sive phase transitions [1], and revealed that the spin–
lattice relaxation times show anomalous behavior only
002 MAIK “Nauka/Interperiodica”
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at temperatures T1 and T2. It was found that the motion
of fluorine ions changes significantly at both tempera-
tures T1 and T2. Therefore, the change in the entropy
upon phase transition from the cubic phase is due to
ordering of ammonium tetrahedra (R ln2) and partial
ordering of octahedra (Rln4) [2, 4, 8]. The complete
ordering of the octahedra occurs upon the second phase
transition (∆S2 = Rln2). The third phase transition is a
clearly defined first-order transition with an extremely
large hysteresis and a small change in entropy [2, 8]. It
can be assumed that the G2 and G3 phases represent two
completely ordered variants of the initial phase and dif-
fer from each other only in the orientation of tetrahedra
in the 4b position.

The effect of hydrostatic pressure and a decrease in
the size of the Me3+ ion bring about a decrease in the
unit cell volume of the studied crystal and a change in
the interactions in the crystal lattice and, hence, should
affect the temperature and sequences of structural
transformations. The p–T phase diagrams of
(NH4)3ScF6 and (NH4)3GaF6 ammonium cryolites were
analyzed in our earlier works [3, 8]. For both com-
pounds studied under pressure, we revealed triple
points and changes in the sequence of structural distor-
tions. At high pressures, the scandium cryolite under-
goes a direct phase transition G0  G3, whereas the
gallium cryolite is characterized by a sequence of pres-
sure-induced phase transformations G0  G4 
G5  G3. It was assumed that the phase diagram of
the gallium cryolite is a continuation of the phase dia-
gram of the scandium cryolite toward the high-pressure
range.

The aim of the present work was to reveal the inter-
relation between different successive structural distor-
tions in ammonium cryolites and to construct a gener-
alized phase diagram, including all the phase transi-
tions observed under atmospheric and higher pressures
in (NH4)3Me3+F6 crystals. For this purpose, we investi-
gated the heat capacity of (NH4)3GaxSc1 – xF6 solid solu-
tions and analyzed the influence of hydrostatic pressure
on the temperature of phase transitions in these com-
pounds.

2. SAMPLE PREPARATION

Solid solutions of (NH4)3Ga1 – xScxF6 cryolites with
scandium concentrations x = 0.0, 0.1, 0.35, 0.4, 0.6, 0.8,
and 1.0 were prepared in the form of a finely dispersed
powder through solid-phase synthesis at a temperature
of 600 K. The initial reactants (NH4)3GaF6 and
(NH4)3ScF6 were taken in appropriate molar propor-
tions and placed in platinum tubes, which were then
sealed in an argon atmosphere. The compounds synthe-
sized were identified using an x-ray diffractometer. It
was established that the samples prepared were crystal-
line compounds with a cryolite structure. No indica-
tions of the presence of the initial compounds (more
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
than 5%) in the resultant solid solutions were revealed.
At room temperature, the ammonium compounds with
scandium concentrations x = 0.6, 0.4, 0.35, and 0.1 had
a cubic structure, whereas the solid solution with x =
0.8 exhibited monoclinic symmetry, which corre-
sponded to one of the distorted phases of the scandium
cryolite. In the last-mentioned sample, the cubic phase
was observed at temperatures above ~330 K.

3. RESULTS AND DISCUSSION

The unit cell parameters a0 in the cubic phase were
calculated from the x-ray diffraction data. According to
the Vegard rule [9], a continuous series of solid solu-
tions of two compounds is characterized by a linear
relationship between the unit cell parameter a0 and the
concentration x of the solid solution. As can be seen
from Fig. 1, the unit cell parameters a0 of all the studied
compounds are well approximated by a straight line.
The only exception is the solid solution with x = 0.35,
for which the deviations from the approximating line
are equal to ~0.1 for the concentration x and 0.002 nm
for the unit cell parameter. The accuracy in the x-ray
diffraction determination of the unit cell parameter a0 is
~0.001 nm. The problem of accuracy in the determina-
tion of the concentration x will be considered below
when analyzing the results of the calorimetric measure-
ments.

The results of differential scanning microcalorimet-
ric (DSM) analysis of the solid solutions in the temper-
ature range 150–350 K are displayed in Fig. 2. In this
range of temperatures, the initial cryolites undergo
phase transitions and mixed cryolites can form dis-
torted phases.

It can be seen from Fig. 2 that the heat capacity of
the pure scandium cryolite and mixed compounds with
scandium concentrations x = 0.8 and 0.6 exhibits three
peaks attributed to three phase transitions. As the scan-
dium concentration decreases, the temperature ranges
of existence of the intermediate distorted phases G1 and
G2 become narrower and vanish at concentrations x in
the range from 0.6 to 0.4 (Fig. 3). Reasoning from the

0.91

0 0.2

a 0
, n

m

x

0.92

0.93

0.90
0.4 0.6 0.8 1.0

Fig. 1. Dependence of the unit cell parameter a0 of the cubic
phase in (NH4)3Ga1 – xScxF6 solid solutions on the scan-
dium concentration x.
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anomalies observed in the heat capacity (Fig. 2), we can
draw the conclusion that the solid solutions with con-
centrations x = 0.4 and 0.35 undergo only one phase
transition. However, the DSM curve of the solid solu-
tion with x = 0.4 has inflection points in the temperature
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Fig. 2. DSM curves for (NH4)3Ga1 – xScxF6 solid solutions
at different scandium concentrations x: (a) 0, (b) 0.35, (c)
0.4, (d) 0.6, (e) 0.8, and (f) 1.0.
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Fig. 3. Dependence of the temperature of phase transitions
in (NH4)3Ga1 – xScxF6 solid solutions on the scandium con-
centration x.
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ranges approximately 10 K above and below the tem-
perature of the main maximum in the heat capacity ∆Cp

(at ~262 K), which can also be attributed to phase tran-
sitions with close temperatures.

It should also be noted that all the studied com-
pounds are characterized by small anomalies in the heat
capacity whose temperatures remain constant with a
change in the composition of the solid solution. These
temperatures are in satisfactory agreement with the
phase transition temperatures T1 = 330 K and T2 = 291 K
for the scandium cryolite. The latter circumstance indi-
cates that a certain part of (NH4)3ScF6 did not react in
the course of the solid-phase synthesis. However, as
was noted above, the x-ray diffraction analysis did not
reveal the initial compounds in the solid solutions to
within the accuracy of the analysis. The amount of
(NH4)3ScF6 which did not enter into the solid-phase
reaction according to the results of calorimetric mea-
surements was determined by comparing the enthalpy
of the phase transition in the scandium cryolite and the
thermal effect observed in the solid solutions at a tem-
perature of 330 K. It was found that, in different sam-
ples, the calculated content of unreacted (NH4)3ScF6
varies from 1 to 4%; i.e., it is within the sensitivity of
the x-ray diffraction method used in our measurements.

The accuracy in the determination of the phase tran-
sition temperatures of the solid solutions under investi-
gation (Fig. 3) is not very high because of the consider-
able smearing and overlapping of the heat capacity
anomalies. For this reason, we determined only the
total entropy change for the solid solution with x = 0.6.
In this case, the total entropy change was found to be
equal to 2.02R. The thermodynamic parameters of the
phase transitions in solid solutions were determined
with due regard for the content of unreacted initial com-
ponents.

The choice of samples for further comprehensive
investigations into the thermodynamic properties was
made for the following reasons. In our earlier work [2],
we performed a detailed calorimetric analysis of the
solid solution with x = 0.1 and revealed that this com-
pound undergoes one phase transition similar to the
phase transformation in gallium cryolite under atmo-
spheric pressure. Consequently, in the present work, we
examined only the effect of hydrostatic pressure on the
temperature of the phase transformation in this com-
pound. According to the x–T phase diagram (Fig. 3), the
solid solutions with scandium concentrations x = 0.4
and 0.6 are close in composition to the points at which
the temperature ranges of existence of the intermediate
phases G1 and G2 vanish. In this respect, the samples
with concentrations x = 0.4 and 0.6 proved to be the
most convenient objects for the investigation of the dis-
appearance of the intermediate phases with a decrease
in the volume of the unit cell under pressure. Moreover,
the heat capacity of the solid solution with x = 0.4 was
measured using an adiabatic calorimeter in order to
refine the DSM data on the number of phase transitions.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002



A STUDY OF THE PHASE DIAGRAMS 1957
The heat capacity was measured in the course of dis-
crete and continuous heating in the temperature range
80–320 K. A 1.05-g sample was placed in an indium
tube, which was then hermetically sealed in a helium
atmosphere. The heat capacity of the tube was mea-
sured in a separate experiment. The spread of experi-
mental points about the smoothed curve did not exceed
0.5%. As can be seen from Fig. 4, the temperature
dependence of the heat capacity, like the DSM curves
(Fig. 2c), exhibits a small anomaly at a temperature of
~295 K due to the presence of a minor amount of scan-
dium cryolite in the studied sample. The principal peak
of the heat capacity at T ~ 262 K also has inflections,
which, most likely, can be associated with composition
inhomogeneities of the sample, because (NH4)3GaF6
and (NH4)3ScF6 cryolites in this range of temperatures
are characterized by heat capacity anomalies due to
phase transitions. However, we cannot rule out the pos-
sibility that the second phase transition occurs below
the temperature of the main anomaly in the heat capac-
ity. The total entropy change upon the phase transition
in the solid solution with x = 0.4 is estimated as ∆S =
(2.6 ± 0.2)R (Fig. 4b). This result is in good agreement
with the total changes in the entropy of other cryolites
[1–3, 5–8] and the solid solutions studied in the present
work (see table).

The influence of hydrostatic pressure on the phase
transition temperatures was examined with samples
weighing approximately 0.2 g. The phase transition
temperatures and their changes under pressure were
measured using differential thermal analysis [8, 11]. A
pressure as high as 0.6 GPa was produced in a chamber
of the cylinder–piston type. A mixture of silicone oil
and pentane was used as a pressure transmitting
medium. In the chamber, the pressure was measured by
a manganin resistance pressure gauge and the tempera-
ture was measured using a copper–constantan ther-
mocouple. The errors in measurements were equal to
±10–3 GPa and ±0.3 K, respectively. The reliability of
the results obtained was checked by measuring the
shifts in the phase transition temperatures with both an
increase and a decrease in the hydrostatic pressure. Fig-
ure 5 shows the phase diagrams of solid solutions with
scandium concentrations x = 0.4 and 0.6 and the phase
diagrams obtained for (NH4)3GaF6 and (NH4)3ScF6
cryolites in our earlier work [8]. Since the addition of
10% Sc does not substantially affect the parameters of
the phase diagram of the gallium cryolite, it is not
shown in the figure.

It is found that the (NH4)3Ga0.4Sc0.6F6 cryolite
undergoes three phase transitions at p = 0; however, the
disappearance of the distorted phase G1 occurs at a
lower pressure (0.22 GPa) compared to that in the scan-
dium cryolite (0.52 GPa). The second triple point, at
which the G2 phase disappears, is observed in the
experiments under a pressure of 0.38 GPa. For
(NH4)3ScF6, we succeeded in determining the parame-
ters of this point (1.2 GPa) only through the extrapola-
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
tion of the phase boundaries G0  G3 and G2  G3

[8].

The identification of the phase boundaries presents
no special problems in any of the studied compounds,
except for (NH4)3Ga0.6Sc0.4F6. In this compound, as was
already noted in analyzing the DSM data, the low-tem-
perature anomaly can be associated with both the sec-
ond phase transition G2  G3 and the presence of
small amounts of initial cryolites in the studied sample.
This anomaly is small compared to the anomaly
observed upon the G0  G3 transition from the cubic
phase, it is substantially smeared, and it is not observed
at pressures above 0.05 GPa. Moreover, this anomaly
cannot be assigned with confidence to a phase transfor-
mation similar to the G2  G3 transition in the scan-
dium cryolite, judging from its temperature behavior
with a change in pressure. At a pressure of 0.3 GPa, the
boundary between the G0 and G3 phases has a clearly
defined kink, which, most likely, can be associated with
the presence of the triple point characterized by the
phase transitions G0  G3  G5. This assumption
is confirmed by the pressure ratio (0.05 GPa) at the tri-
ple points for (NH4)3Ga0.6Sc0.4F6 and gallium cryolite
[8]. The G5  G3 phase transition was not observed
in our experiments. This can be explained by the insig-
nificant thermal effect and smearing of the heat capac-
ity anomaly at high pressures.

The table presents the quantities dT/dp for all the
phase transitions observed in the experiments under
pressure.
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Fig. 4. Temperature dependences of (a) the heat capacity
and (b) the entropy change in the (NH4)3Ga0.6Sc0.4F6 solid
solution. The dashed line shows the lattice heat capacity.
02



1958 GOREV et al.
Thermodynamic parameters of the phase transitions in (NH4)3Ga1 – xScxF6 cryolites

Phase
transition

Thermodynamic 
parameters

x

0 0.1 0.35 0.4 0.6 0.8 1

G0  G1 ∆S/R ~1 1.63

dT/dp, K/GPa –8.2 –16.4

G1  G2 ∆S/R ~1 0.81

dT/dp, K/GPa 46.4 57.5

G2  G3 ∆S/R ~0.05 0.08

dT/dp, K/GPa 65.2 59.9

G0  G2 ∆S/R

dT/dp, K/GPa

G0  G3 ∆S/R 2.76 2.56 2.16 2.60

dT/dp, K/GPa –12.1 –6.5 –15.3 –8.1

G0  G4 ∆S/R

dT/dp, K/GPa 101.3 100.8

G4  G5 ∆S/R

dT/dp, K/GPa ~0 –8.8

G5  G3 ∆S/R

dT/dp, K/GPa –22.5 –26.3

G0  G5 ∆S/R

dT/dp, K/GPa 73.1 82.3 60.1

References [2.8] [2] [2, 8]
Reasoning from the analysis of the entropy changes
upon phase transitions and p–T phase diagrams of the
studied compounds, we constructed a generalized
phase diagram (Fig. 6) including all structural transfor-
mations observed in the ammonium cryolites. The
PH
dashed lines in Fig. 6 indicate regions corresponding to
the experimentally observed phase diagrams of the
studied compounds.

The (NH4)3ScF6 cryolite is characterized by the
largest unit cell volume and, under atmospheric pres-
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pounds [8].
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sure, undergoes three successive phase transitions
G0  G1  G2  G3. The first phase transition is
accompanied by the partial ordering of fluorine octahe-
dra (∆S = Rln8/2 = 1.4R). The change in symmetry of
the crystallographic positions occupied by ammonium
ions inevitably results in complete ordering of ammo-
nium tetrahedra arranged inside the octahedra (∆S =
Rln2 = 0.7R). The second phase transition leads to
complete ordering of fluorine octahedra (∆S = Rln2).
The third phase transition G2  G3 is attended by a
small entropy change and is unrelated to ordering pro-
cesses. It seems likely that the third phase transition is
a transition between completely ordered phases with
different types of ordering of ammonium groups. Pre-
liminary results of investigations into the properties of
deuterated cryolites have demonstrated that the deuter-
ation of the initial cryolites substantially affects the
temperature of only the third phase transition.

As the pressure increases or, what is the same, the
unit cell volume decreases with a decrease in the scan-
dium concentration in the solid solutions, the tempera-
ture of the phase transition G0  G1 decreases,
whereas the temperatures of the other two transitions
G1  G2 and G2  G3 increase. The G1 and G2
phases sequentially disappear at two triple points,
which are experimentally observed in the scandium
cryolite (Fig. 5a) and in the (NH4)3Ga0.4Sc0.6F6 solid
solution (Fig. 5b). With a further increase in the pres-
sure, the phase transition G0  G3 is split at triple
points, first, into two phase transitions G0  G5 
G3 and, then, into three phase transitions G0 
G4  G5  G3. These sequences of phase transi-
tions and the triple points are observed in the
(NH4)3Ga0.6Sc0.4F6 solid solution (Fig. 5c) and gallium
cryolite (Fig. 5d) in the experiments under pressure.

The occurrence of two different sequences of phase
transitions, namely, G0  G1  G2  G3, at low
pressures (large parameters a0 of the cubic unit cell)
and G0  G4  G5  G3 at high pressures (small
parameters a0 of the cubic unit cell), can be associated
with the presence of two possible variants of partial
ordering of octahedral ionic groups in the G1 phase, as
is the case with the distortions (0 0 ψ) and (0 ψ ψ) in
elpasolites containing atomic ions A+ and Me3+ [12].

The existing model of phase transitions is based pri-
marily on the experimentally found changes in the
entropy and symmetry of crystallographic positions
occupied by ordered ions in the initial phase. To the
best of our knowledge, there is no reliable experimental
evidence for this disordering of octahedra and tetrahe-
dra. Massa et al. [13] made an attempt to interpret x-ray
diffraction data in the framework of the model of orien-
tationally disordered octahedra for some elpasolites
with atomic cations. It was shown that the fluorine ions
are displaced from the edge of the cubic unit cell and
can occupy the crystallographic positions 96k, 96j, or
192l. Unfortunately, these authors could not uniquely
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
determine the fluorine-occupied position reasoning
only from data on the R factor, even though they were
inclined to choose the variant 96j [13]. However, in this
case, the phase transition should result in a distortion of
the octahedra, which was not supported by experimen-
tal results. In our earlier work [12], we demonstrated
that elpasolites with atomic cations undergo displacive
phase transitions and that the motion of fluorine ions is
characterized by substantial anharmonicity and anisot-
ropy rather than by hopping between local disordered
positions.

As follows from preliminary x-ray diffraction inves-
tigations of the structure of the (NH4)3GaF6 ammonium
cryolite, the cubic phase can be well refined under the
assumption that the fluorine ions are disordered over
the 192l positions.

For (NH4)3ScF6 and (NH4)3GaF6 cryolites, the sym-
metry of disordered phases was analyzed earlier in [3,
14]. It was found that scandium cryolite is character-
ized by the following sequence of phases: G1 =

(P121/n1, Z = 2), G2 = (I12/m1, Z = 16), and

G3 = (P , Z = 16). The structure of the low-temper-
ature phase in gallium cryolite is identical to that of the
G3 phase in scandium cryolite [14]. We observed the G4
and G5 phases in the studied system only under pres-
sure. However, it is quite possible that the G5 phase cor-
responds to an intermediate phase in the (NH4)3AlF6
cryolite characterized by two phase transitions at p = 0
[5]. Unfortunately, the structure of the (NH4)3AlF6 cry-
olite has not been studied thoroughly; it is only known
that, at a temperature of 93 K, the structure of
(NH4)3AlF6 is not cubic [15]. Detailed investigations
into the structure of distorted phases and the p–T phase
diagram of this compound could refine the generalized
phase diagram and mechanisms of phase transforma-
tions in cryolites.
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Abstract—The heat capacity of partially deuterated crystals with a cryolite structure, namely, (NH4)3ScF6 and
(NH4)3GaF6, is measured in the temperature range from 80 to 370 K. The p–T phase diagrams of these com-
pounds are investigated at pressures up to p = 0.6 GPa. It is revealed that the deuteration does not affect the
sequences of phase transitions observed in the proton-containing ammonium cryolites studied earlier. The iso-
tope effect most clearly manifests itself in significant changes in the thermodynamic parameters of the I12/m1–
P  low-temperature transformation in scandium cryolite. © 2002 MAIK “Nauka/Interperiodica”.1
1. INTRODUCTION

Ammonium fluoride cryolites of the general for-
mula (NH4)3Me3+F6 with a high-temperature cubic

phase (Fm m, z = 4) have been studied using different
physical methods in sufficient detail [1–6]. The cryolite
structure represents a three-dimensional framework
consisting of vortex-shared octahedra whose centers
are occupied by one of the three (NH4)+ ions and one
Me3+ ion in an alternating manner. These ions are
located in the crystallographic positions 4b and 4a,
respectively. The other two ammonium ions occupy the
8c positions in polyhedral holes formed by faces of the
surrounding octahedra. It is established that the size of
the Me3+ ion substantially affects the sequence and tem-
perature of the phase transitions. For example, the
(NH4)3GaF6 crystal undergoes one ferroelastic phase

transition Fm m–P  [1, 2, 6], whereas the (NH4)3ScF6
crystal can undergo three successive phase transitions

Fm m–P121/n1–I12/m1–P  [2, 5]. It is found that the
entropy change associated with the triclinic distortion
remains constant irrespective of the sequence of phase
transitions. According to the model considered in [1, 2,
4], the octahedral (Me3+F6)– and tetrahedral (NH4)+

ionic groups are disordered in the cubic phase over
eight and two equivalent positions, respectively. It
should be noted that only the (NH4)+ tetrahedra located

in the 4b position at the centers of the (NH4)  octahe-
dra are disordered.

As follows from analyzing the results of calorimet-
ric [2] and nuclear magnetic resonance (NMR) [3] mea-
surements, the lowering of symmetry to monoclinic in
the (NH4)3ScF6 cryolite due to a phase transition at the
temperature T1 can be caused by partial ordering of the
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octahedra and ordering of the tetrahedra, whereas the
phase transition between two monoclinic phases at the
temperature T2 is most likely associated with complete
ordering of the octahedra involved. However, the phase
transition between the monoclinic and triclinic phases
at the temperature T3 in scandium cryolite cannot be
considered to be a transformation of the order–disorder
type because of the very small change in the entropy
[2]. The question as to the nature of this transition
remains open.

One way to verify the assumption regarding the
mechanism of phase transitions in ammonium-contain-
ing compounds is to examine their deuterated analogs.
It is known that hydrogen bonding plays a decisive role
in structural transformations, whereas the substitution
of deuterons for protons, as a rule, most clearly mani-
fests itself in the behavior of thermodynamic parame-
ters such as the temperature and entropy of the phase
transition and sensitivity to external pressures [7].

In particular, the isotope effect proved to be rather
significant in cryolite-related compounds of the general
formula (NH4)2Me4+Cl6 with an antifluorite structure

(Fm m, z = 4). In the crystal structure of these com-
pounds, the ammonium ions occupy only the 8c posi-
tions, whereas the second octahedron remains unoccu-
pied. Muraoka and Matsuo [8] revealed that the deuter-
ation of (NH4)2PtCl6 crystals undergoing one phase
transition at T1 = 78 K leads to a slight increase in the
temperature of this transition (T1 = 81 K), on the one
hand, and induces another phase transition in the vicin-
ity of 38 K, on the other hand. Kume et al. [9] observed
an even more interesting phenomenon upon deuteration
of the (NH4)2TeCl6 antifluorite, which undergoes a tran-
sition from the cubic phase to the rhombohedral phase
at T = 88 K. For the deuterated compound, the temper-
ature of this transition remains virtually unchanged;
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however, at temperatures of 47 and 38 K, there occur
additional structural transformations into the mono-
clinic and tetragonal phases, respectively.

According to the model considered in [1, 4], the cry-
olite structure is characterized by ordered tetrahedra in
crystallographic positions with the coordination num-
ber CN = 12. However, Parsonage and Stavely [7] dem-
onstrated that the N–H···F hydrogen bond in antifluo-
rites is disordered with respect to the three nearest flu-
orine atoms forming the octahedron face. One of the
possible reasons for the different degrees of ordering of
ammonium groups located at the same crystallographic
positions (8c) in related structures can be the presence
or absence of an ammonium ion in the 4b position at the
center of one of the octahedra.

The purpose of the present work was to elucidate
how the substitution of deuterium for hydrogen affects
the sequences of phase transitions occurring in
(NH4)3ScF6 and (NH4)3GaF6 cryolites. The results
obtained can provide better insight into the role played
by ammonium tetrahedra and (or) hydrogen atoms in
the mechanism of distortion of the cryolite structure. To
the best of our knowledge, similar investigations have
never been performed. In the nearest future, the deuter-
ated cryolites will be examined using neutron diffrac-
tion with the aim of refining the coordinates of hydro-
gen atoms in the initial cubic phase and investigating
the structures of distorted phases, specifically of those
induced by high pressure [2].

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUES

The deuterated ammonium cryolites were prepared
according to the following procedure. First, we synthe-
sized the hydrogen-containing compounds through the
dissolution of Sc2O3 and Ga2O3 oxides and NH4HF in
hydrofluoric acid (50 vol %) at a temperature of 100°C.
After the evaporation of the resultant solution, the pre-
cipitate was recrystallized from distilled water with the
formation of (NH4)3ScF6 and (NH4)3GaF6 crystalline
powders. Then, these powders were subjected to four-
fold recrystallization from D2O.

The degree of deuteration of the samples prepared
was determined by comparing the integral intensities of
the 1H NMR signals taken from (NH4)3ScF6 and
(NH4)3GaF6 and the synthesized analogs (ND4)3ScF6
and (ND4)3GaF6. It turned out that the substitution of
deuterium for hydrogen in scandium cryolite is more
efficient than that in gallium cryolite. In the former
compound, the degree of deuteration was equal to 78%.
In the latter compound, the degree of deuteration
proved to be appreciably less (only 20%). In our opin-
ion, this can be associated in particular with the fact that
gallium cryolite is less soluble in heavy water.

Since the deuteration in the studied compounds is
not complete, the question arises as to which crystallo-
PH
graphic positions are occupied by N  and N  ions,
whose ionic radii considerably differ from each other.

According to the stability criterion of the Fm m struc-
ture [10], the larger sized cation should occupy the 8c
position in a hole between octahedra. Apparently, it is

these positions that are occupied by the N  groups in
the deuterated (ND4)3GaF6 cryolite. In the (ND4)3ScF6

compound, the N  ions most likely occupy the larger
part of 8c positions and a certain part of 4b positions at
the centers of the octahedra.

X-ray diffraction analysis of the studied samples
revealed that the deuteration of the (NH4)3ScF6 cryolite
leads to an increase in the volume of the unit cell of the
monoclinic phase at room temperature by approxi-
mately 0.5%.

Preliminary calorimetric investigations were carried
out using a DSM-2M differential scanning calorimeter.
These experiments demonstrated that no radical
changes occur in the sequences and temperatures of the
phase transitions observed in the deuterated com-
pounds.

Precision measurements of the heat capacity were
performed on an adiabatic calorimeter over a wide
range of temperatures in the course of discrete and con-
tinuous heating by analogy with our earlier measure-
ments of the heat capacity of proton-containing ammo-
nium cryolites [11]. The weighed portions of the scan-
dium and gallium cryolites were equal to 1.069 and
0.985 g, respectively.

The pressure–temperature phase diagrams were
constructed from the results of investigations into the
effect of hydrostatic pressure on the phase transition
temperatures measured using differential thermal anal-
ysis [2].

3. RESULTS AND DISCUSSION
Figure 1 presents the results of our measurements of

the heat capacity Cp(T) for (ND4)3ScF6 and (ND4)3GaF6
deuterated cryolites over a wide range of temperatures.
It can be seen from Fig. 1 that the heat capacity of
(ND4)3ScF6 and (ND4)3GaF6 exhibits three and one
anomalies, respectively, due to phase transitions
observed earlier in the proton-containing analogs
(NH4)3ScF6 and (NH4)3GaF6 [2, 11]. The phase transi-
tion temperatures and the behavior of the heat capacity
in the vicinity of these temperatures were refined using
continuous heating (cooling) at a low rate of tempera-
ture change: |dT/dt | ≈ 2 × 10–2 K/min. The quasi-static
thermograms depicted in Fig. 2 for both deuterated cry-
olites upon transition from the cubic phase at the tem-
perature T1 are typical of first-order transformations. As
follows from the table, the deuteration of both cryolites
brings about an insignificant increase in the tempera-
ture T1 and temperature hysteresis δT1. At the same
time, the latent heat δH1 of the phase transition remains
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+
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unchanged within the accuracy in the determination of
its magnitude. It is worth noting that the time depen-
dence of the temperature for the deuterated (ND4)3GaF6
cryolite exhibits another slight inflection at a tempera-
ture of approximately 3 K below T1. Most likely, this
phenomenon can be associated with the inhomogeneity
of the studied sample, because no splitting of the heat
capacity peak is observed for the considerably smaller
volume of the (ND4)3GaF6 cryolite studied under pres-
sure (see below).

Since the latent heats of structural transformations
in the deuterated (ND4)3ScF6 cryolite at temperatures
T2 and T3 appeared to be rather small, the results of the
thermographic measurements were expressed in terms
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Fig. 1. Temperature dependences of the heat capacity for (a)
(ND4)3ScF6 and (b) (ND4)3GaF6 deuterated cryolites. The
dashed line shows the lattice heat capacity.
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of heat capacity for the benefit of clarity (Fig. 3). It can
be seen from the table that, compared to the (NH4)3ScF6

compound, the phase transition in the deuterated
(ND4)3ScF6 cryolite at the temperature T2 is character-
ized by an insignificant increase in thermodynamic
parameters such as the temperature T2, its hysteresis
δT2, and the latent heat δH2 of the phase transition.

The isotopic substitution H  D most strongly
affects the thermodynamic parameters of the phase
transition at T3 (see table). This effect more clearly
manifests itself in a substantial decrease in the phase
transition temperature T3 and an increase in the temper-
ature hysteresis δT3.
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Fig. 2. Thermograms measured in the course of (1) heating
and (2) cooling in the vicinity of the phase transition from
the cubic phase in (a) (ND4)3ScF6 and (b) (ND4)3GaF6 deu-
terated cryolites.
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Thermodynamic parameters of the phase transitions in cryolites

Parameters (NH4)3ScFe6 [2] (ND4)3ScF6 (NH4)3GaF6 [2] (ND4)3GaF6

T1, K 330.8 ± 0.2 332.3 ± 0.2 249.02 ± 0.2 249.9 ± 0.2

δT1, K 1.8 ± 0.2 2.3 ± 0.1 0.84 ± 0.20 1.0 ± 0.2

δH1, J/mol 3820 ± 370 3615 ± 350 2690 ± 190 2740 ± 200

∆S1R 1.68 ± 0.13 1.5 ± 0.1 2.77 ± 0.19 2.72 ± 0.20

δS1/∆S1 0.83 0.87 0.47 0.49

dT1/dp, K/GPa –(16.4 ± 1.3) –(17.9 ± 0.8) –(12 ± 20) ~0

T2, K 293.4 ± 0.2 294.5 ± 0.2

δT2, K 0.52 ± 0.15 1.35 ± 0.15

δH2, J/mol 160 ± 20 368 ± 90

∆S2/R 0.84 ± 0.06 1.03 ± 0.07

δS2/∆S2 0.08 0.15

dT2/dp, K/GPa 57.5 ± 1.7 55.7 ± 0.9

T3, K 243.1 ± 0.3 234.5 ± 0.2

δT3, K 7.1 ± 0.3 9.9 ± 0.2

δH3, J/mol 179 ± 25 250 ± 40

∆S3/R 0.11 ± 0.02 0.14 ± 0.02

δS3/∆S3 0.80 0.92

dT3/dp, K/GPa 59.9 ± 1.2 50.1 ± 0.9
The total entropy change upon successive phase
transitions was determined by integrating the function
(∆Cp/T)(T). In order to calculate the anomalous contri-
bution ∆Cp, we determined the lattice component of the
heat capacity Clat(T). For this purpose, the low-temper-
ature and high-temperature portions of the dependence
Cp(T) outside the range of phase transition tempera-
tures were approximated using a combination of Debye
and Einstein functions. In the temperature range under
investigation, the heat capacity is not very sensitive to
details of the phonon spectrum due to a relatively low
Debye temperature; therefore, the chosen approxima-
tion, in our opinion, is entirely justified.

For both deuterated cryolites, the changes in the
entropy ∆Si/R due to phase transitions are close in mag-
nitude to those for the proton-containing compounds,
within the accuracy of the entropy determination (see
table). The temperature dependences of the excess
entropy are displayed in Fig. 4. It is clearly seen from
this figure that a rapid increase in the entropy of the
deuterated gallium cryolite (ND4)3GaF6 in the temper-
ature range of phase transitions occurs in two steps. At
present, the reason for this behavior remains unclear.
However, it is quite probable that an examination of
(ND4)3GaF6 gallium cryolites with a higher degree of
deuteration would provide an answer to this problem.

As is known, the degree of closeness of the phase
transition to the tricritical point is characterized by a
PH
quantity defined as the ratio of the entropy jump at a
temperature Ti to the total entropy change δSi/∆Si. It
follows from the table that, upon deuteration, this quan-
tity increases appreciably only due to phase transitions
in the deuterated (ND4)3ScF6 cryolite at temperatures
T2 and T3. This result is in good agreement with the
aforementioned substantial increase in the temperature
hysteresis of these transformations and indicates that
the deuteration of the studied compound leads to a
decrease in the degree of closeness of two first-order
phase transitions to the tricritical point.

Figure 5 shows the p–T phase diagrams of the deu-
terated and proton-containing cryolites studied under
pressure. It can be seen from the table that, for
(NH4)3ScF6 and (ND4)3ScF6 scandium cryolites, the
slopes of the phase boundaries dT1/dp and dT2/dp and
the coordinates of the triple point observed in the phase
diagram virtually coincide. However, in the case of the
transition to the triclinic phase at the temperature T3,
the slope dT3/dp decreases significantly (see table).
Judging from the increase in the stability region of the
monoclinic phase I12/m1 of the deuterated (ND4)3ScF6
cryolite, the parameters of the second (hypothetical) tri-
ple point (note that, to its right in the p–T phase dia-
gram, there exists only a boundary between the cubic
and triclinic phases) should be characterized by a
higher pressure and a lower temperature as compared to
those of the proton-containing (NH4)3ScF6 cryolite.
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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Upon partial deuteration of the gallium cryolite, no
appreciable changes are observed either in the phase
transition temperatures under pressure dTi/dp or in the
parameters of the triple points. Unfortunately, for both
gallium cryolites, (NH4)3GaF6 and (ND4)3GaF6, the
boundaries between the high-pressure phases were
determined reliably only in phase diagram regions of
small extent. This circumstance makes the unambigu-
ous interpretation of the constancy of the quantities
dTi/dp with a change in the pressure more difficult.
Moreover, the experiments performed under pressure
did not reveal anomalies attributed to the aforemen-
tioned inflection points in the curves Cp(T) and T(t).
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4. CONCLUSIONS

The main results obtained in the above investigation
can be summarized as follows.

(1) The total entropy change Σ∆Si/R observed upon
a triclinic distortion of the low-temperature phase in
(NH4)3ScF6 and (NH4)3GaF6 cryolites remains
unchanged in (ND4)3ScF6 and (ND4)3GaF6 deuterated
compounds, within the accuracy of the measurements,
even though the degrees of deuteration of the latter
compounds differ significantly. Therefore, it can be
assumed that the protons (deuterons) are of little impor-
tance in structural ordering associated with consider-
able changes in the entropy.

(2) The deuteration does not substantially affect the
thermodynamic parameters of the phase transitions at
temperatures T1 and T2. This result confirms the
assumption made earlier in [1, 4] that these transforma-
tions are due to ordering of ammonium tetrahedra and
fluorine octahedra.

(3) The thermodynamic parameters of the I121/ml–

P  phase transition in the deuterated scandium cryolite
(ND4)3ScF6 change considerably as compared to those
of the proton-containing scandium compound
(NH4)3ScF6. This indicates that the structural distor-
tions observed upon this transition are associated with
transformations in the subsystem of tetrahedra. The
clearly defined transformation revealed at the tempera-
ture T3 can be considered a first-order transition
between two completely ordered phases differing only
in the orientation of the tetrahedra in the 4b positions
[7]. This inference is also supported by the insignificant
change in the entropy ∆S3.
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Abstract—Powders and single-crystal plates of different sections of an (NH4)2KGaF6 crystal are investigated
using polarized light microscopy and x-ray diffraction over a wide temperature range, including the phase tran-
sition temperatures. It is established that the sequence of symmetry changes in the crystal under investigation

is as follows: –Fm3m (Z = 4)  –I114/m (Z = 2)  –P1121/n (Z = 2). © 2002 MAIK
“Nauka/Interperiodica”.
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1. INTRODUCTION

Fluoride crystals of the general formula A2BMe3+F6
with a perovskite-like structure are characterized by a
great diversity of phase transitions with a decrease in
temperature. Among these compounds, ammonium
crystals have attracted particular attention, because the
ammonium ions occupy cation positions: A and B (cry-
olite) and A or B (elpasolite). In elpasolite and cryolite
crystal cells, these ions can occupy two nonequivalent
positions, namely, the position A inside a halide octahe-
dron and the position B in a hole between octahedra.

Ammonium crystals of the formula (NH4)3Me3+F6

(Me3+ = Al, Cr, Ga, V, Fe, Sc, or In) with a cryolite
structure (space group Fm3m, Z = 4) that belong to the
family of ammonium perovskite-like compounds have
been investigated in sufficient detail. The three-dimen-
sional crystal framework of these compounds is formed
by (NH4)F6 and Me3+F6 octahedra connected by their
vertices, and the polyhedra arranged between these
octahedra are occupied by ammonium ions. Sasaki et
al. [1] showed that, in the majority of ammonium cryo-
lites, the transitions from the cubic phase are associated
with changes in the orientational motion of two struc-
tural groups, namely, (NH4)+ and (Me3+F6). Kobayashi
et al. [2] and Tressaud et al. [3] proved that the radius
of the Me3+ ion affects the number of phase transitions,
the sequence of changes in the symmetry upon phase
transitions, and the temperature at which the cubic
phase loses its stability. The ammonium compounds

with a small radius of the trivalent ion (  ≤ ) are
characterized by only one phase transition, whereas the
compounds with larger sized cations (In or Sc) undergo
two or three phase transitions [3–5]. Our recent x-ray
diffraction studies on powders and single crystals [6]

RMe
3+ RFe

3+
1063-7834/02/4410- $22.00 © 21967
revealed the following sequence of symmetry changes

in the (NH4)3ScF6 cryolite: –Fm3m (Z = 4) 

–P121/n1 (Z = 2)  –I12/m1 (Z = 16) 

–I  (Z = 16). For the (NH4)3GaF6 cryolite with a
small-sized trivalent cation Ga3+ [7], the sequence of

symmetry changes proved to be as follows: –Fm3m

(Z = 4)  –I  (Z = 16). These investigations dem-
onstrated that ammonium cryolites have identical sym-
metry of the initial and lowest temperature phases;
however, the transitions between these phases can
occur in a number of ways.

The difference between the ammonium elpasolite
(NH4)2KGaF6 and the gallium cryolite (NH4)3GaF6 lies
in the fact that holes between octahedra in the crystal
structure of the former compound are occupied by
atomic potassium cations rather than by ammonium
molecular ions. According to Flerov et al. [8], the
(NH4)2KGaF6 elpasolite exhibits three anomalies in the
heat capacity in the temperature range from 80 to
350 K, specifically at T01 = 288.5, T02 = 250, and T03 =
244.5 K. Moreover, reasoning from the thermodynamic
characteristics obtained for the (NH4)2KGaF6 elpaso-
lite, Flerov et al. [8] proposed a different sequence of
symmetry changes in this crystal as compared to that in
the cryolites studied in [6, 7].

The purpose of the present work was to determine
the sequence of symmetry changes (G0)  (G1) 
(G2)  (G3) in the (NH4)2KGaF6 crystal. This study
was performed by analogy with our previous works [6,
7]. We investigated the twin laws and analyzed the
changes observed in the x-ray reflections from powders
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and oriented single-crystal plates over a wide range of
temperatures.

2. SAMPLE PREPARATION

The (NH4)2KGaF6 compound was synthesized
according to the following procedure. Gallium hydrate
Ga(OH)3 was dissolved in hydrofluoric acid HF and
was then evaporated almost to dryness. A saturated
aqueous solution of (NH4)HF2 and KHF2 taken in
equivalent amounts was added to the gallium fluoride
GaF3 formed by the above reaction. The resultant poly-
crystalline compound and a mother solution were
placed in a high-pressure bomb. The hermetically
sealed bomb was heated to 500 K, allowed to stand for
48 h at this temperature, and was then slowly cooled
over ten days to room temperature. The hydrothermal
synthesis in the high-pressure bomb resulted in the for-
mation of small-sized (≈30 mm2), well-faceted crystals
of the (NH4)2KGaF6 compound. Single-crystal plates of
three crystallographic orientations, namely, the (100)0,
(110)0, and (111)0 sections cut from these crystals,
served as samples in x-ray diffraction and optical inves-
tigations (hereafter, the subscript in the designations of
the crystallographic planes and directions indicates the
type of crystal phase).

3. RESULTS AND DISCUSSION

Thin crystal plates (≈0.05 mm) of different crystal-
lographic sections were examined using a polarizing
microscope. It was revealed that, during cooling of the
studied samples in the vicinity of the temperature T01 =
288 K, the crystal exhibits optical anisotropy and small-
sized, poorly defined crystal twins manifest themselves
in the form of dark spots. The twin boundaries observed
in the (100)0 section are aligned parallel to the [110]0
direction. Extended single-domain regions with pro-
nounced temperature-independent extinctions of reflec-
tions along the [100]0 direction are arranged between
the spots. In these regions, the birefringence was mea-
sured using the Berec compensator technique with an
accuracy of ~10–4. Figure 1 illustrates the temperature
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Fig. 1. Temperature dependences of (1) the birefringence
and (2) the rotation angle of the optical indicatrix with
respect to the [110]0 direction in the (NH4)2KGaF6 crystal.
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 crystal. It can be seen that the birefrin-
gence arises below 
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with a decrease in the temperature, and reaches 
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 in the vicinity of 250 K.

At 

 

T02 = 250 K, the (NH4)2KGaF6 crystal undergoes
a first-order phase transition. It is seen that the twin pat-
tern changes drastically. In particular, there arise
regions of a new phase with a complex twin structure.
In the (100)0 section, this structure is predominantly
composed of twins with a preferred orientation of their
boundaries along the [100]0 direction, in which the
optical indicatrices are rotated through an angle ±ϕ
with respect to the [110]0 direction. Crystal twins with
extinctions of the reflections along the [100]0 direction
are observed more rarely. The new phase regions are
not formed simultaneously throughout the bulk of the
sample. Upon cooling, their formation is observed to a
temperature of 245 K. At 250 K, the angle ϕ abruptly
increases from zero to 10° and remains nearly constant
in the course of cooling (Fig. 1). No additional changes
are revealed in the twin pattern in the vicinity of the third
anomaly in the heat capacity (T03 = 244.5 K).

Judging from the above findings, we can state that
the (NH4)2KGaF6 crystal is characterized by the follow-
ing changes in symmetry: cubic (G0)  tetragonal
(G1)  monoclinic (G3). Analysis of the extinctions
of the reflections in different twins of the monoclinic
phase indicates that the twofold axis of the unit cell of
the monoclinic phase coincides with one of the
pseudocubic axes, whereas the other two axes are
aligned along the face diagonals. It turned out that both
the twin pattern and the sequence of symmetry changes
in the (NH4)2KGaF6 crystal are closely similar to those
observed in the Rb2KScF6 elpasolite [9].

X-ray diffraction analysis of the (NH4)2KGaF6 crys-
tal was carried out on a DRON-2.0 diffractometer
equipped with a URNT-180 low-temperature attach-
ment (CuKα radiation, graphite monochromator). The
measurements were performed over a wide range of
temperatures (100–300 K). The samples used in x-ray
diffraction investigations were prepared in the form of
single-crystal plates of the (100)0, (110)0, and (111)0
sections and powders produced from (NH4)2KGaF6 sin-
gle crystals.

The x-ray reflections taken from the initial phase G0
correspond to cubic symmetry with a face-centered unit
cell F [10]. The unit cell parameters at 293 K are listed
in the table. Upon cooling in the temperature range
from 288 to 250 K, we observed a very slight broaden-
ing of x-ray reflections from single-crystal plates.
Unfortunately, in this range of temperatures, we failed
to reveal noticeable splittings of reflections that would
suffice to determine the symmetry of the G1 phase from
the x-ray diffraction experiment. However, the
observed twin pattern indicates that the unit cell of the
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Crystallographic characteristics of distorted phases of the (NH4)2KGaF6 crystal

Characteristics G3 G1 G0

Space group –P1121/n –I114/m –Fm3m

Z 2 2 4

Texp, K 198 K 273 K 293 K

Unit cell parameters

1/2(a0 + b0) 1/2(a0 + b0) a0

ai, Å 6.203 6.256 8.850

1/2(a0 – b0) 1/2(a0 – b0) b0

bi, Å 6.252 6.256 8.850

c0 c0 c0

ci, Å 8.928 8.847 8.850

α, deg 90 90 90

β, deg 90 90 90

γ, deg 89.72 90 90

V, Å3 346.23 346.22 693.13

(h 0 0)

(h h 0)

(h h h)

Presence of superstructure reflections + – –

C2h
5

C4h
5 Oh

5

               
G1 phase is characterized by a tetragonal distortion.
Moreover, the lack of superstructure reflections in the
G1 phase suggests that the phase transition occurs with-
out a multiple change in the unit cell volume. The
parameters and the scheme of crystallographic axis of
the Bravais cell in the tetragonal phase of the
(NH4)2KGaF6 crystal are given in the table.

Upon cooling below the phase transition tempera-
ture T02 = 250 K, the x-ray diffraction profiles of single-
crystal plates and the splittings of reflections in the x-
ray powder diffraction patterns change drastically (see
table). The cooling of the studied sample leads to the
appearance of a set of (h k 0) and (h k l) superstructure
reflections for which the sums (h + k), (h + l), and (k +
l) are odd numbers and the (h 0 0) and (h h 0) reflec-
tions are characterized only by even indices h. The tem-
perature dependence of the (1 0 5) superstructure
reflection (Fig. 2) clearly demonstrates that a change in
the translational symmetry occurs upon the G1  G3
phase transition. The splittings of reflections in the G3
phase correspond to the monoclinic symmetry (see
table).

The temperature dependences of the linear and
angular parameters of the unit cell in different phases of
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
the (NH4)2KGaF6 crystal were determined from the
location of the components of the (6 6 0) reflection. The
results obtained are presented in Figs. 3 and 4, respec-
tively. It can be seen from Fig. 3 that, as the temperature
decreases, the unit cell parameters remain constant
upon the (G0)  (G1) phase transition but exhibit
abrupt jumps at temperatures below T02 = 250 K. The
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Fig. 2. Temperature behavior of the integral intensity of the
(1 0 5) superstructure reflection. The reflection indices are
given in the setting and crystallographic axes of the unit cell
of the initial cubic phase G0.
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and the volume of the Bravais cell in the (NH4)2KGaF6

crystal: (1) a , (2) b , (3) c, and (4) 3 . The volume
of the Bravais cell in the monoclinic and tetragonal phases
is doubled.
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(90° – γ) of the Bravais cell in the (NH4)2KGaF6 crystal.
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Fig. 5. Positions of the components of the (10 0 0) reflection
in the x-ray diffraction pattern at different temperatures
(CuKα radiation).
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linear dimension of the monoclinic cell of the
(NH4)2KGaF6 crystal decreases along the a direction
and increases along the c direction with a decrease in
the temperature, whereas the linear parameter along the
b direction remains virtually unchanged. Upon cooling,
the volume of the chosen cell only slightly changes
when passing through the temperature T02.

Figure 4 shows the temperature dependence of the
angular parameter of the Bravais cell. At T02 = 250 K,
the deviation of the angular unit-cell parameter from
the right angle (90° – γ) abruptly increases from zero to
saturation. A similar temperature dependence is
observed for the rotation angle ϕ of the optical indica-
trix (Fig. 1).

At temperatures below T01 = 288 K, the extinctions
of the reflections observed correspond to two tetragonal
space groups, namely, I4/mmm and I4/m. According to
the results of measurements of the birefringence and
heat capacity [8], the transformation from the cubic
phase into the tetragonal phase is a second-order phase
transition. On this basis, we chose the space group
I114/m for the G1 phase of the (NH4)2KGaF6 crystal in
the same manner as was done by Flerov et al. [9] for the
Rb2KScF6 crystal. Reasoning from the aforementioned
experimental data, for the low-temperature phase G3,
we chose the space group P1121/n, in which the screw
axis 21 coincides with the [001]0 direction of the unit
cell of the initial phase G0. The parameters of the cho-
sen Bravais cell for the monoclinic phase are listed in
the table.

Now, it remains to be seen whether the
(NH4)2KGaF6 crystal undergoes any transformation in
the temperature range from 250 to 245 K (the G2
phase). In this respect, noteworthy is the temperature
dependence of the integral intensity of the (1 0 5) super-
structure reflection (Fig. 2). Upon transition from the
G1 phase to the G2 phase with a decrease in the temper-
ature, the integral intensity of the (1 0 5) superstructure
reflection abruptly increases from zero to a certain
value, remains nearly constant within a range of
approximately 10 K, and increases to saturation only
below 240 K. On the one hand, since the intensity of the
superstructure reflection accounts for the displacement
of atoms in the unit cell with respect to their initial posi-
tions, we can assume that an additional transformation
of the crystal structure occurs in this range of tempera-
tures (T < T03). On the other hand, the intensity of the
superstructure reflection depends on the amount of the
material involved in the phase transition. In the case
when observations in polarized light demonstrate that
the phase transition in different parts of the sample
occurs at different temperatures just below T02, this cir-
cumstance should be reflected in the temperature
dependence of the intensity of the reflection under
investigation.

Figure 5 depicts the temperature dependence of the
components of the (10 0 0) reflection in the x-ray dif-
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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fraction pattern of the (100)0 section of an oriented
plate. At temperatures below 250 K, the (10 0 0) reflec-
tion is split into three components. It should be noted
that, after the splitting, the intensity of the component
observed at the initial position (2θ ≈ 120.5°) in the tem-
perature range from 250 to 245 K decreases to zero,
whereas the intensities of the other two components
increase. In the low-temperature range, this reflection
has only two components. Most likely, this finding sug-
gests the coexistence of the G1 and G3 phases at these
temperatures.

The temperature behavior of the components of the
(6 6 6) reflection is also of considerable interest. As the
temperature decreases, the number of components of
this reflection progressively changes from one compo-
nent above 250 K to two components in the range 250–
245 K and three components below 240 K. Judging
from the number of components of the (6 6 6) reflec-
tion, we can make the inference that the symmetry of
the G2 phase differs from that of the G3 phase; further-
more, we can assume that the G2 phase has the symme-
try P121/n1. In this case, the screw axis 21 should be
directed along the face diagonal of the cubic cell. How-
ever, polarized light microscopy does not confirm this
symmetry (Fig. 1). For the proposed variant of symme-
try, the rotation angle of the optical indicatrix with
respect to the [110] direction must be equal to zero. We
believe that the disappearance of one of the components
of the (6 6 6) reflection in the temperature range from
250 to 245 K most likely can be associated with the
changes in the intensity and width of the other two,
stronger components of this reflection in the x-ray dif-
fraction pattern. As a result, the third (weak) compo-
nent of the reflection is buried in the total profile (see
table). One of the possible reasons for the observed
changes in the profiles of x-ray reflections is the nucle-
ation and intergrowth of one phase into the other phase,
i.e., the intergrowth of the tetragonal phase into the
monoclinic phase and vice versa (heating and cooling).

4. CONCLUSION
Thus, the results of the above investigations allowed

us to propose the following sequence of symmetry

changes in the (NH4)2KGaF6 elpasolite: –Fm3m

(Z = 4)  –I114/m (Z = 2)  –P1121/n
(Z = 2). Unfortunately, our investigation did not answer
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the question regarding additional symmetry changes in
the temperature range of existence of the G2 phase. We
made the assumption that two phases coexist at these
temperatures. This assumption is supported by the
results obtained by Flerov et al. [8], who studied the (p–
T) phase diagram of the (NH4)2KGaF6 elpasolite. These
authors demonstrated that, under pressure, the phase
transition temperatures T02 and T03 decrease almost
identically [8]: dT02/dp = –(2.3 ± 0.3) K/GPa and
dT03/dp = –(1.4 ± 0.4) K/GPa. The stability loss temper-
ature of the cubic phase decreases more rapidly with an
increase in the pressure: dT01/dp = –30 K/GPa.
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Abstract—The crystal structure of DL-Serine H2SO4 · H2O is determined by single-crystal x-ray diffraction.
The intensities of x-ray reflections are measured at three temperatures, namely, 295, 343, and 233 K. The crystal
structure of the studied compound is refined using all three sets of intensities. It is demonstrated that, at a tem-
perature of 233 K, the structure transforms into an incommensurately modulated state. This transformation is
assumed to be responsible for the disappearance of the piezoresponse at this temperature. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Owing to their structural features, crystals of inor-
ganic derivatives of proteinic amino acids are of consid-
erable interest to investigators engaged in searching for
new pyroelectric and piezoelectric materials and in elu-
cidating the role played by the electrical properties of
proteinic amino acids in processes occurring in living
organisms.

Lemanov et al. [1] described the synthesis of diser-
inesulfate monohydrate, the growth of diserinesulfate
monohydrate single crystals, tentative x-ray structure
characteristics, and the temperature dependences of the
piezoresponse of diserinesulfate monohydrate crystals.
The aim of the present work was to determine the pre-
viously uninvestigated crystal structure of diserine-
sulfate monohydrate [2]. Moreover, we made an
attempt to reveal a correlation between the temperature
dependences of the piezoelectric characteristics of
these crystals and their structural transformations with
changes in temperature.

2. EXPERIMENTAL TECHNIQUE

The measurements of the intensities of x-ray reflec-
tions were carried out on the same crystal at different
temperatures: (i) room temperature (295 K), which cor-
responds to a sufficiently large piezoresponse; (ii) 233 K,
at which the signal disappears; and (iii) 343 K, at which
the piezoresponse sharply decreases and tends to zero
[1]. The temperatures higher and lower than room tem-
1063-7834/02/4410- $22.00 © 21972
perature were attained by blowing the studied crystal
with a jet of dry nitrogen of the specified temperature
during the x-ray diffraction experiment. The control
system maintained the specified temperature accurate
to within ±1 K.

The intensities of x-ray reflections were measured
on an automated single-crystal diffractometer operating
in a perpendicular beam geometry with layer-by-layer
recording (MoKα radiation, pyrolytic graphite mono-
chromator). The estimation of the integral intensities
and correction for the background were performed
using an algorithm of the profile analysis. The stability
of the crystal was checked by periodic measurements of
the intensity of the standard reflection.

It follows from Table 1 that, at all the temperatures,
the studied crystal has an orthorhombic structure (space
group P212121). However, the measurements carried
out at a temperature of 233 K revealed that the main
reflections characterizing the basic cell are accompa-
nied by a small number of first-order and second-order
satellite reflections. The positions of the observed satel-
lite reflections indicate a one-dimensional incommen-
surate modulation along the b axis. According to Wolff
[3, 4], the positions of the satellite reflections are deter-
mined by the vector H = ha* + kb* + lc* + mq, where
m is the order of the satellite reflection and q is the wave
vector of the modulation.

For the crystal under investigation, the modulation
wave vector was determined as q = 0.23(1)b*. The
coordinates of the non-hydrogen atoms were deter-
Table 1.  Selected crystallographic parameters of the studied structures

Structure T, K a, Å b, Å c, Å F(n k l) R Space group

I 295 10.62(1) 21.41(1) 5.89(1) 1791 0.027 P212121

II 343 10.65(1) 21.39(1) 5.90(1) 1564 0.029 P212121

III 233 10.61(1) 21.42(1) 5.90(1) 1740 0.026 P212121
002 MAIK “Nauka/Interperiodica”
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mined by the direct method with the AREN software
package [5] using the F(h k l) set measured at room
temperature. All the hydrogen atoms were located in a
series of difference syntheses alternating with the least-
squares refinement of the positional and thermal
parameters of the atoms with the use of a modified ver-
sion of the ORFLS program [6] and the weighting func-

tion w = [σ2(F0) + 0.001 ]–1; the scattering factors of
the neutral atoms were used in the refinement. The ther-
mal parameters were refined in the anisotropic approx-
imation for the non-hydrogen atoms and in the isotropic
approximation for the hydrogen atoms. In further
refinement, the crystal structures were determined from
the measurements performed at temperatures of 233 K
(in the basic-cell approximation) and 343 K. Initially,
we used the parameters of the non-hydrogen atoms
which were obtained for the crystal at room tempera-
ture. Then, these parameters were refined by the least-
squares method and the parameters of the hydrogen
atoms were determined from the electron-density dif-
ference syntheses. The final R factors are presented in
Table 1.

It turned out that the obtained parameters of the
atoms differ only slightly from those determined for the
crystal structure measured at room temperature. For
this reason, Table 2 lists only the atomic coordinates
and equivalent thermal parameters for the room-tem-
perature structure (structure I).

3. RESULTS AND DISCUSSION

The projection of the crystal structure of diserine-
sulfate monohydrate along the c axis is shown in the
figure. It can be seen that the left and right serine mol-

F0
2
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ecules are bound in pairs by two strong hydrogen bonds
between the hydroxyl ions [O(6)–O(10), 2.627 Å and
O(9)–O(7), 2.599 Å], thus forming layers aligned par-
allel to the a axis. These positively charged layers alter-
nate with layers formed by [SO4]2– ions and water mol-
ecules.

Two serine molecules form a group with a local cen-
ter of symmetry in which the adjacent negatively
charged layers consisting of [SO4]2– ions and water
molecules are linked through active NH3 groups. Con-
sequently, the nitrogen atom of one of the molecules in
a pair forms three hydrogen bonds with three [SO4]2–

ions of one layer, whereas the nitrogen atom of the
other molecule of this pair is bonded to three sulfate
ions of the adjacent layer. In the crystal structure, the
water molecules and hydroxyl groups of the serine mol-
ecules are also involved in the system of hydrogen
bonds. Each water molecule provides hydrogen bond-
ing of a pair of neighboring sulfate ions in the layer and,
in turn, is linked to the serine hydroxyl group through
the hydrogen bond. The coordination environment of
the water molecules is not complete; as a result, the
thermal parameter of the oxygen atom of the water mol-
ecule is considerably larger than that of the other atoms
of the crystal structure. Thus, apart from the electro-
static interaction, the crystal structure is characterized
by an extended system of hydrogen bonds. The bond
lengths and angles in the serine molecules agree well
both with each other and with those determined earlier
in [7, 8]. The sulfate ion is a slightly distorted tetrahedron
in which all the bond lengths and angles fall in the
expected range (1.468–1.491 Å, 108°–111°).
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Table 2.  Atomic coordinates and thermal parameters in structure I (e.s.d.’s are given in parentheses). Beq = 4/3Σ(Bij aiaj)

Atom x/a y/b z/c  Beq/Biso, Å2

S 0.43850(3) 0.50423(1) 0.97266(6) 1.75(1)

N1 0.4252(2) 0.4017(1) 0.4683(3) 2.20(3)

N2 0.6526(2) 0.0940(1) 1.0255(3) 2.20(3)

O1 0.3255(2) 0.5434(1) 0.9521(4) 3.67(4)

O2 0.4094(2) 0.4376(1) 0.9337(3) 2.84(3)

O3 0.5327(2) 0.5249(1) 0.8013(3) 2.90(3)

O4 0.4920(2) 0.5104(1) 1.2059(3) 2.51(3)

O5 0.3540(2) 0.3027(1) 0.7142(3) 2.80(3)

O6 0.4622(2) 0.2342(1) 0.4986(3) 2.90(3)

O7 0.6605(2) 0.3483(1) 0.6619(3) 3.16(3)

O8 0.7282(2) 0.1894(1) 0.7611(3) 3.21(4)

O9 0.6215(2) 0.2613(1) 0.9617(3) 2.89(3)

O10 0.4213(2) 0.1451(1) 0.7969(3) 2.66(3)

Ow 0.7499(2) 0.4584(1) 0.7170(8) 8.04(9)

C1 0.4229(2) 0.2909(1) 0.5580(3) 1.98(3)

C2 0.4818(2) 0.3405(1) 0.4059(3) 1.93(3)

C3 0.6258(2) 0.3417(1) 0.4305(4) 2.62(4)

C4 0.6585(2) 0.2040(1) 0.9140(3) 2.05(3)

C5 0.5962(2) 0.1567(1) 1.0702(3) 1.97(3)

C6 0.4532(2) 0.1553(1) 1.0307(4) 2.48(3)

H1 0.438(5) 0.207(2) 0.598(6) 2.5(7)

H2 0.694(5) 0.382(2) 0.695(7) 2.5(7)

H3 0.456(4) 0.331(2) 0.258(5) 2.9(5)

H4 0.659(5) 0.305(2) 0.354(7) 2.7(7)

H5 0.657(4) 0.375(2) 0.336(6) 2.1(6)

H6 0.442(4) 0.413(2) 0.594(6) 2.8(6)

H7 0.343(4) 0.402(2) 0.447(6) 2.8(6)

H8 0.456(5) 0.434(2) 0.382(7) 2.6(7)

H9 0.643(5) 0.289(2) 0.860(6) 2.3(7)

H10 0.431(5) 0.109(2) 0.767(7) 2.8(7)

H11 0.615(4) 0.168(2) 1.221(6) 2.3(6)

H12 0.416(4) 0.196(2) 1.078(6) 2.2(6)

H13 0.412(4) 0.118(2) 1.135(6) 2.5(6)

H14 0.643(4) 0.082(2) 0.886(6) 2.3(7)

H15 0.734(5) 0.097(2) 1.044(8) 2.5(7)

H16 0.613(5) 0.065(2) 1.114(7) 2.4(7)

H17 0.697(7) 0.482(3) 0.72(1) 8.(2)

H18 0.872(7) 0.471(3) 0.73(2) 8.(2)
4. CONCLUSION

The above analysis of the three crystal structures
formed from the same crystal at different temperatures
have demonstrated that these structures are closely sim-
ilar to one another. However, the incommensurately
modulated structure observed at a temperature of 233 K
PH
can be considered a new phase and the transition to this
phase can be treated as a phase transition. It is assumed
that this transition leads to the disappearance of the
piezoresponse at the given temperature. The effect
manifests itself in the appearance of a relatively small
number of satellite reflections. For this reason, we can-
not answer the question as to which of the fragments of
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the crystal structure is primarily responsible for the
incommensurate modulation. We can only note the fol-
lowing circumstance. Although the temperature was
decreased by 60 K when we refined the incommensu-
rate structure in the basic-cell approximation, the ther-
mal parameters of the atoms did not decrease; they
actually even increased. In our opinion, this suggests a
cooperative effect of atomic displacements in the mod-
ulated structure. The attenuation of the piezoresponse
at a temperature of 343 K most likely can also be asso-
ciated with the thermal disordering of the crystal struc-
ture.
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in the Langmuir–Blodgett Matrix
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Abstract—The structures with CdS, PbS, and ZnS quantum dots produced using the Langmuir–Blodgett
method are investigated by infrared (IR) spectroscopy, Raman scattering, and ultraviolet (UV) spectroscopy.
The quantum dot size estimated from the UV spectra and high-resolution transmission electron microscopy
(HRTEM) falls in the range 2–6 nm. The longitudinal optical (LO) phonons localized in quantum dots and the
surface optical vibration modes are revealed in the IR reflection and Raman scattering spectra of the structures
under investigation. The frequencies of the surface optical modes are adequately described with allowance
made for the effect of localizing optical phonons in the quantum dots.© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the last decade, low-dimensional semiconductor
structures (quantum wells, quantum wires, and quan-
tum dots) have attracted growing interest due to their
unusual optical and electronic properties as compared
to bulk materials [1, 2]. The optical properties of bulk
crystals and thin films are well understood and
explained. However, elucidation of the optical proper-
ties of low-dimensional structures calls for theoretical
and experimental investigations. At present, quantum
dots have been produced using a number of techniques,
such as self-organization of quantum dots during
molecular-beam epitaxy [3], preparation of quantum
dots in solutions [4] and glasses [5], colloid chemistry
[6], etc.

This paper reports on the results of analyzing the
vibrational spectra of CdS, ZnS, and PbS quantum dots
formed in the Langmuir–Blodgett matrix.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The standard Langmuir–Blodgett technique pro-
vides a means of preparing perfect films of Cd, Zn, and
Pb behenates. The interaction of metal behenate films
with gaseous hydrogen sulfide results in the formation
of microcrystals or quantum dots of Cd, Zn, and Pb sul-
fides [7, 8]. In the present work, films of cadmium, zinc,
and lead behenates were deposited onto aluminum-
coated silicon substrates. The aluminum layer served as
a mirror for measuring the reflection spectra. The thick-
ness of the Langmuir–Blodgett films used in the exper-
iments was 400 monolayers (1.2 µm). The as-prepared
Langmuir–Blodgett films were treated with hydrogen
1063-7834/02/4410- $22.00 © 21976
sulfide for 3 h under a pressure ranging from 50 to
100 Torr. As a result, the CdS, ZnS, and PbS quantum
dots were formed in the behenic acid matrix according
to the reaction

Me(C21H43COO)2 + H2S = MeS + 2C21H43COOH, (1)

where Me = Cd, Zn, or Pb.

The infrared (IR) reflection spectra of the studied
structures were recorded on Bruker-IFS66 and IFS113v
IR Fourier spectrometers with a glancing angle of inci-
dence (θ ≈ 75°) in p-polarized light. The IR spectrum of
an aluminum mirror deposited onto a silicon substrate
served as a reference spectrum. The resolution was
2 cm–1 over the entire spectral range. The number of
scans was equal to 500.

The experiments on Raman scattering were carried
out using a Dilor XY800 spectrometer in a backscatter-
ing geometry with the excitation by Ar+ and Kr+ lasers
in the wavelength range 514.5–457.9 nm (2.41–
2.71 eV) with a power of 40 mW. The resolution was
equal to 2.9 cm–1 over the entire spectral range.

The ultraviolet (UV) absorption spectra were
recorded on a Specord M-40 UV spectrometer in the
wavelength range 250–800 nm with a spectral resolu-
tion of 10 cm–1.

The experiments on high-resolution transmission
electron microscopy (HRTEM) were performed using a
JEM-400EX (JEOL) electron microscope with an
accelerating voltage of 400 keV. The point resolution
was 0.165 nm. The experiment was described in detail
earlier in [9].
002 MAIK “Nauka/Interperiodica”



        

OPTICAL VIBRATION MODES IN (Cd, Pb, Zn)S QUANTUM DOTS 1977

                                                                 
3. RESULTS AND DISCUSSION

In order to estimate the quantum dot size, we mea-
sured the UV absorption spectra of the structures under
investigation. The UV absorption spectra of the struc-
tures with CdS, ZnS, and PbS quantum dots are dis-
played in Fig. 1. These spectra exhibit specific features
(indicated by arrows) at 390, 270, and 255 nm, respec-
tively, due to the 1se–1sh band-to-band transitions in
the quantum dots. The vertical lines correspond to the
band gaps in bulk CdS and ZnS. The band gap of PbS
is equal to 0.4 eV (not shown in Fig. 1).

Within a simple model based on the effective mass
approximation, we can estimate the mean size of spher-
ical quantum dots as a function of the energy of the
1se–1sh transitions [10]:

(2)

Here, D is the diameter of the quantum dot, Eg is the
band gap, ε is the permittivity, and me and mh are the
electron and hole effective masses in the bulk of the
material forming the quantum dot, respectively. The
calculated dependences are shown in Fig. 2. The
hatched regions correspond to the 1se–1sh transition
energies determined, to within the experimental error,
from the UV absorption spectra. The mean size of ZnS,
CdS, and PbS quantum dots, which was determined
from the comparison of the experimental and calculated
data, was equal to 2.8 ± 0.2, 3.2 ± 0.1, and 4.2 ± 0.2 nm,
respectively.

For comparison, the quantum dots were examined
using high-resolution transmission electron micros-
copy. The HRTEM images of the studied samples are
displayed in Fig. 3. The dark-field region corresponds
to PbS (Fig. 3a) and CdS (Fig. 3b) quantum dots, and
the bright-field region corresponds to the behenic acid
matrix. It can be seen from Fig. 3 that the quantum dots
have a nearly spherical shape. The mean size of CdS
and PbS quantum dots is equal to (3 ± 1) and (4 ± 2) nm,
respectively. Thus, the data obtained from analyzing the
UV absorption spectra and HRTEM images are in good
agreement.

Analysis of the interplanar spacings demonstrated
that the PbS quantum dots exhibit a cubic structure,
whereas the CdS quantum dots have a wurtzite-type
hexagonal structure. We failed to observe a diffraction
pattern of ZnS quantum dots. This can be explained by
a small (less than 0.1%) volume fraction of crystal par-
ticles. Moreover, the small particle size leads to a con-
siderable broadening of the diffraction peaks attributed
to quantum dots, which, in turn, makes their visualiza-
tion against the background of the diffraction pattern of
the amorphous matrix of the Langmuir–Blodgett film
rather difficult.

The vibrational spectrum of the structures prepared
was examined using Raman and IR spectroscopy. Since

E1se–1sh Eg
2η2π2

D2
-------------- 1

me

------ 1
mh

------+
3.56e2

εD
---------------.–+=
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the selection rules are different for Raman and IR spec-
troscopy, these methods of analyzing the vibrational
spectrum complement each other.

Figure 4 depicts the Raman spectra of the structures
with quantum dots in the frequency range of crystal lat-
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Fig. 1. Experimental UV absorption spectra of the struc-
tures with CdS, ZnS, and PbS quantum dots. Vertical solid
lines correspond the band gaps of the materials forming
quantum dots. The band gap in PbS is 0.4 eV (not shown in
the figure). Vertical dashed arrows indicate the 1se–1sh
transition energies in the quantum dots.
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Fig. 2. Calculated energy of the 1se–1sh transitions in ZnS,
CdS, and PbS quantum dots as a function of the quantum
dot diameter. The hatched regions correspond to the 1se–
1sh transition energies determined from the UV absorption
spectra.
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tice vibrations of the materials forming the quantum
dots. The vertical lines indicate the frequencies of the
transverse optical (TO) and longitudinal optical (LO)
phonons in the bulk crystals. It can be seen from Fig. 4
that the frequency positions of the experimental Raman
lines differ from the frequencies of the optical phonons
of the materials forming the quantum dots. Two effects
can be responsible for this behavior. These are the
effect of localization of optical phonons and Raman
scattering by surface optical phonons in quantum dots.
The frequencies of the observed Raman lines of the
studied structures with PbS and CdS quantum dots dif-
fer from the frequencies of the LO phonons in the bulk
materials and amount to 207 and 297 cm–1, respec-
tively. These values exceed the frequency of the LO
phonon in PbS (205 cm–1) [11] and are less than that of
the LO phonon in CdS (303 cm–1) [12]. The difference
between the experimental phonon frequencies in the
structures with quantum dots and the frequencies in the
bulk materials can be explained by the effect of localiz-
ing optical phonons in the quantum dots. Under the
assumption that the low-dimensional quantum dots
have a spherical shape, the wave vector of the localized

5 nm

5 nm

(a)

(b)

Fig. 3. HRTEM images of the studied samples. The dark-
field region corresponds to (a) CdS and (b) PbS quantum
dots. The bright-field region corresponds to the behenic acid
matrix.
PH
optical phonons is determined by the expression q =
πm/d. Here, m is the quantum number of the localized
mode and d is the diameter of the quantum dot. The dis-
persion of ω(q) of the LO phonons in CdS is negative.
Hence, the frequency of the first localized mode (LO1)
is less than that of the bulk material. A decrease in the
frequency of the LO1 mode as compared to the fre-
quency of the LO phonon in single-crystal CdS is
observed experimentally (Fig. 4). In addition to the
intense line, the Raman spectrum exhibits a low-fre-
quency shoulder due to scattering by TO phonons and
surface optical (SO1) phonons of the CdS quantum
dots. Figure 4 also illustrates the decomposition of the
Raman spectrum into three components, which are rep-
resented by Lorentzian curves.

For spherical quantum dots, the surface modes
should satisfy the following relationship [13]:

(3)

Here, ε1(ω), εm = 2.4, and l are the dielectric function of
the material of the quantum dot, the dielectric constant
of the Langmuir–Blodgett, and the number of the sur-
face mode, respectively. The calculated frequency of
the SO1 mode with due regard for the effect of localiz-
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Fig. 4. Experimental Raman scattering spectra of the stud-
ied structures with quantum dots in the frequency range of
lattice vibrations of ZnS, CdS, and PbS materials forming
the quantum dots. Vertical lines indicate the frequencies of
the LO and TO phonons in the bulk materials.
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ing optical phonons in CdS quantum dots [14] is equal
to 272 cm–1. This value is in good agreement with the
frequency determined from the decomposition of the
Raman spectrum (269 cm–1).

The dispersion of LO phonons in the PbS crystal is
a nonmonotonic function. The dispersion is positive in
the range of wave vectors q = (0–0.6)π/a0, where a0 is
the lattice parameter of PbS [15]. This behavior of the
dispersion leads to the experimentally observed
increase in frequency of the LO1 mode as compared to
the frequency of the LO phonon in bulk PbS. The asym-
metric shape of the Raman line in the spectra of the
studied structures with PbS quantum dots can be caused
by the contribution of higher-order localized modes
(m > 1) to Raman scattering.

The Raman spectra of the structures with ZnS quan-
tum dots contain a single line at a frequency of 320 cm–1,
which differs significantly from the frequencies of the
TO and LO phonons; hence, this line cannot be inter-
preted as a localized mode. Most likely, it is associated
with the surface vibration modes. This assumption is
confirmed by the fact that the calculated frequency of
the SO1 mode (316 cm–1) coincides with the experimen-
tal value. As in the case of CdS quantum dots, the over-
estimated value of the calculated frequency of the SO1
mode can be a consequence of the effect of localizing
optical phonons in the quantum dots. This effect was
disregarded in our calculations, because data on the fre-
quencies of the TO and LO phonons in ZnS quantum
dots were not available. The Raman spectra of the
structures with ZnS quantum dots do not exhibit lines
associated with optical phonons. This confirms the
inference made from electron microscopy that the ZnS
quantum dots have small sizes. For small-sized quan-
tum dots, the ratio of the surface atoms to the bulk
atoms is relatively large. In the case when the number
of surface atoms becomes comparable or even larger
than that in the bulk of the quantum dots, the contribu-
tion of the surface layers to Raman scattering becomes
significant. Moreover, no optical phonons were
observed in the IR reflection spectra for all the studied
structures. Figure 5 shows the IR reflection spectra in
the frequency range of lattice eigenmodes for the mate-
rials forming quantum dots. It can be seen from Fig. 5
that the specific features associated with the surface
optical modes are located in the range between the fre-
quencies of the TO and LO phonons. The calculated
frequencies of the SO1 modes are indicated by arrows
in Fig. 5. These frequencies are in good agreement both
with the reflectance minima found from the IR spectra
and with the SO1 mode frequencies determined from
the Raman spectra. The IR spectrum of the structure
with PbS quantum dots exhibits a reflectance minimum
at a frequency of approximately 275 cm–1, which
exceeds the frequency of any vibration of the crystal
lattice. The former frequency is close to the sum of fre-
quencies of the TO and LO phonons (67 + 205 cm–1) in
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
the PbS crystal. Therefore, this feature can be associ-
ated with two-phonon processes.

4. CONCLUSIONS

Thus, we performed a systematic investigation into
the optical properties of the structures with ZnS, CdS,
and PbS quantum dots produced using the Langmuir–
Blodgett method. Analysis of the IR and Raman spectra
revealed lines attributed to both the optical phonons
localized in the quantum dots and surface optical
phonons. It was shown that the surface optical phonons
are adequately described within the model of electro-
magnetic surface modes in spherical microcrystals. The
experiments on high-resolution electron microscopy
demonstrated that the quantum dots have a nearly
spherical shape; therefore, the model used is quite ade-
quate. The quantum dot size was determined from the
experimental data on electron microscopy and UV
spectroscopy in combination with the appropriate cal-
culations.
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Abstract—The acoustic phonon spectrum in a two-dimensional lattice composed of neutral atoms is consid-
ered. It is demonstrated that the normal mode spectrum in a two-dimensional rectangular lattice cannot be
obtained only with inclusion of the interaction between the nearest neighbors. The discrete equations describing
normal modes are derived and analyzed. The possibility of forming the anisotropic spectra of elementary exci-
tations is investigated for different parameters of the interatomic interaction potential. It is shown that the
anisotropy of the phonon spectra in two-dimensional systems can manifest itself in different kinetic effects in
which the electron–phonon interaction plays the decisive role. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Acoustic phonons in solids and their spectrum have
attracted the particular attention of many researchers
for a long time (see, for example, [1, 2]). The simplest
approach to the solution of this problem is based on the
model of propagation of longitudinal modes along a
one-dimensional string consisting of neutral atoms. Let
us assume that ui is the displacement of the ith particle
from an equilibrium position. Then, the equation of
motion for this particle can be written in the following
form (it is assumed that the masses of all the particles
are equal to m [1]):

(1)

where β is the elastic modulus [1]. As is known [1], the
solution of Eq. (1) in the form

(2)

leads to the following dispersion relation for acoustic
phonons (quasiparticles traveling along the string with-
out attenuation):

(3)

In this case, the highest lattice vibration frequency is

defined as ωm = .
Analysis of the normal mode spectrum in the case of

a two-dimensional atomic lattice is of considerable
interest for the following reasons. At present, the prop-
erties of quasi-two-dimensional (layered) systems,
such as La2 – xSrxCu2O4, Bi2Sr2CaCuO6 + δ, and related
compounds, have been studied extensively [3–8]. This
is associated, to some extent, with the high-temperature
superconductivity observed in these compounds,
which, in turn, provides impetus for a large number of
studies concerned with different properties of layered

mu̇̇i β ui 1+ 2ui– ui 1–+( ),=

un A i qna ωt–( ){ }exp=

ω q( ) 4β/m qa/2( )sin , ω q–( ) ω q( ).= =

4β/m
1063-7834/02/4410- $22.00 © 21981
compounds in superconducting and normal states.
According to experimental data on electron photoemis-
sion, the superconducting order parameter in high-Tc

compounds exhibits strong anisotropy [9, 10]. In this
respect, it is of interest to investigate the anisotropy of
the phonon spectra under the assumption that carrier
pairing in high-Tc compounds occurs via the traditional
electron–phonon interaction mechanism. On this basis,
the anisotropy of the order parameter can be explained
in terms of anisotropic phonon spectra.

The purpose of the present work was to demonstrate
the existence of anisotropy of the phonon spectra at cer-
tain parameters of the interatomic interaction potential.
The generalization of the aforementioned quasi-one-
dimensional model to the two-dimensional case with
the aim of obtaining the acoustic phonon spectrum
involves considerable difficulties. These difficulties
reside in the fact that, in the case of a rectangular atomic
lattice, the inclusion of the interparticle interaction only
with the nearest neighbors in the equations of motion
does not lead to an appropriate phonon spectrum. This
problem was also considered. The discrete equations
describing normal modes in a two-dimensional system
were derived, and their dependence on the parameters
of the interatomic interaction potential was analyzed.

2. INTERACTION OF NEUTRAL ATOMS
IN A TWO-DIMENSIONAL RECTANGULAR 

LATTICE

Let us consider phonon modes in a two-dimensional
rectangular atomic lattice. When analyzing the forma-
tion of normal modes in a two-dimensional system
comprised of neutral atoms, our prime interest is in the
anisotropy of the normal mode spectra. This is an
important problem, because the anisotropy of the
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Qualitative forms of the interaction potential φ(r)
and the interaction force F(r) ∝  –∂φ/∂r for the case of two
neutral atoms. The coordinate r is normalized to the coordi-
nate r0 of the minimum of the potential φ(r). Three different
regions are shown in the graph F(r): (i) the region with g >
0, in which the attractive force between two particles
increases in magnitude with an increase in the distance r;
(ii) the region with g = 0, in which the attractive force
between two particles only slightly varies with distance r;
and (iii) the region with g < 0, in which the attractive force
between two particles decreases in magnitude with an
increase in the distance r. The potential φ(r) can signifi-
cantly change depending on the constants A1 and A2 in for-
mula (4).
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Fig. 2. Schematic drawing of the rectangular lattice. The
equations of motion of a particle with the coordinates (i, j)
are derived taking into account, first, four and, then, eight
nearest neighbor particles denoted by closed circles; a and
b are the interparticle distances along the x and y axes,
respectively.
PH
phonon spectra can manifest itself in different effects
associated with the dominant contribution of the elec-
tron–phonon interaction.

2.1. Interaction between the nearest neighbor
particles. The simplest potential of the pair interaction
between neutral atoms can be represented by the Len-
nard-Jones potential

(4)

Figure 1 depicts potential (4) as a function of the inter-
particle distance r (the parameter r0 corresponds to a
minimum of the pair interaction potential) and the force
of the pair interaction between particles F(r) ∝  –∂φ/∂r.
The graph of the function F(r) at r > r0 can be divided
into three regions: g > 0, g = 0, and g < 0 (the physical
meaning of this separation will be discussed below).

Now, we assume that the rectangular lattice has the
parameters a and b. We consider a model of interaction
between the nearest neighbor particles in which the
equations of motion of each particle (i, j) will be
derived with allowance made for the interaction of this
particle with only the four nearest neighbor particles
(i + 1, j), (i – 1, j), (i, j + 1), and (i, j – 1) (Fig. 2). First,
we will analyze the interaction between the two parti-
cles (i, j) and (i + 1, j). For this purpose, we use the
scheme depicted in Fig. 3. Let ui, j and ui + 1, j be the x
components of the particle displacement and v i, j and
v i + 1, j be the y components of the particle displacement.
The interparticle distance squared (Fig. 3) is given by

(5)

For the angle ϕ between the vector r(i, j); (i + 1, j) and the x
axis, we have

(6)

The magnitude of the force acting on the particle (i, j)
from the particle (i + 1, j) can be written in the form

(7)

where  is a constant.
The projections of this force onto the coordinate

axes in the approximation linear in the particle dis-
placement are represented by the relationships

(8)

(9)

The sign in relationship (8) can be easily checked as
follows. For ui, j = 0 and ui + 1, j > 0, the interparticle dis-
tance becomes larger than the equilibrium distance a
and, in accordance with the pair interaction potential
[for example, potential (4)], the interaction between

φ r( )
A1

r12
------

A2

r6
------.–=

r i j,( ); i 1+ j,( )
2  = a ui 1, j+ ui j,–+( )2 v i 1+ j, v i j,–( )2.+

ϕ v i 1+ j, v i j,–( )/a, ϕ 1.≈cos≈sin

F i j,( ) i 1 j,+( )

=  α̃ a ui 1+ j, ui j,–+( )2 v i 1+ j, v i j,–( )2+ a–{ }

≈ α̃ ui 1+ j, ui j,– ,

α̃

Fx i j,( ) i 1+ j,( ){ } α̃ ui 1+ j, ui j,–( ),=

Fy i j,( ) i 1+ j,( ){ } 0.=
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particles is governed by the attractive forces. For ui, j =
0 and ui + 1, j < 0 the interaction between particles is gov-
erned by the repulsive forces. The projections of the
forces acting on the particle (i, j) from the other parti-
cles can be represented in a similar manner.

Finally, it is easy to deduce the equations of motion
of a particle at the site (n, m) in terms of dimensionless
variables. To accomplish this, we choose the character-
istic dimension frequency ω* = ( /m)1/2 and change
over to the dimensionless variables ω*t  t and γ =

/ . As a result, we obtain

(10)

Note that, within the above approximation, we derived
independent equations for the functions u and v. In
order to obtain the dispersion relations for modes in this
system, we consider a set of equations in the case of an
infinite plane. The solutions to the set of equations (10)
are traditionally sought in the form

(11)

Substitution of expressions (11) into formulas (10)
gives two independent equations,

(12)

In order to satisfy the existence conditions for the
undamped modes described by expressions (11),
Eqs. (12) must have real solutions ω at real kx and ky.
Let us introduce the dimensionless variables x = kxa/2,
y = kya/2, and α = a/b. In this case, we have kyb/2 =
(kya/2)(b/a) = y/α. Note that, as usual, only the
undamped modes with wave vectors from the first Bril-
louin zone have physical meaning; that is,

(13)

In terms of these variables, Eqs. (12) in the polar coor-
dinates r(x, y)  r(r, ϕ) (where x = rcosϕ and y =
rsinϕ) take the form

(14)

Figure 4 presents real solutions to Eqs. (14), namely,
the real values (Reω) of two branches of the dispersion
curves ω1(ϕ) and ω2(ϕ) at different parameters. It
should be noted that two branches (Reω1 and Reω2)
correspond to undamped modes by virtue of the fulfill-
ment of the equality Imω1 = Imω2 = 0. Consequently,
within the approximation of the interaction between the
nearest neighbor particles, we obtained intersecting
curves.

The occurrence of intersecting dispersion curves is
associated both with the symmetry of a rectangular lat-
tice and with the approximation according to which the

α̃

β̃ α̃

u̇̇n m, un 1+ m, 2un m, un 1– m, ,+–=

v̇̇ n m, γ v n m 1+, 2v n m, v n m 1–,+–( ).=

un m, A i kxna kymb ωt–+( ){ } ,exp=

v n m, B i kxna kymb ωt–+( ){ } .exp=

ω2 4 kxa/2( )sin
2

, ω2 4γ kyb/2( )sin
2

.= =

π/2– x π/2, απ/2– y απ/2.≤ ≤≤ ≤

ω2 4 r ϕcos( )sin
2

, ω2 4γ r
α
--- ϕsin 

 sin
2

.= =
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interaction between the nearest neighbor particles is
taken into account. Within this approximation, the
equations for projections of the particle displacement
are decoupled and the atomic vibrations along the x and
y axes prove to be independent. Note that this decou-
pling of equations of motions is not a specific feature of
the two-dimensional case and also takes place in a
three-dimensional lattice. However, the aforemen-
tioned intersection of the dispersion curves is invalid
from the standpoint of general physics. In this regard,
in order to obtain appropriate dispersion curves, it is
necessary either to deal with lattices of more complex
symmetry or to allow for interactions with other atoms
if we restrict our consideration to the case of a rectan-
gular lattice. As a result, the equations for the displace-
ments u and v  appear to be coupled (inseparable). This
situation can be illustrated by considering the interac-
tion of the particle under investigation with the next
(more distant) four neighbors in a rectangular lattice.

2.2. Interaction with eight nearest neighbor par-
ticles. Now, we take into account the interaction with
eight nearest neighbor particles, as is schematically

Fig. 4. Real solutions of Eqs. (14) in the form of graphs of
the functions ω1(ϕ) and ω2(ϕ) in the polar coordinates at
different parameters: (a) α = 1, γ = 1, and r = 0.1 and (b) α = 1,
γ = 1, and r = 1.5.
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Fig. 3. Scheme illustrating the interaction between two par-
ticles (i, j) and (i +1, j).
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shown in Fig. 2. First, we consider a “diagonal” inter-
action between the particles (i, j) and (i + 1, j + 1). By
calculating the projections of the interaction force
between these particles onto the coordinate axes, it is
easy to obtain similar expressions for interaction forces
between other particles. The schematic diagram of this
interaction is depicted in Fig. 5. All the calculations are
performed within the approximation linear in the parti-
cle displacement.

The distance between the particles (i, j) and (i + 1,
j + 1) can be determined from the formula

(15)

The nearest neighbor particles (i.e., the four particles
considered above) occupy positions approximately cor-
responding to a minimum of the pair interaction poten-
tial φ (the point r = r0 in Fig. 1), whereas the interaction
of the particle (i, j) with more distant particles [includ-
ing the diagonal particles (i + 1, j + 1), (i + 1, j – 1),
(i − 1, j + 1), and (i – 1, j – 1)] is governed by the attrac-
tive forces (see also Fig. 1).

The normal mode spectra are affected by the param-
eters of the pair interaction potential. For simplicity,
instead of considering potential (4), we write the fol-
lowing expression for the interparticle interaction
force:

(16)

By designating F(r = ) = F0 > 0 (in this case,
the interparticle interaction is determined by the attrac-
tive forces), we obtain

r i j,( ) i 1+ j 1+,( )
2 a ui 1+ j 1+, ui j,–+( )2=

+ b v i 1+ j 1+, v i j,–+( )2 a2 b2+( )≈
+ 2a ui 1+ j 1+, ui j,–( ) 2b v i 1+ j 1+, v i j,–( ).+

F i j,( ) i 1+ j 1+,( ){ }
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Fig. 5. Scheme illustrating the interaction between particles
(i, j) and (i +1, j + 1).
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Here, we introduced the constant g, which can be posi-
tive, negative, and equal to zero depending on the
parameters of the interatomic interaction potential. The
corresponding regions (g > 0, g = 0, and g < 0) are sche-
matically shown in Fig. 1. It should be noted that, for
the pair interaction potential depicted in Fig. 1, the
diagonal interaction is characterized by g < 0 (at a = b,
r = r0 is the nearest neighbor distance and the diagonal

distance is determined to be r0  ≈ 1.41r0). However,
for the other parameters of the pair interaction potential
in the case when the minimum of the interparticle inter-
action force F(r) is shifted toward the right (toward the

range r ≥ r0 ), the condition g ≥ 0 can also be satis-
fied. The introduced constants F0 and g will be used
instead of the parameters of potential (4). The differ-
ence resides only in the fact that the physical meaning
of these constants is more evident (recall that we are
dealing here only with small deviations of particles
from the equilibrium position). As a result, we can write
the expression

(17)

Substituting the expressions for cosϕ and sinϕ gives the
following relationships for projections of the interparti-
cle interaction forces onto the coordinate axes in the
linear approximation:

(18)

(19)

The expressions for projections of the forces acting
on the particle (i, j) from the other particles can be rep-
resented in a similar manner. After summation of the
projections of the forces acting on the particle (i, j), we

2

2
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× 1
ga ui 1+ j 1+, ui j,–( )

a2 b2+( )
--------------------------------------------

gb v i 1+ j 1+, v i j,–( )
a2 b2+( )

----------------------------------------------+ +
 
 
 

.

Fx i j,( ) i 1+ j 1+,( ){ }  = F i j,( ) i 1+ j 1+,( ){ } ϕcos

≈
F0a

a2 b2+
-------------------- 1

b2 ga2+( )
a a2 b2+( )
------------------------ ui 1+ j 1+, ui j,–( )+





+
b g 1–( )
a2 b2+( )

--------------------- v i 1+ j 1+, v i j,–( )




,

Fy i j,( ) i 1+ j 1+,( ){ }  = F i j,( ) i 1+ j 1+,( ){ } sinϕ

≈
F0b

a2 b2+
-------------------- 1

a g 1–( )
a2 b2+( )

--------------------- ui 1+ j 1+, ui j,–( )+




+
a2 gb2+( )

b a2 b2+( )
------------------------ v i 1+ j 1+, v i j,–( )





.

YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002



THE NORMAL MODE SPECTRUM IN A TWO-DIMENSIONAL LATTICE 1985
obtain the following equations for the displacements
ui, j and v i, j, which now cease to be independent:

(20)

(21)

Next, we change over to the dimensionless variables

ω* = ( /m)1/2, ω*t  t, α = a/b, γ = / , and F =
F0ab/[ (a2 + b2)3/2] and substitute solutions (11) into
Eqs. (20) and (21). From the condition that the determi-
nant of the system of algebraic equations is equal to
zero, we obtain the dispersion relation

(22)
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which is a biquadratic equation with respect to ω. The
solutions to Eq. (22) can easily be represented in the
analytical form and can be analyzed using numerical
calculations. Let us consider the angular dependences
of the dispersion curves at specified magnitudes of the
wave numbers. For this purpose, we change over to the
polar coordinates in the momentum space r(x, y) 
r(r, ϕ). Equation (22) has two complex solutions,
namely, ω1 and ω2. These solutions in the polar coordi-
nates at different parameters of the interatomic interac-
tion potential are displayed in Figs. 6–9.

It can be seen that Eq. (22) at F = 0 transforms into
the set of equations (14), which leads to degenerate
solutions similar to those shown in Fig. 4. Figures 6a–
6d illustrate the removal of degeneracy in the normal
mode spectrum of acoustic phonons. It should be noted
that, in the case under consideration, we have g > 0; i.e.,
the interparticle interaction potential is smoother than
that depicted in Fig. 1. This means that the interaction
potential between the particles separated by a diagonal

distance (for a square lattice, r = r0 ) is characterized
by the parameter g > 0. The real solutions of Eq. (22)
represented in Figs. 6a–6d correspond to progressively
increasing parameters of the interparticle interaction.
For a weak interaction (Fig. 6a), the degeneracy is
removed and the dispersion curves are split. However,
in this case, Eq. (22) retains the real solutions ω1 and
ω2. The enhancement of the interparticle interaction
(Fig. 6c) leads to a more pronounced splitting of the
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Fig. 6. Real solutions of Eq. (22) in the form of graphs of
the functions ω1(ϕ) and ω2(ϕ) in the polar coordinates at
α = 1, γ = 1, and r = 0.1 and different parameters F and g:
(a) F = 0.03 and g = 0.03, (b) F = 0.1 and g = 0.1, (c) F =
0.3 and g = 0.3, and (d) F = 0.5 and g = 0.5. In all cases,
Eq. (22) has real solutions; i.e., Imω = 0.
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dispersion curves; as a result, we obtain two real isotro-
pic modes (Figs. 6c, 6d). Note that the separation
between the modes ω1 and ω2 in Fig. 6d slightly
decreases. It is evident that, within the above approxi-
mation [see Eq. (22)], the dispersion curves should
intersect each other with a considerable increase in the
interaction parameters F and g. This implies that, at
large parameters F and g, the approximation account-
ing for the interaction between an atom and eight near-
est neighbor atoms becomes invalid. Hence, in order to
obtain appropriate dispersion curves, it is necessary to
take into account more distant particles. Consequently,
in the case under investigation (Fig. 6), we obtained a
reasonable result: the diagonal interaction brings about
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Fig. 7. Real solutions of Eq. (22) in the form of graphs of
the functions ω1(ϕ) and ω2(ϕ) in the polar coordinates at
α = 1, γ = 1, and r = 1.5 and different parameters F and g:
(a) F = 0.2 and g = –0.2, (b) F = 0.5 and g = –0.5, and (c)
F = 0.7 and g = –0.7. In all cases, Eq. (22) has real solutions;
i.e., Imω = 0.
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the removal of degeneracy and the formation of a spec-
trum consisting of two modes.

More complex anisotropic spectra can be observed
at g < 0 (this case approximately corresponds to the pair

interaction potential depicted in Fig. 1: at r = r0 , we
have g < 0). In this situation, an increase in the param-
eters of the interparticle interaction potential initially,
as before, results in a splitting of the modes (Fig. 7a). A
further increase in the parameters of the interaction
potential leads to the formation of a nearly isotropic
two-mode spectrum (Fig. 7b). Next, one spectral mode
(ω2) becomes strongly anisotropic (Fig. 7c); however,
both solutions remain real. With a further increase in
the parameters F and |g | (Fig. 8), as soon as Reω2 (in
the directions corresponding to 45°) vanishes, the
imaginary part appears in the solution ω2 (Fig. 8a) and
the real part Reω2 begins to decrease. Then, Reω2 van-
ishes (Fig. 8b), whereas the Reω1 becomes strongly
anisotropic. As a result (Fig. 9), the solution ω1 includes
real and imaginary parts (but in different directions: if
the condition Reω1 ≠ 0 is satisfied in a certain direction
ϕ, we have Imω1 = 0, and, vice versa, at Reω1 = 0, we
obtain Imω1 ≠ 0). Note that the second solution (ω2) is
purely imaginary.

Thus, our analysis of the two-dimensional acoustic
phonon modes demonstrated that the strongly anisotro-
pic normal mode spectra can be obtained even in the
case of a square lattice at certain parameters of the pair
interaction potential.

3. CONCLUSIONS
In this work, we considered the formation of the

normal mode spectrum in two-dimensional rectangular
lattices composed of neutral atoms. The investigation
of the normal mode spectra in two-dimensional sys-
tems is essential to the understanding of the mechanism
responsible for the formation of these spectra and the
elucidation of the experimentally observed anisotropy
of different physical properties. The anisotropy of nor-
mal modes is associated primarily with short-wave-
length undamped excitations. The consideration of
these excitations necessitates discrete models (treat-
ment of difference equations) and cannot be reduced to
a continuum limit (to differential spatial operators). It
should be remembered that the changeover to the spa-

2
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tial differential operators becomes possible only for
functions describing a discrete lattice in the case when
their spatial scales are considerably larger than the
characteristic scale of discreteness (for a regular dis-
crete lattice, this is the lattice spacing). Although part of
the mode spectrum under investigation corresponds to
long-wavelength modes, the overall pattern is more
intricate.

It has been demonstrated that the allowance made
for diagonal interactions between particles in a primi-
tive rectangular atomic lattice leads to the removal of
degeneracy in the normal mode spectrum. At certain
parameters of the interatomic interaction potential, the
normal mode spectra can exhibit strong anisotropy. The
anisotropy of the phonon spectra can manifest itself in
different kinetic effects in which the electron–phonon
interaction plays the decisive role. The elucidation of
this anisotropy can provide better insight into the origin
of the anisotropy of the superconducting order parame-
ter within the framework of the traditional mechanism
of charged-particle pairing due to electron–phonon
interaction.
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Abstract—A set of dispersion relations is derived for surface polaritons in optically biaxial crystals at the sur-
faces parallel to the symmetry planes of the permittivity tensor ε. The domains of existence, as well as the sec-
tors of the propagation directions of dispersionless surface polaritons which arise at positive components of the
tensor ε, are analyzed. Three nonoverlapping domains of the dielectric-anisotropy parameters where disper-
sionless polaritons can exist are found for weakly anisotropic crystals. In each of these domains, polaritons exist
at two different mutually orthogonal surfaces of the crystal. In optically biaxial crystals, in contrast to optically
uniaxial media, polaritons arise not only in positive but also in negative crystals. The evolution of the optical-
axis configuration is traced as the anisotropy parameters vary in the domains of existence of polaritons. © 2002
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

There are two types of surface polaritons (surface
electromagnetic waves) in crystals. First, there are dis-
persion polaritons existing at negative components of
the permittivity tensor ε [1–7], which takes place near
resonant frequencies. Second, polaritons can arise due
to dielectric anisotropy of the crystal in the case of pos-
itive ε components, when the frequency dispersion is
insignificant. Such polaritons, referred to as dispersion-
less, were earlier considered only in optically uniaxial
crystals [8–10].

In this paper, we consider dispersionless polaritons
in optically biaxial crystals at the surfaces parallel to
the symmetry planes of the permittivity tensor ε of the
crystal. A general set of equations is derived to describe
surface electromagnetic waves. On this basis, the con-
ditions of a polariton’s existence are analyzed in the
approximation of small dielectric anisotropy.

2. BASIC RELATIONS

We consider the interface between a biaxial crystal
with the permittivity tensor ε and an adjacent isotropic
medium with the permittivity ε0. The frame of refer-
ence is chosen such that the z axis is normal to the inter-
face (Fig. 1). In general, the magnetic component of the
wave field of a polariton localized near the xy surface is
written as

(1)
H r t,( ) H z( ) i

ω
c
---- nr ct–( ) ,exp=

n n ϕ ϕ 0,sin,cos( ),=
1063-7834/02/4410- $22.00 © 21988
where r = (x, y, z) is the radius vector of a point, t is the
time, ω is the frequency, c is the speed of light in vac-
uum, and n = (c/ω)k is the polariton refraction vector (k
is the wavevector parallel to the surface). The magni-
tude of the refraction vector n defines the polariton
phase velocity v  = c/n. The angle ϕ specifies the polari-
ton propagation direction along the surface. The elec-
tric component E(r, t) of the wave field is written simi-
larly to Eq. (1).

The wave field of the polariton in the crystal (z ≥ 0)
is a two-partial surface wave which corresponds to the
vector amplitude in Eq. (1) given by

(2)

In the isotropic medium (z ≤ 0) adjacent to the crystal,
the wave field amplitude is written as

(3)

H z( ) a+H+
ω
c
---- p+z– 

  a–H–
ω
c
---- p–z– 

  .exp+exp=

H z( ) aH
ω
c
---- pz 

  .exp=

x
y

z

ϕ n

Fig. 1. Frame of reference and the orientation of the polari-
ton refraction vector n at the crystal surface.
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In Eqs. (2) and (3), H± and H are the polarization vec-
tors, p± and p are the parameters of wave field localiza-
tion near the interface between the crystal and the iso-
tropic medium, and a± and a are the amplitude coeffi-
cients; relations between these coefficients are
determined from the boundary conditions, i.e., from the
requirement of the tangential components of the elec-
tric and magnetic fields being continuous at the
interface.

The polarization vectors H± and E± in the crystal,
parameters p±, and components n comply with the
Maxwell equations

(4)

where h is the tensor inverse to the permittivity tensor
e. The use of the tensor h = e–1 instead of e simplifies
further algebraic analysis and appears to be preferred
(see, e.g., [11, 12]). The symmetry planes of these two
tensors and the directions of their eigenvectors are iden-
tical. Once the coordinate axes are directed along the
tensor h eigenvectors, this tensor can be written in the
following form, in which the spherical and anisotropic
components are explicitly separated:

(5)

Here, I is the unit tensor. We will take the tensor h in
the form of Eq. (5) and consider the case when the xy
surface of the crystal is parallel to one of the symmetry
planes of the tensor e.

Maxwell’s equations for the isotropic medium con-
tiguous to the crystal are reduced to relations similar to
Eqs. (4):

(6)

3. DISPERSION RELATIONS

Equations (4) make it possible to relate the compo-
nents of the refraction vector n in Eq. (1) to the param-
eters p± of wave field localization in the crystal; i.e.,

(7)

E± h H± n±×( ), H± n± E± ,×= =

n± n i p± q, q+ 0 0 1, ,( ),= =

h ηI
δ1 0 0

0 0 0

0 0 δ3

+ .=

E ε0
1– H n0×( ), H n0 E,×= =

n0 n ipq.–=

n2 p±
2

–

+
1
η
--- 1

1
2
--- δ3n1

2 δ1 δ3+( )n2
2 δ1 p±

2– µ±±+[ ]–
 
 
 

0,=
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where either plus or minus signs should be chosen and
the following parameters are introduced:

(8)

(9)

Using Eqs. (6), the parameter p of wave field local-
ization in the medium adjacent to the crystal can be
explicitly expressed in terms of the magnitude of the
refraction vector n:

(10)

In further analysis, it will be convenient to measure

the inverse permittivity  from the spherical compo-

nent η of tensor h in Eq. (5):  = η + δ. In this case,
the set of usual boundary conditions is reduced to the
following equation relating the localization parameters
p± and p to the refraction vector components:

(11)

Here, the following notation is introduced:

(12)

(13)

It should be borne in mind that

(14)

The other parameters in Eq. (11) are given by

(15)

µ± R p±( )R p±–( )≡

=  δ3n1
2 δ3 δ1–( )n2

2 δ1 p±
2+ +[ ] 2

4δ1δ3n1
2 p±

2
– ,

R p±( ) δ3n1 δ1 p±–( )2 δ3 δ1–( )n2
2+ .=

p2 n2 ε0.–=

ε0
1–

ε0
1–

F+F– f gδ g1δ1 hδδ1+ + +( ) G+G––

× f̃ g̃δ g̃1δ1 h̃δδ1+ + +( ) p+ p––( )n1+

× δ1/δ3G+F– f gδ g1δ1 hδδ1+ + +( )[

– δ1δ3F+G– p2n2 η δ+( ) ] 0.=

F± R p±( ) R – p±( ), G±+ R p±( ) R – p±( ),–= =

f p p++( ) p– p n2 p–
2–( )η+[ ] n2η=

g p p– p n2 p–
2–( )η+[ ] n2=

g1 p p n2
2 p–

2–( ) p+ n2 p–
2–( )+[ ] n2η=

+ p+ p– 1 p2η+( )n1
2

h p2 n2
2 p–

2–( )n2 p+ p–n1
2+[ ] .= 












f f̃ , g g̃, g1 g̃1,

h h̃ at p± p+− .

f p+ p– p p p+ p–+ +( )n2 p p+ p–+[ ]η+{ }η=

g p2 n2 p+ p–+( )η=

g1 p p+ p–+( )n2η n2
2 p+ p–+( ) 1 p2η+( )+=

h p2 n2
2 p+ p–+( ).= 







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The set of equations (7), (10), and (11), complemented
by Eqs. (8), (9), and (12)–(15), forms a closed set of
dispersion relations from which the polariton parame-
ters of interest (n, p±, p) can be found as functions of the
inverse permittivities of media and the propagation
direction. These relations are universal and allow one to
describe both dispersion and dispersionless polaritons
and to go over to the results obtained for optically
uniaxial media [9, 10] (see below). In this limiting case,
the partial waves with parameters specified by the plus
and minus signs transform into ordinary and extraordi-
nary waves, respectively.

It is clear that at δ1 = δ3 = δ = 0 the dielectric prop-
erties of the crystal should be precisely the same as the
properties of the adjacent isotropic medium and the
interface disappears. At η > 0 and small values of δ1, δ3,
and δ (the case of weak dielectric anisotropy of the
crystal), the components of the tensor h in Eq. (5)
remain positive, which corresponds to dispersionless
polaritons. After small-parameter expansion, the set of
dispersion relations allows analytical treatment, which
is performed below.

4. POLARITONS IN WEAKLY ANISOTROPIC 
BIAXIAL CRYSTALS

4.1. Basic Parameters of Polaritons

In the case under consideration, polaritons exist in a
narrow sector of propagation directions. In the zeroth
approximation, the orientation of this sector is given by
the angle

(16)

Within this sector, the parameters n and p+ vary very
weakly and can be considered to be constant:

(17a)

ϕ0 δ/δ1.arcsin=

n2 1/η ,=

n

p+

p– p

ϕ1ϕ2 ϕ0 ϕ0

2|∆ϕ|

Fig. 2. Basic parameters of polaritons in weakly anisotropic
crystals as functions of the angle ϕ in the existence sector
|ϕ – ϕ0 | < |∆ϕ| in the case of δ1 > 0; at δ1 < 0, the permuta-
tions p  p– and ϕ1  ϕ2 should be made.          
PH
(17b)

(see Fig. 2). Let the sector boundaries be given by

(18)

One of the sector boundaries is defined by the condition
p = 0, corresponding to the propagation of a bulk wave
in the isotropic medium adjacent to the crystal:

(19)

The parameter p– at this boundary is given by

(20)

The other (second) sector boundary ϕ2 = ϕ0 – ∆ϕ meets
the condition p– = 0 corresponding to bulk-wave prop-
agation in the crystal. Thus, the width of the sector of
polariton propagation directions is 2|∆ϕ|. The parame-
ter p at the second boundary of the sector is defined by
the same equation as the parameter p– at the first bound-
ary, i.e., by formula (20). Comparison of the localiza-
tion parameters given by Eqs. (17b) and (20) shows that
the parameter p+, on the one hand, and the parameters p
and p–, on the other hand, are quantities of different
orders of smallness:

(21)

These inequalities indicate that the partial wave corre-
sponding to p+ is much more localized than the others.
Therefore, the effective localization depth of the wave
field in Eqs. (2) and (3) is, in fact, defined by only two
parameters, p and p–. However, this conclusion, as well
as inequalities (21), is valid until the difference δ3 – δ is
no longer small in comparison with δ3 and δ. As is evi-
dent from Eq. (17b), at δ3 = δ, we have p+ = 0; i.e., the
partial wave corresponding to p+ is a nonlocalized bulk
wave in this case.

4.2. Domains of Existence of Polaritons

The conditions of existence of surface polaritons
follow from Eqs. (16) and (17b) and are given by the
following inequalities, which should be met by the
material characteristics of the media:

(22)

At δ > 0, the domain of existence of surface polaritons
is determined by the condition

(23)

In this case, in the line δ1 = δ3, which is the bisectrix of
the quadrant shown in Fig. 3a in the plane (δ1, δ3), the
tensor h in Eq. (5) characterizes a uniaxial crystal

p+ δ3 δ– /η=

ϕ1 2, ϕ0 ∆ϕ .±=

ϕ1 ϕ0 ∆ϕ ,+=

∆ϕ
δ1

3

2 δ3 δ–( )η2
---------------------------- ϕ0sin

3 ϕ0cos
3

.=

p–

δ1
2

p+η3
----------- ϕ0sin

2 ϕ0cos
2

.=

p p– ! p+ ! 1.,

0 δ/δ1 1, δ3 δ 0.≥–≤≤

δ1 δ 0, δ3 δ 0.>≥>≥
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Fig. 3. Domains of existence of polaritons at the surfaces (a) xy and yz when δ > 0, (b) xy and zx when δ < 0, and (c) yz and zx when
δ < 0; in these three cases, the bisectrix between the optical axes coincides with the y, x, and z directions, respectively. The plus and
minus signs correspond to optically positive and negative crystals, respectively; circles indicate the planes in which the optical axes
lie. Double lines correspond to uniaxial media, and triangles indicate the optical-axis directions.
whose optical axis is parallel to the y axis. This corre-
sponds to the case [as follows from inequalities (23)]
where the optical axis coincides with the major semi-
axis of the ellipsoid of the permittivity tensor e of the
crystal. By definition, such a uniaxial crystal is positive
(see [12]). As one leaves the bisectrix δ1 = δ3, the crystal
becomes biaxial: the optical axis is split into two optical
axes lying in the yx or yz plane (Fig. 3a). The crystal
remains positive until the angle between the optical
axes exceeds 90°. It is easy to verify that the optical
sign of the crystal reverses in the lines δ3 = δ1/2 and
δ3 = 2δ1. As is known [9, 10], surface polaritons cannot
exist in optically negative uniaxial crystals. From the
above consideration, it follows that this is not the case
for biaxial crystals.

At δ < 0, inequalities (22), which define the domain
of existence of surface polaritons, are reduced to the
inequalities

(24)

The corresponding region in the plane (δ1, δ3) is shown
in Fig. 3b. In this case, the crystal becomes uniaxial,
with the optical axis along the x axis in the δ3 = 0 line
belonging to the sector of optically positive crystals.
The sector boundaries are defined by the lines δ3 = δ1/2
and δ3 = –δ1.

In the particular cases when δ = 0 or δ = δ1, we have
∆ϕ = 0; i.e., the sector collapses into a straight line par-
allel to the x or y directions, respectively. In this case,
bulk waves propagate in both the isotropic medium and
the crystal, since p = p– = 0 and the partial-wave ampli-
tude characterized by the parameter p+ (17b) vanishes.

δ1 δ δ3.≤ ≤
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5. POLARITONS AT DIFFERENT
CRYSTAL SURFACES

The results of the analysis carried out for the xy sur-
face of the crystal can be used to consider polaritons at
other surfaces parallel to the symmetry planes of the
inverse permittivity tensor, i.e., at the yz and zx sur-
faces. For example, for the yz surface, only the follow-
ing substitutions should be made in all the relations:

(25)

For the zx surface, results are obtained through the sub-
stitution

(26)

The domains of a polariton’s existence at the yz surface
are shown in Fig. 3a (at δ > 0) and in Fig. 3c (at δ < 0).
At the zx surface, polaritons can propagate only at δ <
0 and the corresponding domains of existence of the
polaritons in the same plane (δ1, δ3) belong to the quad-
rants displayed in Figs. 3b and 3c. In other words, each
of the regions shown in Fig. 3 defines the range of the
parameter values in which polaritons can propagate in
two mutually orthogonal crystal surfaces. However, the
conditions of existence cannot be simultaneously met
in all three mutually orthogonal symmetry planes.

6. CONCLUSION

We emphasize that both the existence itself of dis-
persionless polaritons and all their features are caused
by the dielectric anisotropy of crystals alone. This prop-
erty distinguishes the polaritons under study from dis-

η η δ3, δ1 δ3, δ3 δ1– δ3,–+

δ δ δ3.–

η η δ1, δ1 δ3 δ1– , δ3 –δ1,+

δ δ δ1.–
2
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persion polaritons [1–7], which can also exist in isotro-
pic media (but only near resonant frequencies).

It turns out that the conditions of existence of disper-
sionless polaritons in various mutually orthogonal sur-
faces parallel to the symmetry planes of the tensor e of
an optically biaxial crystal correlate with each other; at
the same set of parameters belonging to one of the three
domains of their existence (Fig. 3), polaritons can prop-
agate along either of the two certain mutually perpen-
dicular crystal surfaces. In the case of biaxial crystals,
in contrast to uniaxial crystals, the polaritons under
consideration can exist not only in optically positive but
also in optically negative crystals.
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Abstract—Dielectric polarization was studied in a nematic liquid crystal of the 4-n-butyl ester of [4'-n-hexy-
loxyphenyl] benzoic acid (BE[HOP]BA) in the absence of external orienting fields in the isotropic and
mesophase states in a frequency range of 103–107 Hz. In the isotropic melt, three regions of dielectric absorp-
tion of a relaxation origin were revealed. It is shown that two of them are related to a reorientation motion of
individual molecules about the longitudinal axes (process I) and about the short axes (process II). Processes I
and II have relaxation times τ ~ 10–9 and 10–8 s and activation energies ∆U ~ 16 and 23 kcal/mol, respectively;
the energy of activation of process II in the liquid-crystal phase increases to ∆U ~ 38 kcal/mol. In the isotropic
melt, in addition to processes I and II, process III occurs in the low-frequency range, which is characterized by
greater relaxation times τ ~ 10–7 s and an activation energy ∆U ~ 28 kcal/mol. In order to establish the nature
of process III, temperature dependences of the dipole moments and Kirkwood correlation factor g were studied
in both BE[HOP]BA phases. The magnitude of the Kirkwood factor in the isotropic phase of the BE[HOP]BA
near the transition temperature from the mesomorphic state (g ~ 0.88) indicates the retention of the orientational
ordering of molecules of the low-molecular liquid crystal and the compensation of their dipole moments intrin-
sic to the liquid-crystal state. This circumstance suggests that the third process of the relaxation of dipole polar-
ization is due to a cooperative mode of motion of molecules in mesophase nuclei in the isotropic melt. © 2002
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The investigation of molecular interactions in low-
molecular liquid crystals (LLC) is important because
they are promising materials for the incorporation into
the chemical structure of polymer macromolecules.

Molecular groups or mesogenic fragments that are
LLCs in their chemical nature, can enter into the struc-
ture of the main or side chains of macromolecules.
Their presence may be responsible for conformational
and dynamical properties of macrochains. In this con-
nection, LLCs may be used as models in studying
molecular interactions in liquid-crystal (LC) polymers
[1–3]. In our previous studies of dipole moments and
dielectric relaxation of linear and comb-shaped poly-
mers with mesogenic fragments in the side or main
chains [4–7], several modes of molecular motion
caused by the kinetic properties of mesogenic frag-
ments were revealed. Along with small-scale modes of
molecular motion (relaxation times τ ~ 10–9 s) related to
a reorientation motion of “partial” dipole moments of
individual molecular groups in a mesogenic fragment,
dielectric dispersion with large relaxation times (τ ~ 10–

6 s) is fixed in macromolecular coils. We consider this
type of mobility as a cooperative mode of reorienta-
tional motion of mesogenic fragments in nuclei of their
1063-7834/02/4410- $22.00 © 21993
ordered mutual arrangement that occurs even in dilute
solutions of LC polymers. The study of conformation
properties of isolated macromolecules of LC polymers
with a comb-shaped structure suggests the presence of
ordering of mesogenic fragments inside a macromolec-
ular coil [8, 9]. The magnitudes of the Kirkwood corre-

lation factor g (g = [〈M2〉/N]/ , where 〈M2〉  is the
mean-square dipole moment of a macromolecule, N is
the number of monomer units in a macromolecule, and

 is the square of the dipole moment of a free mono-
mer unit) in these polymers turned out to be close to the
values of g in anisotropic solutions of LLCs whose
structure is close to that of the mesogenic fragment in a
macromolecule.

In this connection, in the isotropic melt of an LLC,
one should expect the presence of heterophase fluctua-
tions inside the homophase environment above the tem-
perature of transition from the LC into the isotropic
phase. Frenkel’ notes in his work devoted to the study
of heterophase fluctuations [10] that in the vicinity of
phase-transition points (by temperature or pressure),
which are determined by the conditions of thermody-
namic equilibrium between the corresponding phases,
heterogeneous or “heterophase” fluctuations can arise.

µ0
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Relaxation times τ and activation energies ∆U for the process of relaxation of dipole polarization in 4-n-butyl ether of [4'-n-
hexyloxyphenyl] benzoic acid

State Isotropic phase, T = 50°C LC phase, T = 27°C

Process I IIA III I IIB

τ, s 4.6 × 10–9 2.6 × 10–8 8.6 × 10–7 5.7 × 10–8 9.5 × 10–7

∆U, kcal/mol 16 23 28 16 38
The appearance of nuclei of a new phase inside a virtu-
ally homogeneous substance occurs upon cooling or
heating, i.e., in the thermodynamically unstable state.

The use of the dielectric-polarization method for the
investigation of the mechanisms of intramolecular
interactions, which manifest themselves in molecular
characteristics and properties such as the polarizability,
dipole moments, molecular dynamics (the relaxation
times for dipole polarization and the activation ener-
gies) gives information on the anisotropy of intermo-
lecular interactions, which, in turn, cause the
mesogenic nature of the substance on the whole.

As was shown in our previous work [11], the dielec-
tric-polarization method is a sensitive tool for revealing
changes in the dynamics of molecules depending on the
character of intermolecular interactions in the system.
Therefore, this method was used to clarify whether
there are ordered domains (clusters) in the isotropic
state of LLCs in the absence of a constant external ori-
enting field.

In this work, we used the dielectric-polarization
method to study the molecular motion and internal rota-
tion in a thermotropic LLC, namely, in the 4-n-butyl
ester of [4'-n-hexyloxyphenyl] benzoic acid
(BE[HOP]BA), in the isotropic melt and in the
mesophase state.

As follows from [12], where the structure of low-
molecular crystals was considered in connection with
the type of the mesophase they form, the BE[HOP]BA
refers to the class of typical thermotropic nematic crys-
tals.

CH3 (CH2)5

O C
O

O

(CH2)3

CH3

R1

R2

Fig. 1. Chemical formula of a thermotropic nematic liquid
crystal of 4-n-butyl ether of [4'-n-hexyloxyphenyl] benzoic
acid (BE[HOP]BA): R1–O–Ph–COO–Ph–R2, where Ph is
the phenyl radical and R is the alkyl radicals (R1, the hexyl,
and R2, the butyl radicals).
PH
2. EXPERIMENTAL

The identification of the molecular structure of the
BE[HOP]BA was performed based on the spectra of
proton magnetic resonance. The spectrum was recorded
on an AC-200 Bruker spectrometer (working frequency
200 MHz) for a 5% solution in CDCl3 at room temper-
ature. When identifying signals, the increments of the
substituents of aromatic structures and the correlation
tables of screening constants were taken into account.
The spectrum and the signal identification are shown in
Fig. 2.

Dielectric measurements were performed in airtight
glass cells (weighing bottles) with a rigid system of
platinum plate or coaxial cylindrical electrodes. No
other structural materials were present in the interelec-
trode space. The cells used in this work are constructive
modifications of our previously described cell for mea-
suring dielectric constants of liquids [13]. The reservoir
of the cells is supplied with a “jacket” (made as an inte-
ger part of the reservoir) for passing a thermostating
liquid. Through the cell lid with a system of electrodes,
a glass tube was also mounted to introduce a thermo-
couple into the cell. The electric capacitance of the
capacitors was C0 = 4.53 pF (platinum plates with a
spacing between the electrodes δ = 0.12 cm) and C0 =
3.65 pF (cylindrical surfaces with δ = 0.2 cm) with the
filling volumes ~0.5 and ~1 cm3, respectively. The
BE[HOP]BA in the reservoir of the capacitor was first
melted to the isotropic-liquid state, after which the res-
ervoir was covered with a lid with a sealed-in system of
electrodes. The temperature inside the capacitor was
maintained using a U-8 thermostat to an accuracy of
0.1 K. During the measurements of the dielectric con-
stant and dielectric losses, the BE[HOP]BA was heated
to 80°C and cooled at a rate of 0.5 K/min after holding
at a fixed temperature for 20–30 min. The transparency
of the measuring dielectric cell permitted us to visually
determine the temperatures of phase transitions in the
BE[HOP]BA, which were equal to 29 and ~44°C for
the transition of the crystal into the LC state and further
into the isotropic melt, respectively. The static dielec-
tric constant ε was determined in a capacitor with C0 =
4.53 pF using a TESLA BM484 bridge (f = 1.592 ×
103 Hz) ± 0.001. The density ρ of BE[HOP]BA was
measured to within to an accuracy of at least
±0.0002 g/cm3 by using the float method [14].
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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Fig. 2. Proton magnetic resonance spectrum of the BE[HOP]BA.
The dipole moment was calculated by the Onsager
formula [15]

(1)

where ε, n, ρ, µ, and M are the dielectric constant, the
refractive index, the density, the dipole moment, and
the molecular weight of BE[HOP]BA, respectively; T
is the temperature in Kelvins; k is the Boltzmann con-
stant; and N is Avogadro’s number.

The refractive index of BE[HOP]BA was deter-
mined using the expression for the molar refraction R

(2)

The magnitude of the molar refraction was calculated
based on the molar refractions of the bonds in the
BE[HOP]BA molecule [16].

The dielectric losses were determined in a capacitor
with C0 = 3.65 pF using a BM-560 Q meter and a Novo-
control broadband dielectric converter in a frequency
range of 103–107 Hz to an accuracy of at least ±0.5%.
The relaxation time and the activation energy of the
dipole polarization were determined from the Arrhe-
nius equation

(3)

3. RESULTS AND DISCUSSION
3.1. Dipole Moment of BE[HOP]BA

Measurements of the electric capacitance of the
capacitor filled by the BE[HOP]BA were performed
upon heating and cooling. The results of these measure-
ments are given in Fig. 3. Segment 1 of the curve corre-
sponds to the transition of the substance from the solid
into the LC state. This transition is fixed at T = 29°C.

ε n2–( ) 2ε n2+( )[ ] / ε n2 2+( )2[ ]

=  4/3( ) πN /M( )ρ µ2/3kT( ),

R M/ρ( ) n2 1–( )/ n2 2+( ).=

τ τ 0 ∆U/kT( ).exp=
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Since the nematic liquid crystals are characterized by
only one spatial direction of orientational ordering of
molecules, the transition into the isotropic melt in the
absence of external orienting fields is accompanied by
a gradual change in the dielectric parameters. Thus, in
the nematic the temperature of transition into the isotro-
pic state can be fixed by the change in the slope of the
temperature dependence of the dielectric constant. It is
seen that the change in the temperature coefficient of
the dielectric constant occurs at a temperature of ~43–
44°C. This temperature region corresponds to the nem-
atic–isotropic-melt phase transition in the
BE[HOP]BA. It is also seen from Fig. 3 that upon cool-
ing of the isotropic melt (segments 3, 2, and 4 of the
curve), the BE[HOP]BA passes under chosen experi-
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T, °C
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3

Fig. 3. Temperature dependence of the electrical capaci-
tance of the capacitor filled with the BE[HOP]BA: (1), (2),
(3) upon heating and (3), (2), (4) upon cooling.
2
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mental conditions into the solid state at a temperature of
~16°C; i.e., it can easily be supercooled.

Figure 4 displays the temperature dependences of
the dielectric constant ε, density ρ, and refractive index
n of the BE[HOP]BA in the range of 30–65°C. It is seen
that the nematic–isotropic-melt transition temperature
is fixed as a change in the temperature coefficients of
these dependences in the various phases of the
BE[HOP]BA in the same temperature range of ~43–
44°C. Using the data shown in Fig. 4 and formula (1),
we calculated the effective molecular dipole moments
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Fig. 4. (a) Dielectric constant ε, (b) density ρ, and (c) refrac-
tive index n of the BE[HOP]BA as functions of temperature.
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of BE[HOP]BA, µeff. Because of specific intermolecu-
lar interactions in BE[HOP]BA, the magnitude of µeff,
according to the Onsager theory of polarization, should
differ from the true value of the dipole moment of an
isolated molecule in “vacuum,” µ0. Figure 5a shows the
µeff values depending on the temperature; µeff = 2.28 D
at 30°C and increases to µeff = 2.35 D at 42°C. It is seen
from Fig. 5a that the temperature coefficient of the
dipole moment of the BE[HOP]BA changes upon tran-
sition from the isotropic to the liquid-crystal state. The
values of the dipole moment in the isotropic state are
greater than in the mesomorphic state (µeff = 2.38 D at
60°C).

To estimate the dipole moment of an isolated mole-
cule, µ0, we calculated the geometry of the molecule by
a semiempirical quantum-mechanical method PM3
using a HYPERCHEM 5.0 program [17]. The length of
the BE[HOP]BA molecule in the ultimately extended
trans conformation (with respect to the arrangement of
the alkyl radicals to the molecule axis) is 24.4 Å. The
width of the molecule is approximately 5.0 Å and the
thickness depends on the mutual arrangement of the
benzene rings and can change from 1.8 (upon the
parallel arrangement of the rings) to 5.0 Å (upon their
mutually perpendicular arrangement). In our case, with
allowance for the van der Waals radii, the maximally
extended trans conformation of the molecule can be
described as a cylinder of length L = 26.7 Å and diam-
eter D = 7.3 Å. The calculation of the ultimately
extended cis conformation gives close values for the
length of the model cylinder and its diameter (L =
26.5 Å and D = 7.6 Å).

As can be seen from Fig. 1, the BE[HOP]BA mole-
cule contains several polar groups; their dipole
moments were determined in [18]. The central portion
of the molecule contains a polar ester group –COO–
with a dipole moment ~1.9 D, as well as a polar group
Ph–O–C– with a dipole moment ~1.28 D; the dipole
moment of the Ph–R group is ~0.36 D. We calculated
the dipole moments for the cis and trans conformations
of the BE[HOP]BA molecules for the case of free inter-
nal motion of these partial dipole moments. They are
2.49 D for the trans conformation and 2.47 D for the cis
conformation. Thus, we can accept a value µ0 ~ 2.5 D
for the approximate value of the molecular dipole
moment of the BE[HOP]BA in “vacuum.” Using this
value, we calculated the factor of correlation in the ori-
entations of the dipole moments g (Kirkwood factor
[19]) by the formula

(4)

These data are given in Fig. 5b. It is seen from Figs. 5a
and 5b that in both BE[HOP]BA phases we obtain
µeff < µ0 ~ 2.5 D and g < 1. The correlation factor
increases with temperature: g = 0.84–0.88 in the LC
phase and 0.89–0.91 in the isotropic melt of the
BE[HOP]BA. The values of g smaller than unity unam-

g µeff
2 /µ0

2.=
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biguously indicate a preferred intermolecular packing
with a compensation of molecular dipole moments.
With increasing temperature, the intensity of thermal
motion increases and the orientational ordering of
BE[HOP]BA molecules should decrease. In this case,
the mutual compensation of molecular dipole moments
also decreases and the magnitudes of µeff and g
increase. In the isotropic melt, the rate of increasing µ
and g with temperature decreases and their magnitudes
tend to constant values µ = 2.38 D and g = 0.91. In the
vicinity of the transition of the LLC into the isotropic
melt (T ~ 44°C), the correlation factor remains less than
unity, g ~ 0.88–0.89. This may indicate the retention in
the isotropic melt of domains with an ordered arrange-
ment of the long axes of the anisodiametric
BE[HOP]BA molecules with respect to one another
and the compensation of their molecular dipole
moments. A change in the molecular dipole moments
of BE[HOP]BA with temperature agrees with the
results of the investigation of spin–spin nuclear mag-
netic relaxation in the BE[HOP]BA in the isotropic
melt [20].1 In the present work, we estimated the
parameter of local order in clusters of BE[HOP]BA
which were considered, following the Frenkel’ theory
[10], as nuclei of the nematic phase in the continuum of
the isotropic liquid.

Thus, the investigation of dipole moments of the
NLC BE[HOP]BA showed the presence of orienta-
tional ordering of BE[HOP]BA molecules both in the
liquid-crystal state and in the isotropic melt in the
absence of external orienting fields. The conforma-
tional and steric properties of BE[HOP]BA molecules
determine the character of their molecular ordering
characterized by the compensation of molecular dipole
moments.

3.2. Molecular Mobility in BE[HOP]BA

Consider data on the relaxation of the dipole polar-
ization of the BE[HOP]BA in the isotropic melt and in
the LC state in the absence of external orienting fields.

As an example, Fig. 6 displays the variation of the
dielectric loss tangent as a function of the temperature
and frequency. Dashed lines in the figure correspond to
temperatures at which there occur phase transitions
from the isotropic melt into the liquid-crystal state (at
~43°C) and from the liquid-crystal into the crystalline
state (at ~24.5°C).2 It is seen from Fig. 6 that in the liq-
uid-crystal and isotropic phases, in all temperature

1 Note that, when writing the structural formula and the name of
the NLC investigated in [20], a misprint crept. In [20] and in the
present work, the same material was studied, namely, the low-
molecular liquid crystal 4-n-butyl ether of [4'-n-hexyloxyphenyl]
benzoic acid (BE[HOP]BA).

2 The BE[HOP]BA can easily be supercooled. The temperature
range of its LC state may be expanded into the region of even
negative temperatures [21]. In our work, we used this capability
of the BE[HOP]BA for the investigation of the dielectric constant
(Section 1) and the frequency dependence of dielectric losses in
the range of low frequencies in the LC phase (see below).
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dependences of the dielectric losses, processes of relax-
ation of dipole polarization manifest themselves.

Figure 7 shows (in Arrhenius coordinates –logτ vs.
T –1) data on the relaxation times of dipole polarization
τ as determined from the frequency or temperature
position of . It is seen from Fig. 7 that, in the
frequency and temperature ranges used in this work, the
relaxation times exhibit dependences of three types, I,
II, and III. In the range of the highest frequencies, the
−logτ vs. T–1 dependence (process I) is common for
both phases of the BE[HOP]BA and can be designated
as IAB. The dependence of the relaxation time for pro-
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cess II is of a more complex nature. The temperature
coefficient of this process suffers a rather sharp change
upon the transition of the BE[HOP]BA from the isotro-
pic state into the LC state and can be represented by two
linear dependences, namely, IIA in the isotropic phase A
and IIB in the LC phase B. The –logτ vs. T –1 depen-
dence in the low-frequency range in the isotropic phase
can be considered as process IIIA. The linear character
of the temperature dependences of the times of dielec-
tric relaxation τ permits us to determine, using Arrhe-
nius equation (3), the activation energies of all the
relaxation processes given in Fig. 7. The parameters of

6

5
3.0

–
lo

g
(τ

, s
)

T–1 × 103, K–1

7

8

3.2 3.4 3.6

1

2

3

4

I
IIA

IIB

IIIA

A B

Fig. 7. Relaxation time τ of dipole polarization in the
BE[HOP]BA depending on the temperature: (A) in the iso-
tropic phase and (B) in the LC phase; (1) according to [21];
(2) calculated value of τ; (3) according to [22]; and
(4) according to [23].
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Fig. 8. A schematic of a polar rodlike molecule of an LLC
in an electric field E: m, m1, and m2 are the molecular dipole
moment and its longitudinal and transverse projections on
the molecule axis d; N is the direction of the macroscopic
ordering of molecules; and α, β, and γ are the angles
between the vectors, (d, E), (m, d), and (N, d), respectively.
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these processes, i.e., the relaxation times and the activa-
tion energies (τ and ∆U) in the liquid-crystal and isotro-
pic phases are given in the table. As is seen from the
table and Fig. 7, the activation energy ∆U of process I
does not change upon the transition from the isotropic
into liquid-crystal state and is ∆U ~ 16 kcal/mol. At the
same time, the energy of activation for process II
changes by a factor of almost 1.5. Let us compare the
parameters of processes I and II for the isotropic state.
As is seen from the table, the parameters of the dipole
relaxation of BE[HOP]BA in the isotropic phase (relax-
ation times of processes I and II and the activation ener-
gies ∆U) are typical of the reorientation motion of ani-
sodiametric molecules about the longitudinal and trans-
verse axes in LLCs [24–28]. The appearance of these
modes of motion of rodlike molecules in an electric
field is illustrated schematically in Fig. 8. If the total
molecular dipole moment m makes an angle β with the
long axis of the molecule d, as in the case of the
BE[HOP]BA [21], then in an external electric field E
whose direction makes an arbitrary angle α with the
long axis of the molecule d, the parallel (m1) and per-
pendicular (m2) components of the dipole moment m
have the following projections onto the direction E:

m1E and m2E are dielectrically active labels and, there-
fore, in accordance with the modern concepts of dielec-
tric polarization in thermotropic NLCs [29, 30], we
should expect the existence of two orientation-related
mechanisms of relaxation of dipole polarization. How-
ever, the parameters of these relaxation processes (τ
and ∆U) should suffer different changes upon the tran-
sition from the isotropic melt into the liquid-crystal
state. In an anisotropic liquid state, a reorientation of
polar molecules under the effect of an electric field is
mainly connected with overcoming potential barriers
that support the orientational order. Maser and Meier
[31] were the first to report the existence of high-fre-
quency and low-frequency relaxation in NLC para-
azoxyanisole and demonstrated the difference in the
retarding effect of the nematic potential on the rotation
of molecules about the short and long molecular axes.

Approximating the BE[HOP]BA molecule by a cyl-
inder with maximum dimensions (length L ≈ 27 Å and
diameter D ≈ 7.6 Å) and using the data given in Sec-
tion 3.1, we calculated the times of relaxation of the mol-
ecule about the short axis by the Boersma formula [32]

where η is the viscosity of the substance, L and b = D/2
are the dimensions of the cylinder (L is the length and
D is the diameter), and γ ~ 0.9.

The relaxation time of the cylinder was calculated at
T = 326 K, at which the BE[HOP]BA represents an iso-
tropic melt. Its viscosity as determined by a standard

m1E m m d,( ) d E,( )∠cos∠cos m β α ,∠cos∠cos= =

m2E m m d,( ) d E,( )∠sin∠sin m β α ,∠sin∠sin= =

τ πηL3/6kT L/b( )ln γ–[ ] ,=
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Ubbelohde viscometer is 9.5 cP at this temperature.3 To
calculate the viscosity of the BE[HOP]BA, we used the
experimental values of its density (see Section 2). The
calculated relaxation time is 20 ns. This value of the
relaxation time satisfies dependence IIA in Fig. 7. Thus,
process II of the relaxation of dipole polarization is
caused by the rotation of BE[HOP]BA as a whole about
the short axis.

It is seen from Fig. 7 that the relaxation times are
smaller for process I than for process II. We may
assume that process I is due to the rotation of the
BE[HOP]BA molecule as a whole about the long axis
and to the intramolecular rotations of polar molecular
groups. These reorientation motions should not be sub-
stantially affected (in the first approximation) by the
mesomorphic potential. The rotation of molecules
about the short axis in the LC phase undergoes an addi-
tional retardation due to the nematic potential. In the
LC phase, the relaxation times for both types of motion
differ substantially (see table). The data obtained agree
well with the results of the investigation of the dielec-
tric relaxation of LLCs with a similar molecular struc-
ture and dimensions reported in [21–23, 26]. Some of
these results are given in Fig. 7.

Along with the processes of relaxation of dipole
polarization I and II caused by the motion of a molecule
as a whole, the experimental data show that one more
process of dielectric relaxation (Fig. 7, process III)
occurs in the isotropic melt of the BE[HOP]BA, which
manifests itself in the low-frequency range. As is seen
from the table, it is characterized by enhanced (as com-
pared to the above-considered processes I and II in the
isotropic state) values of the activation energy and
relaxation time.

As was noted in the beginning of this paper, the pro-
cesses of dielectric relaxation with such high values of
the relaxation times and activation energies (along with
the processes that occur via local mechanisms) were
observed in our previous works devoted studying
comb-shaped and linear polymers even in dilute solu-
tions [7, 33]. The nature of such processes was ascribed
(by both us and other researchers [34–36]) to a cooper-
ative motion of molecular fragments (containing
mesogenic or other fragments with functional groups
that exhibit the capacity to specific intra- or intermolec-
ular interactions) that form nuclei of supramolecular
structures.

Thus, the method of relaxation of dielectric polar-
ization is a source of information on the kinetic proper-
ties of molecules as well as on the intra- and intermo-
lecular interactions in both liquid-crystal polymers and
in low-molecular liquid crystals. The presence of nuclei
of a mesophase (heterophase fluctuations) on both
microscopic (in the isotropic melt of LLCs) and macro-
molecular (in solutions of polymeric liquid crystals)
levels is a characteristic phenomenon for the substances

3 The experimental determination of the viscosity of the
BE[HOP]BA was performed by É.P. Astapenko.
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with an anisodiametric molecular structure because of
the anisotropic molecular interactions that lead to local
orientational ordering even in the absence of external
orienting fields.

The above analysis of the data on the investigation
of the BE[HOP]BA by the methods of dielectric polar-
ization and the results of the investigations of the
BE[HOP]BA by nuclear magnetic relaxation [20] sug-
gest that process III is caused by a cooperative reorien-
tation motion of molecules in clusters of fluctuational
nature, which take place in the isotropic melt of low-
molecular liquid-crystal substances.
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Abstract—A new nanocomposite material containing approximately 50 vol % S is prepared by filling pores of
bulk nanoporous carbon samples with sulfur. The initial nanoporous carbon samples are synthesized from poly-
crystalline α-SiC through the chemical reaction. A comparative investigation of small-angle x-ray scattering
(SAXS) is performed for the prepared nanocomposite and the initial material. The possible changes in the scat-
tering power of the initial material upon filling of its pores with sulfur are considered in the framework of a
simple model. The regularities revealed are used to interpret the experimentally observed changes in the scat-
tering power. The size distribution functions of incorporated sulfur nanoclusters in the nanocomposite (or filled
nanopores in the initial material) are determined within the Guinier approximation. It is demonstrated that the
smallest sized pores (8–16 Å) remain unfilled, whereas the filling factor for larger sized pores can reach several
ten percent by volume. The conditions favorable for small-angle x-ray scattering upon filling of the nanopores
are analyzed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that nanoporous carbon, which is
referred to sometimes as nanocluster carbon, can be
prepared in the form of bulk samples with a specified
shape according to an original technique involving
high-temperature chlorination of carbide powders sub-
jected to preliminary special heat treatment [1–4]. As
follows from data on the adsorption [1], nanoporous
carbon is characterized by a high nanoporosity (up to
45 vol % at a total porosity as large as 70 vol %) and
high nanopore size uniformity. The characteristic size
of nanopores depends on the initial carbide. For exam-
ple, the nanopore size estimated within the slit pore
model for nanoporous carbon produced from a poly-
crystalline α-SiC powder is approximately equal
to 8 Å. Owing to these specific features and many other
interesting physical and physicochemical properties,
nanoporous carbon holds promise as a host material for
use in designing a new class of nanocomposites
through the filling of pores with guest materials of dif-
ferent nature. At present, the synthesis and examination
of composites based on carbon nanocluster materials is
a topical direction in the physics and technology of con-
densed matter [5].

In the present work, we prepared the new nanocom-
posite material with the use of the host–guest method of
filling bulk nanoporous carbon pores with sulfur and
performed a small-angle x-ray scattering (SAXS)
investigation into the size characteristics of incorpo-
rated sulfur nanoclusters. Earlier [6], we used the
SAXS technique to examine the nanoporous carbon
1063-7834/02/4410- $22.00 © 2001
materials synthesized from different carbides. The dis-
tribution functions of structural nanoinhomogeneities
over sizes (or gyration radii Rg) and the characteristic
gyration radii Rg were determined from analyzing the
small-angle x-ray scattering curves I(s) in the frame-
work of the Guinier model. Here, I is the SAXS inten-
sity, s = 4πsinϑ /λ is the scattering vector magnitude,
2ϑ  is the scattering angle, and λ is the x-ray radiation
wavelength. However, in the case of highly porous
materials, such as nanoporous carbon with comparable
volumes of nanopores and nanoclusters of the carbon
skeleton, it is difficult to uniquely assign the aforemen-
tioned distribution functions and characteristic gyration
radii to either nanopores or nanoclusters, because one
or the other can contribute to scattering. Actually, the
intensity of small-angle x-ray scattering by inhomoge-
neities with the volume v and the concentration N is
proportional to the square of the corresponding electron
density fluctuations ∆ρ ≡ ρ –  with respect to the
mean electron density , that is,

, (1)

and, hence, does not depend on the sign of ∆ρ (in the
framework of the Guinier model, the inhomogeneity

shape is disregarded and v  ∝  ). If the electron den-
sities ρC and ρnp are assigned to nanoclusters and nan-
opores, the mean electron density  can be defined as

(2)

ρ
ρ

I s( ) ∆ρ 2Nv 2∝

Rg
3

ρ

ρ 1 α–( )ρC αρnp,+=
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where α = Vnp/V is the degree of nanoporosity, i.e., the
volume fraction of nanopores with the total volume
Vnp ≡ Nnpv np in the sample of volume V. It follows from
expressions (1) and (2) that, at α & 0.5, the intensity of
small-angle x-ray scattering by nanoclusters and nan-
opores can be represented by the relationship I(s) ∝
|ρC |2. Therefore, the nanoclusters and pores at compa-
rable volumes can make comparable contributions to
small-angle x-ray scattering. The introduction of sulfur
makes it possible to change (to increase) the electron
density ρnp, thus changing the contrast |ρnp – ρC |
between nanopores and the nanoporous carbon skele-
ton and, correspondingly, the magnitude of electron
density fluctuations |∆ρ|. Analysis of the changes
observed in the SAXS curve can provide an answer to
the question regarding the size characteristics of nanop-
ores filling with sulfur in nanoporous carbon upon for-
mation of the nanocomposite material. In particular,
Plavnik et al. [7, 8] used a similar contrast-variation
procedure in the SAXS investigation of adsorption,
desorption, and mass transfer in porous carbon adsor-
bents.
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Fig. 1. Experimental dependences of the intensity of x-ray
radiation passed through samples of the studied materials
on the scattering vector magnitude. Materials: (1) the initial
nanoporous carbon prior to filling of pores with sulfur (L1 =
1.05 mm) and (2) the nanocomposite prepared by filling
nanoporous carbon pores with sulfur (L2 = 0.35 mm). (3)
Distribution of the primary-beam intensity in the entrance
slit plane. The inset shows the angular distributions of the
intensity at ultrasmall scattering angles (the designations of
the curves are the same).
PH
The introduction of sulfur into nanoporous carbon is
of special interest as a possible efficient method of
modifying the properties of materials. Recently [9],
sulfur introduced in the course of evaporation was used
to prepare composite films based on nanocrystalline
carbon.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The initial bulk nanoporous carbon samples in the
form of plane-parallel pellets of thickness L1 ~ 1 mm
were prepared from a polycrystalline α-SiC powder [1–
4]. In order to introduce sulfur, the samples were
immersed in a boiling solution of sulfur in toluene. The
treatment time was approximately equal to 2 h. Then,
the samples were held in air at a temperature of ~150°C
with the aim of removing toluene traces and excess sul-
fur from the sample surface. Upon filling with sulfur,
the sample weight increased by a factor of more than
two. The estimates made with due regard for the density
of solid (orthorhombic, stable at room temperature, or
amorphous) sulfur dS ~ 2.0 g/cm3 showed that the fraction
of the pore space filled with sulfur exceeded 70 vol % of
the total pore volume. The impregnation of the samples
for more than 2 h did not lead to a further increase in the
sulfur content in the composite material. This indicated
that the filling of pores reached saturation.

For measurements of the SAXS intensity, the sulfur-
saturated nanoporous carbon samples were ground to a
thickness L2 = 0.25–0.35 mm. The SAXS intensity for
the nanoporous carbon–sulfur nanocomposite and the
initial nanoporous carbon samples, for the most part,
were measured in the scattering angle range 0° < 2ϑ  <
10° on a double-crystal diffractometer with a germa-
nium crystal monochromator [(111) reflection] in an
x-ray transmission geometry (2ϑ  scan mode). The
divergence of the incident beam was equal to 20″. The
geometric parameters of the setup (the widths of the
collimating slit and entrance slit of the detector)
ensured an angular resolution of 0.16° for the recorded
signal [6].

Moreover, the measurements were carried out with
a high angular resolution of 7″. This permitted us to
obtain the SAXS curves at ultrasmall scattering angles
(2ϑ  < 100″). The measuring setup involved an ana-
lyzer—a Π-shaped perfect silicon crystal (instead of
the entrance slit)—in which the x-ray beam underwent
a quintuple reflection from the (111) planes. A similar
crystal was used as a monochromator. In this case, the
width of the incident beam was equal to 7″.

3. RESULTS

Figure 1 shows typical experimental distributions of
the intensity of radiation passed through the nanopo-
rous carbon–sulfur nanocomposite sample (curve 2) in
comparison with the initial sample (curve 1). The dis-
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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tribution of the x-ray beam intensity in the entrance slit
plane in the absence of samples (curve 3) is also
depicted in this figure. The thicknesses of the nanocom-
posite and initial samples in the case under consider-
ation are L2 = 0.35 mm and L1 = 1.05 mm, respectively;
hence, the ratio between the sample volumes is as fol-
lows: V2/V1 = L2/L1 ≈ 1/3. The total porosity of the initial
nanoporous carbon is estimated to be Vp/V1 = 62 vol %,
where Vp is the total volume of all pores. Upon sulfur
saturation, the relative change in the density of the
material is determined as (d2 – d1)/d1 = (3m2 – m1)/m1 =
106.2%, where m1 and 3m2 are the masses of the initial
sample of volume V1 and the nanocomposite sample of
the same volume, respectively. The fraction of the total
pore volume filled with sulfur, i.e., the total filling fac-
tor of pores in the sample under investigation, is found
to be βtot = VS/Vp ≈ 74.8 vol %, and the fraction of the total
sample volume filled with sulfur is VS/V1 ≈ 46 vol %.

It can be seen from Fig. 1 that the filling of pores
leads to a drastic decrease in the recorded intensity (by
one and a half or two orders of magnitude) over the
entire angle range covered. This decrease is associated,
first, with a decrease in the scattering volume (by a fac-
tor of approximately three) of the nanocomposite sam-
ple, second, with an increase in the x-ray radiation
absorption loss in the sample, and, third, with a change
in the scattering power of the nanocomposite as com-
pared to that of the initial nanoporous carbon. Since, as
was noted above, our prime interest is in the last effect,
its contribution to the intensity in analyzing the experi-
mental data presented in Fig. 1 should be separated
from the contributions of the other two factors. It is
characteristic that the introduction of sulfur results not
only in a decrease in the intensity but also in a change
in the shape of the angular distribution of the intensity,
which indicates a change in the parameters of structural
nanoinhomogeneities responsible for the small-angle
x-ray scattering.

The suppression of scattering upon the introduction
of sulfur clearly manifests itself at ultrasmall scattering
angles 2ϑ (see inset in Fig. 1). The half-width of the
beam passed through the nanocomposite sample is esti-
mated as w2 ≈ 10″ (curve 2 in the inset), which only
slightly exceeds the half-width of the incident beam
w3 ≈ 9″ (curve 3 in the inset). At the same time, the scat-
tering from the initial sample brings about a threefold
broadening with the half-width w1 ≈ 27″ (curve 1 in the
inset). Note that the radiation attenuation factors K =
I(0)/I0(0) (where I and I0 are the intensities of the
passed and incident beams at 2ϑ  = 0, respectively) esti-
mated for measurements at ultrasmall angles (with the
analyzer) are appreciably larger than those estimated
for the main experiment with the entrance slit (Fig. 1),
because a substantial part of the scattered radiation
arriving at the entrance slit is not recorded in the case of
the analyzer.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
With the aim of analyzing the changes in the small-
angle x-ray scattering due to the introduction of sulfur,
we first obtained the true SAXS curves for both sam-
ples over a wide range of s. For this purpose, the exper-
imental curves depicted in Fig. 1 were corrected for the
finite height of the entrance slit and the contribution
made to the observed signal by the primary beam,
which passed through the sample without scattering
and weakened through the absorption. The calculations
were carried out according to the procedure proposed in
our earlier work [10]. The true SAXS curves i1(s) for
the initial nanoporous carbon (curve 1) and i2(s) for the
nanocomposite (curve 2), which correspond to the
same volume V1 of both materials and the same radia-
tion attenuation factor K1, are represented in Fig. 2 on
the log–log scale. The true SAXS curve i2(s) for the
nanocomposite was renormalized using the normaliz-
ing factor V1K1/V2K2. This renormalization permits one
to compensate for the difference in the measured inten-
sities of the signals from the studied samples due to the
difference in their volumes and absorption loss and,
thus, to separate the effect caused only by the change in
the scattering upon introduction of sulfur. In essence,
the dependences i1(s) and i2(s) within a constant factor
characterize the scattering power per unit volume of the
studied materials, and the difference δi(s) = i2(s) – i1(s)
accounts for the change in the scattering power of nan-
oporous carbon upon filling of its nanopores with sul-
fur. It can be seen that, upon introduction of sulfur into
nanoporous carbon, the scattering intensity per unit
volume decreases [δi(s) < 0] in a larger portion (0 < s <
0.45 Å–1) of the angle range studied and slightly
increases [δi(s) > 0] only in the terminal portion (s >
0.45 Å–1) of this range; i.e., the introduction of sulfur
leads to a clearly pronounced change in the shape of the
scattering curve. Figure 2 also shows the dependence of
the magnitude of the difference δi(s) (curve 3).

4. DISCUSSION

Under the assumption that sulfur filling the pore
space of the initial nanoporous carbon is in the solid
state in the nanocomposite (see Section 2), the sulfur
density dS appears to be very close to the carbon skele-
ton density, which, as a rule, is considered to be approx-
imately equal to the graphite density dC ~ 2.1 g/cm3. In
this case, it is easy to demonstrate that the electron den-
sities of sulfur and the carbon skeleton turn out to be
close to each other. Indeed, the electron density ρ and
the density d of the monoatomic medium are related by
the expression

(3)

where A is the atomic weight and n is the number of
electrons per atom. Since the densities of solid sulfur
and the carbon skeleton are estimated to be dS ≈ dC and
(A/n)S = (A/n)C (A = 32 au and n = 16 for sulfur and A =
12 au and n = 6 for carbon), we obtain ρS ≈ ρC. There-

ρ d/A( )n,=
02
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Fig. 2. True scattering powers of the studied materials: (1) the initial nanoporous carbon prior to filling of pores with sulfur [the
SAXS intensity i1(s) for a nanoporous carbon sample of volume V1 with the attenuation factor K1] and (2) the nanocomposite pre-
pared by filling nanoporous carbon pores with sulfur [the SAXS intensity i2(s) is reduced to the volume V1 and the attenuation factor
K1]. (3) Difference curve |δi(s) | = |i2(s) – i1(s) |. The inset shows curves 1 and 3 in the Guinier coordinates [curve 3 in the range
δi(s) < 0].

10–2
fore, the electron density contrast between pores filled
100 percent with sulfur and the carbon skeleton is close
to zero: |ρC – ρS | ≈ 0.

Let us consider in more detail the possible changes
in the scattering power of the initial nanoporous mate-
rial upon filling of its nanopores with a material whose
electron density is identical to that of the main skeleton.
For simplicity, we assume that the electron density scat-
tering fluctuations have the same volume v  (a monodis-
perse system). According to formula (1), the change in
the scattering power of the material due to these fluctu-
ations can be written in the form

(4)

where V1fl and V2fl are the total volumes of fluctuations
prior to and after filling with sulfur, respectively. Next,
for definiteness, we assume that the fluctuations under

δi ∆ρ2
2V2 fl ∆ρ1

2V1 fl,–∝
PH
consideration are empty nanopores with the same vol-
ume v np. Hence, it follows from formula (2) that the
scattering by these nanopores in the initial nanoporous
carbon is determined by the electron density fluctua-
tions

(5)

If the fraction of the total volume of nanopores fully
filled with sulfur is designated as β (0 ≤ β ≤ 1 is the fill-
ing factor of nanopores), the mean electron density of
the medium increases compared to that of the initial
medium and the electron density fluctuations corre-
sponding to the nanopores remaining empty in the
nanocomposite can be described by the expression

(6)

∆ρ1 1 α–( )ρC.–=

∆ρ2 – 1 α–( )ρC αβρS.–=
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Since, for the nanopores, we have V1fl ∝ α  and V2fl ∝
α(1 – β), relationship (4) with due regard for the
approximate equality ρS ≈ ρC takes the form

(7)

Relationship (7) describes the change in the scatter-
ing by empty nanopores as a result of a decrease in the
degree of nanoporosity and an increase in the mean
electron density of the medium upon introduction of
sulfur. Figure 3a illustrates the change in the scattering
power of the nanocomposite upon scattering by empty
nanopores δinp [according to formula (7)] as a function
of the filling factor β for materials with different
degrees of initial nanoporosity α. It can be seen that, in
the case when the nanoporosity of the initial material is
not very high (curves 1–3), the scattering power associ-
ated with nanopores always decreases as the nanopores
are filled with sulfur: δinp < 0. On the other hand, for
materials with a high degree of nanoporosity (curves 4,
5), there exists a certain range of the filling factors β in
which the scattering by nanopores becomes enhanced:
δinp > 0. Note that the effect of an increase in the con-
trast between the empty nanopores and the medium on
the scattering dominates over the effect of a decrease in
the number of empty pores. As should be expected, in
the limiting case when all the nanopores are filled
(β  1), the intensity of small-angle x-ray scattering
by these pores in the nanocomposite tends to zero; i.e.,
δinp approaches the scattering power i1. In the other lim-
iting case, at β  0, all the nanopores are empty and
δinp  0.

Similarly, we can consider the change in the scatter-
ing power δinc(s) of the material upon small-angle x-ray
scattering by nanoclusters of volume v nc. In this case,
instead of relationship (7), we obtain the relationship

(8)

The change in the scattering power δinc as a function
of the factor β of filling of nanopores with sulfur at dif-
ferent degrees of initial nanoporosity α [in accordance
with relationship (8)] is illustrated in Fig. 3b. As can be
seen, the filling of nanopores with sulfur leads to the
suppression of small-angle x-ray scattering by nano-
clusters at any values of α and β. In this case, the effect
of a decrease in the contrast between clusters and the
medium on the small-angle x-ray scattering is more
pronounced than that of an increase in the solid phase
volume.

The combined effect of pore filling is governed by
the ratio between the volumes of individual nanopores
and nanoclusters, that is,

(9)

Figure 3c illustrates the change in the scattering power
δi [according to formula (9)] as a function of the filling
factor β for nanocomposites with different ratios
v nc/v np ≤ 1 at a constant high degree of initial nanopo-

δinp 1 α 1 β–( )–[ ] 2 1 β–( ) 1 α–( )2–{ }αρ S
2 .∝

δinc 1 β–( )2 1 α 1 β–( )–[ ] 1 α–( )–{ }α 2ρS
2 .∝

δi δinp v nc/v np( )δinc.+∝
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rosity (α = 0.45), which is actual for nanoporous car-
bon. It is seen that, for sufficiently large factors β, the
scattering power of the nanocomposite should be lower
than that of the initial nanoporous carbon (δi < 0) at any
values of β and v nc/v np and the difference |δi| increases
with an increase in the ratio v nc/v np. However, when the
values of v nc/v np and β are not very high, the scattering
power of the nanocomposite can appear to be somewhat
higher than that of the initial nanoporous carbon (δi >
0). The simple estimates made using formulas (7)–(9)
show that this effect can occur precisely in the case of
highly nanoporous carbon and becomes weak or does
not manifest itself at all for lower values of α (α & 0.4).

The results obtained within the proposed model
should be compared with the experimental data with
due regard for the fact that the initial nanoporous car-
bon is a polydisperse system, even though it has a nar-
row size distribution of scattering fragments [1, 6]. The
filling factor β in a polydisperse system can depend on
the nanopore size, which is disregarded in the model.
Moreover, the model ignores the possibility that the

Fig. 3. Change in the scattering power of the nanocomposite
upon scattering by (a) empty nanopores, (b) nanoclusters,
and (c) empty nanopores and nanoclusters as a function of
the factor β of filling of nanopores with sulfur for (a, b) dif-
ferent degrees of nanoporosity α of the initial nanoporous
carbon and (c) different ratios vnc/vnp of the cluster volume
to the pore volume at α = 0.45. Degree of nanoporosity α:
(a, b) (1) 0.1, (2) 0.2, (3) 0.3, (4) 0.4, and (5) 0.5. Volume
ratio vnc/vnp: (c) (1) 1, (2) 0.5, (3) 0.25, and (4) 0.1.
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volume of particular pores can be filled not fully but in
part. This can lead to an increase in the concentration of
pores with smaller volumes and a decrease in the total
volume of the pore space. However, the above results
can be qualitatively used for interpreting the experi-
mental data presented in Fig. 2. As was noted above, the
difference curve |δi(s)| (curve 3 in Fig. 2) involves two
portions, namely, δi(s) < 0 and δi(s) > 0. The former
portion can be associated with the decrease in the total
volume of empty nanopores and the decrease in the
contrast between filled nanopores and the carbon skel-
eton to approximately zero due to the formation of sul-
fur nanoclusters in the pores. The latter portion can be
attributed to empty nanopores that remain in the nano-
composite and are characterized by a higher scattering
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Fig. 4. Size distribution functions for nanoinhomogeneities
(a) with discrete Guinier radii and (b) with due regard for
the variance of the Guinier radii (see text). Thin lines
[f1(Rg)] and curves 1 [F1(Rg)] correspond to nanopores in
the initial nanoporous carbon, and thick lines [f2(Rg)] and
curves 2 [F2(Rg)] refer to sulfur nanoclusters (sulfur-filled
pores in the initial nanoporous carbon).
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intensity as compared to the initial nanoporous carbon.
Therefore, the difference curve in the range δi(s) < 0, in
essence, corresponds to scattering by sulfur nanoclus-
ters incorporated into the nanocomposite. Analysis of
this curve can provide information on the size charac-
teristics of these nanoclusters or, what is the same, the
size characteristics of the sulfur-filled nanopores in the
initial nanoporous carbon.

The difference curve 3 at δi(s) < 0 (Fig. 2) was ana-
lyzed within the Guinier approximation. Curve 3
(Fig. 2) reconstructed in the Guinier coordinates
(Fig. 2, curve 3 in the inset) was decomposed into the
linear components ln|δik(s) | ∝  s2 (where k = 1, 2, …).
Each component corresponds to scattering by nanoin-
homogeneities that have a particular gyration radius Rgk

(sRgk < 1) and make up a certain volume fraction
mk(Rgk). The quantities Rgk and mk(Rgk) were deter-
mined according to the procedure described in detail in
our earlier work [6]. The SAXS curve for the initial
nanoporous carbon was processed in a similar manner
(curves 1 in Fig. 2 and in the inset in this figure).

The discrete functions of the distribution over gyra-
tion radii f (Rg) =  for sulfur
nanoclusters in the nanocomposite (thick lines) and the
scattering fragments in the initial nanoporous carbon
(thin lines) are displayed in Fig. 4a in the form of a set
of vertical segments with a height proportional to
mk(Rgk). Here, δ(Rg – Rgk) is the Dirac delta function

( (Rg – Rgk)δRg = 1). As a result, we have

Figure 4b shows the continuous distribution functions

which are derived by replacing the delta functions in
the expression for f(Rg) by Gaussian functions normal-
ized to unity under the assumption that the gyration
radii of scattering fragments are characterized by the
spread (variance) ∆Rgk about the corresponding discrete
radii Rgk such that ∆Rgk ~ Rgk. The functions f2(Rg) and
f1(Rg) (Fig. 4a), or the functions F2(Rg) and F1(Rg)
(curves 2, 1 in Fig. 4b), correspond to sulfur-filled nan-
opores in nanoporous carbon (or to sulfur nanoclusters
in the nanocomposite) and nanoinhomogeneities in the
initial nanoporous carbon, respectively, and exhibit
similar behavior. This similarity indicates that the func-
tions with subscript 1 account for the distribution of
empty nanopores in the initial nanoporous carbon. On
the other hand, the difference in the behavior of the
functions with subscripts 1 and 2 suggests that not all
the nanopores in nanoporous carbon are filled. In this
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case, the factor of filling of nanopores with sulfur,
depending on their size, can be roughly estimated from
the formula

(10)

As is seen from Fig. 4b, the largest difference
between the functions F2(Rg) and F1(Rg) is observed for
the smallest sized nanopores. The distribution F1(Rg)
exhibits a sharp maximum at Rgm ~ 4.1 Å. This indicates
a high size uniformity of the nanopores and agrees well
with the absorption data [1] and the SAXS data
obtained in our previous work [6]. Furthermore, the
most probable nanopore size, which is approximately
equal to 8.2 Å (~2Rgm), virtually coincides with that
estimated in [1]. This confirms the inference that the
functions f1(Rg) and F1(Rg) describe the distribution of
nanopores. At the same time, the most probable gyra-
tion radius of the sulfur-filled nanopores in the nano-
composite is approximately equal to 7.7 Å. It can be
seen from Fig. 4 that the smallest sized nanopores in the
nanocomposite remain virtually unfilled and have the
filling factor β(Rg) ! 1. At Rg > 7.7 Å, the functions
F2(Rg) and F1(Rg) approach each other, so that the fill-
ing factor β(Rg) can be as large as tens of percent and
can even become close to unity (see inset in Fig. 4b).
Note that, as is seen from Fig. 4b, the inequality
F2(Rg) > F1(Rg) holds in the size range Rg = 7–11 Å. In
the framework of our model, this inequality implies
β(Rg) > 1 and has no physical meaning. It can be
assumed that this inequality is a consequence of the
above effect associated with the partial filling of larger
sized nanopores. As a result, the number of sulfur nan-
oclusters with these sizes in the nanocomposite can
appear to be larger than the number of nanopores with
the same sizes in the initial nanoporous carbon. We also
cannot rule out that this inequality results merely from
the approximate determination of the functions f(Rg)
and F(Rg).

From the results obtained, we can roughly estimate
the total filling factor of nanopores βnp = VnS/Vnp, where

VnS =  is the volume of the sulfur-filled nanop-

ores in the nanocomposite and Vnp =  is the
volume of the empty nanopores in the initial nanopo-
rous carbon. The estimates give the filling factor βnp ~
15 vol %, which is appreciably less than the aforemen-
tioned factor βtot obtained from the weighing of the
samples prior to and after the introduction of sulfur.
Therefore, sulfur in considerable amounts fills the
larger sized so-called micropores and macropores also
contained in the initial nanoporous carbon [1].

It should be noted that the most probable size of sul-
fur nanoclusters approximately corresponds to the size
of the unit cell of orthorhombic sulfur. In this respect, it
is reasonable to assume that, in the best case, only indi-
vidual sulfur atoms (the atomic radius of sulfur is equal
to 1.04 Å) or molecular fragments of the S2, S4, S6, and

β Rg( ) F2 Rg( )/F1 Rg( ).=

mk
S( )

k∑
mk

np( )
k∑
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S8 types without subsequent formation of a crystal or
amorphous structure can be incorporated into the
smallest sized pores of nanoporous carbon during the
introduction of sulfur. These pores can be filled only in
part or remain completely unfilled. In the latter case,
according to the model, an increase in the mean elec-
tron density of the material upon introduction of sulfur
leads to an enhancement of scattering by empty nanop-
ores. This is actually observed in the experiment at the
values of s > 0.45 Å–1, which correspond to the smallest
sized nanopores (Fig. 2). In the case of partial filling,
the content of very small-sized pores in the nanocom-
posite can appear to be higher than that in the initial
nanoporous carbon, because, as was already noted, the
larger sized (but less accessible to sulfur) nanopores
can change over to the group of small-sized nanopores.
This effect can also be responsible for the enhancement
of scattering at s > 0.45 Å–1.

5. CONCLUSIONS

Thus, the carbon–sulfur nanocomposite with com-
parable contents of the major and introduced compo-
nents was prepared using a simple method of filling
pores of nanoporous carbon with sulfur from a boiling
toluene solution. The high total degree of filling of the
pore space with sulfur (~75 vol %) in this filling method
most likely can be associated with the capillary suction
of the solution into open pores of nanoporous carbon.
This process becomes efficient with an increase in the
temperature to the boiling point due to a decrease in the
surface tension and an increase in the wetting of pore
walls. A comparative investigation of small-angle x-ray
scattering was carried out for the nanocomposite and
initial nanoporous carbon. The possible changes in the
scattering power of the studied material upon filling of
nanopores with sulfur were analyzed in the framework
of a simple model. It was demonstrated that, owing to
the decrease in the contrast between filled nanopores
and the carbon skeleton to approximately zero, the
introduction of sulfur brings about a considerable
decrease in the scattering power. This permitted us to
determine the size distribution function of incorporated
sulfur clusters in the nanocomposite and, thus, to judge
the size distribution of pores that turned out to be filled
in the initial nanoporous carbon. Moreover, we made
the inference that the size characteristics of structural
inhomogeneities in nanoporous carbon refer primarily
to the nanopores. A comparison of the experimental and
theoretical results showed that the smallest sized nan-
opores (8–16 Å), which constitute the greater part of
the total nanopore volume in the initial nanoporous car-
bon, remain empty or, possibly, are partly filled with
small-sized molecular sulfur fragments. The intensity
of scattering by empty pores in the nanocomposite as a
denser medium is higher than that in the initial nanop-
orous carbon. The enhancement of small-angle x-ray
scattering even with a decrease in the total volume of
nanopores of appropriate size is characteristic of highly
02
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porous initial materials upon introduction of filling
agents comparable in density and can be observed even
at moderate filling factors. For low degrees of nanopo-
rosity and low densities of filling agents, for example,
in experiments with carbon adsorbents [7, 8], the
adsorption invariably leads to a decrease in the SAXS
intensity.
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Abstract—Microplastic deformation in a magnetic field and in a zero field, as well as after preliminary action
of a magnetic field on C60 crystals, is studied with the help of a laser interferometer, which makes it possible to
measure the strain rate on the basis of linear displacements of 0.15 µm. It is shown that the introduction of a
sample into the field and its removal from a field of 0.2 T directly during sample deformation lead to a change
in the strain rate, the decrease in the rate being accompanied by a brief interruption of deformation. The sign of
the effect depends on temperature: the magnetic field accelerates deformation at room temperature and slows
it down at 100 K. Preliminary holding of a sample in a field of 0.2 or 2 T produces a similar effect on the strain
rate. Possible reasons for the observed manifestations of the magnetoplastic effect in C60 and the relation
between the sign of the effect and the phase transition at 260 K are considered. © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Interest in the magnetoplastic effect (MPE) in vari-
ous dielectrics has increased in recent years (see, for
example, review [1] and publications devoted to alkali-
halide crystals [2, 3], ferroelectric crystal NaNO2 [4],
and fullerite C60 [5]). It is emphasized that the MPE
exhibits different features in different crystals. For
example, the effect of increasing strain rate in a mag-
netic field was observed in [4] only in a certain interval
of strain rates, while in [5] sign reversal of the MPE was
detected at the phase-transition temperature Tc ≈ 260 K
of C60 samples by measuring their microhardness at
room temperature after the preliminary action of a short
magnetic field pulse at various temperatures. For brittle
low-strength crystals such as fullerites, investigation of
their mechanical properties in the inelastic region is
apparently confined to measurements of the microhard-
ness and the rate of damped microplastic strain. The
main difference between these two methods is that the
former method reflects the properties of the crystal sur-
face, while the latter is associated with the properties of
the bulk of the crystal; for this reason, the latter method
is less sensitive to possible effects of the environment
on the surface. In addition, analysis of the microplastic
strain rate also makes it possible to separate the effect
of the preliminary action of a magnetic field (i.e., the
influence on the structural state of the crystal) and the
effect exerted on the rate directly during loading. In
order to distinguish between these effects, we will refer
to the former effect as the magnetoplastic aftereffect
(MPA) and to the latter effect as the magnetoplastic
effect. In this work, both these effects were studied
1063-7834/02/4410- $22.00 © 22009
experimentally on C60 crystals using the method of
laser interferometry for measuring the rate and magni-
tude of microplastic strain.

2. EXPERIMENTAL TECHNIQUE

Fullerite C60 single crystals were grown from the
vapor phase from the initial material in the form of tiny
C60 crystals preliminarily purified by multiple vacuum
sublimation. The single crystals were grown under the
following conditions: the sublimation temperature was
873 K, the crystallization temperature was 813 K, and
the growth time was 8–12 h. Well-faceted C60 single
crystals grown with the help of such a technique had a
mass up to 30 mg and a size up to several millimeters.
Since the crystals were subsequently subjected to
uniaxial compression, we chose crystals with two sym-
metrically arranged parallel faces for the convenience
of loading. The distance between these faces (the
dimension along the direction of the compressing force
or the sample height) was 2–2.5 mm; the mean cross-
section area perpendicular to the force was 8–9 mm2.

The interferometric method of strain recording in
time in the form of consecutive beats [6] used by us
here makes it possible to measure the strain rate  on
the basis of small variations in the sample length with
an error not exceeding 5%. One beat on the interfero-
gram corresponds to the deformation increment |∆l | =
0.3 µm. The strain rate in this work was determined by
measuring the duration of a half-period, i.e., on the base
|∆l | = 0.15 µm using the formula  = λν/2l0, where λ =
0.63 µm is the wavelength of laser radiation, ν is the
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frequency of beats, and l0 is the sample dimension in
the direction of the force.

In experiments with a magnetic field, we used two
permanent magnets, one of which provided a field with
magnetic induction B = 0.2 T and could be displaced
such that the sample intended for compression tests was
in a magnetic field or in a zero field, while the other
magnet, with induction 2 T, was used only for prelimi-
nary holding of samples in a magnetic field.

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

Experiments with preliminary holding of C60 crys-
tals at 293 K in a magnetic field proved that the MPA is
manifested in an increase in the microplastic strain rate,
which is determined by a number of factors: the magni-
tude of the magnetic field, the time of sample holding
in the magnetic field, the “rest” time (between the
action of the field and loading), and the magnetic and
stress history of the crystal. Let us list the main proper-
ties of the MPA. The larger the magnetic induction and
the longer the field-exposure time, the stronger the

Table 1.  The change in the strain rate of a C60 crystal after a
4-h holding in a magnetic field of 2 T at 293 and 77 K

No. Conditions of tests
and preliminary action

Strain rate ,
10–5 s–1 

(σ = 0.3 MPa,
T = 293 K)

1 Initial crystal 0.14

2 4-h holding in the field at 290 K 1.06

3 No. 2 + four days rest in a zero field 0.16

4 4-h holding in the field at 77 K 0.09

5 No. 4 + four days rest in a zero field 0.20

ε̇

Table 2.  The change in the strain rate of a C60 crystal after
holding for different periods of time in a magnetic field of 0.2
T at 293 K

No. Conditions of tests
and preliminary action

Strain rate ,
10–5 s–1 

(σ = 0.3 MPa, 
T = 293 K)

1 6-day holding at B = 0.2 T 0.2

2 20-day holding at B = 0.2 T 0.8

3 No. 2 + deformation at σ = 0.3 
MPa for 22 min

0.19

4 No. 3 + two days rest in a zero field 0.12

5 No. 4 + 20-day holding at B = 0.2 T 0.16

6 No. 5 + 35-day holding at B = 0.2 T 0.45

Note: All measurements except No. 4 were carried out in a field of
B = 0.2 T.

ε̇

PH
effect. Its magnitude decreases upon an increase in the
rest time, and holding under loading considerably
accelerates this decrease. If we try to revive the effect
after the action of loading has completely suppressed it,
we must increase the exposure time in a field of the
same strength, or increase the magnetic induction, or
hold the sample for a long time in a zero magnetic field
without loading.

Some typical examples of manifestation of the MPA
and its peculiar features at room temperature are dem-
onstrated in Tables 1 and 2 and in Fig. 1. Table 1 shows
the strain rates measured after the same period follow-
ing the application of a load for a C60 crystal subjected
consecutively to the following operations: holding in a
magnetic field, loading in a field and in a zero field, and
rest. It can be seen from Tables 1 and 2 that after hold-
ing the sample in a magnetic field of induction of 2 T
for 4 h or in a field of induction of 0.2 T for 20 days, the
strain rate under a stress σ = 0.3 MPa increases by a fac-
tor of 6–8 (rows 2 in Tables 1, 2). However, 2–4 days of
rest returns the sample to the initial state (see row 3 in
Table 1 and row 4 in Table 2). The variation of the strain
rate with time for σ = 0.3 MPa and the effect of repeated
action of a magnetic field are illustrated in Fig. 1. When
the crystal was unloaded at a low strain rate and was
then held again in a magnetic field, the time of holding
in a field of the same strength had to be increased more
than twofold in order to detect increases in the initial
strain rate (see rows 4–6 in Table 2). As the time of
loading is increased, the strain rate decreases nonuni-
formly and rather slowly compared to analogous
decreases in other brittle materials, in which a close-to-
zero strain rate is attained after |∆l0 | = 1–2 µm [7]. The
restoration (relaxation) of the structure occurs even
more slowly: the reproduction of the MPA effect
requires weeks. It should be noted that the relaxation
processes associated only with mechanical action are
characterized by much higher rates. For example, the
intervals between loadings in the recording of the tem-
perature dependence of the strain rate in [8] were only
a few minutes long. Thus, the effect of the loading time
on the duration of rest required for the recovery of the
initial state observed by us in this study indicates that
structural rearrangements in C60 under the effect of
loading and a magnetic field are interrelated but that
this relation is not of the simple additive type.

Table 1 also contains the results of studying MPA
after holding the sample in a magnetic field of B = 2 T
at 77 K for 4 h. It can be seen that the sign of the effect
is opposite to that of the MPA observed after holding in
a magnetic field at room temperature: the magnetic
field slows down the deformation process, while pro-
longed rest returns the sample to the initial state (i.e.,
the rest increases the strain rate).

Figure 2 shows the results of analysis of MPE by
using the standard method for this effect, namely, by
rapidly introducing the sample into a magnetic field or
withdrawing it from the field during creep. This proce-
YSICS OF THE SOLID STATE      Vol. 44      No. 10      2002
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dure can be repeated several times, as long as the creep
is noticeable. The stress σ in these experiments was
0.7 MPa. The creep curves recorded at temperatures
above (293 K) and below (100–110 K) the temperature
of the phase transition from the face-centered cubic lat-
tice to the simple cubic lattice (fcc–sc transitions) were
compared. Since we could not ensure thermal stabiliza-
tion in the latter case, the absolute values of the strain
rate might be slightly exaggerated, which, however,
should not affect the change in the strain rate at the
moment of jumpwise variation of the magnetic field. It
can be seen from Fig. 2 that each variation of the mag-
netic induction leads to a change in the creep rate. The
increase in the rate starts immediately after the jump in
B, while in the case of the rate decreasing after a jump
in B, the creep is first terminated and then deformation
continues at a lower rate than before the jump. A similar
effect was observed earlier in an analysis of the ther-
mal-activation characteristics of deformation and inter-
nal stresses using the differential method under jumps
in stress, temperature, or strain rate leading to decreases
in the rate. In some cases, even a negative creep was
observed, i.e., the direction of the sample deformation
was opposite to the direction of the force [9, 10]. The
existence of “deformation delay” (incubation period)
has been used as an indication of a change in the struc-
ture and internal stresses accompanying jumps [10] in
numerous discussions (in 1970–1980) on the possibil-
ity of applying differential methods in determining the
activation characteristics of deformation. Subsequently,
a similar deformation delay was observed during the
investigation of microplasticity of high-temperature
superconductors at the instant of their transition from
the superconducting to the normal state under the
action of a transport current or a magnetic field [11].
The delay was usually attributed to the presence of
opposite internal stresses for whose decrease (structure
rearrangement) a certain time is needed; during this
time, the acting stresses are insufficient for the contin-
uation of deformation under new conditions. For exam-
ple, it was assumed in [11] that the time was spent in
increasing the number of dislocations in a pileup in
order to compensate for the electron component of the
resistance to the motion of dislocations (which appears
in the normal state). The observation of an incubation
period in the studies described here can also be easily
explained since the time of structural rearrangements in
C60 crystals is quite long (see Tables 1, 2).

Comparison of the MPEs at temperatures above and
below the fcc–sc transition indicates that there is a con-
siderable difference between the effects (Fig. 2). At
room temperature, the magnetic field accelerates the
deformation of the fcc lattice of fullerite C60, while in
the sc lattice (at 110 K), the MPE has the opposite sign.
This result correlates with the change in the sign of the
microhardness increment at the phase transition point
under the action of a magnetic field pulse determined in
[5]. According to the authors of [5], this can be due to
there being different effects produced by a magnetic
PHYSICS OF THE SOLID STATE      Vol. 44      No. 10      20
field on sc and fcc structures, as well as to the effect of
the field on the phase-transition kinetics. The latter is
unlikely for the fields used in our experiments. Control
experiments in which we compared the spectra
obtained with the help of differential scanning calorim-
etry (DSC) for samples before and after the action of a
magnetic field with B = 2 T did not reveal any variations
of the peak in the phase-transition region. In our opin-
ion, it is preferable to explain this effect in terms of dif-
ferent actions of a magnetic field on sc and fcc struc-
tures. However, these factors should probably not be
opposed since, for example, preliminary compression
of C60 at temperatures of 293 and 77 K [12] produced
different effects on the crystal structure, which could be
judged from a considerable broadening of the DSC
peak at 260 K after compression at 293 K, while the
change in the peak shape after compression at 77 K was
insignificant.
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Fig. 2. Compression curves for a C60 crystal at (1) 100 and
(2) 290 K and σ = 0.7 MPa. Arrows indicate the instants of
application (↑ ) and removal (↓ ) of the magnetic field.
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Fig. 1. Variation of microplastic strain rate as a function of
the time of action of loading at σ = 0.3 MPa after prelimi-
nary holding in a magnetic field of 0.2 T for (1) 6, (2) 20,
and (3) 20 + 35 days. Curve 3 corresponds to repeated load-
ing of sample 2 after 2 day rest in a zero field and holding
in a magnetic field.
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In most experiments, weak magnetic fields were
observed to increase the strain rate of nonmagnetic
materials, which is usually attributed to a change in the
structure of the dislocation core or to suppression of the
interaction between dislocations and stoppers under the
action of a field [1]. The former reason proposed in [13]
to explain the peculiarities in the temperature depen-
dence of microhardness of C60 can be used in our case
to interpret the MPE at room temperature but cannot
explain the remaining effects.

As regards the change in the structure of stoppers
under the action of a magnetic field weakening their
coupling with dislocations, this mechanism can be used
in explaining both the MPE and MPA at T > Tc; how-
ever, in the case of MPA, this mechanism appears to be
more efficient since the time of action of the field for
producing this effect in the two cases differs signifi-
cantly. According to the hypothesis put forth in [5, 12],
the fact that a magnetic field decreases the strain rate at
T  < Tc (which is confirmed by the MPA and MPE) could
be due to the effect of redistribution of C60 molecules
with pentagon and hexagon configurations on the dissi-
pation of energy of a moving dislocation or on the rear-
rangement of the stopper structure.

4. CONCLUSION
Thus, we have established that the rate of microplas-

tic strain of C60 crystals changes under the effect of a
magnetic field applied preliminarily or acting directly
in the course of deformation. It is confirmed that this
change has opposite signs at temperatures above and
below the fcc–sc phase transition temperature Tc, which
is in accord with the microhardness data [5]. A delay in
deformation is detected when a C60 sample is intro-
duced in a magnetic field at T < Tc and when it is
removed from the field at T > Tc.
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