
  

Physics of the Solid State, Vol. 44, No. 12, 2002, pp. 2211–2215. Translated from Fizika Tverdogo Tela, Vol. 44, No. 12, 2002, pp. 2113–2116.
Original Russian Text Copyright © 2002 by Tkachuk.

                                                                                                                       

SEMICONDUCTORS 
AND DIELECTRICS

                                      
X Centers in ZnSe〈Ga〉  and ZnSe〈As〉  Single Crystals
P. N. Tkachuk

Chernovtsy National University, Chernovtsy, 58012 Ukraine
e-mail: ptkachuk@chnu.cv.ua

Received December 13, 2001

Abstract—The results of experimental studies of the energy spectrum of X centers in ZnSe〈Ga〉  and ZnSe〈As〉
single crystals are presented; the results are in accord with the available calculations. The Stokes shift, the sta-
bilization of the Fermi level near the extrema of allowed bands of ZnSe, anomalies in thermoluminescence and
interband photoluminescence, and some other effects are explained on the basis of configuration-coordinate
diagrams for associated defects VZn–Gai and VSe–Asi, taking into account tetrahedral and hexagonal positions
of interstitial atoms. The absence of residual photoconductivity is attributed to the presence of r- and s-recom-
bination centers in the crystals.© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The X centers in semiconducting crystals are char-
acterized by a strong electron–phonon interaction lead-
ing to the emergence of barriers between different
charge states of the system in the configuration space.
Specific effects, such as the Stokes shift and residual
photoconductivity, can be observed in this case. In
addition, strong polarization of the lattice in the vicinity
of an impurity atom brings about, in some cases, the
formation of a state with a negative correlation energy
(U– centers), which leads to a peculiar statistics of
charge carriers manifested in the stabilization of the
Fermi level irrespective of the concentration of other
impurities.

The mechanism of formation of U– centers in the
course of separate doping of ZnSe by shallow hydro-
gen-like impurities GaZn and AsSe has been mainly stud-
ied theoretically [1–3]. The authors of those publica-
tions used a model of crystal lattice distortion accord-
ing to which a displacement of a center-forming atom
along the [111] direction to the nearest interstitial site
leads to rupture of the bond with an atom of the neigh-
boring sublattice, which is accompanied by the trap-
ping of an additional charge carrier at the neutral states
of a donor (d0) or an acceptor (a0). In this case, a
Ga : DX center (state D–) forms a metastable resonance
level above the minimum of the conduction band, while
an As : AX center (state A+) forms a stable level in the
forbidden gap below the state a0. The results of new cal-
culations performed in [2] on the basis of this model
indicate the possible formation of a neutral state A0.

The experimental analysis of deep lying centers in
ZnSe with a heterovalent substitution of components is
complicated by a complexity of phenomena typical of
wide-band AIIBVI compounds, such as monopolar con-
ductivity, low efficiency of doping with group V ele-
ments, complex formation, compensation of the effect
1063-7834/02/4412- $22.00 © 22211
of the introduced impurity, and the presence of rapid (r)
and slow (s) recombination centers. In this connection,
new concepts concerning the configuration of X centers
in ZnSe may appear as a result of accumulating exper-
imental data. Some aspects of the problem are consid-
ered in this communication.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUE

Zinc selenide single crystals were grown by the
method of chemical transport reactions (CTR). The
maximal doping level was 0.1–0.4 at. % for the As
impurity and 1.0 at. % for the Ga impurity. It was
shown in [4] that, due to the limited solubility of these
crystals, an increase (>0.1 at. %) in the As doping level
can be attained by introducing Ga and As simulta-
neously into the crystal lattice of ZnSe; however, the
electrical parameters of ZnSe〈Ga,As〉  samples are iden-
tical to those of ZnSe〈Ga〉  crystals.

We investigated high-resistivity ZnSe〈Ga〉  samples
(σ = 2.0 × 10–11–4.2 × 10–12 Ω–1 cm–1, n = 3.3 × 104–4.0 ×
106 cm–3) and ZnSe〈As〉 samples (σ < 10–10 Ω–1 cm–1,
p < 107 cm–3). Some of the measurements were made
on ZnSe〈Ga,As〉  samples. Calculations show that the
strong-doping condition (a3N @ 1, where a is the Bohr
radius and N is the maximum impurity concentration)
does not hold for either type of impurity. Taking into
account the small values of concentration of free charge
carriers, we can treat such crystals as strongly compen-
sated semiconductors. It should be noted that the effect
of introduced impurities can be compensated both
through the generation of intrinsic defects in the crystal
lattice of ZnSe and as a result of transitions between
shallow and deep levels during the formation of X cen-
ters [5].

The methods of studying thermoluminescence (TL)
of samples and of determining the thermal activation
002 MAIK “Nauka/Interperiodica”
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energy Et of deep centers from the thermoluminescence
curves are described in [6]. The spectrum of TL was
studied using a set of standard light filters. The optical
activation energy Eo was estimated from the long-wave-
length boundary of the spectral dependences of infrared
quenching of photoconduction (IRQP): I = I1/I0 ~ λ (I1

is the photocurrent value in the presence of quenching
monochromatic radiation, and I0 is the photocurrent
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Fig. 1. Thermoluminescence curves for single crystals
of  (1) ZnSe〈0.1 at. % Ga〉 , (2) ZnSe〈0.5 at. % Ga〉 ,
(3) ZnSe〈0.1 at. % Ga〉  annealed in strongly saturated Zn
vapor, and (4) ZnSe〈0.1 at. % As〉 . The insets show the spec-
tral dependences of IR photocurrent quenching (T = 300 K)
for samples (a) ZnSe〈0.1 at. % Ga〉  and (b) ZnSe〈0.9 at. %
Ga, 0.4 at. % As〉 .

Thermal (Et) and optical (Eo) activation energies of local
states in ZnSe crystals taking into account the available data
from the literature

Center State Et, eV Eo, eV

Ga : DX d0 0.0036 [7] –

D0 0.26 0.75

D– ~0.4 1.55

1.53* [1]

As : AX a0 ~0.1 –

A0 0.6 1.28

0.6** [8] 1.2* [2]

A+ – ~2.15** [2]

*Calculated value, **experimental value.
PH
intensity excited by background radiation from an
incandescent lamp).

The photoluminescence (PL) spectra were excited at
300 and 77 K by molecular-nitrogen laser radiation
(E = 3.51 eV, τi = 8 ns). Standard schemes of photoelec-
tric recording and synchronous detection were used. A
diffraction monochromator with a linear dispersion of
12 Å/mm was used as the dispersive device. The optical
excitation level was 1023 cm–2 s–1.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Analysis of the TL of ZnSe〈Ga〉  single crystals
(curves 1–3 in Fig. 1) at 100, 130, and 150 K gives val-
ues of Et equal to 0.20, 0.26, and ~0.4 eV, respectively.
A low-intensity TL peak at 100 K takes place only for
samples prepared in an excess-zinc atmosphere (such a
thermoluminescence is also observed for ZnSe crystals
grown from melt [6]). In a higher temperature range, a
TL peak is observed for the ZnSe sample (0.1 at. % As)
(curve 4 in Fig. 1); analysis of this peak gives the value
Et = 0.6 eV. The values of E0 for deep centers, whose
classification is given in the table, are determined from
the IRQP spectral dependences for the corresponding
samples (see insets to Fig. 1).

The PL spectra at 300 K (both for the initial ZnSe
and doped crystals) have the form of a wide band (∆E =
60 meV) with a peak at 2.72 eV. The luminescence fea-
tures for ZnSe at room temperature are due to many-
particle effects [9], which are not considered here. Only
the following remark should be made. Upon an increase
in the gallium doping level, the value of ∆E increases,
the PL intensity decreases, and no radiation is observed
for an impurity concentration of 1.0 at. %. On the con-
trary, the introduction of an arsenic impurity increases
the radiation intensity, while the value of ∆E decreases
insignificantly.

Curves 1–3 in Fig. 2a show the exciton PL spectra
of crystals at 77 K. For a purposefully undoped ZnSe
sample, a free exciton emission line localized at
2.793 eV is observed. The introduction of As impurity
in an amount up to 0.01% leads to the emergence of a
line localized at 2.780 eV whose intensity is much
higher than that corresponding to the emission of a free
exciton; i.e., the features typical of exciton–impurity
complexes (EIC) are manifested. The activation energy
of the a0 state (~0.1 eV) can be determined from the
binding energy of an exciton at a neutral acceptor. An
increase in the As impurity concentration (up to 0.05%)
leads to broadening of the EIC line, the position of its
peak becoming less determinate. At a concentration
equal to 0.1%, the nature of luminescence changes
since a strongly extended wing in the low-energy
region appears (curve 3 in Fig. 2b).

Calculations of the Debye radius Re (taking into
account the Debye–Hückel correlations [10]) and of the
exciton radius Rex show that Re < Rex for both types of
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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impurity if the concentration exceeds 0.1 at. %. Thus,
excitons cannot be formed and the most probable
mechanism of edge luminescence is interband recombi-
nation of charge carriers; the long-wavelength radiation
wing can be attributed to the formation of impurity
bands and density-of-states tails.

The location of the high-energy wing in the edge PL
for doped crystals in the energy range above Eg

(Fig. 2b) is considered to be a feature of degenerate
semiconductors. A similar spectral distribution of the
PL intensity was observed in [11] for degenerate low-
resistivity CdS〈Cl〉  crystals; however, we did not
observe any short-wavelength shift of the emission line
upon an increase in the concentration of Ga impurity
(curves 1, 2 in Fig. 2b).

3.1. Local States

The data presented in the table lead to the following
conclusions.

1. The existence of the a0 state indicates a high
structural perfection of the crystals (see, e.g., [12]),
since a more stable, strongly relaxed state A0 usually
dominates in experimental investigations [8].

2. Two values of Et (0.26 and ~0.4 eV) correspond
to two charge states (D0 and D–) of a Ga : DX center; the
value of Et equal to 0.6 eV corresponds to the neutral
charge state (A0) of an As : AX center.

3. Two experimental values of E0 (1.55 and 1.28 eV)
virtually coincide with the calculated energies of the D–

and A0 states, respectively. The value of E(D–) equal to
1.53 eV is obtained from an analysis of the results
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Fig. 2. (a) Exciton and (b) interband photoluminescence
spectra at T = 77 K for (a) (1) ZnSe, (2) ZnSe〈0.01 at. % As〉 ,
and (3) ZnSe〈0.05 at. % As〉; and (b) (1) ZnSe〈0.1 at. % Ga〉 ,
(2) ZnSe〈0.5 at. % Ga〉 , and (3) ZnSe〈0.1 at. % As〉 .
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obtained in [1], while the value of E(A0) equal to 1.2 eV
was obtained in [2].

4. The ratio of the values of E0 for the D– and D0

states agrees with the theoretical value of 2 determined
in [1].

3.2. Configuration-Coordinate Diagram

If deep centers in ZnSe〈Ga〉  and ZnSe〈As〉  crystals
are formed as a result of Jahn–Teller type lattice distor-
tions, a vacancy (or a “part” of a vacancy) remains at a
lattice site; i.e., associated defects VZn–Gai and VSe–Asi

are created. It should be noted that, according to [13],
VZn is a deep (0.2–0.4 eV) acceptor, while VSe is a shal-
low (0.01 eV) donor. This type of defect formation is
confirmed (i) by the disappearance of thermolumines-
cence peaks of deep centers in ZnSe〈Ga〉  crystals grown
with an excess of zinc and (ii) by a high intensity of the
interband PL of ZnSe〈0.1 at. % As〉  single crystals,
which can apparently be due to an increase in the
charge carrier concentration in the allowed bands upon
ionization of a defect pair and its element VSe. In addi-
tion, we must take into account the position of Gai and
Asi atoms which can occupy tetrahedral (T) or hexago-
nal (H) interstitial positions. It is these two positions
that determine the two (T and H) configurations of asso-
ciated defects with strongly differing binding energies
of the charge carriers (curves UT and UH in Fig. 3). The
UH curves are closely spaced relative to the UC(V)
curves; i.e., the state of the center is quite shallow rela-
tive to the allowed band of the host matrix. In the case
of AIIBVI compounds, this type of model was used for
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Fig. 3. Configuration-coordinate diagrams for (a) Ga : DX
and (b) As : AX centers in ZnSe single crystals. UT(H) is the
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onal) position of a center-forming atom in the interstitial
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is the energy of a free charge carrier, Eb(b') is the binding
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between the ionized and nonionized states of an X center.
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the first time in [14] for CdTe〈Cl〉  crystals, wherein the
role of the X center is played by the associated complex
ClTe–Cli. Thus, the binding energy Eb(b') of a charge car-
rier for the H configuration of an associated defect has
an insignificant (negative or positive) value, which
leads to ionization of the center at the thermolumines-
cence temperature of the crystals. Therefore (see
Fig. 3), the value of the activation energy Et measured
using the TL method characterizes the energy barrier
separating the T and H configurations of the center
(with allowance for Eb(b')). On the other hand, the value
of activation energy E0 determines the depth of traps
relative to the allowed bands and the application of the
Franck–Condon principle concerning the invariability
of the configuration coordinate in an optical transition
explains the Stokes shift, viz., the difference in the val-
ues of E0 and Et (see table).

It should be noted that classical X centers are char-
acterized not only by the Stokes shift but also by a large
lifetime of charge carriers photoexcited at low temper-
atures (residual photoconductivity), which is due to the
presence of a vibronic barrier (Evb) between the ionized
and nonionized states of a deep center. However, we did
not observe any residual photoconductivity in the tem-
perature interval 77–300 K, which can apparently be
explained using the following arguments. First, a
charge carrier may be localized at a center in the H con-
figuration at low temperatures (kT < Eb(b')). Second, as
the temperature increases (kT > Eb(b')), released elec-
trons (holes) may recombine in the allowed band with
holes (electrons) trapped at the r(s) centers of the host
ZnSe matrix (Fig. 3). The latter mechanism is sup-
ported by the correspondence of the spectral composi-
tion of the low- and high-temperature TL (radiative
transitions in Fig. 3) to the energy position of the s and
r recombination centers (see [6]).

3.3. Stabilization of the Fermi Level

We assume that an associated defect in the T config-
uration at liquid-nitrogen temperature is excited by
high-power laser radiation. Optical excitation (ioniza-
tion) of a deep center leads to a nonequilibrium state of
the crystal lattice, and the center passes jumpwise to a
more stable shallow state (H configuration).

The probability that photoexcited charge carriers
possess the required minimal energy for localization in
this stable state of the system is given by [15]

(1)

For strongly compensated ZnSe samples, the Fermi
level is located near the middle of the forbidden gap
(Eg = 2.7 eV at 300 K) and, in the entire temperature
range, we have (Eb – EF)/kT @ 1. In this case, the stable
existence of a Ga : DX center in the H configuration
ensures the stabilization of the Fermi level near the
minimum of the conduction band (Eb = EF). This effect

f Eb( ) 1 Eb EF–( )/kTexp+[ ] 1– .=
PH
is confirmed by the absence of a shift in the high-energy
wing of the edge PL (curves 1, 2 in Fig. 2b) upon an
increase in the impurity concentration. The same con-
siderations concerning the location of the Fermi level
near the top of the valence band are apparently also
valid for the samples ZnSe〈0.1 at. % As〉 . Unfortu-
nately, the limited solubility of arsenic in the zinc
selenide matrix does not permit one to analyze the
dependence of the position of the interband PL line for
impurity concentrations >0.1 at. %.

It would be interesting to analyze the stability of
associated defects. In the framework of the model
described in [16], the recombination barrier separating
an interstitial position from a vacancy decreases
sharply as a result of ionization of one of the elements
of a defect pair under the action of laser radiation. In
this simplest case, the probability of recombination of
the pair in the absence of degeneracy is determined by
a dependence similar to Eq. (1). The inclusion of
degeneracy gives a value of recombination probability
lower than 0.3.

4. CONCLUSIONS

The experimental study of single crystals of
ZnSe〈Ga〉  and ZnSe〈As〉  leads to the following conclu-
sions.

(1) The energy spectrum of X centers is in accord
with the available calculated data.

(2) Anomalies in the thermoluminescence and edge
photoluminescence and the effect of stabilization of the
Fermi level near extrema of the allowed bands of zinc
selenide can be explained with the use of a configura-
tion-coordinate diagram taking into account the differ-
ence in the positions of the interstitial atom in associ-
ated pairs VZn–Cai and VSe–Asi.
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Abstract—Bulk ZnTe and CdTe single crystals were grown using Cl-, Br-, and I-containing transporting gas
agents. Photoluminescence spectra consisting of a free-exciton band and a low-energy band of extrinsic origin
were studied at various temperatures, excitation levels, and time delays. It is shown that the low-energy band
can be assigned to the emission of donor–acceptor pairs. No noticeable differences were observed between the
emission spectra of crystals grown with Cl, Br, and I. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effect that the technology of growth and subse-
quent processing exerts on the optical and electrical
properties of bulk II–VI single crystals is presently
enjoying considerable attention despite the fact that
these studies have had a long history. The interest
focused on this area is initiated by new applications of
binary crystals and solid solutions of the II–VI group,
which stimulate progress in growth technologies. These
crystals are employed to advantage as fast optical
switches, detectors of ionizing radiation in nuclear
physics and tomography, in Schottky barrier structures,
etc. (see, e.g., [1–4]). In this connection, the response
time of crystals to external factors, the ranges of linear-
ity of their optical and electrical characteristics as a
function of excitation intensity, and the noise level
become important. These parameters depend on the
elemental crystal composition and the type, concentra-
tion, and charge state of defects, as well as on the uni-
formity of their distribution [5]. The properties of crys-
tals of CdTe and ZnTe and of their solid solutions are
determined both by impurities and by intrinsic defects,
in particular, by the vacancies, whose charge can be
compensated by doping the crystal with Group VII ele-
ments. By doping a crystal during growth, one can con-
trol the concentration, structure, and passivation of
structural defects. It is possible to create deep complex
centers combining an intrinsic defect and an impurity,
particularly in zinc compounds, which have cubic and
hexagonal modifications. Such centers act as electron
traps and usually confer semi-insulating properties to
II–VI crystals, which improves the performance of
these crystals as detectors of ionizing radiation. Group VII
elements can be introduced by a variety of methods; it
is well known that ZnTe and CdTe with a relatively low
concentration of intrinsic defects can be prepared by
1063-7834/02/4412- $22.00 © 22216
chlorine doping in the course of crystallization. In spe-
cific cases, growth of II–VI crystals with the desired
type of conduction encounters difficulties, which can
be overcome through the simultaneous creation of
donor and acceptor states [6].

We report here on the preparation of ZnTe and CdTe
bulk single crystals doped uniformly by halogens and
on an investigation of their photoluminescence (PL)
spectra under pulsed pumping. The growth was carried
out following the chemical transport method, with a
halogen contained in the transport gas NH4X, where
X = Cl, Br, and I, doped into the lattice [7]. Simulation
of the mass transport process where the starting mate-
rial is a purposefully undoped ZnTe or CdTe crystal and
comparison of the calculations with the amount of
transported substance make it possible to conclude that
the growth of cadmium and zinc tellurides has a diffu-
sive character [8]. Single crystals of the best quality are
grown at temperatures 750–850°C, which are substan-
tially below the melting points of CdTe (1090°C) and
ZnTe (1290°C). The single crystals grown from the
vapor phase have natural specular faces and reach a size
of 2 × 3 × 4 mm after 100 h of deposition. When NH4Cl
and NH4Br are used, the crystals obtained are always n
type, whereas in the presence of NH4I, both n- and
p-type crystals can be prepared. In the latter case, the
relative concentrations of the donor and acceptor
defects are controlled by the growth conditions and can
vary across the crystal thickness. The PL was excited
by 5-ns-long nitrogen laser pulses generated at a repe-
tition frequency of 100 Hz. Time-resolved PL spectra
were measured at 4 and 80 K, with a delay t0 with
respect to the pump pulse varied from 0 to 100 ns and a
measurement time of about 2 ns. Unless otherwise
specified, the excitation level at the laser pulse maxi-
002 MAIK “Nauka/Interperiodica”
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mum is considered to be about 10 kW/cm2 in what fol-
lows.

2. ZINC TELLURIDE

ZnTe crystals grown with the use of different halo-
gens exhibit identical PL spectra. The only difference is
in the positions of the maxima of the low-energy band
associated with defects (Fig. 1a). This band is charac-
terized by slow kinetics as compared with the exciton
emission in the 2.36-eV region; indeed, the rise time of
its intensity to maximum is 3 ns and the decay time is
about 50 ns (Fig. 1b). The separation between the exci-
ton and the defect bands is about 0.13 eV and depends
on the actual halogen used in crystal growth only
weakly. The maximum of the defect band shifts weakly
toward higher energies with increasing optical excita-
tion level, and the band saturates under strong pumping.
These properties and the energy position give one
grounds to assign the 2.23-eV band to the emission of
donor–acceptor pairs, with the donor level being due
most likely to the halogen. The band maximum mea-
sured with delays t0 = 0 and 40 ns is shifted toward
lower energies compared to its position at t0 = 3 ns
(Fig. 1b). This also correlates with the donor–acceptor
origin of the band, because at the beginning of the pop-
ulation process, as in its late enough stages, deeper lev-
els corresponding to large-radius pairs are predomi-
nantly filled.

Inhomogeneous broadening associated with lattice
defects provides a considerable contribution to the
exciton band width; indeed, the narrowest exciton
bands are observed in samples with a relatively low
intensity of the donor–acceptor band. The compara-
tively small contribution of exciton–phonon coupling
to the width of the exciton band is indicated by its nar-
rowing only slightly with the temperature decreasing
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Fig. 1. Photoluminescence spectra of ZnTe single crystals
grown with halogens obtained at 80 K: (a) spectra of three
samples normalized against the exciton band intensity with
delay time t0 = 0 and (b) spectra of a ZnTe:Br crystal mea-
sured with delays t0 equal to (1) 0, (2) 3, and (3) 40 ns.
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from 80 to 4 K. No significant modification of the exci-
ton radiation corresponding to the free-to-bound exci-
ton transition was observed to occur in our samples
cooled to 4 K under the experimental conditions used.

3. CADMIUM TELLURIDE

The PL spectrum of CdTe consists of a free-exciton
band at 1.58 eV and of a band peaking at about 1.44 eV
(Fig. 2). The position of the maximum of this band var-
ies depending on the actual halogen used in the growth
more strongly than is the case with ZnTe. The lumines-
cence rise and decay times at the maximum of the
1.44 eV band are close to those of the band observed
for ZnTe; as the delay time increases, this band begins
to dominate in the spectrum and its maximum shifts
toward lower energies (Fig. 2). The 1.44-eV band satu-
rates with increasing pumping level, and its maximum
shifts toward higher energies (Fig. 2b). The difference
between the CdTe band gap (1.63 eV) and the energy of
the 1.44-eV band considerably exceeds the typical
binding energies of donors in CdTe. Thus, the energy
position and the kinetic characteristics of the band, as
well as the effect of the pumping level on its profile,
permit one to assign the band, as in the case of ZnTe, to
donor–acceptor emission. The donor is apparently a
halogen atom; as for the acceptor level, CdTe crystals
grown without purposeful doping are usually p type.
Structural defects are most likely involved in the forma-
tion of acceptor states. The spectra of CdTe crystals
exhibit a strong spread in the relative intensities of the
exciton and the defect bands.

At 4 K, an increase in the delay t0 results in a shift of
the maximum of the donor–acceptor band maximum
toward lower energies (Fig. 3), which is one of the most
characteristic properties of this band. The temperature
dependence of the PL of the CdTe and ZnTe samples
studied also supports the assignment of the low-energy
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Fig. 2. Photoluminescence spectra of CdTe single crystals
obtained at 80 K: (a) spectra of CdTe:Br measured with
delays t0 equal to (1) 0, (2) 3, and (3) 70 ns and (b) CdTe:I
spectra normalized against maximum intensity and mea-
sured at excitation levels (1) 10, (2) 40, and (3)
250 kW/cm2.
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bands to interimpurity radiative recombination; indeed,
as the temperature increases, these bands become pro-
gressively weaker in comparison with the exciton emis-
sion band (Fig. 4). This corroborates the involvement in
the radiative process of a state with a binding energy
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Fig. 3. Shift of the donor–acceptor band maximum in the
CdTe:Br emission spectrum plotted vs. delay time t0 for
T = 4 K.
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Fig. 4. Temperature dependence of the intensities of
(1) exciton and (2) donor–acceptor emission bands of
CdTe:I (the intensities of both bands are normalized to
those at 80 K).
PHY
considerably smaller than the energy separation
between the interband transition edge and the maxi-
mum of the low-energy band.

Thus, 80-K PL spectra of ZnTe and CdTe crystals
grown by the gas transport method with NH4X as the
transporting agent, where X stands for a halogen,
exhibit free-exciton and donor–acceptor emission
bands. Decreasing the temperature to 4 K does not
modify the photoluminescence spectrum noticeably.
The energy distance of the donor–acceptor bands from
the exciton band, i.e., from the fundamental absorption
edge, differs little in both crystals. This does not come
as a surprise, because the electron and hole effective
masses and the dielectric permittivity of CdTe are sim-
ilar to their respective values for ZnTe; in other words,
the depths of analogous impurity levels in these semi-
conductors do not differ much. Halogen atoms can play
a substantial role in the passivation of lattice defects in
ZnTe and CdTe, which, combined with the low growth
temperature of the crystals tending to decrease the con-
centration of structural defects, brings about a large
contribution from excitons to radiative recombination.
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Abstract—The reasons for anomalous growth in the thermopower of metal borides at high temperatures is ana-
lyzed. It is shown that this behavior of thermopower cannot be explained within the present models of charge
transfer in disordered semiconductors. The anomalous growth of thermopower in polar materials can be inter-
preted by taking into account the temperature dependence of the elastic coupling constant or of the polarizabil-
ity. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The magnitude, sign, and temperature dependence
of thermopower, as well as the conductivity, yield
important information on the mechanism of charge
transfer in semiconductors. Charge transfer in disor-
dered materials is governed by three possible conduc-
tion mechanisms [1]. These are conduction in extended
states, in localized states of the conduction- and
valence-band tails, and in localized states near the
Fermi level. In all three cases, the conductivity is
described by an activation law σ ~ exp(–Eσ/kT), where
the activation energy Eσ is determined by the actual
charge transfer mechanism. An exception is the low-
temperature domain, where variable-range carrier hop-
ping within localized states near the Fermi level
becomes possible; this mechanism is described by
Mott’s law σ ~ exp(–T0/T1/4), where T0 is a parameter.
The behavior of thermopower in these charge transfer
conditions has been treated in a number of publications
[1–3].

For all the mechanisms considered, it was shown
that the thermopower decreases with increasing tem-

perature as S ~  + A (where A is a parameter) and

that the activation energy of thermopower Es is closely
related to that of conductivity Eσ. When carriers are
transferred in extended states, we have Eσ = Es. The
activation energies in hopping charge transfer, accord-
ing to the model proposed in [1], should differ by the
hopping activation energy W, i.e., Eσ – Es = W. This
relation has been used by a number of authors to deter-
mine the hopping activation energy. For most materials,
however, the hopping energies are small, W ~ 0.01 eV.
The experimental technique employed did not make it

Es

kT
------
1063-7834/02/4412- $22.00 © 22219
possible to reliably determine the activation energies Eσ
and Es with such an accuracy. In some cases, for
instance, for chalcogenide glasses [1] and lithium nio-
bate [1], a considerably larger difference Eσ – Es

(~0.1 eV) was reported to have been measured. Such a
large value of W is difficult to associate with conven-
tional hopping transport.

An attempt was made to describe charge transfer in
these materials in terms of small-radius polaron hop-
ping [4–6]. However, the laws describing the σ(T) and
S(T) behavior within the small polaron model turned
out to be very close to those governing conventional
electron transport [7]; namely, σ ~ T–nexp(–EW/kT),
where EW is the polaron hopping activation energy, and
n ≈ 1; S = EWS/kT + A (EWS is the activation energy of
thermopower in the case of polaron-mediated transport,
and A is a parameter). This similarity hampers the inter-
pretation of experimental results.

It was shown in [8] that the conduction laws describ-
ing charge transfer by electrons and small polarons are
different to such an extent that the mechanism of trans-
fer and the polaron contribution to the conductivity can
be found from the character of the σ(T) relation.

This paper considers the specific features in the
behavior of thermopower S(T) in polar materials. One
of the most remarkable features is the strong growth of
thermopower in the high-temperature domain, which is
observed to occur in some polar materials and does not
fit any of the models mentioned above.

2. EXPERIMENTAL RESULTS

A strong increase in the thermopower with increas-
ing temperature, up to very high temperatures, is char-
acteristic of a number of metal borides. Figure 1 dis-
002 MAIK “Nauka/Interperiodica”
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plays a typical behavior of the thermopower for FeB29.5,
α-AlB12, and B14Si. Thermopower behaves in a similar
way in DyB66, GdB66, and MgAlB14 [9, 10]. Boron car-
bide exhibits a growth of thermopower up to ~1200 K
[4, 5]. One of the explanations proposed for this behav-
ior of the thermopower suggests a crossover from the
hopping mechanism to charge transfer in extended
states at high temperatures. Figure 2 presents tempera-
ture dependences of the conductivity for these metal
borides. These dependences obey a power-law relation,
σ ~ Tn, over a broad temperature range and do not have
features which could signal a change in the charge
transfer mechanism from carrier motion in the band of
extended states to hopping transport.

3. DISCUSSION

The magnitude of thermopower is found from the
condition of equality of counterpropagating diffusion
and drift flows in a sample in the presence of a temper-
ature gradient. Fritzsche [2] derived a general expres-
sion for thermopower through the conductivity of the
material σ:
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Fig. 1. Temperature dependence of thermopower in (1) α-
AlB12, (2) B14Si, and (3) FeB29.5.
PH
where EF is the Fermi level energy and the conductivity
of the material is given by

(2)

Here, N(E) is the density of electronic states, µ(E) is the
carrier mobility, and f(E) is the Fermi–Dirac function

(3)

If the N(E) and µ(E) functions are known, one can cal-
culate S(T) using Eqs. (1)–(3).

It was shown in [3] that if the conductivity of a mate-
rial follows an activation law

(4)

with a constant activation energy Eσ, the temperature
dependence of the thermopower assumes a well-known
form:

(5)

where A is a temperature-independent kinetic term.
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Fig. 2. Temperature dependence of conductivity of (1) α-
AlB12, (2) B14Si, and (3) FeB29.5.
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In the region where Mott’s law holds for the vari-
able-range hopping conductivity, the dependence of the
thermopower on temperature is different; it scales
either as S ~ T1/2 or as T–1/4 [3].

Suggestions have been put forward that in polar
materials, including metal borides, the charge transport
is mediated by small polarons. Isolation of the polaron
contribution to the conductivity and determination of
the parameters of polarons turned out, however, to be a
difficult problem. The reason for this lies in that,
according to the present models, the temperature
dependence of polaron-mediated conductivity differs
little from that of conductivity mediated by electrons.
The same applies to the temperature dependence of
thermopower. The experimentally measured tempera-
ture dependences of conductivity drawn in the activa-
tion coordinates are curves with an activation energy
varying smoothly with temperature. These depen-
dences can be approximated, as a rule, by a sum of sev-
eral activation laws, which correspond presumably to
different charge transfer mechanisms. It has been
shown, however, that in a large number of disordered
polar materials [11–13], including metal borides [8],
the conductivity can be described, within a broad tem-
perature range (of about a thousand degrees), not by a
sum of several activation laws but rather by one power-
law relation (Fig. 2):

(6)

According to our model [8, 11–13], temperature depen-
dence of the type of Eq. (6) is characteristic of polaron
conductivity wherein polaron transitions from one state
to another actually represent a multiphonon process.
The polaron is a slowly moving conduction electron (or
hole) in a polar crystal. The energy of the potential well
created by the polaron in a crystal [1] can be written
as [1]

(7)

where r0 is the distance and εp is determined by the dif-
ference between the high-frequency (ε∞) and static (ε)
dielectric permittivities:

(8)

It follows that polaron effects play a substantial part in
the conductivity of materials with ionic or partially
ionic bonding. The probability of multiphonon polaron
hopping from one well to another at not too high tem-
peratures was shown to be [1]

(9)

Here, ω is the phonon frequency and n is the number of
phonons. As shown in the charge transfer model pro-
posed in [12], the power-law relation for the polaron
transition probability from one state to another results
finally in a power-law temperature dependence (6) for
the polaron-mediated conductivity. It should be pointed

σ σ0T n.=

W p r0( ) e2/εpr0,=

εp
1– ε∞

1– ε 1– .–=

Z kT / "ω( )[ ] n.∼
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out that in the conditions where charge transfer is
effected by electrons hopping from one state to another
in a single-phonon process, in contrast to the case of
polaron conductivity, the conductivity is described
within a broad temperature range not by a power law
but rather by the inverse Arrhenius relation [11, 13]

(10)

where T* is a parameter. The obvious difference in
behavior between the polaron and nonpolaron conduc-
tivities permits one to reliably isolate the cases of
charge transfer by small polarons. An analysis of
charge transfer mechanisms in boron and a number of
borides can be found in [8]. The results presented in
Fig. 2 for metal borides are typical of polaron-mediated
conductivity throughout the temperature range covered.

Let us consider the behavior of thermopower in the
cases of power-law and inverse-Arrhenius temperature
dependences of conductivity. We shall use again
Eqs. (1)–(3) for calculations. In accordance with the
assumptions underlying the model developed in [11–
13], we shall, however, consider charge transfer in
states corresponding to the percolation (or Fermi) level
located within the region of exponential energy depen-
dence of the density of states:

(11)

Here, Nv is the density of states at the band edge, Ev is
the band edge energy, and T0 is a parameter character-
izing the density-of-states decay. Consider, for
instance, charge transfer in the states corresponding to
the density-of-states tail near the valence band. The
integration will be performed over the interval from
Ec + ∆E to Ec – ∆E near the percolation level Ec. We
assume that ∆E = αkT, with α being a number of order
unity. As a first approximation, we also assume that the
Fermi–Dirac function is constant within the narrow
interval ∆E: f(Ec) = const = C. If the Boltzmann factor
provides a major contribution, the temperature depen-
dence of the thermopower will have the form of Eq. (5).
On integrating Eqs. (1)–(3), we readily see that in the
case of single-phonon transitions, the temperature
dependence of the thermopower can be cast in the form

(12)

In the case of multiphonon transitions, we have

(13)

In the final count, the thermopower is again
described by relations of the type of Eq. (5).

Thus, taking into account dynamic equilibrium
between the diffusion and drift flows in the way done in
deriving Eq. (1) does not provide an explanation for the
strong growth of thermopower with increasing temper-
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ature in polar materials. The reason for this lies appar-
ently (as in the calculation of thermopower using a
kinetic equation) in the assumption that the internal
field in a sample is temperature-independent. While
this assumption is valid for most semiconductors, it is
not applicable to polar materials where ε @ 1. Let us
show that in order to account for the strong increase in
S(T) in the high-temperature domain, one has to
include into consideration the temperature dependence
of polarizability in polar materials possessing strong
electron–phonon coupling.

Thus, if a temperature gradient is maintained in a
semiconductor, a diffusion current of majority carriers
Jdif will flow in it from the heated to the cold end and,
hence, a nonzero mean internal electric field Fin will
occur. The internal field will induce a drift current Jdrift
directed opposite to the diffusion current. In a nonpolar
material, in equilibrium, the following equality will
hold:

(14)

where R is the sample resistance and Vemf is the electro-
motive force. If there is no polarization P in the mate-
rial (P ≈ 0), the internal field Fin will be determined by
the applied voltage only, Fin = F0.

In a polar material (P ≠ 0), an electric field F0 in the
sample creates polarization P, which reduces the inter-
nal field:

(15)

In this case, the equality of the diffusion and drift cur-
rents assumes the form

(16)

Here, Vp is the electromotive force of polarization,
which was introduced as far back as by Ioffe [14]. The
measured electromotive force Vemf can be written as

(17)

The diffusion current Jdif is determined by the carrier
concentration gradient (Jdif = –Dgradn) and does not
depend on whether the material is polarized or not; i.e.,
the first term in Eq. (17) produces the same contribution
as in a nonpolar material, with the thermopower taking
on its traditional form (5). If the second term in Eq. (17)
is dominant, it is this term that will determine the form
of S(T).

A decrease in material density, i.e., in the number of
polarizable particles per unit volume, with increasing
temperature may affect, albeit insignificantly, the tem-
perature dependence of polarizability χ or of dielectric
permittivity ε [χ = (ε – 1)/4π] of ionic materials (the
permittivity ε is decreased). More important, however,
may be that the distances between ions increase with
increasing temperature and their interaction weakens

Jdif Jdrift Finσ
V emf

R
----------,= = =

Fin F0 4πP.–=

Jdif Jdrift Finσ F0 4πP–( )σ
Vemf V p–

R
----------------------.= = = =

V emf RJdif V p.+=
PH
because of the decreasing elastic coupling coefficient.
If the elastic ionic polarization predominates, the
dielectric permittivity and the polarization increase
with temperature as a result of a decreasing elastic cou-
pling coefficient [15]. According to Eq. (15), the
increase in polarization P with increasing temperature
brings about a decrease in the field Fin acting on each
carrier, i.e., a decrease in the drift current Jdrift. Since the
balance between the diffusion and drift currents should
persist, this process causes thermopower (16) to
increase.

The increase in thermopower with increasing tem-
perature may become manifest within a certain temper-
ature interval in ionic materials with conductivity of the
polaron type. As already mentioned, the polaron well
depth is given by Eq. (7). Formation of a polaron well
reduces the energy of the system by an amount Wp [1].
Therefore, the increase in polarizability and, hence, in
thermopower with increasing temperature may be
expected to occur at temperatures lower than

(18)

Above this temperature, according to Eq. (5), the ther-
mopower should decrease with increasing T, as follows
from most models developed for charge transfer in
semiconductors.

The amount by which the thermopower can grow
with increasing temperature is determined by the mag-
nitude of the static dielectric permittivity ε. The dielec-
tric permittivity ε for materials with ionic or partially
ionic bonding is typically ~4–10 [15]. In addition, the
variation of the elastic coupling constant with tempera-
ture also plays an important role. Although we have no
data on this variation in high-boron compounds at our
disposal, the complexity of the structure and the loose-
ness characteristic of these materials suggest that the
coupling constant may vary considerably (by a few
times) with temperature in the range 300–1000 K.

We note one more factor capable of affecting possi-
ble small polaron formation. If a carrier moves fast
enough, the time it spends near an ion, τ ≈ r0/v drift, may
turn out to be insufficient for the polaron well to form.
As a result, ε∞ = ε and no polaron-mediated conduction
will exist. The magnitude of τ decreases with increas-
ing temperature, which may decrease the temperature
range within which the polaron effects are essential. On
the other hand, the time τ grows, as a rule, with increas-
ing disorder in the material. As a result, polaron effects
may manifest themselves more clearly with increasing
disorder in the material [8].

The temperature dependence of thermopower, as
well as that of conductivity, provides important infor-
mation on the mechanism of charge transfer in semi-
conductors. It turns out that in all cases where the con-
ductivity is described by an activation law, the ther-
mopower behaves in a universal pattern as described by

Tc W p/k e2/εpr0k.= =
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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Eq. (5). The various types of charge transfer mecha-
nisms differ only in the activation energy Ea.

Unlike metals, the thermopower in semiconductors
always decreases with increasing temperature. A slight
increase in thermopower with temperature appears only
under some assumptions in the case of variable-range
hopping charge transfer at the Fermi level. In its very
nature, this mechanism of charge transfer can prevail
only at low temperatures. Experiments performed on
polar materials sometimes reveal a fairly strong
increase in thermopower at high temperatures (500–
1000°C). Calculations made within the model of
Fritzsche [2], i.e., using Eqs. (1)–(3), for various trans-
fer mechanisms do not provide an explanation for this
behavior of thermopower. Calculations of the conduc-
tivity mediated by small polarons carried out in terms
of earlier models [5, 6] likewise fail in accounting for
the growth of thermopower at high temperatures. The
polaron conductivity model proposed in [12] satisfacto-
rily describes the temperature dependence of conduc-
tivity over a broad temperature range for a large number
of disordered ionic materials. However, thermopower
calculations made within the Fritzsche model also yield
a temperature dependence of the kind of Eq. (5) and,
therefore, do not explain the growth of thermopower at
high T.

The unusual behavior of thermopower can be under-
stood if one takes into account the temperature depen-
dence of polarization (or polarization emf) in polar
materials. In these materials, polarization of the elastic
ionic type typically prevails. In contrast to the elec-
tronic polarization, which is responsible for the behav-
ior of the high-frequency dielectric permittivity ε∞, the
elastic ionic polarization (which is dominant in ionic
materials) determines the static dielectric permittivity ε
and, in ionic materials, can increase at high tempera-
tures. An increase in the polarization emf brings about
a decrease in the mean internal field Fin and, hence, in
the drift current. To maintain the balance between the
diffusion and drift currents, the (experimentally mea-
sured) thermopower also increases. The thermopower
grows up to temperatures where the polarization energy
becomes of the order of kT.

Thus, strong electron–phonon coupling in polar
materials may give rise both to the formation of small
polarons and polaron-mediated conductivity and to
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
specific features in the temperature dependence of ther-
mopower associated with the temperature dependence
of the elastic coupling constant or polarizability.
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Abstract—Erbium oxide and silicates were embedded in the pores of synthetic opal by using the chemical bath
deposition technique. Electron-microscopic images showed the synthesized compounds to be deposited pre-
dominantly in a thin uniform layer on the inner surface of the pores. An analysis of the transmittance spectra
suggested that the opal–erbium composite thus obtained retained the photonic band-gap properties of the orig-
inal ordered opal matrix. The Er3+ ions in the composite emitted light at several wavelengths in the visible and
near-IR regions (550, 860, 980, 1240, 1530 nm) at 80 K.© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

According to Fermi’s golden rule, the total probabil-
ity of a spontaneous radiative transition in an atom per
unit time is proportional to the density of photonic
states at the transition frequency (see, e.g., [1]). By
properly modifying the density of modes in comparison
with their uniform distribution in free space, one can
control (suppress or enhance) spontaneous emission [2,
3]. In transparent periodic dielectric media with a
period on the order of the radiation wavelength, which
are called photonic crystals, Bragg diffraction gives rise
to the formation of a photonic band gap (PBG) [3, 4],
i.e., of a spectral region in which the photon mode den-
sity is zero. At the edges of the PBG, photon dispersion
differs strongly from the typical linear relation. As a
result, the density of photonic states substantially
increases near the PBG edges, which, in turn, brings
about an increase in the radiative transition probability
and an enhancement of the spontaneous emission of an
ensemble of radiating centers embedded in the photo-
nic crystal [5–7].

Synthetic opals can be used as suitable three-dimen-
sional photonic crystals for studying the effect of PBG
on spontaneous emission. Synthetic opals have an fcc
lattice formed by close-packed spheres of amorphous
SiO2 (a-SiO2) [8–12]. By choosing the diameter of
monodisperse spheres in the range 100–1000 nm, one
can vary the PBG position over a broad wavelength
region, from the UV to near IR. An opal has a system of
octahedral and tetrahedral pores which, when the
spheres are in point contact, make up to 26% of its total
volume. The pores are connected through channels and
form a regular sublattice, which can be filled by other
substances, for instance, by materials efficiently emit-
ting light.
1063-7834/02/4412- $22.00 © 202224
In the present study, the trivalent erbium ion Er3+

was chosen as an emitting center to be embedded in an
opal matrix. Erbium-containing materials enjoy broad
application in telecommunications and optoelectronics
[13]. The wavelength of the main Er3+ ground-state
transition, 1.54 µm, coincides with the standard wave-
length in use in optical telecommunication systems
determined by the quartz waveguide transparency win-
dow. The Er3+ ion can also efficiently emit light at other
discrete wavelengths in the visible and near-IR spectral
regions determined by the structure of the excited states
of this ion [13]. It is essential that the optical transitions
occur in the 4f 11 inner shell of the Er3+ ion, which is
screened by the outer electronic shells; therefore, the
spectral widths of the corresponding emission lines are
narrower than the opal PBG width. Thus, the develop-
ment of an Er-containing opal-based composite would
make it possible to investigate the spontaneous emis-
sion of Er3+ ions (its suppression or enhancement) as a
function of the energy position of the erbium emission
line relative to the spectrum of electromagnetic modes
in a photonic crystal [14]. In what follows, we shall call
such a composite the “opal–erbium composite.” Devel-
opment of this composite presupposes the solution of a
number of fundamental problems. First, an Er-contain-
ing material has to be introduced into the opal pores in
such a way as to preserve the periodicity of the dielec-
tric-permittivity modulation and not to degrade the
photonic properties of the opal. Second, the Er3+ ion
embedded in the composite must efficiently luminesce
at several wavelengths in the visible and near-IR spec-
tral regions. Therefore, this ion should be introduced
into an opal matrix as a component of a material in
which the probability of nonradiative excited-state
relaxation of the Er3+ ion is as low as possible. Third,
02 MAIK “Nauka/Interperiodica”
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the parameters of the composite (the size of the spheres,
the dielectric permittivity of the pore filler, etc.) should
be chosen such as to provide the possibility of spectral
overlap of the Er3+ luminescence line with the PBG of
the composite. The present study deals with solving
these problems.

Note that in order for this composite to be of practi-
cal use, it has to provide the possibility of controlling
the Er3+ spontaneous emission by properly varying (in
real time) the spectral position and width of the PBG
relative to the position of the ion emission lines. This
can be done, for instance, if specific materials, such as
liquid crystals [15, 16] or vanadium dioxide [17],
which change their dielectric permittivity under the
action of an external factor (temperature or an electric
field) are introduced into the unfilled volume of the
opal–erbium composite pores.

2. EXPERIMENT

We chose synthetic opals with a polydomain struc-
ture as the starting matrices. The size of a domain with
a highly ordered a-SiO2 sphere arrangement was 30–
100 µm. Samples were platelets 5 × 5 × 0.1 mm in size
cut parallel to the opal (111) plane. The SiO2 sphere
diameter was 230 ± 5 nm. The dimensions of intercon-
nected octahedral and tetrahedral pores were roughly
90 and 45 nm, respectively. The opal pores were ini-
tially filled with erbium nitrate in the form of a water
solution at room temperature. Subsequent thermal
decomposition of the erbium nitrate (at 500°C over 1 h)
[18] produced erbium oxide Er2O3 in the pores. The
volume fraction of filled opal pores was determined
gravimetrically to be approximately 11% of the total
pore volume.

Because of the use of a water solution, the Er2O3
formed in pores contained a large amount of hydroxyl
groups, which are strong quenchers of erbium photolu-
minescence (PL) [13]. To reduce the concentration of
hydroxyl groups and increase the PL intensity, the sam-
ples were annealed in air at 850°C for 1 h.

The microstructure of the composite was studied
with the use of a JEM4000EXII electron microscope
with a built-in EDX attachment provided with a Si(Li)
detector having an ultrathin window. The studies were
performed in the high-resolution, diffraction-contrast
mode. Elemental analysis was carried out on a sample
~3 nm in size. The technique of sample preparation for
electron-microstructural analysis used by us was
employed earlier for opal–Si and opal–Pt–Si compos-
ites and is described in considerable detail in [19].

To reveal the photonic band-gap properties of the
composite, transmittance spectra in the visible were
investigated. The measurements were conducted at liq-
uid-nitrogen temperature on a computerized spectrom-
eter based on an MDR-3 monochromator. The spectra
were measured with a PM tube (500–800 nm) and an
InGaAs photodiode (800–1700 nm) in the lock-in
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
detection regime. To reduce the effect of the sample
polydomain structure on the shape of transmittance
spectra [20], the measurements were carried out with
collimated beams.

To study the emitting properties of the opal–erbium
composite, PL spectra were measured at 80 K in the
visible and near-IR ranges. The Er3+ photolumines-
cence was excited with an Ar+ laser at a wavelength of
488 nm (in the vicinity of the 4I15/2  4F7/2 transition
in the 4f 11 shell of the Er3+ ion). The laser beam was
focused on the sample to a spot 0.5 mm in diameter.
The incident power density did not exceed 5 W/cm2.

3. RESULTS AND DISCUSSION

Figure 1 shows a part of the composite revealing a
clearly pronounced ordered “crystalline” structure with
closely packed a-SiO2 spheres in the (110) plane. The
dark-contrast circles in the image are projections of the
a-SiO2 spheres, and the bright spots separating the
spheres are the pores. In this image, the arrow identifies
one of the pores that is filled completely by Er2O3 and
has dark contrast. As seen from Fig. 1, the number of
such pores is small, which is in accord with the degree
of pore filling indicated above. From the high-resolu-
tion images presented below, it can be seen that in most
pores, Er2O3 is deposited in the form of a very thin
(~3 nm) coating on the surface of the a-SiO2 spheres,
which is not seen in Fig. 1 due to an insufficiently high
magnification.

The inset to Fig. 1 shows a two-dimensional Fourier
transform of the image. The regular array of dots
(quasi-reflections) in the inset indicates the existence of
long-range order in the composite lattice, which is not
affected noticeably by the pore filling, by defects in the
composite lattice (sphere displacements, “point

1 µm

Fig. 1. Electron microscope image of the opal–erbium com-
posite. The arrow identifies a pore filled completely with
Er2O3. Inset: Fourier transform of this image.
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defects”), or by size dispersion of the silica spheres.
The quasi-reflection array correlates in symmetry with
the silica sphere arrangement in Fig. 1, which corre-
sponds to the (110) plane of the fcc lattice.

Figure 2 presents experimental transmittance spec-
tra [obtained under normal incidence on the (111)
plane] of bare opal, of the opal–erbium composite, and
of the opal–erbium–glycerol composite. Curve 1 is the
transmittance spectrum of the starting unfilled opal.
The broad dip with a minimum at 516 nm is a result of
Bragg diffraction from the opal fcc lattice and is due to
the existence of a PBG. The spectral position of the
minimum in transmittance under normal incidence of

light is given by the relation λm = 2d(111) , where
d(111) is the interplanar distance in the composite fcc lat-
tice in the [111] direction, which is related to the diam-

eter D of the a-SiO2 spheres through d(111) = D,
and 〈ε〉  is the average dielectric permittivity of the com-
posite, 〈ε〉  = fi, with εi and fi being the dielectric
permittivity and the volume fraction of the ith compo-
nent of the composite, respectively [21, 22]. In the
unfilled opal, we have 〈ε〉  = 0.26εair + 0.74 .

Curve 2 is the transmittance spectrum of the opal–
erbium composite. The spectrum contains three absorp-
tion lines located at 490, 524, and 655 nm (specified by
up-arrows), which are identified as belonging to Er and
correspond to the following transitions in the 4f 11 shell
of the Er3+ ion: 4I15/2  4F7/2, 4I15/2  2H11/2, and
4I15/2  4F9/2 [23]. Observation of these lines provides
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Fig. 2. Transmittance spectra of the (1) original opal, (2)
opal–erbium composite, and (3) opal–erbium composite
with pores filled completely with glycerol. The down-
arrows show the position of the Bragg transmittance mini-
mum corresponding to the photonic band gap. The up-
arrows specify the Er3+ absorption lines corresponding to
the transitions 4I15/2  4F7/2 (490 nm), 4I15/2 
2H11/2 (524 nm), and 4I15/2  4F9/2 (655 nm).
PH
an independent argument for Er being embedded in the
composite. Because of the pores being partially filled
with an erbium-containing compound, the value of 〈ε〉
increases compared with that of the unfilled opal, as a
result of which the Bragg transmittance minimum
shifts to approximately 525 nm. The strong erbium
absorption line peaking at 524 nm in spectrum 2 masks
the Bragg absorption line (schematically shown by a
dashed line).

To reveal the Bragg absorption line in the transmit-
tance spectrum separately, the pore volume that
remained free (89% of the total pore volume) was filled
with glycerol. The change in 〈ε〉  caused by the glycerol
filling shifted the Bragg transmittance line to the
580-nm region (spectrum 3). The erbium absorption
line at 524 nm is seen now as a separate band.

We note that the transmittance of the opal–erbium
composite in the wavelength region outside the Bragg
absorption line is smaller than that of the starting opal.
At the same time, the transmittance of the opal–erbium
composite filled by glycerol is higher than that of the
unfilled opal. Transmitted light undergoes Bragg dif-
fraction by the fcc lattice of the composite. Part of the
incident light undergoes diffuse scattering from various
lattice defects, such as vacancies, dislocations, and
stacking faults. An increase in optical contrast η =

 (εs and εv are the volume refraction indices of
the SiO2 spheres and outside them, respectively) results
in an enhancement of diffuse light scattering in all
directions and, accordingly, in a decrease in diffracted
intensity [24], which was measured within a solid angle
~7°. The dielectric permittivities of glycerol, Er2O3
[25], and a-SiO2 in the opal spheres are 2.16, 3.84, and
1.88, respectively. As shown by estimates, the optical
contrast in the starting unfilled opal matrix is smaller
than that in the opal–erbium composite but larger than
that in the opal–erbium–glycerol composite; this is
what accounts for the difference in transmittance out-
side the Bragg absorption region.

The appearance of a clearly pronounced Bragg
absorption line in the transmittance spectrum and the
possibility of varying its spectral position by introduc-
ing, into the opal pores, a filler with a dielectric permit-
tivity different from that of the a-SiO2 spheres are evi-
dence of the existence of a distinct photonic band-gap
structure in the synthesized composite. The presence of
a small amount of completely filled pores does not
noticeably degrade the periodicity in varying the
dielectric permittivity.

Figure 3 presents the PL spectrum of the opal–
erbium composite in the visible and near-IR regions
measured at T = 80 K. One clearly sees five narrow PL
peaks (at 550, 860, 980, 1240, 1530 nm) denoted by the
numbers 1–5, respectively. The peaks were assigned to
emission lines corresponding to the following transi-
tions in the 4f 11 shell of the Er3+ ion: 4S3/2  4I15/2,
4S3/2  4I13/2, 4I11/2  4I15/2, 4S3/2  4I11/2, and

εv /εs
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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4I13/2  4I15/2 [23]. The Er3+ level diagram and the
experimentally observed transitions are shown sche-
matically in Fig. 4. Thus, Er3+ ions embedded in the
synthesized composite demonstrate strong emission in
the visible and near-IR regions. These spectra were not
corrected for the spectral sensitivity of the radiation
detectors used. Because of a drop in the sensitivity of
the InGaAs photodiode in the region 700–940 nm, the
true amplitude of the 860-nm peak is a few times larger.
The weak broad PL band centered at a wavelength of
about 1100 nm and the broad band in the region 600–
700 nm are possibly associated with light-emitting
defects in the opal matrix.

Note that the PBG of the sample studied lies at
~520 nm (spectrum 2 in Fig. 2) and does not overlap
with any of the observed Er3+ emitting transitions. The
effect of the PBG on spontaneous emission of Er3+ in
the opal–erbium composite in the case where the PBG
coincides in position with a specific Er3+ emission line
will be considered in our next publication.

The presence of the lines at 550, 860, 980, and
1240 nm in the PL spectra shows that there is no erbium
inside the a-SiO2 spheres. Er3+ embedded in the a-SiO2

matrix would emit only one line (4I13/2  4I15/2) in the
1.5-µm region [13], because the energy of optical
phonons in a-SiO2 is high (1100 cm–1) and, therefore,
the probability of nonradiative multiphonon relaxation
(MPR) for all excited states, except 4I13/2, far exceeds
that of radiative transitions. In a phenomenological
MPR model [26], a nonradiative transition is assumed
to involve the emission of several phonons of only one
frequency that interact efficiently with the Er3+ ion and
have the maximum possible energy "ω. The smallest
number of phonons that can be emitted is n = ∆E/"ω.
Experimentally, the MPR probability is given by the
relation WMPR = Cexp(–α∆E), where C and α are posi-
tive constants characterizing the material in which the
rare-earth ion is embedded and ∆E is the energy
between the radiating and the next lower (closest-in-
energy) ion level [27]. The energy ∆E for the excited
states 4S3/2, 4I11/2, and 4I13/2 is roughly 3000, 3600, and
6500 cm–1, respectively. The MPR probability
decreases exponentially with increasing number of
phonons n involved in this process. If the number of
phonons is n ≤ 3, radiative recombination is completely
suppressed by nonradiative recombination. For n ≥ 10,
the MPR probability is very small [28]. For an optical
phonon energy of ~1100 cm–1, the relaxation of the 4S3/2

and 4I11/2 excited states involves three phonons and the
relaxation of 4I13/2 involves six phonons. Therefore, the
population of the 4S3/2 and 4I11/2 excited states of Er3+ in
a-SiO2 is low and no luminescence corresponding to
transitions from these levels is observed.

Consider in more detail the shape of the 4S3/2 
4I15/2 PL transition line (550 nm) of the composite
(spectrum 1 in Fig. 5). For comparison, Fig. 5 also shows
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      200
the spectrum of a reference Er2O3 sample (curve 2).
The reference sample was an Er2O3 film on a sapphire
substrate prepared employing the technology used by
us to synthesize erbium oxide in opal pores and subse-
quently annealed, as the opal–erbium composite, in air
at a temperature of 850°C for 1 h. The spectrum of the
4S3/2  4I15/2 transition in the reference sample repre-
sents a discrete set of narrow lines. The assignment of
the PL spectra of the reference sample attempted using
the known Er3+ energy levels in crystalline Er2O3 [29]
suggests that it is indeed crystalline Er2O3 that formed
on the substrate.

Fig. 3. Photoluminescence spectrum of the opal–erbium
composite obtained at T = 80 K in the (a) visible and (b)
near-IR region. The sample was annealed in air at T = 850°C
for 1 h. Peaks 1–5 are Er3+ photoluminescence lines corre-
sponding to the transitions 4S3/2  4I15/2 (550 nm),
4S3/2  4I13/2 (860 nm), 4I11/2  4I15/2 (980 nm),
4S3/2  4I11/2 (1240 nm), and 4I13/2  4I15/2
(1530 nm), respectively.
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Fig. 4. Energy level diagram of the Er3+ ion. Solid down-
arrows specify radiative transitions between Er3+ levels
observed in the composite photoluminescence spectra. The
up-arrow shows the transition used to excite the photolumi-
nescence. Dashed arrows identify the transitions occurring
in nonradiative multiphonon relaxation.
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The line of the 4S3/2  4I15/2 transition observed in
the Er3+ PL spectrum of the composite (spectrum 1 in
Fig. 5) has a broad profile with a very weak structure
consisting of several low-amplitude narrow peaks. The
peak at 564 nm practically coincides in both position
and width with the strongest Stark line in the Er2O3

spectrum. The weaker peaks in spectrum 1 (at 556, 553,

Fig. 5. Photoluminescence line corresponding to the
4S3/2  4I15/2 radiative transition of the Er3+ ion in the
(1) opal–erbium composite and (2) Er2O3 crystalline film.
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551, 548 nm) also coincide in position with the other,
weaker Er2O3 lines (shown by dashed lines). Hence,
spectrum 1 is actually a sum of the PL spectra of Er3+

ions in the amorphous matrix (broad profile) and in
crystalline Er2O3 (narrow peaks). The PL intensity
maximum in spectrum 1 is shifted strongly toward
shorter wavelengths as compared with the position of
the strongest luminescence line of crystalline Er2O3
(spectrum 2). Thus, the Er-containing emitting amor-
phous material cannot be amorphous Er2O3, because in
the Er3+ PL spectrum of amorphous Er2O3 all Stark
components of the 4S3/2  4I15/2 transition would be
inhomogeneously broadened while the PL maximum
would remain in the position of the strongest Stark line,
namely, in the 564-nm region.

Let us turn now to the Er distribution in composite
pores found using transmission electron microscopy.
Figure 6a presents an enlarged image of a sphere sur-
rounded by six pores. The image was made in a region
of the composite with completely filled pores (similar
to that identified with an arrow in Fig. 1). The three bot-
tom pores and the pore at the top left of Fig. 6a are par-
tially filled, while the remaining two are empty. Par-
tially filled pores typically have a thin dark-contrast
layer (~3 nm) on the sphere surface, which shows that
this layer has a component (an element with a large
atomic number z) with a higher electron absorption
100 nm(a)

(b)

Fig. 6. (a) Electron microscope image of an a-SiO2 sphere surrounded by six pores in the opal–erbium composite. The photograph
shows the region of the sample having both pores filled completely with Er2O3 (one such pore is enclosed in the dashed rectangle)
and pores in which the erbium-containing substance (presumably Er2Si2O7) is deposited in a thin uniform layer (specified by the
arrow) on the pore surface. (b) Electron diffraction pattern from a filled pore specified by the dashed rectangle in Fig. 6a.
SICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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Fig. 7. High-resolution electron microscope image of (a) the interface between an a-SiO2 sphere and an Er-containing amorphous
layer and (b) the interface between an a-SiO2 sphere and a pore filled completely with polycrystalline Er2O3.
than that of the silicate sphere (z = 14). In empty pores,
the sphere surface also exhibits traces of a layer (with
not as distinct a boundary) with a darker contrast than
that of a sphere. This may indicate the beginning of
filler deposition on the surface of the sphere or of chem-
ical interaction between the filler and the sphere. The
technology of filler introduction used in this experiment
permits one to suggest that the layer is enriched in
erbium (z = 68). The four filled pores reveal, in addition
to a thin layer on the sphere surface, dark-contrast crys-
tallites.

Figure 7a displays an electron microscope image,
obtained in the high-resolution regime, of the region of
the boundary between an a-SiO2 sphere (bright con-
trast) and a layer on its surface (dark contrast). The
dark-contrast layer, as well as the region of the silica
sphere, does not exhibit indications of an ordered (crys-
talline) structure. This permits one to maintain that the
material in the near-surface layer of the silica sphere is
in the amorphous state. Figure 7b is an image of the
boundary between an a-SiO2 sphere and the material
completely filling a pore (dark contrast). The material
in the pore has a polycrystalline structure. The alterna-
tion of spots of darker and brighter contrast is associ-
ated with nonuniform thickness of the cluster (material
in the pore). The darker contrast is due to a superposi-
tion of crystallites. The erbium-enriched amorphous
layer on the sphere surface is less distinct, because its
dark contrast, due to strong absorption, is close to that
of the material in the pore. The crystallites near the
sphere surface become superposed on the amorphous
layer and mask its image.

An electron diffraction pattern (Fig. 6b) obtained
from a completely filled pore (identified by a dashed
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
square) contains Debye rings with separate reflections
distributed over a ring. Such electron diffraction pat-
terns are characteristic of a polycrystalline object in
which not all crystallite orientations are equally proba-
ble. In addition, this pattern has a diffuse halo near its
central part, close to the spot produced by the primary
electron beam. An analysis of this electron diffraction
pattern (determination of interplanar distances from the
Debye rings) provides unambiguous evidence of the
formation of polycrystalline erbium oxide Er2O3 in opal
pores. As for the diffuse halo, it can be due to scattering
either from amorphous silicate spheres or from the thin
amorphous dark-contrast layer present on the surface of
the spheres. Nevertheless, a combined analysis of our
optical and structural studies permits us to conclude
that erbium enters both the amorphous and crystalline
phases forming in the resultant composite.

It is known that Er dissolves poorly in SiO2. The Er
solubility limit in SiO2 is 0.1 mol % [30]. It is highly
probable that Er2O3 deposited initially on the sphere
surface starts to react under annealing with a-SiO2 to
produce erbium silicates. There are several types of
erbium silicates: oxoorthosilicate Er2SiO5, orthosilicate
Er4(SiO4)3, and pyrosilicate Er2Si2O7 [31]. At the
annealing temperature of 800°C, only Er2SiO5 and
Er2Si2O7 can form [32]. In accordance with the phase
diagram of the Er2O3–SiO2 system [32], interaction of
Er2O3 with excess SiO2 produces a mixture of Er2Si2O7
with SiO2. An excess of Er2O3 results in the formation
of a mixture of Er2SiO5 with Er2O3. In the intermediate
case, a mixture of Er2Si2O7 and Er2SiO5 forms. In this
experiment, the smaller volume of the thin Er2O3 layer
on the surface of a silicate sphere in comparison with
02
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the volume of the sphere corresponds to the first case.
In the stage of formation, the silicate resides apparently
in the amorphous state and can crystallize only in sub-
sequent annealing. For instance, an ErOx film 25 nm
thick surrounded on both sides by SiOx layers was
annealed at 800°C for 2 h [33]. As a result of the anneal-
ing, Er2Si2O7 formed in the film.

The dimensions of the pores in the opal matrix used
(45 and 90 nm) exceed the thickness of the layer
revealed on the surface of the spheres by more than an
order of magnitude. As a result of the surface–material
ratio being smaller, the interaction of Er2O3 with SiO2
in completely filled pores does not produce silicates
throughout the pore volume. When annealing such
pores, silicates will possibly form only at the interface
between the sphere and the filler, with polycrystalline
Er2O3 remaining far away from the sphere surface. Near
the interface between a sphere and the filler, a mixture
of silicates can, in principle, form. For instance, the
mixture can become enriched in Er2Si2O7 on the side of
the a-SiO2 sphere and in Er2SiO2 on the side of the
Er2O3-filled pore. The absence of reflections corre-
sponding to the interplanar distance of the silicate
phases in the electron diffractogram suggests that the
silicates are in the amorphous state. This provides an
indirect argument for the earlier conclusion that the PL
signal is contributed by both the Er3+ ions in the opal
matrix (a thin amorphous layer of presumably Er2Si2O7

on the surface of a-SiO2 spheres) and Er3+ in crystalline
Er2O3 (crystallites in completely filled pores).

4. CONCLUSIONS

Thus, we produced an opal–erbium composite by
using the chemical bath deposition technique. It has
been shown that erbium is contained in two phases, one
of which is amorphous, in the form of a layer on the sur-
face of silica spheres, and the other is polycrystalline,
in filled pores whose fraction is small. Electron micro-
scope studies revealed that Er is deposited on the pore
surface as a thin amorphous coating (presumably,
Er2Si2O7) in practically all pores. This permits one to
maintain that it is this phase that erbium predominantly
enters. Only a small fraction of pores is filled com-
pletely with polycrystalline Er2O3. Optical measure-
ments showed that the synthesized opal–erbium com-
posite retains the photonic band-gap properties of the
original opal matrix. When pumped resonantly at a
wavelength of 488 nm (4I15/2  4F7/2 transition),
erbium in the composite efficiently emits light in the
visible and near IR regions at several discrete wave-
lengths corresponding to the radiative transitions
4S3/2  4I15/2 (550 nm), 4S3/2  4I13/2 (860 nm),
4I11/2  4I15/2 (980 nm), 4S3/2  4I11/2 (1240 nm), and
4I13/2  4I15/2 (1530 nm). Thus, the synthesized opal–
erbium composite combines the photonic band-gap
properties of opal with the luminescence of erbium and
PH
can serve as a model object to study the effect of the
photonic band gap on the spontaneous emission of radi-
ating centers.
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Abstract—This paper reports on the results of investigations of the thermal conductivity along the three crys-
tallographic directions in bismuth tellurite crystals. It is found that bismuth tellurite exhibits a low thermal con-
ductivity inherent in glasses and disordered solid solutions. At temperatures below the Debye temperature, the
thermal conductivity coefficients depend on the temperature as , which is characteristic of disordered solid
solutions. The temperature dependence of the thermal conductivity of bismuth tellurite is calculated in the
framework of the Debye model. © 2002 MAIK “Nauka/Interperiodica”.

T

1. INTRODUCTION

Thermal conductivity is directly associated with the
anharmonicity of lattice vibrations. The study of ther-
mal conductivity is an efficient method of investigating
phonon processes in crystals. This paper reports on the
results of investigations into the thermal conductivity of
bismuth tellurite crystals. To the best of our knowledge,
information on the thermal conductivity of these crys-
tals has hitherto been unavailable.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Single crystals of Bi2TeO5 were grown by the
Czochralski method [1]. A single crystal of bismuth
tellurite at room temperature has orthorhombic sym-
metry with the unit cell parameters a = 11.602 Å, b =
16.461 Å, and c = 5.523 Å [2]. All three thermal con-
ductivity coefficients were studied using a single-crys-
tal sample in the form of a parallelepiped (5 × 7 × 9 mm
in size) with its faces corresponding to the three princi-
pal crystallographic directions. The thermal conductiv-
ity was measured using the method of a stationary lon-
gitudinal heat flux. The measurements were performed
in the temperature range 100–370 K on a TAU-2 auto-
mated setup [3] designed in NPO VNIIFTRI. The soft-
ware of the computer measuring system included the IR
operating system and the DCANN instrument-module
control program [4].

3. RESULTS AND DISCUSSION

Figure 1 shows the measured temperature depen-
dences of the thermal conductivity coefficients λi (i = 1,
2, 3) of bismuth tellurite in the temperature range 100–
370 K for the three principal crystallographic direc-
tions. At temperatures T < 250 K, all the obtained
1063-7834/02/4412- $22.00 © 22232
dependences λ(T) are governed by the law T 3 – n, where
the value of n = 3.5 is smaller than that in the case of
phonon scattering by point defects (n = 4) and larger
than that in the case of scattering by cylindrical defects
(n = 3) [5]. At temperatures below 250 K, the small
magnitudes and temperature dependences of the ther-
mal conductivity coefficients along the studied direc-
tions in the Bi2TeO5 single crystal are consistent with
the magnitudes and behavior of the thermal conductiv-
ity coefficients of the disordered solid solutions. In our
recent paper [6], we noted that the possibility exists of
structural disordering occurring in bismuth tellurite due
to a random orientation of the lone electron pair. It can
be assumed that this mechanism is responsible for the
specific features in the thermal conduction of Bi2TeO5
single crystals.

In the temperature range T > 250 K, the temperature
dependence of the thermal conductivity coefficient of

1

3

2

1.6

1.2

0.8

100 200 300 400
T, K

λ,
 W

/m
 K

Fig. 1. Temperature dependences of the thermal conductiv-
ity coefficient of single-crystal bismuth tellurite for the
crystallographic directions (1) [100], (2) [010], and (3)
[001].
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the Bi2TeO5 single crystal is represented by a more flat-
tened curve that smoothly transforms into a portion in
which λ weakly depends on the temperature up to the
highest temperature under investigation. According to
Ioffe [7], the weak temperature dependence of the ther-
mal conductivity in solids with low values of λ can be
associated with the strong anharmonicity, which is
responsible for close values of the phonon mean free
path l and the unit cell dimensions. This recalls the
behavior of the thermal conductivity coefficients in
amorphous solids when the mean free path is limited by
the mean distance between atoms or molecules.

As can be seen from Fig. 1, the thermal conductivity
of Bi2TeO5 exhibits a weak anisotropy in magnitude
which is virtually independent of temperature. In the
structure of bismuth tellurite, the heavy metal atoms are
located at sites of the cubic fluorite-like lattice [2]. It
should be noted that, at temperatures higher than the
Debye temperature, the mean free path l is commensu-
rate (~3 Å) to the distance between these atoms. Hence,
the mean free path can be assumed to be isotropic.
According to the experimental data obtained in [8], the
mean velocities of propagation of elastic waves in the
[100], [010], and [001] directions, which were deter-
mined by taking into account both the longitudinal and
transverse components, are equal to 2113, 2294, and
2257 m/s, respectively. Therefore, it can be assumed
that the anisotropy of the thermal conductivity of bis-
muth tellurite is determined primarily by the anisotropy
of the mean velocities of sound, whereas the low degree
of anisotropy in this case is caused by the isotropy of
the phonon mean free path.

In order to describe theoretically the temperature
dependence of the thermal conductivity on the basis of
the Debye model [9]

, (1)

we calculated the dependence λ(T). Here, τ0 is the
relaxation time, νmax = kΘD/h, and ΘD is the Debye tem-
perature (≈250 K [10]).

Within this approximation, the relaxation time is
determined by phonon scattering due to lattice anhar-
monicity τa, phonon scattering by defects τd, and
phonon scattering by boundaries of the sample τb [9];
that is,

(2)

A similar estimate of these phonon relaxation times is
given in [11]:

(3)

where D and c are constants.

λ T( ) 1

2π2ν
------------ hν3τ0

hν/kT2( ) hν/kT( )exp

hν/kT( )exp 1–[ ] 2
---------------------------------------------------- νd

0

νmax

∫=

τ0
1– τa

1– τd
1– τb

1– .+ +=

τ0
1– DTν2 c/T–( ),exp=
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In the presence of defects, the relaxation time com-

ponent , according to [12], can be estimated as

(4)

where A is a constant dependent on the specific volume
(per atom in the unit cell of the crystal), the Debye
velocity of sound in the crystal, and the defect concen-
tration.

In the case when the phonons are scattered by

boundaries of the crystal,  does not depend on the
temperature [12]; that is,

(5)

By using formulas (1)–(5), we obtain

(6)

where A = 2.1 × 10–40 s3, B = 5.1 × 108 s–1, C = 0.2 K,
and D = 8 × 10–18 s/K are the fitting parameters.

Figure 2 depicts the theoretical dependence λ(T),
which was obtained by numerical simulation using for-
mula (6). It can be seen from Fig. 2 that the calculated
curve coincides with the experimental temperature
dependence of the thermal conductivity of bismuth tel-
luride at low temperatures. A noticeable difference is
observed in the temperature range above 250 K, in
which the measured thermal conductivity coefficient
weakly depends on the temperature (Fig. 2). This can
be due to a short mean free path of short-wavelength
acoustic phonons as compared to the unit cell dimen-

τd
1–

τd
1– Aν4,=

τb
1–

τb
1– B const.= =

λ T( ) 1

2π2ν
------------ hν3 hν/kT2( ) hν/kT( )exp

hν/kT( )exp 1–[ ] 2
----------------------------------------------------

0

νmax

∫=

× 1

Aν4 B DTν2 c/T–( )exp+ +
------------------------------------------------------------------dν ,

1

2

1.0

0.9

0.8

0.7

0.6

100 200 300 400

λ,
 W

/m
 K

T, K

Fig. 2. (1) Experimental and (2) calculated temperature
dependences of the thermal conductivity coefficient of a
dielectric crystal. Curve 2 is calculated according to for-
mula (6) with the parameters of Bi2TeO5 in the crystallo-
graphic direction [100].
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sions and indicates a deviation from the phonon mech-
anism of heat transfer [13].
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Abstract—A comparative analysis of the spectral characteristics of self-trapped excitons (STE) and F2 centers
in the states with the same spin multiplicity is carried out. Based on the analysis, a criterion for the separation
of the triplet–triplet (T–T) absorptive transitions in the electronic and hole components of the STE in any alkali
halide crystal is proposed. It is concluded that inhomogeneities in the form of a homological cation or anion
impurity in the nearest coordination shells of the spatial position of the STE, rather than hole, affect the spectral
position of the T–T transitions in the electron component of the STE. © 2002 MAIK “Nauka/Interperiodica”.
A two-halide, self-trapped exciton (STE) in alkali
halide crystals is an  excimer (X ≡ Hal).
Depending on the crystal, the core of the excimer (
molecule) occupies two halide sites (the on-type STE,
D2h point symmetry), one halide site (the off-type STE,
C2v symmetry), or an intermediate noncentrosymmetric
position in the vicinity of a nucleating anion vacancy
(Fig. 1) [1–5].

Kan’no proposed a criterion for the determination of
the type of an STE in any alkali halide crystal [5]. The
criterion is based on the value of the Stokes shift
(Fig. 2) characterizing the difference between the min-
imal energy required to create an STE and the energy
emitted by the STE. In crystals with a large value of the
Rabin–Klick parameter (≥0.4), off-type self-trapped
excitons (type III, according to Kan’no) characterized
by a large Stokes shift are formed. In crystals character-

X2
2–( )*

X2
–

1063-7834/02/4412- $22.00 © 22235
ized by a small value of the Rabin–Klick parameter
(<0.4), on-type self-trapped excitons (type I, according
to Kan’no) with a small Stokes shift are formed. In
type-II STEs, the core occupies an intermediate posi-
tion between the positions corresponding to one- and
two-site localization. (The Rabin–Klick parameter
characterizes the compactness of the crystal lattice; in
the series of alkali halide crystals, this parameter
changes from 0.18 (NaI) to 1.1 (KF) and is equal to the
ratio S/D, where S is the distance between the nearest
neighbor halides along the 〈110〉  axis and D is the diam-
eter of a halide atom [6].)

Nowadays, the assumption of the existence of dif-
ferent self-trapped excitons is used to explain the gen-
eration of point defects during the decay of electron
excitations and to interpret the evolution of the initial
defects in alkali halide crystals with temperature and
time [7–9]. The main experimental verifications of the
e

e

e e e

(a) (b) (c) (d)

Fig. 1. Model of (a) the F2 center and (b–d) two-halide self-trapped excitons of different types in alkali halide crystals: (b) type-I
(on-type) exciton, (c) type-II exciton, and (d) type-III (off-type) exciton; open and cross-hatched circles are halogen and alkali-metal
ions, respectively.
002 MAIK “Nauka/Interperiodica”
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off-center position of the STE core in some alkali
halide crystals have been obtained from Raman spectra
[10] and the spectra of double electron–nuclear reso-
nance [11]. An increase in the STE lifetime with
increasing Rabin–Klick parameter of the crystal is also
indirect evidence of the off-center position of the STE
core [2].

However, an analysis of the absorption spectra of
the triplet–triplet (T–T) transitions of the STE in eleven
alkali halides and a comparison of these spectra with
theoretically calculated spectral positions of these tran-
sitions do not lead to the unambiguous conclusion that
the STE structure in different alkali halide crystals is
different.

It is well known that the spectrum of the T–T
absorptive transitions of the STE in alkali halide crys-
tals is in the range 0.5–5 eV and consists of a number
of bands (see table). These bands are due to π-polarized
transitions of the electronic component of the STE at
energies below 3 eV and to transitions in the hole com-
ponent of the STE at 3–5 eV, with the shortest wave-
length transitions in the hole component being σ-polar-
ized [21] (see table; the electron transitions in the hole
component of the STE are italicized). In chlorides, the
spectral position of short-wavelength absorptive transi-
tions in the hole component of the STE coincides with
the H band, which can be treated as a verification of the

single-site position of the  molecule and, therefore,
of the existence of type-III STEs (according to Kan’no)
in these crystals (Fig. 2). In all iodides, however, the
spectral position of absorptive transitions in the hole
component of the STE coincides with the position of

X2
–
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Singlet
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Fig. 2. Dependence of the ratio between the Stokes shift of
the triplet radiative transition of the STE and the energy of
the lowest absorptive transition of the exciton on the Rabin–
Klick parameter (according to [5]).
PH
the absorption bands of Vk centers,1 whereas, according
to Kan’no, there are type-I STEs in NaI, type-II STEs
in KI, and type-III STEs in RbI (Fig. 2).

It is well known that the calculated spectral posi-
tions of the T–T absorptive transitions in the electronic
component of the STE in different alkali halide crystals
do not coincide with those found experimentally.
According to theoretical estimates [4, 22, 23], the spec-
tral position of the longest wavelength transition in the
on-type STE is in the range 0.1–1.3 eV, whereas exper-
imentally, this transition is observed at an energy above
1 eV (in the range of the F absorption band) in all
known alkali halide crystals except for NaBr and NaI.
The discrepancy between the calculated and experi-
mental data is taken as evidence of the existence of the
off-type STE in all alkali halide crystals except NaBr
and NaI. In contrast to the on-type STE, the electron
wave function of an off-type self-trapped exciton is vir-
tually localized at the anion vacancy. Therefore, the
transitions in the electronic component of these STEs
occur in the spectral range close to the F absorption
band [24, 25]. However, this conclusion is based on the
assumption that the spectral position of the T–T transi-
tions in the electronic component of the STE is deter-
mined by the spatial position of the STE core [5]. In our
opinion, there is no experimental verification of this
conclusion; moreover, it contradicts the experimental
data.

In order to investigate the influence of the core
structure on the spectral kinetic parameters of the STE,
we carried out a comparative analysis of the properties
of the STE and F2 centers in the same crystal. The struc-
ture of these centers differs in the type of the core if the
outer molecular orbital is the same.

It is known that in alkali halide crystals, the F2 cen-
ter consists of two electrons, which are trapped by the
field of two neighboring anion vacancies (Fig. 1a). The

center results from the capture of an electron by an 
center,

(the  center consists of two neighboring anion
vacancies with one electron localized on them), and
possesses D2h point symmetry in the triplet state.

The on-type STE (Fig. 1b) also possesses D2h point
symmetry in the triplet state; this STE results from the
capture of an electron by a Vk center and can be repre-
sented as

1 The Vk center is an  molecule occupying two neighboring
halide sites.

X2
–

F2
+

F2* F2
+ e+( )*≡

F2
+

STE* X2
– e+( )*.≡
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Characteristics of the F2 centers and self-trapped excitons in alkali halide crystals: the lifetime in the singlet (τσ) and triplet
(τπ) radiative states, the spectral positions of the singlet (Eσ) and triplet (Eπ) radiative transitions, the spectrum of the triplet–
triplet absorptive transitions (T–T), the position E of absorptive transitions of the Vk and H centers, and the Rabin–Klick
parameter S/D of the crystals 

Com-
pound

τσ, ns τπ, s Eσ, eV T–T, eV τσ, ns
τπ, 

10–6 s
Eσ, eV Eπ, eV E, eV

S/D

F2 F2 F2 F2 STE STE STE STE STE Vk H

KI 6 0.8 1.4 1.4 2.3 4.4 4.13 3.34 1.08 2.8 0.33

[13] [14] [13] 1.6 [18] [1] [19] [19] 1.55 2.23 [6]

2.2 2.12 [19]

3.2 3.10

[17] [20]

KBr 14 1 1.6 1.58 3.3 130 4.4 2.44 0.45

[13] [14] 1.8 1.76 [18] [1] [19] [19] 1.38 [6]

2.24 2.24 1.65 3.26

[15] 3.3 3.22 [19]

[17] [20]

KCl 28 100 1.1 1.8 1.87 5000 2.54 0.6

[12] [13] [14] 2.1 2.12 [1] [19] [6]

2.45 2.45 1.65

[15] 3.7 3.4 3.69

[17] [20] [19]

NaCl 26 1.2 2.1 2.08 2.8 300 5.47 3.47 0.38

[12] [14] [16] 3.2 [18] [1] [19] [19] 3.28 3.9 [6]

3.9 [20] [19]

[17]

Note: The absorption spectra are given at 10 K.
In contrast to the  center, the two anion vacancies

in the STE are occupied by the two-halide  mole-
cule.

From the data listed in the table, it follows that the
spectral kinetic parameters of the STE and F2 centers in
the same crystal are significantly different. In contrast
to the F2 center, the STE contains a molecular core;
therefore, the STE absorption spectrum is determined
by T–T absorptive transitions not only in the electronic
component but also in the hole component (in the 
molecule).

The presence of the molecular core in the STE also
leads to an increase in the energies Eσ and Eπ of the sin-
glet and triplet radiative transitions; depending on the
crystal, the increase is 3–4 and approximately 2 eV,
respectively. In addition, the presence of the molecular
core in the STE gives rise to a decrease in the lifetime
of the excited singlet and triplet radiative states by an
order and roughly five orders of magnitude, respec-
tively.

F2*

X2
–

X2
–
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However, the tendency of the lifetime of the STE in
the triplet state to increase with increasing Rabin–Klick
parameter in the series of potassium halides holds for
both STE and F2 centers (see table). For the STE, this
tendency is explained by the change in the point sym-
metry of the center [1, 5], but it is quite obvious that this
explanation is not valid for the F2 centers, because their
point symmetry is the same in all crystals.

A comparison of the T–T absorption spectra of the
STE and F2 centers in the same crystal (see table) indi-
cates that, in the range 1–3 eV, the spectrum of transi-
tions in the KCl, KBr, and NaCl crystals is the same for
both centers. The position of the longest wavelength
band in the multiband spectrum of the STE in the KI
crystal coincides with the position of the only band in
the spectrum of the F2 center. As mentioned above, the
absorption spectrum of the triplet STE contains the
bands corresponding to transitions in both electron and
hole components, whereas the absorption spectrum of
the triplet F2 center contains the bands corresponding to
transitions in the electronic component alone. There-
fore, it can be argued that the spectra of T–T transitions
02
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in the electronic component of the F2 center and STE
coincide in each crystal listed in the table [26].

The comparative analysis of the spectral character-
istics of the STE and F2 center in the triplet state in the
same crystal and in the series of alkali halide crystals
makes it possible to draw the following conclusions.

(1) The coincidence of the spectra of T–T absorptive
transitions in the electronic components of the STE and
F2 centers in KI, NaCl, KCl, and KBr indicates that the
differences between the core structures of these centers
do not affect the spectral position of these transitions.
Indeed, the core of the F2 center in all the crystals is two
free anion vacancies, while the STE core is an  mol-
ecule, which is partially displaced from the centrosym-
metrical position and situated in the vicinity of the
nucleating vacancy (in KI and NaCl crystals) or occu-
pies an anion site near an anion vacancy (in KCl and
KBr crystals).

(2) The presence of transitions in the hole compo-
nent of the STE (in addition to those in the electronic
component) is the fundamental difference between the
spectra of T–T absorptive transitions in the STE and F2
centers. This difference can be used as a criterion for
the separation of the transitions in the electronic and
hole components of the STE in any crystal if the T–T
transition spectra of the STE and F2 centers are known.

The problem of the separation of the transitions is of
particular interest in the analysis of the STE spectra in
iodides, in which the transition in the hole component
of the STE coincides with the transition in the Vk center.
It is well known that the configurational and spin–orbit
interactions lead to an additional splitting and mixing
of the Π and Σ+ states in the Vk center of these crystals,
which results in the appearance of additional transitions
at energies below 3 eV whose spectral position and
polarization can coincide with transitions in the elec-
tronic component [20].

We propose the following criterion for the separa-
tion of the transitions in the electronic and hole compo-
nents of the STE: the coincidence of the bands in the
T−T absorption spectra for the STE and F2 center cor-
responds to transitions in the electronic component. For
example, by comparing the spectra of T–T transitions in
the F2 center and STE in the KI crystal, one can see that
there is only one band (1.4 eV) corresponding to transi-
tions in the electronic component, whereas the other
bands correspond to transitions in the hole component
of the STE (see table). The presence of such transitions

in the  molecule is direct confirmation of the validity
of this conclusion [20].

(3) The coincidence of the spectra of T–T transitions
in the electronic component of the STE and F2 centers
indicates that the structure of the nearest coordination
shells of these centers is the same.

It is known that in a crystal doped with heavy anion
or light cation homologs, irradiation leads to the forma-

X2
–

I2
–

PH
tion of STEs whose spectral kinetic parameters differ
from those of the STE in the regular lattice. Changes in
the lifetime and spectral position of the radiative transi-
tions, as well as in the spectrum of T–T absorptive tran-
sitions, are observed to occur only in the electronic
component of the STE. In KCl–Na crystals, for exam-
ple, the spectrum of T–T transitions in the electronic
component of the STE at 80 K consists of a wide non-
uniform band at 2 eV [27, 28], in contrast to the spec-
trum of the pure crystal, which contains one band at
2.2 eV. The spectrum of T–T transitions in the elec-
tronic component of the STE in RbCl and RbCl–I crys-
tals at 10 K consists of bands at 1.7, 1.95, 2.25 and 1.5,
1.7, 1.85 eV, respectively [29]; in KCl and KCl–I crys-
tals, bands are observed at 2.0 and 1.65 eV, respectively
[30]; and in KBr and KBr–I crystals, at 1.7 and 1.13 eV,
respectively [31] (in the latter two cases, the STE spec-
tra are observed at 80 K).

We proved in [31, 32] that the introduction of halide
impurities leads to the creation of a near-impurity STE
(which consists of a homohalide core and the impurity
ion in the nearest coordination shell) rather than of a
heterohalide STE, as assumed, for example, in [29].
Since a long-wavelength shift of the positions of the
bands in the T–T absorption spectrum of the electronic
component of the STE is observed upon the introduc-
tion of both the cation and anion homologs, there is
obviously a common reason behind this shift. In our
opinion, this reason is the presence of an impurity in the
nearest surrounding of the STE in a doped crystal. The
comparative analysis of the absorption spectra of the
STE in different alkali halide crystals which we per-
formed in this paper also indicates that the spectral
position of T–T transitions in the electronic component
of the STE is determined by the state of the nearest
neighbor surrounding rather than by the structure of the
STE core. An analysis of the optically detected electron
paramagnetic resonance spectrum of the STE in KCl
crystals also suggests that the electronic component of
the STE strongly interacts with the ligand cores and
only weakly interacts with the STE core [33].
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Abstract—The elastic behavior of a spherical inclusion with a uniaxial dilatation is considered. As an example,
the experimental data on stressed nanoclusters in doped semiconductors (As–Sb clusters in GaAs) are pre-
sented. The fields of displacements, elastic strains, and stresses are determined for spherical inclusions with
uniaxial dilatation, and the specific features of these fields are revealed. The elastic energy of a uniaxial spheroid
is calculated and compared with that for a triaxial spheroid. The relaxation mechanisms for the elastic field of
the inclusion associated with the formation of prismatic dislocation loops are considered. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The determination of elastic stresses created by a
second-phase inclusion is a classical problem in the
physics, as well as mechanics, of solids [1–4]. On the
one hand, a certain isolated region in a solid may expe-
rience a change in shape, resulting in the emergence of
elastic strains and stresses in this region and in the sur-
rounding matrix. The change in shape can be caused by
a local plastic deformation (e.g., twinning), the separa-
tion of a new chemical phase (e.g., precipitates), a
phase transformation in the material (e.g., martensite
transformation), a nonuniform thermal expansion, etc.
On the other hand, the presence of inhomogeneities in
the material modifies the existing strain and stress fields
created by external sources. In this case, the inhomoge-
neity is a stress concentrator. The simplest examples of
such inhomogeneities are a pore or a region in a mate-
rial with changed elastic moduli.

In general, an inclusion can have an arbitrary shape
and volume. However, for many applications, it is suf-
ficient to investigate an inclusion of the simplest spher-
ical or ellipsoidal shape. The solutions for such inclu-
sions are of practical value (see classical publications
[2, 3]), are simple, and can be determined in a closed
analytical form. Among other things, it has been proved
that elastic strains and stresses are constant in an ellip-
soidal inclusion the material of which is subjected to a
uniform eigenstrain [2]. Elastic fields outside inclu-
sions have a more complex form determined by the
nature of transformations of the material in the inclu-
sion.
1063-7834/02/4412- $22.00 © 22240
At the present time, the theory of elastic inclusions
has found a new application in the description of the
properties of nanoclusters, viz., quantum dots in semi-
conducting materials [5–9]. By simulating quantum
dots as inclusions with a prescribed change in volume,
it is possible, for example, to estimate the effect of elas-
tic fields generated by clusters on the electronic proper-
ties of the material inside and in the immediate vicinity
of a quantum dot [6, 10–12]. In addition, the elastic
interaction between quantum dots leads to their vertical
ordering (along the direction of growth) [5, 13, 14],
while the interaction with external sources of elastic
stresses may also result in ordering in the horizontal
plane (parallel to the growth surface) [15].

Arsenic clusters in gallium arsenide layers grown
using molecular-beam epitaxy at a low temperature
(LT-GaAs) and subjected to post-growth annealing are
an important example of nanosize inclusions in a crys-
talline semiconducting matrix [16, 17]. It was found
that such a material possesses an ultrashort lifetime of
charge carriers and a high resistivity, which is
extremely attractive for a number of ultrahigh-speed
electronic, optical, and optoelectronic device applica-
tions [18]. As a result of recent investigations, the
atomic structure of As clusters in a GaAs matrix was
determined and methods for controlling the size, con-
centration, and spatial arrangement of the clusters were
developed [19]. It was found that As clusters create rel-
atively weak anisotropic strains in the surrounding
GaAs matrix such that the LT-GaAs lattice is crystallo-
graphically perfect and contains no extended defects
(dislocations, stacking faults, etc.) and its lattice param-
002 MAIK “Nauka/Interperiodica”
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g = [220]
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–

(a) (b)

Fig. 1. Bright-field TEM images of an LT-GaAs film δ-doped with antimony and annealed at 600°C. Large inclusions exhibit a

Moiré pattern and are associated with dislocation loops. The diffraction vector g is directed (a) along [220] and (b) along [2 0].2
eter is close to the value typical of conventional cluster-
free gallium arsenide [17, 20–22].

It has been found recently that clusters of an As–Sb
alloy with a considerable antimony concentration (20–
30 at. %) can be created in a GaAs matrix [23]. In con-
trast to pure As clusters, such clusters produce consid-
erable deformations in the surrounding GaAs matrix
and are characterized by a high growth rate [23, 24]. In
order to use such clusters in nanotechnologies, it is
essential to determine the origin and relaxation mecha-
nisms for mechanical stresses induced by the clusters.
The possibility of using local mechanical stresses to
induce self-organization of a cluster system is of con-
siderable interest.

In this study, we investigate the elastic field of a
spherical inclusion experiencing uniform deformation
along the sphere diameter (uniaxial dilatation). The
dilatation along three mutually perpendicular diameters
(triaxial dilatation) corresponds to the well-studied case
of a spherical inclusion with a prescribed change in vol-
ume [25]. The study of the inclusion with uniaxial dila-
tation was motivated by the above-mentioned observa-
tions of stressed clusters in doped semiconductors. In
this connection, we present in Section 2 the experimen-
tal data on inclusions with uniaxial dilatation. In Sec-
tion 3, a formal procedure of formation of an elastic
inclusion with uniaxial dilatation is considered and the
plastic distortion of such an inclusion is determined.
Section 4 contains the results of calculations of the elas-
tic fields and energy of an inclusion with uniaxial dila-
tation; the results and their possible application in sim-
ulating the relaxation processes that proceed in the
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
vicinity of nanoclusters in doped semiconductors are
discussed in Section 5.

2. EXPERIMENTAL OBSERVATION
OF SPHERICAL INCLUSIONS WITH UNIAXIAL 
PLASTIC DILATATION IN ANTIMONY-DOPED 

GALLIUM ARSENIDE

Spherical clusters with uniaxial dilatation (plastic
distortion) were detected when examining the micro-
scopic structure of GaAs films grown by molecular-
beam epitaxy at a low temperature (200°C) (LT-GaAs);
these films were δ-doped with antimony and annealed
at 500–600°C (the growth and processing technology
of such films are described in more detail in [23, 24]).
In contrast to the well-studied As clusters [17, 21, 22],
As–Sb clusters generated at the antimony δ-layers
induced considerable local elastic stresses in the sur-
rounding matrix [23, 24]. Figure 1 shows bright-field
transmission electron-microscopic (TEM) images of an
LT-GaAs film δ-doped with antimony and annealed at
600°C.

The microstructure of a cluster was found to be
rhombohedral; this structure is usually described as
hexagonal, with the c axis being along one of the 〈111〉
directions in the GaAs matrix [21, 22]. Spheroids with
large diameters (Dsp > 8 nm) demonstrated a pro-
nounced Moiré pattern with fringes perpendicular to
the diffraction vector (Fig. 1). A meticulous analysis of
the cluster images proved that the Moiré pattern
emerges due to double electron diffraction from the
(210) atomic planes of the clusters and from the (220)
planes of the matrix; these planes are parallel to one
02
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another. The period of the Moiré pattern was about
4 nm. This period is much larger than that for As clus-
ters in conventional LT-GaAs [21, 22]. Obviously, anti-
mony doping increases the distance between the (210)
planes of the spheroids and makes them closer to the
distances between the (220) planes of the matrix. Since
Sb atoms are larger than As atoms and mutual solubility
of Sb and As is unlimited, this increase may be due to
Sb segregation in As clusters. The antimony concentra-
tion in the clusters was estimated, using the Vegard rule,
to be 20–30 at. %, while its concentration in the GaAs
matrix was estimated to be 1 at. %. The introduction of
antimony improves the matching between the (210)
planes of the inclusion and the (220) planes of the
matrix but increases the mismatching in the transverse
direction, i.e., along the c axis of the spheroid and along
the [111] direction in the matrix. As a result, these sphe-
roids are subjected to strongly anisotropic stresses that
are higher, the larger the cluster size. The elastic fields
of such spheroids were calculated using the uniaxial
plastic deformation model.

Dislocation loops were observed in the vicinity of
spheroids with the diameter larger than 7–8 nm. The
loops touched the clusters, the loop diameter depended
on the diameter of the accompanied cluster (Fig. 1). It
should be noted that such dislocation loops have never
been observed in antimony-free LT-GaAs [17, 21, 22].
All loops lay in the (001) planes, i.e., were arranged
along δ layers. The centers of the loops were always
arranged in one of the two orthogonal 〈110〉  directions
relative to the clusters with which the loops were asso-
ciated. There was no clearly manifested correlation
between the two loop–cluster mutual orientations and
between the two possible projections of the c axis of the
cluster onto the (001) plane.

The orientation of the Burgers vector of a disloca-
tion loop was determined with the help of analysis of
TEM images under two-beam diffraction conditions.
The two TEM micrographs presented in Fig. 1 were
obtained for the same loops but for different diffraction

Fig. 2. Schematic diagram of a prismatic dislocation loop
associated with a spherical cluster. The direction of uniaxial
dilatation (z) in an As–Sb cluster coincides with the hexag-
onal axis c of the cluster and lies along the [111] direction
of the zinc blende structure of GaAs. The Burgers vector of
the loop is perpendicular to the (001) plane.

[110]

[111]

[001]b

z

PH
vectors, g1 = [220] and g2 = [2 0]. In both cases, the
contrast associated with the loop disappeared partly
when the diffraction vector was parallel to the plane of
the loop. Since the contrast vanishes when g · b = 0 and
g · (b × l) = 0 (vector l is oriented along the dislocation
line) [26], we can conclude that the Burgers vector of a
dislocation loop must be perpendicular to both diffrac-
tion vectors g1 and g2, i.e., that the Burgers vector must
be perpendicular to the plane of the loop and directed
along the [001] axis. Thus, it was found that the
observed loops are prismatic. The application of the ±g
bright–dark-field method of imaging showed that these
loops are of interstitial type. The orientation correlation
between a spheroid and its dislocation loop is illus-
trated in Fig. 2.

The threshold diameter of a cluster required for the
formation of loops was 7–8 nm. The correlation
between the cluster diameter and the loop diameter was
investigated in [23]. It should be noted that variation of
the annealing temperature did not affect the threshold
value of the cluster diameter and the nonlinear behavior
of the loop diameter d as a function of the cluster diam-
eter Dsp. The obvious effect of the elevation of the
annealing temperature was an increase in the diameter
and a decrease in the density of both a cluster and its
dislocation loop.

Since the correlation between the diameters of a
cluster and its loop is obvious and reproducible (at least
for various annealing conditions), we can assume that a
cluster and its dislocation loop are in equilibrium at
each stage of growth and that the interaction between
the cluster and the loop plays a certain role. The forma-
tion of a loop in the vicinity of a cluster is apparently a
factor that reduces the elastic stresses localized near the
cluster and the elastic energy of the system as a whole.
It should be noted that loops free of clusters were not
observed in such materials.

Thus, we can conclude that GaAs matrices doped
with Sb contain nanoclusters with uniaxial dilatation
along the 〈111〉  direction in GaAs. These clusters pos-
sess considerable elastic fields, which may lead to the
formation of dislocation loops during relaxation.

3. ESHELBY PROCEDURE FOR A SPHERICAL 
DEFECT WITH UNIAXIAL DILATATION

Let us first consider the general principle of describ-
ing an arbitrary volume defect with a prescribed plastic
distortion (i.e., variation of shape) using a spherical
defect as an example [2]. We first create a spherical cut
in an elastic material, separate the lower and upper
banks of the cut, and deform the obtained sphere plas-
tically [i.e., insert (or remove) the material of the sphere
in accordance with a rule selected by us or shift the
banks of the cut]. In this way, we set a plastic distortion

 inside the sphere. Then, by applying a surface load,
we elastically deform the object obtained from the

2
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Fig. 3. Model of formation of a spherical inclusion with uniaxial plastic dilatation. (a) The Eshelby procedure of the formation of
a spherical inclusion, (b) the Volterra procedure of the formation of a prismatic dislocation loop, and (c) the formation of a spherical
inclusion as a sum of prismatic loops.
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sphere until it acquires the original shape and insert it
into the initial spherical cavity. Finally, we glue the
banks of the cut and remove the applied external sur-
face load. As a result of such a procedure (which can be
referred to as the Eshelby procedure [2, 3]), we obtain
a spherical defect of radius Rsp which possesses an elas-
tic field. This field can be calculated on the basis of the
prescribed plastic distortion. A classical example of
such a defect is a spherical dilatation center [25].

A realization of the above procedure for a spherical
inclusion with a uniaxial dilatation is presented sche-
matically in Fig. 3a. In this case, due to uniaxial plastic
distortion (deformation), the initial sphere is trans-
formed into a uniaxial spheroid (ellipsoid), one of
whose diameters is larger than the other two. The latter
two diameters remain unchanged, i.e., equal to the
diameter of the initial sphere.

Such a defect can be simulated by a continuous dis-
tribution of circular prismatic dislocation loops over the
sphere, which enables us to calculate the plastic distor-
tion of the volume defect and determine its elastic field
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
on this basis. We will carry out the Volterra procedure
[27] (which is an analogue of the Eshelby procedure in
the case of a linear defect) for a circular prismatic dis-
location loop (Fig. 3b) and determine its plastic distor-
tion. The procedure of the formation of a linear defect
(dislocation, disclination, or Somigliana dislocation)
can be presented, in general, as follows: we make a cut
Si over the surface bounded by the line of the defect,

then displace the upper bank  of the cut relative to

the lower bank  by an amount [uj], and add (remove)
the material in order to eliminate the discontinuities
(overlaps) formed. Subsequent gluing of the cut banks
leads to the formation of a linear defect with distortion
[4, 27]:

(1)

where δi(S) = (r – r')d  and δ(r – r') is the three-

dimensional delta function; the normal ni to the cut sur-

Si
+

Si
–

βij* δi S( ) u j[ ] ,=

δ
Si∫ Si'
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face is connected with the vector l of the defect line
(which is set arbitrarily) through the right-hand screw
rule.

The plastic distortion of a circular prismatic dis-
location loop with an infinitesimal Burgers vector db =
–db · ez and radius a, which lies in the plane with nor-
mal nz and coordinate z0 (Fig. 3b), is given by [4, 28]

(2)

where the subscript zz indicates that the plastic distor-
tion is defined on an area element with normal nz in the

direction of the z axis, H  =  is the

Heaviside function, and δ(z – z0) is the Dirac delta func-
tion. Assuming that the radius of each of the loops dis-

tributed over the sphere surface is a =  (Rsp is
the radius of the sphere) and that the distribution den-
sity ρ(z0) is arbitrary in the general case, we find the
plastic distortion of the spherical defect (Fig. 3c):

(3)

where R is the radial spherical coordinate.
We assume that the loop distribution density is con-

stant: ρ(z) = ρ. We denote the dimensionless quantity
ρdb by symbol ε* and write the obtained plastic distor-
tion of the spheroid in the form

(4)

In order to elucidate the physical meaning of the param-
eter ε*, we express, for the sake of simplicity, the den-

sity ρ in the framework of the discrete model as ρ = 

(N is the number of loops on the sphere diameter Dsp =

2Rsp). In this case, we have ε* =  = . Thus, ε*

is the plastic strain, i.e., the linear dilatation defined
within the spheroid of radius Rsp and directed along the
z axis on an area element with normal nz. Such a defect
will be referred to as a uniaxial spheroid of dilatation
type.
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  ,

βzz*
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N
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dbN
2Rsp
----------

∆Rsp

Rsp
-----------
PH
4. ELASTIC FIELDS AND ENERGY 
OF A UNIAXIAL SPHEROID 

OF DILATATION TYPE

In order to determine the elastic fields of a spheroid,
we make use of the relation connecting the plastic dis-
tortion of the defect with its field of total displacements
in the Cartesian system of coordinates [4]:

(5)

where Lmk and  are the Fourier transforms of the
Green’s function of the medium Gmk and of the plastic
distortion , respectively; Cjikl are the elastic moduli
of the medium; and (x, y, z) and (ξx, ξy, ξz) are the Car-
tesian coordinates in the direct and reciprocal spaces,
respectively. For an isotropic medium, we have 

Lmk = , 

Cjikl = δjiδkl + G(δikδjl + δilδik), 

where G is the shear modulus, ν is the Poisson ratio, δmk

is the Kronecker delta, and ξ2 =  +  + .

Let us calculate the Fourier transform of the plastic
distortion (4) of the defect and then determine the com-
ponents of the total-displacement field on the basis of
Eq. (5). We find elastic distortions and elastic strains
and stresses using general relations from the theory of
elasticity and the theory of defects. The Fourier trans-
form of a plastic distortion in the Cartesian system of
coordinates has the form

(6)

Using relation (4) and passing to spherical coordinates,
we obtain

(7)

Here, (R, θ, ϕ) and (ξR, ξθ, ξϕ) are the spherical coordi-
nates in the direct and reciprocal spaces, respectively.
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Finally, the Fourier transform of the plastic distortion
has the form

(8)

where ε* is the relative plastic dilatation and Rsp is the
radius of the spheroid.

On the basis of Eqs. (5) and (8), we find the field of

total displacements  of the defect in the framework
of the elasticity theory for isotropic media.

1. In the cylindrical system of coordinates (r, ϕ, z)
(Fig. 3c), outside the inclusion [superscript (out)], we
have

(9a)

while inside the inclusion [superscript (in)], we have

(9b)

where  = ,  = ,  = , R2 = r2 + z2, and Rsp

is the sphere radius.
2. In the spherical system of coordinates (R, θ, ϕ)

(0 ≤ θ ≤ π) (Fig. 3c), outside of the inclusion, we have

(10a)

while inside the inclusion, we have
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(10b)

Here, the notation is the same as in Eqs. (9). Obviously,
the components of total displacements are continuous
upon a transition through the defect boundary R = Rsp
irrespective of the coordinate system.

The field of elastic distortions βpq can be defined as
the difference between the total distortion and the given
plastic distortion (4):

(11)

where the total distortion is defined as  =  (p,

q = x, y, z) in the Cartesian system of coordinates and

in the cylindrical system of coordinates. It should be
noted that in the case of a volume defect with a plastic
distortion independent of the spatial coordinates, we
can decompose not only the distortion but also the total

displacement into elastic and plastic components:  =

uk +  (this decomposition cannot be done for linear
defects [27]). Symmetrizing the elastic distortion ten-
sor gives the field of elastic strains of the inclusion.

1. In the cylindrical system of coordinates (r, ϕ, z),
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while inside the inclusion, we have

(12b)

2. In the spherical system of coordinates (R, θ, ϕ),
outside of the inclusion, we have

(13a)

while inside the inclusion, we have

(13b)

The field of elastic stresses in the framework of the
elasticity theory for isotropic media has the following
form.
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1. In the cylindrical system of coordinates (r, ϕ, z),
outside of the inclusion, we have

(14a)

while within the inclusion, we have

(14b)

2. In the spherical system of coordinates (R, θ, ϕ),
outside of the inclusion, we have

(15a)
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Fig. 4. Maps of (a) σRR and (b) σθθ stress isolines in the vicinity of a spheroid with uniaxial plastic distortion. Stresses are given in
units of ε*G; ε* is the relative uniaxial dilatation, G is the shear modulus, and Rsp is the radius of the sphere. The Poisson ratio is
ν = 0.3.
while inside the inclusion, we have

(15b)

The notation used in Eqs. (14) and (15) is the same as
that in Eqs. (9) and (10). It should be noted that the
above fields for a uniaxial spheroid satisfy the equilib-
rium conditions and the stress components σRR and σRθ
normal to the surface of the spheroid are continuous:

By simply summing the fields of three uniaxial
spheroids with plastic distortions , , and ,
respectively, we obtain the field of a triaxial spheroid or
a spherical dilatation center, which completely coin-
cides with the well-known formulas (see, e.g., [25]):
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PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      200
the field of total displacements is

(16)

the field of elastic displacements of the spheroid is 

(17)

the field of elastic strains is

(18)

and the field of elastic stresses is
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(19)

Figure 4 shows the maps for the distribution of the
stress components σRR and σθθ for a uniaxial spheroid
in a plane passing through the z axis (due to the symme-
try of the problem, the elastic fields in the planes pass-
ing through the z axis are obviously identical). The
stresses are given in units of Gε*, and the Poisson ratio
is ν = 0.3. Obviously, the stress distribution for a uniax-
ial spheroid exhibits typical features, such as the exist-
ence of domains of stresses of different sign outside the
spheroid, the dependence of the value of stresses on the
angle of inclination to the plastic dilatation axis z inside
and outside the spheroid, and indeterminacy of stresses
at the center of the spheroid.

It would be interesting to compare the elastic self-
energies of a uniaxial and a triaxial spheroid. Using the
expression for the energy of a volume defect, E =

− dV ' (Vdef is the defect volume) [4], we

find the elastic energies of the uniaxial spheroid (super-
script I),

, (20)

and of the triaxial spheroid (superscript III),

(21)

An estimation of the energies for ν = 0.3 gives E I =

3.19Gε*2  and E III = 15.56Gε*2 . For identical
preset parameters, the elastic energy of an inclusion
with uniaxial dilatation is lower than the energy of an
inclusion with a triaxial (bulk) dilatation but is compa-
rable to it.

5. RELAXATION OF ELASTIC FIELDS 
OF A STRESSED SPHEROID

The calculated elastic fields and energies of inclu-
sions with uniaxial dilatation can be used to analyze
relaxation processes occurring in the vicinity of
stressed clusters in doped semiconductors [23]. We will
briefly consider a model of formation of a dislocation
loop near a cluster in the geometry shown in Fig. 2. In
this case, the coordinate z axis lies along the hexagonal
axis c (i.e., in the direction of the uniaxial dilatation).

The elastic energy E of the spheroid–loop system
includes the following components: the elastic self-
energy of the cluster E I (20), the self-energy of the loop
El, and the their interaction energy W:

(22)

σϕϕ
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3
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PH
The self-energy of a prismatic loop is given by [29]

(23)

where b is the value of the Burgers vector, d is the diam-
eter of the loop, and Rcore is the radius of the loop core.

The interaction energy can be determined as the
integral over the area Sl of the dislocation loop:

(24)

where σbb are the stresses acting in the plane of the loop
in the direction of the normal to this plane. The stress
σbb has a complex spatial dependence, which contains
contributions from practically all the components
defined by Eqs. (15a). However, for a qualitative analy-

sis, we can consider only the stress  (Fig. 4b) coin-
ciding with σbb for ϕ = 0. Obviously, outside the inclu-

sion, there is a region with tensile stresses  > 0 in
which the formation of a prismatic dislocation loop is
advantageous from the energy point of view. In partic-
ular, this region also embraces the plane (001) in which
the experimentally observed dislocation loops are
located (Figs. 1, 2).

Let us consider the change in the energy of the sys-
tem, ∆E = El + W, upon the introduction of a loop, with
the cluster energy remaining unchanged (E I = const).
An analysis shows [23] that in the case when a pris-
matic dislocation loop touches a tilted inclusion with
one-dimensional distortion, there exists a critical loop
diameter below which the energy obviously decreases.
The critical diameter is determined from the condition
∆E(dc) = 0. Another important quantity, viz., the opti-
mal diameter d0 of the dislocation loop, can be deter-
mined from the condition of the maximum decrease in
energy ∆E(d0) = ∆Emin < 0. The dependences of dc and
d0 on the cluster diameter Dsp match the experimental

data for the following model parameters: b = aGaAs =

0.28 nm, ν = 0.3, and ε* = 0.5 [23]. Obviously, the
obtained value of the uniaxial dilatation ε* is exagger-
ated. For values ε* ≤ 0.05, the interaction energy W
does not play a decisive role in the energy balance of
the spheroid–loop system. In this case, we must take
into account the change in the self-energy of the cluster
as a result of formation of a dislocation loop. This ques-
tion will be considered in a separate publication.

In any case, the gain in energy is a necessary condi-
tion for the nucleation of external dislocation loops;
however, this process occurs only due to a strong super-
saturation with arsenic interstitials. Their extremely
high concentration in the LT-GaAs films δ-doped with
Sb was confirmed recently by an analysis of enhanced
Sb–As intermixing [30]. These point defects are also

El
Gb2d
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---------- 2–ln 
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1
2
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important for a high rate of growth and decrease in the
density of As–Sb clusters. Thus, interstitial As atoms,
as well as substitutional As atoms and Ga vacancies,
play a key role in all structural transformations in LT-
GaAs. The growth rate of large As–Sb clusters can
increase additionally due to rapid diffusion along dislo-
cation lines.

An analysis of dislocation loops formed at phospho-
rus inclusions in Ge crystals [31, 32] revealed an empir-
ical relation between the diameters of a cluster (Dcl) and
a loop (dl); this relation was based on the law of conser-
vation of matter in the cluster–loop system:

(25)

where  is the relative change in atomic volumes in

the inclusion and in the matrix and b is the Burgers vec-
tor of the loop. Obviously, a relation of the type of
Eq. (25) should be used as an additional relation in ana-
lyzing the energy balance in a spheroid–loop system.

Another elastic-energy relaxation channel in a sys-
tem of clusters with a uniaxial dilatation may be asso-
ciated with orientation ordering of the clusters when a
correlation exists for the orientations of the z axes of the
clusters. An estimate of the interaction energy of two
clusters shows, however, that such an interaction is sig-
nificant when the separation between the clusters does
not exceed their mean diameter. In actual practice, clus-
ters are always separated by larger distances, which
allows us to disregard their interaction.

6. CONCLUSIONS

Thus, we have demonstrated experimentally that
nanoclusters in LT-GaAs doped with antimony possess
considerable elastic fields. These clusters contain up to
30 at. % Sb and exhibit dilatation along the c axis of the
transformed hexagonal lattice. An adequate model for
such clusters is an inclusion with uniaxial dilatation.
This model has been constructed, and the plastic distor-
tion of such an inclusion has been determined. The dis-
placements, elastic strains, and stresses have been cal-
culated analytically for the inner and outer regions of
the inclusion with uniaxial dilatation. The maps of elas-
tic stresses in the vicinity of the inclusion were consid-
ered. The elastic energy of the inclusion with uniaxial
dilatation has been found to be comparable with the
energy of an inclusion with triaxial dilatation. Relax-
ation processes associated with the nucleation of dislo-
cation loops in the vicinity of stressed clusters (inclu-
sions) in doped semiconductors were considered.

The above analysis leads to the following conclu-
sions.

(i) The elastic fields and energies of an inclusion
with uniaxial dilatation in an isotropic medium can be

dl
2
3
---

Dcl
3

b
-------∆V

V
-------,=

∆V
V

-------
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determined in a closed analytical form containing only
elementary functions.

(ii) The change in the inclusion self-energy must
play a significant role in relaxation of the stored elastic
energy of the inclusion through the formation of an
accompanying prismatic dislocation loop.

(iii) The interaction energy of elastic inclusions with
uniaxial dilatation cannot be responsible for their
ordering for the experimentally observed (e.g., in
LT-GaAs) distances between nanoclusters.
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Abstract—The ensemble-averaged effective velocity of dislocations experiencing spontaneous transitions
between mobile and low-mobility states of their cores is calculated. It is found that the dependence of the aver-
aged kinetics of dislocations on stress and temperature is modified considerably as compared to ordinary slip.
The description of macroscopic plastic deformation on the basis of the proposed model demonstrates the pres-
ence of an anomalous peak in the deforming stress in the elevated temperature region. A thermoactivation pro-
cedure is proposed for analysis of experimental data in the region of anomalous growth in the deforming stress
upon an increase in temperature. The theoretically predicted dependence of the position of the peak (on the tem-
perature scale) on the strain rate is compared with experimental data for β-CuZn. © 2002 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

The plasticity of crystalline materials is determined
in many cases by the mobility of dislocations. The fea-
tures of the structure of dislocations and the state of
their cores can considerably affect the temperature and
strain-rate dependence of the flow stress of the material.
Most materials become more ductile upon heating, and
their deforming stress becomes lower; this property is
described qualitatively (and quantitatively in many
cases) by the Arrhenius law of motion of dislocations:

(1)

Here, V is the velocity of dislocations, E0(σ) is the acti-
vation energy for the motion of dislocation, σ is the
stress, and V0 is a preexponential factor, whose depen-
dence on σ and T can usually be disregarded as com-
pared to the dependence of the exponent. Using the
Orowan relation  = ρbV, we can relate the mobility
characteristics of individual dislocations to the macro-
scopic parameters of plastic deformation:

(2)

Here,  is the plastic-flow rate,  = ρbV0, ρ is the den-
sity of mobile dislocations, and b is the magnitude of
their Burgers vector. The right-hand side of Eq. (2) con-
tains a combination of directly measurable parameters
of plastic deformation; therefore, this relation (if it is
applicable) makes it possible to determine the activa-
tion energy for the motion of dislocations from the
results of macroscopic experiments. We can also deter-

V V0
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ε̇ ε̇0
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mine another important microscopic parameter, the so-
called activation volume A = –dE0/dσ, from the experi-
mentally measurable value of the strain-rate sensitivity
of the deforming stress:

(3)

Practical realization of the analysis of experimental
data on the basis of relations (2) and (3) has attained a
high level, especially for materials in which the dislo-
cation mobility is controlled by overcoming the
Peierls–Nabarro relief and which are characterized by a
strong temperature dependence of the plastic-flow rate
(see, e.g., [1]).

However, there exists a large class of materials for
which the behavior of deforming stress cannot be
described by either the above relations or only in the
region of relatively low temperatures. Such materials
include simple metals of the Be type, ordered alloys,
and intermetallides. For these materials, the tempera-
ture dependence of deforming stress has an additional
peak in the higher temperature region, which is known
as an anomaly in the flow stress since, contrary to tradi-
tional expectations, the deforming stress increases with
temperature in a certain interval. This phenomenon
attracts considerable attention from researchers in view
of the possible practical application of such materials at
elevated temperatures, as well as in connection with the
study of new fundamental mechanisms of dislocation
dynamics (see the series of reviews in [2]).

The anomalous behavior is attributed to the possible
spontaneous transformation of dislocation cores from
the mobile to a low-mobility (sessile) state. In most
cases, this occurs as a result of a transverse slip or

A
kT

dσ/d ε̇ln
---------------------.=
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creeping with a change from a planar configuration of a
dislocation to a 3D configuration (e.g., Kir–Wilsdorf
locking), but other mechanisms are also possible [3–5].
A simple model describing the dislocation dynamics in
the presence of spontaneous transitions from mobile to
low-mobility states of dislocations and vice versa was
proposed in [6, 7]. Here, this model is improved signif-
icantly by taking into account explicitly the statistics of
delay times in sessile states. The modified model is then
used to extend relations (2) and (3) to the neighborhood
of the anomalous peak to obtain a description of the
observed mechanisms and to work out a procedure for
determining microstructural parameters of dislocation
dynamics from the experimental data on macroscopic
plastic deformation.

2. DYNAMICS OF DISLOCATION JUMPS
The jumpwise motion of dislocations observed

through an electron microscope in in situ experiments
[8, 9] calls for a modification of the conventional
scheme of description of dislocation motion. This
implies time scales much longer than the time of an ele-
mentary act of surmounting an individual obstacle
when conventional slip appears as continuous. The sta-
tistics of dislocation delays as a result of spontaneous
self-locking must be taken into account appropriately.
In this section, the conventional scheme of description
of dislocation slip is generalized with minimal essential
complication of the model through the simplest inclu-
sion of dislocation delay in the sessile states.

We take into account the fact that, in addition to slip
of dislocations with a velocity V in a mobile state, spon-
taneous transitions to a sessile state at a rate of J– (per
unit time), as well as the reverse transitions to the
mobile state at a rate J+, are possible. These transitions
lead to delays in motion in time intervals of τ1, τ2, ….
As a result, the time required to traverse a path l is equal
to the sum of the time of motion l/V and all delay times
τi in sessile states: t = l/V +  (Fig. 1).τ i∑

l

x

τ1 τ2 τ3

t

Fig. 1. Typical kinetics of displacements of a dislocation in
the presence of spontaneous locking–delocking processes.
A realization with three random delays in motion by the
times τ1, τ2, and τ3 is shown.
PH
The effective velocity of motion Veff in this case is
given by

(4)

Let us calculate the effective velocity 〈Veff〉  averaged
over the dislocation ensemble.

The probability that the duration of a delay lies
between τi and τi + dτi is equal to exp(–J+τi)J+dτi. All
delays are independent; therefore, the probability of
encountering a set of delays in the corresponding time
intervals is equal to the product of individual probabil-
ities. Consequently, the averaging procedure can be
written in the form

(5)

Here, Pn is the probability that n delays occur during the
time of motion l/V and τ0 ≡ 0. The average number of
delays over the time interval l/V is equal to J–l/V, while
the probability of n delays is given, in accordance with
the Poisson law, by

(6)

We will use the representation

(7)

which allows us to reduce the integration with respect
to {τi} to the product of n identical integrals:

(8)

Substituting Eqs. (6) and (8) into Eq. (5) and using the

sum rule  = ex, we obtain

(9)
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It can easily be seen from Eq. (9) that, as expected,
〈Veff〉   V for a small locking rate J–  0. We are
interested, however, in the other limiting case when the
locking rate is quite large, J– > V/l, so that locking acts
will occur over the path l with an appreciable probabil-
ity. In this case, we obtain from relation (9) the follow-
ing approximate expression for 〈Veff〉:

(10)

This result demonstrates that the relations for aver-
aged dislocation kinetics in the presence of spontane-
ous locking–delocking processes differ in many
respects from those characteristic of usual slip. We can
mention, for example, the dependence of 〈Veff〉  on the
path length l, which generally requires a more accurate
formulation of the problem. The time dependence of
the mean free path was found in [6] to be nonlinear,
which correlates with the dependence of 〈Veff〉  on l
obtained here. The formulation of the problem in [6] is
in better agreement with experiments on the motion of
dislocations over a fixed time of sample loading, simi-
lar to those described in [10]. In this work, we are inter-
ested primarily in the application of the results to the
description of plastic deformation in the case when the
time of experiments is much longer than the lifetime of
individual dislocations while their total mean free paths
remain approximately identical.

3. THERMOACTIVATION ANALYSIS
OF THE ANOMALOUS TEMPERATURE 

DEPENDENCE OF DEFORMING STRESS

Substituting Eq. (10) for 〈Veff〉  into the Orowan rela-
tion, we obtain an equation for determining the depen-
dence of the deforming stress on the strain rate  and
on other parameters of the problem, which is modified
in comparison with Eq. (2). Of special interest is the
temperature dependence of deforming stress, which
can be determined only after specifying the rearrange-
ment rate J±.

Assuming that the rearrangement of the state of a
dislocation core occurs under the action of thermal fluc-
tuations, we will describe the temperature dependence
of J± using the Arrhenius law J± = J±0exp(–E±/kT). As a
result, we obtain, instead of Eq. (2),

(11)

Here, λ = lJ–0/V0 is the dimensionless total mean free
path of dislocations.
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Equation (11), which is a relation between strongly
varying exponential functions of temperature, has two
branches of solutions for E0(σ) with an abrupt transi-
tion between the branches. It can easily be seen that the
branch corresponding to the dominance of the second
term on the left-hand side of Eq. (11) describes a nor-
mal dependence of type (2) with renormalized activa-
tion energies E0(σ)  E0(σ) + E+ – E– and with the
preexponential factor   J–0/J+0. This corre-
sponds to back-and-forth motion of dislocations with a
large number of rearrangements, which is equivalent,
on the average, to a slip with increased barrier heights
at elevated temperatures. The branch with the first term
on the left-hand side of Eq. (11) dominating has another
form; the equation for this branch can be approximately
written in the form

(12)

The driving force for a rearrangement of the dislo-
cation core to a sessile state is associated with a
decrease in the self-energy of the core rather than with
an external stress as in the case of slip. Consequently,
we can assume that the dependence of E– on σ is less
significant as compared to E0(σ) and neglect it here,
assuming that E– is a certain constant. We will also
neglect the temperature dependence of the total disloca-
tion mean free path λ against the background of expo-
nential Arrhenius dependences. Let us verify that
Eq. (12) describes an anomalous temperature depen-
dence of deforming stress. For this purpose, we reduce
Eq. (12) to a form convenient for iterations by taking
the logarithm of this relation:

(13)

Assuming, as a zeroth approximation, that E0(σ) = 0 on
the right-hand side of Eq. (13), we obtain the first iter-
ation, E0(σ) ≈ E–kTln[λ/ln( / )]. Substituting this
iteration into the right-hand side of Eq. (13) gives a
refined result:

(14)

A comparison of this approximation with a numerical
solution to Eq. (13) shows that it is quite effective, and
we confine our analysis to this approximation. The log-
arithmic factor on the right-hand side of Eq. (14) is pos-
itive and depends on temperature only weakly. Thus, in
accordance with Eq. (14), E0(σ) decreases with heating,
which corresponds to an increase in σ, i.e., to the anom-
alous temperature behavior of the deforming stress. 
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Given the stress dependence of the activation energy
E0(σ), expression (14) makes it possible to calculate the
temperature dependence of the deforming stress σ(T).
The inverse problem (reconstruction of E0(σ) from the
experimental data on the macroscopic ductility of the
material) is also of interest. The possibility of solving
this problem in principle will be discussed below.

The proposed model predicts some relations
between the quantities measured experimentally during
mechanical tests. These relations allow us to determine
the microscopic parameters of dislocation dynamics
from a comparison with experimental data, as is done
with the help of Eqs. (2) and (3) in the case of a normal
plastic deformation. Let us consider such relations for
active loading of samples (  = const) in the anomalous
region.

Let us determine the temperature and strain-rate
sensitivities predicted by the proposed model of an
anomalous flow. Differentiating relation (12) with
respect to temperature, we obtain

(15)

Differentiation of relation (12) with respect to 
gives

(16)

ε̇

dE0

dT
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dE0
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Fig. 2. Temperature behavior of the experimentally measur-
able parameter H = –(∂σ/∂T)/(∂σ/∂ln ) calculated by
using different approximations for E0(σ): (1) the first itera-
tion of Eq. (13), (2) second iteration, and (3) numerical
solution. The dashed line corresponds to the asymptotic
value for T  0;  = 20, λ = 1000.

ε̇

ε̇0/ε̇( )ln
PHY
Dividing Eq. (15) by Eq. (16), we eliminate the activa-
tion volume A = –dE0/dσ on the left-hand side of the
equations and retain only the experimentally measur-
able quantities. Thus, we arrive at the relation

(17)

It should be noted that, in the limit E0/kT 
, Eqs. (15)–(17) lead to the conventional

laws (2) and (3) for a normal plastic flow. The inequal-
ity E0/kT < holds for anomalous deformation
occurring at elevated temperatures. In order to obtain
order-of-magnitude estimates, it is expedient to con-
sider the limit E0/kT ! . In this case, we have

(18)

instead of Eq. (15) and

(19)

instead of Eq. (16).
It can be seen from Eq. (18) that the temperature

sensitivity ∂σ/∂T is positive in the range under investi-
gation. It is also interesting to note that the strain-rate
sensitivity described by Eq. (19) is lower by a factor of

than in the normal case. For typical values of

 ~ 10–30, the sensitivities differ by more than
an order of magnitude and, hence, the value of
kT/(∂σ/∂ ) differs significantly in this case from the
microscopic activation volume, regardless of its being
proportional to this volume.

More accurate results can be obtained by using a
numerical or iterative solution to Eq. (13) for E0(σ).
Substituting this solution into Eq. (17), we obtain the
curve depicted in Fig. 2. It can be seen from Fig. 2 that
the iterative approximation is quite good everywhere
except in a narrow region of transition to the normal
behavior at low temperatures. In view of the roughness
of the model itself, even the first iteration appears to be
quite satisfactory. In this approximation, an explicit
analytical expression for H has the form

(20)
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The quantity H depends on the temperature and strain
rate, which offers an opportunity to make a comparison
with experimental data. Since the left-hand side of
Eq. (20) contains an experimentally measurable quan-
tity, this relation makes it possible in principle to verify
the proposed model and to determine, by fitting, the fol-
lowing parameters of the problem: , the dislo-
cation mean free path λ, and the locking energy E–.
Knowing these parameters, one can reconstruct, using
Eq. (14), the microscopic stress dependence of the bar-
rier height E0 controlling the slip of dislocations. The
practical realization of this procedure of analyzing the
available experimental data for a number of specific
materials will be described in a separate publication.

4. POSITION OF THE PEAK 
ON THE TEMPERATURE SCALE

The temperature interval on which an elevated
deforming stress is observed is of practical importance.
It is also interesting to analyze the dependence of the
position of the peak on various parameters; the knowl-
edge of this dependence makes it possible to control the
peak position. Let us consider these questions.

The deforming stress on the anomalous branch
increases with temperature until this branch is replaced
by the normal high-temperature branch described ear-
lier. Thus, in view of the above-mentioned strongly
exponential behavior, the position of the deforming-
stress peak on the temperature scale is determined by
the point of intersection of the above two branches of
the solution to Eq. (11). It can easily be verified by
comparing the two solutions that this point of intersec-
tion corresponds to the temperature Tm approximately
given by

(21)

This expression predicts a noticeable dependence of the
peak position on the plastic strain rate. Such a depen-
dence is indeed observed in experiments (this is shown
in Fig. 3 using the data obtained in [11] for β-CuZn).
Figure 3 illustrates the temperature variation of the
deforming stress in the vicinity of the anomalous peak
for three different values of the strain rate. It can be
seen from Fig. 3 that the curves are quite close in the
region where σ increases with temperature, which cor-
responds to a low strain-rate sensitivity of the deforming
stress in the anomaly region predicted by the theory. At
the same time, the positions of the maximum points of
the peaks differ significantly for different values of .

In order to compare the theoretical results with
experimental data, we must specify the stress depen-
dence of the delocking energy E+. We can assume that
delocking is the process of escape of a dislocation from
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a linear potential well under the action of thermal fluc-
tuations and stress. This process is similar to the
detachment of a dislocation from a linear chain of pin-
ning centers; for this latter process, Friedel proposed a
stress dependence of the activation energy of the form
E+ ~ 1/σ [12]. In this case, in accordance with Eq. (21),
the dependence of the quantity 1/(Tmσm) on  must
be close to linear. The inset to Fig. 3 shows that this is
actually true, and fitting of the proportionality factors
makes it possible to find the delocking energy in the
corresponding stress range (Fig. 4).

Numerous theoretical investigations of anomalous
plasticity are based on microscopic mechanisms or a
mesoscopic simulation of the dislocation dynamics [2–
5, 13, 14]. Although such calculations make it possible
in principle to solve any specific problem, representa-
tion of the results of such calculations is rather compli-
cated. Considerable inconvenience is associated with
the absence of analytical formulas that could be com-
pared with the experimental results. For this reason, it
would be useful to have a simple phenomenological
model for the phenomenon under investigation for dis-
cussing qualitative dependences on all significant
parameters. Such a model is developed in this study.

The starting point of the theory proposed here is the
proposition concerning the existence of spontaneous
locking and delocking processes for dislocations,
which is confirmed by the results of in situ electron
microscopic experiments [8, 9]. Averaging over the sta-
tistical distribution of delay times in sessile states leads
to an anomalous contribution to the effective velocity of
dislocations. This contribution considerably modifies
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Fig. 3. Strain-rate dependence of the position of the anom-
alous peak of the deforming stress in β-CuZn according to
the data presented in [11]. Curves 1–3 were obtained for the
strain rates  = 10–5 s–1,  = 10–4 s–1 and  = 5.2 ×

10−2 s–1, respectively. The inset shows the dependence of
the quantity 1/(Tσ)m corresponding to the peak maximum
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the dependence of the averaged mobility of dislocations
on temperature and stress. The results of the corre-
sponding calculations show that the mobility of dislo-
cations in the presence of spontaneous self-locking
cannot be described by the simple Arrhenius law, in
contrast to the case of simple slip. For this reason, the
conventional scheme of thermoactivation analysis turns
out to be incorrect. This may explain, in particular, con-
siderable discrepancies in the order of magnitude of the
activation volume determined from the macroscopic
plasticity using traditional methods (A ~ 1000b3) and
from the motion of individual dislocations (A ~ 100b3)
in Ni3Al [10]. The relations derived by us here provide
a basis for developing a new procedure of thermoacti-
vation analysis.

5. CONCLUSIONS

The generalization of the conventional dislocation
slip model by taking into account thermally activated
transitions between the slip and sessile states of dislo-
cation cores carried out in this study has made it possi-
ble to qualitatively explain the anomalous increase in
the deforming stress upon heating and its low strain-
rate sensitivity. The developed model also makes it pos-
sible, in principle, to quantitatively process experimen-
tal data in the region of the anomaly in the deforming
stress with a view to determine the microscopic param-
eters of dislocation dynamics.

0.4

0.5

0.6

0.7

E+, eV

80 100 120 140 160
σ, MPa

Fig. 4. Stress dependence of the delocking energy E+
obtained by fitting Eq. (21) to the data presented in Fig. 3.
PH
Previously, experimental data only demonstrated
the very fact of the anomaly and certain tendencies
(probably, due to the absence of a substantiated proce-
dure for comparison with theoretical predictions). The
model proposed here is in accord with these qualitative
tendencies; hopefully, this model will stimulate further
related experimental studies. Meticulous comparison of
the proposed theory with experimental data requires
detailed information on the temperature dependence of
the deforming stress combined with data on its strain-
rate dependence, which unfortunately are not available
at present. The available results on the dependence of
the position of the deforming-stress peak (on the tem-
perature scale) on the strain rate for β-CuZn [11] are
described satisfactorily by the proposed theory.
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Abstract—Plastic deformation of NaCl crystals colored by irradiation with gamma rays was found to lead to
the occurrence of a band in the spectrum of IR photoconductivity stimulated by F-center-exciting light. This
band corresponds to photon energies lying in the range from 0.65 to 1.11 eV and higher and has two distinct
peaks, at 0.74 and 0.88 eV. The position of the former peak correlates well with the spectrum of IR quenching
of the photoplastic effect, which suggests that this peak is associated with a dislocation electronic level. © 2002
MAIK “Nauka/Interperiodica”.
1. The photoplastic effect (increase in the deforming
stress caused by illumination of the crystal) was discov-
ered in colored alkali-halide crystals (AHCs) in 1964
[1] and has been studied intensively since then [2–13].
Studies of the photoplastic effect in AHCs by using the
dislocation internal-friction method [2, 3] have
revealed that this effect is due to a rearrangement of
point defects and creation of photoinduced pinning
centers (PIPC). At the same time, results of many inves-
tigations [2, 3, 7–9] indicate that there are two different
mechanisms of the formation of PIPC. First, the elec-
trons that are released from F centers under the action
of light can be recaptured by the corresponding point
defects in the illuminated volume of the sample. The
PIPC thus formed will pin moving dislocations and
give rise to an increase in the stress required for the dis-
locations to move further. The other mechanism oper-
ates as follows. Electrons released from F centers are
captured by dislocations. Moving along the disloca-
tions and, together with them, through the crystal, the
electrons encounter point defects of the type mentioned
above and form PIPC. This mechanism is more effi-
cient, because the PIPC are created on dislocation lines.
In 1971, Ermakov and Nadgornyœ [4] discovered the IR
quenching of the photoplastic effect in AHCs; the peak
of the IR quenching was found to correspond to an IR-
photon energy equal to roughly 0.7 eV, which was
assumed (in accordance with the model of IR quench-
ing of the photoplastic effect developed in [4]) to be the
energy depth of a dislocation electronic level. Of
course, one could have assumed that IR radiation acts
not on an electron located on a dislocation but directly
on the PIPC and destroys them; however, it was shown
in [3] that the PIPC are destroyed by orange light
(620 nm) rather than by infrared light.
1063-7834/02/4412- $22.00 © 22257
An attempt to investigate the dislocation electronic
level by using the photoconduction (PC) method was
made by us in 1987. When a crystal was exposed to IR
radiation, we observed the expected increase in photo-
conductivity and the IR photoconduction stimulated by
F-center-exciting light (F-light). However, it was found
that those effects were associated not with dislocations
but with specific electron traps of the polaron type,
which were present in the AHCs studied by us (NaCl,
KCl, KBr) and were investigated in [14–16]. Those
investigations stimulated us to considerably improve
the PC method as applied to AHCs and other insulating
crystals. In this paper, a second attempt is made to
detect and investigate the dislocation electronic level in
NaCl using the PC method.

2. It is anticipated that the presence of the disloca-
tion electronic level can give rise to IR photoconduc-
tion stimulated by F-light for photon energies close to
0.7 eV in crystals containing a large number of disloca-
tions. From the results presented in [15], it follows that
observations of this effect should be made at T > 90 K
(for NaCl), because the traps detected earlier hinder
such observations at lower temperatures. At T > 90 K,
the lifetime of these traps in NaCl is so short that by the
time the IR photoconduction was observed (more than
1 s after the prior exposure to F-light), the traps had
been thermally emptied. At the same time, in the vicin-
ity of room temperature, our measurements revealed
currents associated with the emptying of traps other
than those investigated earlier, as well as currents due
to the reorientation of electric dipoles in the crystal. For
this reason, we carried out the investigation only in the
temperature range 100–200 K.

We investigated NaCl crystals (cross section 4 ×
4 mm, length 11–12 mm) colored by irradiation with
002 MAIK “Nauka/Interperiodica”
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gamma rays to a dose of up to 107 rad. The samples
were deformed (compressed) plastically along their
length by using an Instron test machine at a strain rate
of 20 µm/min up to a deformation of 10–15% at room
temperature. Figure 1 shows the spectra of F-light-
stimulated IR photoconductivity of samples with a high
dislocation density (plastic strain 10%) and of samples
without dislocations (not subjected to plastic deforma-
tion). The spectra were measured at T = 140 K follow-
ing a usual procedure [16]. For each measurement, the
procedure consisted of (i) illuminating a sample with F-
light (SI-8 tungsten lamp, SS-8 and SZS-25 filters) for
10 s, (ii) recording an IR-photoconduction signal
(monochromatic light, photon energy range 0.6–
1.2 eV) for 7 s, and (iii) illuminating with intense IR
radiation (SI-8 lamp, IKS-1 filter) for 5 s in order to
empty the electronic levels that remained occupied. It
can be seen from Fig. 1 that the spectrum of a deformed
sample exhibits a feature at a photon energy of 0.7 eV;
this feature is a peak against the background of the
sharply increasing signal with increasing photon
energy. A similar sharp increase is also observed in the
spectrum of an undeformed sample. We conjectured
that this increase is due to electron traps with energy
levels lying in the orange, red, and near-infrared spec-
tral regions and attempted to reduce the concentration
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Fig. 1. Spectra of F-light-stimulated IR photoconductivity
for (1) an undeformed NaCl sample and (2) the same sam-
ple subjected to plastic deformation in compression (ε =
10%).
PH
of such traps in order to make the peak more pro-
nounced.

For this purpose, after each illumination of a sample
with F-light, we additionally illuminated it with the
appropriate light in order to empty the unwanted traps.
In addition, the measuring procedure was optimized by
choosing the appropriate temperature and spectra and
durations of both exciting light (instead of F-light) and
additional illumination. The spectrum of the exciting
light was broadened toward longer wavelengths (to
690 nm at the 50% transmission level and 740 nm at the
10% transmission level) by substituting an SZS-25 fil-
ter 5 mm thick for combined SS-8 and SZS-25 filters in
order not only to excite F centers but also to destroy
unwanted traps. In this case, it is desirable that the
transmission decrease sharply in the range 800–
1000 nm and, hence, the states under study in the infra-
red spectral region not be destroyed. However, there are
no filters that are transparent in the visible region and
exhibit a sharper transmission band edge in the spectral
range indicated above than that of an SZS-25 filter.

The spectrum of the additional illumination was
formed by adding an OS-14 light filter to the SZS-25
light filter, which prevented the transmission of light
with a wavelength shorter than 580 nm and, hence, the
liberation of electrons from F centers. Since our auto-
mated setup did not allow more than two sets of light
filters to be changed (the excitation by F-light, addi-
tional illumination, and the emptying of traps by illumi-
nation were performed using the same SI-8 lamp with
different light filters), we could not empty the traps
after each measurement. It was found in a separate
experiment that this last trap-emptying procedure did
not affect the measurement data, at least in the spectral
range of interest (0.6–1.2 eV). This fact indicates that
the concentration of the occupied states of interest after
prolonged exposure of a sample to F-light (for 30 s) is
virtually independent of their initial concentration,
which remained after the preceding measurement.

Since the duration of the measurement of the entire
spectrum was long, the optimization of the measuring
procedure was made by measuring the signal only at
two points of the spectrum, 0.75 and 0.94 eV. The
parameters were adjusted so that the slope of the spec-
tral curve was minimum in this range and the magni-
tude of the signal itself was sufficiently large. The latter
was very important, because the sensitivity could not be
increased further: we used the maximum-sensitivity
scale of the electrometer (the upper limit of its range
was 10–12 A) and the maximum supply voltage (500 V).

The optimum duration of exposure to F-light was
found to be 30 s. Small variations (±5 s) in this quantity
did not affect the slope of the spectral curve but caused
the signal to change in magnitude (the signal increased
with increasing duration of excitation). However, when
the excitation duration exceeded 30 s, the signal
increased slowly. For this reason, we chose this value
lest the duration of the entire measurement cycle be
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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very long. The optimum duration of the additional illu-
mination was found to be 20 s.

Variations in temperature within the range 100–
400 K virtually did not affect the slope of the spectral
curve, but the magnitude of the signal was affected: the
signal decreased when the temperature deviated from
its optimum value, 113 K.

3. Figure 2 shows spectra measured on one sample.
The sample was first investigated at T = 113 K (where
it was undeformed, curve 1), then warmed to room tem-
perature and removed from the cryostat; then, the sam-
ple was deformed plastically at a strain rate of
20 µm/min to a strain of 14.65% and again investigated
at the same temperature following the same procedure
(curve 2). The measurements made on many other sam-
ples are virtually identical to those presented in Fig. 2,
especially over the range 0.6–0.95 eV. The data pre-
sented in Fig. 2 were obtained for the width of the
monochromator slit being 1 mm. As a monochromator,
we used an IKS-21 spectrometer with an LiF prism.
Spectra measured on deformed samples with the width
of the monochromator being 0.6 and 2 mm were similar
over the range 0.6–0.95 eV, and only at higher photon
energies (0.95–1.2 eV) were deviations observed: with
the wider slit, the photocurrent rose more steeply with
increasing photon energy. Thus, the spectral curves pre-
sented in Fig. 2 are correct in the range 0.6–0.95 eV;
that is, these curves are independent of the width of the
monochromator slit used in the measurements.

It can be seen from Fig. 2 that there are two maxima
(at the photon energies 0.74 and 0.88 eV) in the spec-
trum of the plastically deformed sample. If we assume
that the peak at 0.74 eV corresponds to a certain elec-
tronic state whose contribution to the photoconductiv-
ity spectrum can be described by a more or less sym-
metric bell-shaped curve, then we can estimate the half-
width of this peak using the fact that its low-energy
slope is clearly defined. The half-width is found to be
0.15 eV.
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Fig. 2. Spectra of F-light-stimulated photoconductivity
measured on a sample additionally illuminated with orange
light. (1) An undeformed NaCl sample, (2) the same sample
subjected to plastic deformation (14.65%) in compression,
and (3) the difference of spectra 2 and 1.
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4. It is well known that plastic deformation leads to
the creation of a great quantity of point defects and their
complexes, many of which can act as electron traps. For
example, the conventional photoconductivity in the F
band falls off in a plastically deformed sample in com-
parison with that in an undeformed sample, because the
mean free path of an electron is decreased when addi-
tional traps arise in great numbers. Therefore, we can-
not state with assurance that the peaks of the IR photo-
conductivity detected by us are associated with disloca-
tion electronic levels rather than with such traps.
However, the fact that the position of one of these peaks
correlates well with the spectrum of IR quenching of
the photoplastic effect [4] allows one to conjecture that
this peak is related to a dislocation electronic level.
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Abstract—The dependence of the elastic moduli of a nanocrystal on its size is investigated theoretically with
reference to a two-dimensional single-crystal strip. It is shown that the uncertainty (of a fundamental nature) in
the size of a nanocrystal causes the determination of many of its mechanical characteristics to be ambiguous. It
is found that the Cauchy–Green relations are modified and the elastic-constant tensor ceases to be symmetric;
the size and shape of a nanocrystal render its mechanical properties more anisotropic. For a single-crystal strip,
the Poisson ratio decreases and the Young modulus increases with decreasing thickness of the strip; in the case
of a very thin crystal film (two atomic layers thick), these elastic moduli can differ from their macroscopic val-
ues by a factor of two. The size effects which make the continuum elasticity theory inapplicable to nanocrystals
are estimated. The size effects that occur when the molecular dynamics method is applied for modeling macro-
scopic objects are also discussed. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The recent rapid development of nanotechnologies
has generated a need for analytical models that can ade-
quately describe the physical-mechanical properties of
nanometer-sized objects. In most existing models, the
main mechanical characteristics of nanocrystals are
assumed to be identical to those measured for macro-
scopic crystals. However, when a structure consists of
only a few atomic layers, discordance between its evi-
dent discreteness and the continuum models applied for
describing the structure should manifest itself. The dis-
crepancy between the values of the elastic moduli mea-
sured for microscopic and macroscopic samples has
been pointed out by many investigators [1–3]. Unfortu-
nately, direct measurements of the elastic characteris-
tics of a nanometer-sized object are impossible; one is
forced to use indirect methods [2, 4, 5]. One of the
methods used for determining the elastic characteristics
of such objects is the study of the microrelief that forms
when a sample covered with an ultrathin film is
stretched [2, 5, 6]. By solving the corresponding con-
tinuum problem on the stability of the thin-walled con-
struction, one can determine the Poisson ratio and the
Young modulus of the covering film from such experi-
ments [1, 6, 7]. However, the values of the elastic char-
acteristics determined in this way differ essentially
from the corresponding macroscopic values. This dis-
crepancy may be due to both the specific internal struc-
ture of the sputtered film and the discreteness of the
film on a nanometer scale. This paper is devoted to
studying the influence of the discreteness of a film on
its elastic moduli and is a continuation of the study per-
formed in [8].
1063-7834/02/4412- $22.00 © 22260
To investigate the size effect for the mechanical
characteristics of a material, we take, as a model, a two-
dimensional strip of a single crystal with hexagonal
closely packed (hcp) structure (triangle lattice). The
atoms are assumed to interact via a pairwise potential.
The main results are obtained by including only the
nearest neighbor interaction; the effect of more distant
neighbor atoms is estimated in Section 4. In determin-
ing the elastic moduli, we restrict our consideration to
the case of tension and compression of a single crystal;
the case of shear strain is not discussed in this paper.

2. DETERMINATION OF ELASTIC MODULI

We consider a two-dimensional single crystal
(Fig. 1) infinitely long (along the x axis) and N ≥ 2
atomic layers thick (along the y axis). Each atom inter-
acts only with nearest neighbor atoms, as shown in
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Fig. 1. Model under study: two-dimensional single-crystal
strip (schematic).
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Fig. 1. Constant tensile forces Q are applied to the
atoms situated at the ends of the crystal. The deformed
state of the crystal is fully determined by the distance a
between neighboring atoms in each layer and the dis-
tance h between adjacent layers. The distance between
the nearest neighbor atoms belonging to adjacent layers
is b (Fig. 1). Obviously, we have b2 = a2/4 + h2. In the
undeformed state, the lattice consists of equilateral tri-
angles with sides a = b = a0 and the load applied to the
ends is zero (Q = 0). Let F(r) be the interaction force
between two atoms separated by a distance r (the attrac-
tive force is considered to be positive). Then, the equi-
librium condition (along the y axis) for an atom situated
at the crystal surface has the form

(1)

Here, σ2 is the normal stress applied along the y axis.
Let us mentally cut the crystal along the vertical
straight line AB (Fig. 1). The total normal force exerted
on one part of the crystal by the other is

(2)

Here, σ1 is the normal stress applied along the x axis;
and H is the crystal thickness (along the y axis). The
value of H cannot be determined unambiguously. For
example, if the thickness is defined as the spacing
between the layers lying at opposite ends of the crystal
(Fig. 1), then H = (N – 1)h. On the other hand, it is rea-
sonable to define the crystal thickness as the product of
the thickness of one layer multiplied by the number of
layers, which gives H = Nh. For this reason, we define
the thickness as

(3)

where the quantity N∗  reflects the ambiguity of the def-
inition of H. Since the strains are small, the forces act-
ing in the crystal can be approximately written in the
form

(4)

where C is the atomic-bond stiffness and the symbol ∆
indicates the deviation of a quantity from its corre-
sponding value for an undeformed crystal. Let us
denote the strains of the crystal along the x and y axes
by ε1 and ε2, respectively. We have

(5)

Substituting Eqs. (3)–(5) into Eqs. (1) and (2) yields the
elasticity relations

(6)
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where the stiffness coefficients Ckn are given by

(7)

It follows from Eq. (7) that the crystal under study is
anisotropic. It will be recalled that an infinite two-
dimensional hcp crystal is isotropic. Therefore, the
anisotropy of the crystal under study is a size effect. Let
us introduce the notation

Here, ν1 and E1 are the Poisson ratio and the Young
modulus, respectively, characterizing the tension along
the x axis and ν2 and E2 are the respective quantities
characterizing the tension along the y axis. Using
Eqs. (6), we obtain

(8)

Substituting Eqs. (7) into Eqs. (8) yields the required
expressions for the elastic moduli:

(9)

Here, E∞ = 2C/  and ν∞ = 1/3 are the values of the
Young modulus and Poisson ratio corresponding to the
infinite crystal, respectively [9, 10]. Let us discuss the
formulas derived above.

When the crystal is stretched along the atomic lay-
ers, the Young modulus E1 essentially depends on the
quantity N∗ , i.e., on the definition of the thickness of
the nanometer-sized crystal strip. If we put N∗  = N (the
maximum value of N∗ ), then the Poisson ratio and
Young modulus for tension along atomic layers will be
independent of the number of layers. This is due to the
fact that the crystal is infinite in the longitudinal direc-

tion. The Young modulus  corresponding to the
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minimum value N∗  = N – 1 is not a constant; it increases
with decreasing number of atomic layers, so that at N =
2, this Young modulus becomes twice as large as E∞
(Fig. 2). Therefore, the ambiguity of the definition of
the Young modulus is essential in the case of small val-
ues of N.

When the crystal is stretched transversely to the
atomic layers, both the Poisson ratio and the Young
modulus vary with N; namely, the Poisson ratio
decreases and the Young modulus increases with
decreasing number of layers (Fig. 2). It can be seen
from Fig. 2 that the Poisson ratio ν2 depends on N more
heavily than does the Young modulus E2. For example,

2.0

1.6

1.2

0.8

0.4
2 4 6 8 10

ν2/ν∞, E2/E∞, E1
max/E∞

2

1

3

Fig. 2. Dependences of the Young modulus and Poisson
ratio on the number of atomic layers. (1, 2) Young modulus

in the longitudinal ( /E∞) and transverse (E2/E∞) direc-

tions, respectively, and (3) the relative Poisson ratio (ν2/ν∞)
for stresses applied along the transverse direction.

E1
max

Table 1.  Dependence of the elastic moduli of a nanocrystal
on the number of atomic layers

N /E∞ ν2 ν2/ν∞ E2/E∞

2 2.00 0.18 0.53 1.06

3 1.50 0.23 0.69 1.04

4 1.33 0.26 0.77 1.03

5 1.25 0.27 0.82 1.02

10 1.11 0.30 0.91 1.01

20 1.05 0.32 0.96 1.01

50 1.02 0.33 0.98 1.00

100 1.01 0.33 0.99 1.00

Note: , E2, and E∞ are the Young moduli for a strip (in the

longitudinal and transverse directions) and for an infinite
crystal, respectively; ν2 and ν∞ are the Poisson ratios for a
strip (in the transverse direction) and an infinite crystal,
respectively.

E1
max

E1
max

N

PH
at N = 2, the deviation of the Young modulus from E∞
does not exceed 6%, whereas the Poisson ratio in this
case is nearly half as large as ν∞.

As N  ∞, the elastic moduli approach their val-
ues for an infinite crystal; these values do not depend on
the direction of the applied stress. It should be noted
that when the macroscopic values of the elastic moduli

are used, the maximum relative error is roughly .

For example, at N = 10, the deviation of  and ν2

from their respective macroscopic values is 11%,
whereas at N = 100, this deviation is as small as 1%
(Table 1).

3. STRAIN ENERGY

Let us discuss the elasticity relations (6). According
to the macroscopic elasticity theory, the stresses σk and
the elastic moduli Ckn are related to the specific strain
energy through the Cauchy–Green equations

(10)

where U is the strain energy per unit volume. As before,
we consider only the case of linear elasticity. From
Eq. (10), it follows that Ckn = Cnk. Let us elucidate
whether this relation holds for a nanocrystal. According
to Eq. (7), we have

(11)

Therefore, in the case of N∗  = N, which is shown in Sec-
tion 2 to be the most preferable, we have C12 ≠ C21.
Does this result contradict the energy considerations?
In order to clarify this issue, we consider the case where
the crystal is stretched transversely to the atomic layers
and find the change in the potential energy of a crystal
domain with a fairly large length along the atomic lay-
ers. We have

(12)

where EΠ is the total potential energy of the crystal, Q
is the external force acting on an atom at the crystal sur-
face (Fig. 1), dy is a small displacement of the upper
surface of the crystal (the lower surface is assumed to
be fixed), and Nx is the number of forces Q applied to
the upper face of the crystal domain in question. We
assume that Nx is sufficiently large for the size effects
due to the finiteness of this domain to be negligible. The
specific potential energy (per unit volume) is defined as

(13)

The quantity in parentheses is the entire volume of the
crystal domain, with Nxa0 being its dimension along the
x axis and N∗ h0 being the domain dimension (thick-

100%
N

--------------

E1
max

σk
∂U
∂εk

-------, Ckn = 
∂σk

∂εn

-------- ∂2U
∂εk∂εn

----------------,= =
def

C12

C21
--------

N 1–
N*

-------------.=

dEΠ NxQdy,=

U  = EΠ / Nxa0N*h0( ).
def
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ness) along the y axis. As indicated in Section 2, the lat-
ter quantity cannot be determined unambiguously; this
ambiguity also manifests itself in the definition of the
specific internal energy. The quantities Q and dy are
related to the stress and strain of the crystal through the
equations

(14)

Substituting Eqs. (13) and (14) into Eq. (12) yields

(15)

Thus, the macroscopic Cauchy–Green relations (10) do
not hold in the case of finite values of N. Of course,
Eq. (15) can be reduced to Eq. (10) by putting N∗  =
N − 1. In this case, as follows from Eq. (11), the condi-
tion C12 = C21 is satisfied. However, it will be recalled
that the Young modulus E1 essentially depends on N in
this case, in contrast to the case of N∗  = N [see Eq. (9)].
This situation also lends support to the fundamental
conclusion that the size of a nanocrystal, as well as the
quantities that depend on this size, can be defined dif-
ferently. A definition appropriate in one case proves to
be unsuitable in another. Thus, we find that the
Cauchy–Green relations (10) in the case in question
have to be modified as follows:

(16)

The formula for σ1 in Eq. (16) is identical to that for a
macroscopic crystal, because the crystal under study is
infinite along the x axis.

Directly calculating the number of atomic bonds per
unit length of the single-crystal strip, we find an explicit
formula for the specific interaction energy U:

(17)

where Π(r) is the potential energy of interaction
between two atoms separated by a distance r. The stiff-
ness coefficients Ckn as calculated from Eqs. (16) with
the specific energy given by Eq. (17) are identical to
those calculated in Section 2 [see Eq. (7)].

4. ALLOWANCE FOR INTERACTION
WITH ATOMS OF THE SECOND

COORDINATION SHELL

In the previous sections, we considered the interac-
tion of an atom only with its nearest neighbor atoms
(the first coordination shell). Including the interactions
with more distant atoms highly complicates the calcu-
lation of the elastic moduli, because surface effects in
this case distort the crystal lattice in the equilibrium
state; these effects not only complicate the algebra but

Q σ2a σ2a0,≈=

dy N 1–( )dh N 1–( )h0dε2.= =

σ2
N 1–
N*

-------------∂U
∂ε2
--------.=

σ1
∂U
∂ε1
--------, σ2

N 1–
N*

-------------∂U
∂ε2
--------, Ckn

∂σk

∂εn

--------.= = =

U
1

N*a0h0
------------------ NΠ a( ) 2 N 1–( )Π b( )+[ ] ,=
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also increase the ambiguity in defining the nanocrystal
dimensions (because there is no certain lattice spacing).
The latter circumstance, in turn, leads to an additional
ambiguity in determining all quantities that depend on
the nanocrystal size (such as the Young modulus).
Another difficulty is associated with the fact that when
the interaction with more distant atoms is included, the
mechanical characteristics become strongly dependent
on the functional form of the interaction potential (in
the case where only the interaction with nearest neigh-
bor atoms is taken into account, the Poisson ratio is
independent of the form of the interatomic interaction
and the Young modulus depends only on one character-
istic of the interaction, the bond stiffness). All the diffi-
culties indicated above make exact analytical solution
of the problem at hand impossible. However, if the
interatomic interaction decays fairly rapidly with dis-
tance, one can advantageously make use of approxi-
mate methods in which the effect of more distant atoms
is treated as a perturbation on the situation considered
in the previous sections. A detailed discussion of these
problems is beyond the scope of this paper. We consider
only one particular case, which allows one to appreciate
how the inclusion of atoms of the second coordination
shell affects the results obtained above.

Let us calculate the Poisson ratio with allowance for
the atoms of the second coordination shell by consider-
ing the stresses applied along the atomic layers. For the
sake of simplicity, we restrict ourselves to the case of a
crystal consisting of two atomic layers (Fig. 3; the
arrows indicate the atoms with which a given atom
interacts). The specific potential energy of the crystal
can be written as

(18)

where P(r2)  Π(r) is the potential energy of inter-
atomic interaction (as a function of distance squared)
and V0 is the crystal volume per atom. The value of V0
cannot be defined unambiguously, but this value is not
used in what follows. The last term in Eq. (18) [not
included in Eq. (17)] describes the interaction with
atoms of the second coordination shell. The Poisson
ratio for stresses applied along the x axis can be calcu-
lated from Eqs. (8) and (16) to be

(19)

U
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Fig. 3. Two-layered crystal (schematic).
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Substituting Eq. (18) into Eq. (19) yields

(20)

The quantities a and h should be determined from the
equilibrium conditions ∂U/∂a = ∂U/∂h = 0. Using
Eq. (18), these conditions can be represented in the
form

(21)

Solving the set of equations (21) and substituting the
obtained values of a and b into Eq. (20) yields the Pois-
son ratio. If the interaction potential decays fairly rap-
idly with distance, we can use an approximate expres-
sion,

(22)

which is obtained from Eq. (20) by replacing a and h by
their values for the undeformed lattice and expanding
the result in powers of the small parameter

P''(3 )/P''( ).

Let us discuss Eq. (22). It will be recalled that in the
case of the interaction with nearest neighbor atoms
alone, the Poisson ratio ν1 was shown to be independent
of the number of atomic layers and exactly equal to its
macroscopic value, 1/3. It follows from Eq. (22) that
the allowance for the interaction with atoms of the sec-
ond coordination shell leads to a deviation of the value
of ν1 from 1/3; however, this deviation is small if the
interaction potential decays rapidly with distance. For
example, in the case of the Lennard–Jones potential

ν1 –
a2

4h2
--------

P''
1
4
---a2 h2+ 

  9P''
9
4
---a2 h2+ 

 +

P''
1
4
---a2 h2+ 

  P''
9
4
---a2 h2+ 

 +

-------------------------------------------------------------------------.=

P' a2( ) 2P'
1
4
---a2 h2+ 

 + 0,=

P'
1
4
---a

2
h2+ 

  P'
9
4
---a2 h2+ 

 + 0.=

ν1
1
3
--- 1 8

P'' 3a0
2( )

P'' a0
2( )

-------------------+
 
 
 

,≈

a0
2 a0

2

Π r( ) P r2( ) Π*
a0

r
----- 

 
12

2
a0

r
----- 

 
6

–= =

Table 2.  Calculated Poisson ratio for the case where stresses
are applied along the atomic layers

Allowance for 
atoms of the 

first coordina-
tion shell alone

Allowance for atoms of the 
second coordination shell

approximate exact

Poisson ratio 0.333 0.320 0.318

Deviation 
from ν∞ , %

0 4.1 4.5

Computing 
formulas

(9) (22) (20), (21)
PH
(where a0 is the equilibrium spacing in a system of two
atoms and Π∗  is the binding energy), the value of

P''(3 ) can be as small as 0.5% of P''( ). Substituting
this value into Eq. (22), we find that the Poisson ratio
changes by 4% when the interaction with atoms of the
second coordination shell is included. The numerically
calculated values of the Poisson ratio from exact formu-
las (20) and (21) and from the approximate expression
(22) are listed in Table 2.

Thus, allowance for the interaction with atoms of
more distant coordination shells leads to changes in the
elastic moduli, but these changes are insignificant if the
interaction potentials decay rapidly with distance. It
should be noted that we made calculations for the case
of N = 2, where the size effect is the most pronounced;
for larger values of N, the influence of the second coor-
dination shell is even less noticeable. However, in a
three-dimensional nanocrystal, the effect may be stron-
ger. For example, for an fcc lattice, the distance to the

second coordination shell is  (instead of  as
in the two-dimensional case) and the corresponding

value of P''(2 ) for the Lennard–Jones potential is

equal to 3% of P''( ) (instead of 0.5% in the two-
dimensional case).

5. DISCUSSION

In the previous sections, we considered the case of a
two-dimensional crystal with an hcp lattice infinite in
one direction and having a finite number of atomic lay-
ers in the other. Now, we will discuss the obtained
results and their possible application to crystals of other
types.

We established above that there is an ambiguity (of
a fundamental nature) in determining the size of a
nanocrystal, which leads to uncertainties in many mac-
roscopic characteristics, such as the applied stress,
Young modulus, and specific volume strain energy.
There is no way to define the nanocrystal size unambig-
uously; if the size definition is such that the elastic
moduli are as close to their macroscopic values as pos-
sible, then the Cauchy–Green relations are modified
and the elastic constant tensor of the crystal ceases to be
symmetric. If, conversely, the Cauchy–Green relations
are assumed to be valid, the size effect is enhanced con-
siderably. We note that the ambiguity under discussion
does not manifest itself in the values of quantities (such
as the Poisson ratio and the strain energy per unit mass)
that are independent of the way in which the nanocrys-
tal size is defined.

From the results of our study, it also follows that the
anisotropy of the elastic properties depends on the
shape and size of the nanocrystal. The mechanical
properties of an infinite crystal lattice, as a rule, are
anisotropic; however, in the case of a nanocrystal, the
anisotropy associated with the structure of the crystal

a0
2 a0

2

2a0 3a0

a0
2

a0
2
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lattice is combined with the anisotropy related to the
shape and size of the nanocrystal.

In the case considered in this paper, the Poisson ratio
decreases and the Young modulus increases with
decreasing thickness of the nanocrystal. For very thin
crystal films, these elastic moduli can differ from their
macroscopic values by a factor of two. This conclusion
correlates well with the values of the elastic moduli
determined from the experimental data from [1],
according to which the Young modulus of a thin film
increases with decreasing film thickness. However, it
should be verified whether or not this conclusion is
applicable to crystal lattices of other types (above all,
three-dimensional ones).

We also found that if the interaction with atoms of
the first coordination shell alone is taken into account,
the Poisson ratio is independent of the character of the
atomic interaction and the Young modulus depends
only on one parameter of this interaction, the bond stiff-
ness. Allowance for the interaction with atoms of the
second coordination shell leads to enhancement of the
size effect (especially in the three-dimensional case).
The elastic moduli become strongly dependent on the
functional form of the atomic interaction. These prop-
erties are exhibited by both two- and three-dimensional
simple crystal lattices. However, if the atomic interac-
tion decays rapidly with distance, the allowance for the
interaction with atoms of the second coordination shell
leads only to a negligible correction.

Thus, the results of this study allow us to conclude
that the continuum mechanics, including the continuum
elasticity theory, should be applied to nanocrystals with
a great deal of caution. Allowance should be made for
the change in the mechanical characteristics when crys-
tals are nanometer sized. This conclusion is especially
true for the characteristics (such as the Young modulus)
that can be defined differently on a nanometer scale.
When such characteristics are used, their definition
should be clearly indicated in the case of nanometer-
sized objects. However, we do not argue that the classi-
cal elasticity theory is completely inapplicable on a
nanometer scale. Rather, this theory should be used
with allowance for the size effects and the adequacy of
the continuum approximation should be verified in each
specific case. We note that, according to the calcula-
tions presented above, the size effect is more significant
when a nanocrystal consists of a few atomic layers; the
size effect is small in the case of several tens of atomic
layers and is negligible for crystals with hundreds of
atomic layers.

The question of how the discreteness of the atomic
structure affects the mechanical characteristics is also
of importance in the following respect. The molecular
dynamics method is presently used widely for model-
ing macroscopic processes in solids [11–15], and the
question arises of how many particles should be taken
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      200
into account in calculations in order to obtain the
required accuracy. According to our results, the error
caused by the replacement of a continuous medium by
its discrete atomic analog is roughly 1/N, where N is the
ratio of the characteristic linear dimension of the model
to the average interatomic distance. Therefore, for the
error to be 1%, we should take 100 particles in one-
dimensional modeling, 104 particles in the two-dimen-
sional case, and 106 particles in the three-dimensional
case. Calculations for such systems can be easily car-
ried out on a modern computer. Therefore, in principle,
the molecular dynamics method can be used for model-
ing the processes in a macroscopic solid.
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Abstract—The magnetic and elastic properties of the Bi1 – xCaxMnO3 manganites are studied. The phase trans-
formations revealed are ferromagnet–spin glass (x ≥ 0.15) and spin glass–charge-ordered antiferromagnet (x ≥
0.25). The ferromagnetic state is characterized by ordering of the Mn3+  orbitals. It is suggested that the

spin glass state originates from local static Jahn–Teller distortions. The antiferromagnetic charge-ordered and
the spin-glass disordered phases coexist in samples with 0.25 < x < 0.32, which may be due to the charge
order−disorder phase transformation being martensitic in character. The magnetic phase diagram is constructed.
© 2002 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Manganites of the type Ln1 – xAxMnO3 (with Ln
standing for a lanthanide and A, for an alkaline-earth
element) exhibit a clearly pronounced relation between
their electrical and magnetic properties. Some com-
pounds of this class are charge- and orbitally ordered,
which makes them convenient subjects for investigat-
ing the interaction between the orbital, charge, and spin
types of states. The bismuth manganite is known to dif-
fer strongly in its magnetic properties from rare-earth-
based manganites [1–7]. Rare-earth manganites are
antiferromagnets with an orthorhombically distorted
unit cell [8]. The bismuth manganite is a ferromagnet
with a Curie temperature of 105 K. The unit cell has tri-
clinic symmetry [1, 2]. Despite differences in the mag-
netic properties and crystal structure, the bismuth man-
ganite, like the rare-earth manganites, is a dielectric. It
was conjectured that this behavior is due to a specific
type of orbital ordering, which is different from the
orbital ordering in rare-earth manganites [4]. Recent
structural studies support this conjecture [9].

Another very interesting property of strontium-
doped bismuth manganite is the very high charge-
ordering temperature (TCO), about 550 K, which was

found for Bi0.5Sr0.5( )O3 [10, 11]. The char-
acteristic temperature for rare-earth manganites of the
type Ln0.5A0.5MnO3 lies in the interval 180–250 K [12].
While the charge-ordering temperature for the
Bi0.5Ca0.5MnO3 composition is lower than that for the
strontium series, it is still fairly high (TCO = 325 K)
[13]. These differences are apparently due to the Bi3+

ions participating more actively in the formation of
covalent chemical bonding compared to rare-earth ions.
It should be pointed out that bismuth manganite can be
obtained only at high pressures. Therefore, preparation
of high-quality samples is a complicated problem.

Mn0.5
3+ Mn0.5

4+
1063-7834/02/4412- $22.00 © 22266
Bi1 − xCaxMnO3-type compositions with a Ca content
above 70% have been studied fairly well due to the pos-
sibility of single-crystal growth [14]. The antiferromag-
netic phase of the G type (x = 1) was shown to transfer
to the C-type antiferromagnetic one (x = 0.85) through
an intermediate inhomogeneous ferromagnetic state
[15, 16]. Rare-earth manganites with x > 0.7 exhibit
practically the same behavior [17]. The bismuth man-
ganites reveal specific features at lower calcium con-
tents. It is well known that with increasing calcium con-
centration, manganites of the type La1 – xCaxMnO3
undergo a sequence of transitions: from an orbitally
ordered antiferromagnet to a ferromagnet and then to a
charge-ordered antiferromagnet, whereas in bismuth
manganites, the ferromagnetic state transfers to antifer-
romagnetic as calcium ions are substituted by bismuth.
The purpose of this study was to establish the mecha-
nism underlying the concentration-driven ferromag-
net–antiferromagnet and charge disorder–order phase
transformations in the Bi1 – xCaxMnO3 system.

2. EXPERIMENT

Bi1 – xCaxMnO3 compositions with x ≤ 0.15 were
fabricated at a high pressure (P = 4 GPa, T = 800°C)
from the oxides Bi2O3, MnO2, Mn2O3, and Ca(OH)2
mixed in stoichiometric ratios. The compositions with
x ≥ 0.2 were obtained by solid-phase reactions in air. As
the calcium content was increased, the temperature of
synthesis in air was raised from T = 900°C (x = 0.25)
to 1150°C (x = 0.6). The samples were cooled slowly in
a furnace (100°C/h).

X-ray structural analysis, which was carried out on
a DRON-3 diffractometer with Cr Kα radiation, showed
all the compositions to be single-phase perovskites.
The magnetic measurements were performed on a
Foner magnetometer. The elastic properties were stud-
002 MAIK “Nauka/Interperiodica”
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ied by measuring the temperature dependence of the
resonance frequency ν2(T) of mechanical vibrations of
the sample. The resonance frequency squared is known
to vary in proportion to Young’s modulus. The temper-
ature variation rate was 2–3°C/min. The studies were
made on cylinder-shaped samples 50-mm long and
6 mm in diameter. The electrical conductivity was mea-
sured using the standard four-probe method (with ultra-
sonically deposited indium contacts).

3. DISCUSSION OF RESULTS

X-ray characterization showed the Bi1 – xCaxMnO3
samples to have monoclinic symmetry in the interval
0 ≤ x ≤ 0.6. The unit cell volume decreased gradually
with increasing calcium content because of part of the
trivalent manganese ions being transferred to quadriva-
lent manganese, which has a substantially smaller ionic
radius. The BiMnO3 compound obtained by us has a
Curie temperature of 104 K and a magnetic moment, as
derived from field dependences of magnetization, of
about 3.3 µB/Mn3+, which is in accord with literature
data. Substitutions of Bi3+ by Ca2+ ions to a small extent
weaken the ferromagnetic exchange interactions
strongly and stabilize the antiferromagnetic part of
exchange interactions. This behavior stands in sharp
contrast with the properties of the rare-earth mangan-
ites Ln1 – xCaxMnO3 (Ln = La, Pr, Nd, Sm, Eu), where
replacement of a small part of the Ln ions by ions of
calcium (10%) stabilizes the ferromagnetic state [18].
The Bi0.9Ca0.1MnO3 composition has a Curie tempera-
ture of 70 K and a magnetic moment of about
2.0 µB/Mn3+. The magnetization does not reach satura-
tion in fields of up to 16 kOe; this feature is character-
istic of nonuniform ferromagnets. The long-range fer-
romagnetic order in compositions with 0.15 ≤ x ≤ 0.25
is apparently destroyed. This follows from the magne-
tization measured as a function of temperature, M(T),
and field, M(H), after cooling in various regimes. Fig-
ure 1 plots the magnetization of a Bi0.75Ca0.25MnO3
sample measured under warming in a field of 100 Oe
following zero-field cooling (ZFC) or field cooling
(FC). The ZFC curve passes through a maximum near
T = 40 K. At this temperature, the FC magnetization
exhibits a break. Above 40 K, the ZFC and FC curves
almost coincide. Such a dependence is typical of spin
glasses. This conjecture is supported by the fact that the
magnetization in a field H = 15 kOe is far from satura-
tion (Fig. 2). Another feature worthy of mentioning is
the fairly large increase in the magnetic susceptibility at
a temperature close to 90 K (Fig. 3). We consider this
fact as supportive evidence of the formation of super-
paramagnetic clusters with a short-range magnetic
order characteristic of BiMnO3.

The magnetic properties of the x = 0.32 composition
resemble in some aspects those of the x = 0.25 sample.
The FC and ZFC magnetizations likewise diverge at
40 K, the temperature at which the ZFC curve has a
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
maximum (Fig. 1). However, the magnetic susceptibil-
ity decreases strongly and the M(H) dependence
becomes closer to linear (Fig. 2). Another interesting
observation is the appearance of a weakly pronounced
anomaly in magnetization near the Néel temperature
TN = 160 K (Fig. 3). In the x = 0.4 sample, this anomaly
transforms to a distinct maximum, which shifts gradu-
ally toward lower temperatures with increasing calcium
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Fig. 1. ZFC and FC magnetizations plotted as a function of
temperature for the x = 0.25 and 0.32 compositions.
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content. It appears natural to relate this maximum to the
antiferromagnetic ordering temperature. It should be
pointed out, however, that the anomalous behavior of
magnetization caused by antiferromagnetic ordering is
much less pronounced in the Ln1 – xCaxMnO3 rare-earth
manganites [19]. This is apparently due to the magnetic
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Fig. 3. Temperature dependence of magnetization obtained
for the x = 0.25, 0.32, 0.4, 0.48, and 0.6 compositions in a
field H = 10 kOe.

x = 0.25

x = 0.35

90

80

70

60

50

200 300 400 500 600 700
T, K

ν,
 k

H
z2

Fig. 4. Temperature dependence of squared resonance fre-
quency for the x = 0.25 and 0.32 compositions.
PH
ordering in bismuth and rare-earth manganites occur-
ring in different conditions. In samples with x = 0.48
and 0.6, the magnetic susceptibility again begins to
grow as one approaches room temperature, which indi-
cates the onset of another phase transformation slightly
above room temperature.

Additional information was gained from a study of
the elastic properties (Fig. 4). For all samples with con-
centrations in the interval 0.25 ≤ x ≤ 0.6, the ν2(T) curve
exhibited a minimum in the Young modulus near which
the damping increased strongly. This anomalous behav-
ior can be associated with the onset of a structural phase
transformation. The temperature of this phase transfor-
mation increased smoothly with increasing calcium
content from TCO = 267 K (x = 0.25) to 325 K (x = 0.6).
After this, the temperature at which the Young modulus
reached a minimum decreased rapidly.

The temperature dependences of electrical resistiv-
ity indicated the conduction to have a semiconducting
character. While the electrical conductivity revealed a
jump near the temperatures of the Young modulus min-
imum for compositions 0.48 ≤ x ≤ 0.6, the conduction
in the high-temperature phase retained a semiconduct-
ing character.

It is well known that substitution of chromium for
manganese in charge-ordered manganites can bring
about a breakdown of charge ordering and a transi-
tion from the antiferromagnetic to ferromagnetic
state [20]. Therefore, we turned to a study of the
Bi0.5Ca0.5(Mn1 − yCry)O3 system. However, x-ray dif-
fractograms of the samples with y > 0.05 revealed addi-
tional lines originating from impurity phases. One may
thus conclude that, in contrast to the rare-earth manga-
nites, the bismuth-based compounds do not form solid
solutions of the type of Bi0.5Ca0.5(Mn1 – xCrx)O3.

Figure 5 presents a magnetic phase diagram of the
Bi1 – xCaxMnO3 manganites based on the above studies.
As the calcium content in the Bi1 – xCaxMnO3 system
increases, the latter passes through three different mag-
netic states, namely, ferromagnetic (x ≤ 0.1), spin-glass
(0.15 ≤ x ≤ 0.25), and antiferromagnetic (x > 0.25). In
the case of antiferromagnetic compositions, the mag-
netic-ordering and structural-transformation tempera-
tures vary only weakly within the concentration inter-
val from x = 0.25 to 0.6. The ferromagnetic ordering in
BiMnO3 is most likely due to cooperative ordering of
the  orbitals [4, 9]. With orbital ordering of this

type, according to the Goodenough–Kanamori rules,
ferromagnetic ordering becomes more energetically
favorable than antiferromagnetic ordering. We may
recall that rare-earth manganites exhibit orbital order-
ing of the  type, which stabilizes the A-type antifer-

romagnetic structure [21]. Orbital disorder in BiMnO3
sets in, apparently, at a fairly high temperature, near
760 K. It is at this temperature that liberation of the
latent heat of transformation was observed to occur [7].
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2
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Replacement of bismuth ions by calcium results in the
formation of quadrivalent manganese ions, which
should be accompanied by destruction of orbital order-
ing due to the appearance of non-Jahn–Teller Mn4+ ions
in the lattice. However, according to Goodenough [21],
the orbitally disordered phase in manganites should be
ferromagnetic, whereas we observed a state of the spin-
glass type. A direct transition from the antiferromag-
netic to the spin-glass phase without passing through
the ferromagnetic state was observed to occur in the
rare-earth manganites Sm1 – xBaxMnO3 and
Y1 − xCaxMnO3 (x ~ 0.12) [22, 23]. It should be pointed
out that at approximately this concentration of rare-
earth ions, the ferromagnetic–spin glass transition takes
place in Bi1 – xCaxMnO3.

There is more than one opinion on the nature of
exchange interactions in manganites [4, 21]. The anti-
ferromagnetic state certainly forms through oxygen-
mediated superexchange interactions of the type Mn–
O–Mn. Most researchers believe that the ferromagnetic
state in manganites is created through double exchange,
i.e., via direct carrier transfer between various lattice
sites. In order for such an exchange mechanism to oper-
ate, manganese ions in different valence states must be
present and the electrical conductivity must be high.
The presence of manganese ions of different valencies
is not a sufficient condition for high electrical conduc-
tivity; indeed, the 3d orbitals of manganese and the 2p
orbitals of oxygen should also overlap strongly. It is
believed that this parameter is controlled by the Mn–O–
Mn bond angle [4, 21]. The larger the lanthanide ion,
the larger should be the Mn–O–Mn angle, the wider the
3d band, and, accordingly, the higher the magnetic
ordering temperature and the electrical conductivity. It
was observed that the magnetic state of the manganites
also depends on the difference between the ionic radii
of the rare-earth and the lanthanide ions. A large differ-
ence between the radii lowers, as a rule, the magnetic
ordering temperature as a result of competition
between various exchange interactions characterized
by a large difference in the Mn–O–Mn angles. This is
why the spin-glass state sets in in the Sm1 – xBaxMnO3
system, wherein the average radius of the Sm and Ba
ions is far larger than that between the Y and Ca cations
in the Y1 – xCaxMnO3 system [22, 23]. However, in all
rare-earth manganites, the Mn3+–O–Mn4+ exchange
coupling in the orbitally disordered phase is apparently
ferromagnetic. The Mn–O–Mn angles in bismuth-
based manganites are fairly large, which is supported
by structural studies [9] and the quite high Curie tem-
perature of BiMnO3. Hence, in the case of an orbitally
disordered phase, one can expect the ferromagnetic part
of exchange interactions to be dominant, which is at
odds with experiment. Therefore, we believe that, in
contrast to the rare-earth manganites, no orbitally disor-
dered phase forms in the BiMnO3 system in the concen-
tration interval 0.1 ≤ x ≤ 0.3. The spin-glass state forms
in the Bi1 – xCaxMnO3 system most likely as a result of
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      200
competition between ferromagnetic interactions in
BiMnO3-type clusters and antiferromagnetic coupling
in clusters in which the Mn3+ orbitals are frozen in ran-
dom orientations. As the Ca2+ concentration increases,
a new type of antiferromagnetic clusters, apparently
due to charge ordering, appears. The existence in
Bi0.75Ca0.25MnO3 of large clusters, charge-ordered in a
similar way to those in Bi0.5Ca0.5MnO3, is suggested in
studies of its elastic properties (Fig. 5). Despite the
presence of the spin-glass-type ground state, there is a
certain fraction of states characterized by short-range
order of the type of a charge-ordered phase, which is
indicated by the fact that the Young modulus minima
for the x = 0.25 and 0.35 compositions are close in tem-
perature. We believe that the extremely high stability of
the orbitally and charge-ordered states in bismuth-
based manganites derives from the strongly anisotropic
character of the Bi–O covalent bonding.

Another point worthy of mentioning is the disagree-
ment between the results of our studies of the elastic
properties and the structural measurements reported in
[24]. According to [24], Bi1 – xCaxMnO3 compounds
with concentrations 0.2 ≤ x ≤ 0.4 undergo a structural
phase transformation with a change in symmetry above
room temperature. We observed, however, only the
low-temperature phase transformation, which is
undoubtedly associated with the formation of a charge-
ordered phase.

In conclusion, we consider the nature of inhomoge-
neous states in manganites close to concentration-
driven phase transformations. There are two views on
this problem, namely, that the inhomogeneous mag-
netic states form through electron phase separation [25]
or as a result of chemical inhomogeneities. In the
former case, clusters of the ferromagnetic phase must
be very small because this type of phase separation is
associated with an increase in the energy of electro-
static repulsion between charge carriers of like sign.
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Fig. 5. Magnetic phase diagram of the Bi1 – xCaxMnO3
manganites: phase F is ferromagnetic, P is paramagnetic,
CO is charge-ordered, A is antiferromagnetic, and SG is the
spin glass.
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Electron microscopy and neutron diffraction studies
revealed the coexistence of phases with characteristic
sizes over 1000 Å [26]. Spectroscopic measurements
indicate a high chemical homogeneity of the composi-
tions [27]. We believe that inhomogeneous phase states
that arise near boundaries of the concentration-driven
phase transformations may actually be a consequence
of the martensitic nature of the phase transformations.
If this is the case, then both phases should differ in
chemical composition and carrier concentration only
weakly. This conjecture is corroborated by experiments
indicating the orbital and charge ordering in mangan-
ites to be martensitic phase transformations [27, 28]. To
each type of orbital and charge order corresponds a spe-
cific magnetic structure [4, 21].
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Abstract—The carrier electronic spectrum E(k) calculated with inclusion of orbital degeneracy of the manga-
nese eg band for the main types (A, G, and C) of antiferromagnetic ordering in La1 – yCayMnO3 was employed
to derive the total energies of various magnetic configurations for the electron doping region y > 0.5. To find the
magnetic configuration with the minimum total energy, this energy was minimized with respect to the angle
between the spins of Mn4+ ions belonging to two different magnetic sublattices. The manganite phase diagrams
obtained in this way for T = 0 K depend on the Heisenberg interatomic exchange parameter JAF and the intra-
atomic Hund exchange JH and fit correctly to the available experimental data. The calculations show that if the
eg-level splitting is taken into account, there is no magnetic-sublattice canting for equilibrium A and C phases
in the region of realistic values of the parameters 0.012 < JAF/t < 0.02 and JH/t = 1.7. Transition to the ferro-
magnetic state through the double-exchange mechanism is energetically favorable only for the G phase with
increasing electron concentration. However, already for x ≤ 0.1, the collinear phase C becomes dominant and
this transition does not occur. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A problem in the physics of the La1 – yCayMnO3
manganites (y = 0–1) that is still awaiting solution is the
observed asymmetry of their phase diagrams relative to
the value y = 0.5 [1, 2], as its nature remains unclear. It
was pointed out in [3] that one of the reasons for the
asymmetry in the properties is the difference in the E(k)
carrier spectra between the A, G, and C antiferromag-
netic phases, which arises when the orbital degeneracy
of the eg level is taken into account in the double-
exchange model. Indeed, the band spectrum of holes
near the valence band top of LaMnO3 (y = 0), which is
a compound with layered antiferromagnetic A struc-
ture, differs very strongly from the electronic spectrum
in CaMnO3 (y = 1), which is a G-type antiferromagnet;
this is due to the different types of orbital ordering in
these compounds.

We will show that taking into account orbital degen-
eracy leads not only to a difference in the carrier spec-
trum E(k) between different magnetic phases but also
affects the conditions favoring the formation of the col-
linear or canted (A, G, C, and F) magnetic structures
corresponding to the minimum of total energy. To find
the total energy of a magnetic structure, one needs to
know the corresponding electronic spectrum E(k) of
carriers (electrons or holes) in manganites. In most of
the recent studies [4–7], the energies of the A, G, and C
antiferromagnetic phases were calculated using the
E(k) spectrum derived for the ferromagnetic (F) type of
magnetic ordering [4]. To calculate the spectra of all the
1063-7834/02/4412- $22.00 © 22271
antiferromagnetic phases, one has to take into account
the increase in the number of inequivalent atoms in a
unit cell and consider matrices of an order twice as large
as that of matrices employed with ferromagnets [3].

2. METHOD OF CALCULATION

This study deals with a calculation of equilibrium
magnetic phases of electron-doped manganites (large
y) at T = 0 K based on E(k) dispersion relations
obtained by one of the present authors (see [3]) for the
main types of antiferromagnetic ordering (A, C, G) in
manganites and takes into account the orbital degener-
acy of the manganese eg level. By choosing the region
of large Ca concentrations, y = 0.6–1 (small number of
electrons in the conduction band), one can disregard, as
a first approximation, the Coulomb interactions.

We make use of an effective manganite Hamiltonian
consisting of the double-exchange Hamiltonian [8],
which takes into account strong intraatomic Hund
interaction and the orbital degeneracy of the manganese
eg level, and the t2g-electron Heisenberg Hamiltonian,
which describes the interaction of local magnetic
moments Si with one another:
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(1)

The indices α and β in Eq. (1) label degenerate atomic
eg orbitals |1〉  = |z2〉  and |2〉  = |x2 – y2〉; indices i, j label
the atoms; εiα↑  = εdα – JHS and εiα↓  = εdα + JH(S + 1),
with εdα being the energy of the unperturbed α-type d
level of the Mn4+ ion and JH being the intraatomic Hund
integral (its value for Mn3+ was found to be 0.25 eV

[3]);  are the creation (annihilation) operators
for an eg electron at site i; σ is the spin index; Jij are the
exchange integrals in the Heisenberg model of local-
ized t2g electrons; and tijαβ are the corresponding trans-
fer integrals between manganese ions:

(2)

where α, β = |1〉  = |z2〉 , |2〉  = |x2 – y2〉 , t = , and

Vpdσ is the transfer integral (Koster–Slater parameter)
between the d orbital of manganese and p orbital of
oxygen.

In the double-exchange model, the transfer integral
tijαβ depends on half the angle (θij/2) between local
magnetic moments of the nearest neighbor Mn ions and
the value of t for the manganites lies in the interval
0.15–0.3 eV [3]. In the G phase, θij = π for the nearest
neighbors. In the C phase, the Mn ion spins form ferro-
magnetic chains perpendicular to the xy plane. In this
plane, θij = θxy = π, and in a chain, we have θij = θz = 0.
In the A phase, the neighboring ferromagnetic planes in
which θij = θxy = 0 are antiferromagnetically ordered
with respect to one another: i.e., θij = θz = π if the atoms
labeled i and j belong to neighboring planes. In the F
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phase, we always have θij = 0. For all antiferromagnetic
phases, only one angle θij is other than zero.

One can also use Hamiltonian (1) to consider the
effect of eg level splitting on the electronic part of the
total energy of the system. It is known that an experi-
mental study of the (La–Nd)1 – ySryMnO3 compound
with y = 0.52–0.62 revealed an antiferromagnetic A
phase with a predominant occupation of orbitals of the
|2〉  = |x2 – y2〉  type [9]. There are also certain theoretical
grounds for maintaining that in the A phase, we have
εd1 – εd2 > 0 (except the case of y = 0) [7, 10]. For the C
phase, the splitting has the opposite sign (see [10]), and
for the G and F phases, the eg level is not split at all.
Therefore, we considered various cases of splitting of
the eg level under electron doping of CaMnO3. In the
first case, the eg level splitting was zero for all the
phases, and in the second, the splitting for the A and C
phases was chosen to be proportional to x = 1 – y in
such a way as to obtain |εd1 – εd2| = 0.3–0.5 eV [11] for
the A phase of LaMnO3 in the limiting case y = 0. For
the G and F phases, the eg level in the second case was
again unsplit.

As follows from the form of the Hamiltonian, in the
presence of free carriers, there is always competition in
the system between the ferromagnetic and antiferro-
magnetic types of ordering. The onset of ferromag-
netism is favored by the double-exchange kinetic
energy, whereas the antiferromagnetic ordering is taken
into account by the Heisenberg part of the Hamiltonian.
In the simplest case (i.e., without the inclusion of
orbital degeneracy), there exist at least two possibilities
of reaching a compromise between these trends. One of
them is the de Gennes canted antiferromagnetism [12],
where the angle θij between the spins of the nearest
neighbor manganese ions is other than π. The other
possibility consists in the onset of electron phase sep-
aration, with the carriers (electrons or holes) distrib-
uted nonuniformly in space to form enriched ferro-
magnetic regions embedded in an antiferromagnetic
background [13].

In the case of orbital degeneracy and in the y  1
limit, it can easily be shown analytically (using the
spectrum near the conduction-band bottom, k = (0, 0,
0), obtained in [3]) that, in accordance with [12], the
trend to magnetic sublattice canting is fully retained
only for the G phase, whereas for the A and C phases,
this trend is strongly suppressed because of the heavily
anisotropic character of the transfer integral and of the
type of electronic states near the conduction-band bot-
tom. To verify this point, we carried out numerical cal-
culation of the total energies (in units of t) per manga-
nese atom for all collinear and canted magnetic config-
urations. The calculations were performed for various
electron concentrations x = 1 – y and sets of the param-
eters JH/t and JAF/t, where JAF is the exchange coupling
parameter for the G phase, which exists in the system
under study with no doping, CaMnO3 (JAF = 1.5 meV,
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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boundaries obtained without minimization of total energies with respect to the angle θ. (a) Splitting of the eg level is not included.
The phase diagram is constructed in the (x, JH/t) coordinates for the exchange parameter of the Heisenberg model JAF/t = 0.15. The
equilibrium A, C, and F phases are uncanted. Only the equilibrium G and C ' phases are canted. (b) Splitting of the eg level is
included. The calculated G–C–A phase alternation agrees with experiment throughout the JH/t variation region.
TN = 141 K). The results obtained do not cover the case
of x = 0.5, because the magnetic CE phase related to the
charge-ordering effect was not considered here. For all
antiferromagnetic configurations, the total energies
were minimized with respect to the corresponding
angle θ, thus yielding the equilibrium magnetic config-
uration for each value of x < 0.5.

The energy per manganese atom in the G phase was
calculated as

(3)

where S = 3/2, εF is the Fermi level, nG(ε, cosθ/2) is the
normalized G-phase density of states, and JAF is the
exchange parameter of the Heisenberg model for the
nearest neighbors. The density of states was found by
summing over the corresponding Brillouin zone of the
E(k, cosθ/2) spectrum calculated using diagonalization
of the G-phase Hamiltonian matrix, which is given in
an explicit form in [3]. For all the other magnetic struc-
tures, the total energies were calculated in the same
way. The first term in Eq. (3) was JAFS2(2cosθ + 1)/t for
the G phase, JAFS2(cosθ + 2)/t for the A phase, and
3JAFS2cosθ/t for the F phase. Obviously enough, this
formalism also allows calculation of orbital ordering in
the magnetic structures under study. The problem effec-
tively reduces to diagonalization of the same matrices
from [3] but with a parameter tijαβ(Ω) depending on the
angle Ω in the configuration space [14] with respect to
which the total energy has to be minimized. The present
study does not, however, cover this problem.

EG x
θ
2
---, 

  3JAFS2 θ/t εnG ε θ
2
---cos, 

  ε,d

∞–

εF

∫+cos=
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3. RESULTS AND DISCUSSION

In the absence of free electrons, the magnetic phases
are arranged in order of increasing magnetic energy as
G, C, A, and F. As x increases, competition between the
kinetic and magnetic energies of the system brings
about the realization of one of the possible magnetic
states. Plotted in the (x, JH/t) coordinates in Fig. 1a is
the phase diagram of the La1 – yCayMnO3 system for x =
0–0.5 without the eg level splitting and in Fig. 1b, with
splitting for the value JAF/t = 0.015 characteristic of
CaMnO3 at t = 0.1 eV. Figure 1a and 1b each present
two phase diagrams. The dashed lines specify the phase
boundaries obtained in the approximation of collinear
magnetic sublattices, and the solid lines are the phase
boundaries found by minimizing the total energy with
respect to the angle θ. The splitting was assumed to be
proportional to the electron concentration such that at
x = 1, it is equal to the value typical of the Jahn–Teller
splitting in LaMnO3, namely, εdα = ±1.5tx for the A
phase and εdα = –(±1.5tx) for the C phase. The upper
sign corresponded to the |z2〉  orbital; the lower sign, to
the |x2 − y2〉  orbital. Thus, the predominantly occupied
orbital is |x2 − y2〉  in the A phase and |z2〉  in the C phase.
This suggestion is corroborated by an experimental
observation of static tetragonal distortions of the cubic
structure in the Nd1 – ySryMnO3 system (y = 0.5–0.75)
and by the sign of these distortions being dependent on
the type of antiferromagnetic ordering [15]. Obviously
enough, such splitting does not lift the level degeneracy
completely within the x variation interval studied. For
the G and F phases, the eg-level splitting was assumed
to be zero (εd1(2) = 0). If the eg-level splitting is
neglected, the collinear phase A exists only within a
narrow electron concentration region near x = 0.18 and
for a very large value of the parameter JH/t (Fig. 1a).
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Fig. 2. Phase diagram of manganites plotted in the (x, JAF/t) coordinates. The solid line separates the F(A) and G phases and is found
by minimizing the total energy with respect to the angle θ. Dashed lines specify the phase boundaries obtained without minimization
of the total energies with respect to θ. (a) Splitting of the eg level is not included, JH = 1.7t. (b) Splitting of the eg level is included,
JH = 1.7t. Within a narrow region x = 0.21–0.28, the canted A phase, denoted by A', is the equilibrium magnetic configuration. The
ferromagnetic phase F2 forms from the split phase A, and the ferromagnetic phase F1 forms from the split phase C. Phases C and
A are uncanted, and phase G is canted.
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Canting of the magnetic sublattices changes the pattern
of the phase diagram qualitatively. Phase A disappears,
and the region of existence of the collinear phase C
decreases noticeably. Near x = 0.09 and for JH/t > 2.9, a
canted C phase with a canting angle of 12° forms (iden-
tified in Fig. 1a by C '). The corresponding canting
angles for the G structure are approximately propor-
tional to x and reach 180° at the G–F boundary.

Taking the eg-level splitting into account modifies
the pattern of the phase diagram very strongly. The
main change consists in the disappearance of the ferro-
magnetic region, which is usually not revealed in exper-
iment. In its place, the energy is minimum for the col-
linear C phase if x ≅  0.1–0.4 and for the collinear A
phase if x ≥ 0.4. The corresponding canting angles for
the G phase are approximately proportional to x and
reach 50° at the G–C boundary. Thus, numerical calcu-
lations support the qualitative conclusion (made above)
that the A and C phases are collinear phases in the
region of their existence. Neutron scattering experi-
ments made in the A phase of Nd1 – ySryMnO3 (y > 0.52)
likewise do not reveal any deviations from collinearity
[16]. The fact that the magnetic sublattices of the A and
C phases are not canted also indicates that these phases
do not show a tendency to electron phase separation.

Figure 2 displays phase diagrams of the system
under study calculated for the cases illustrated in Fig. 1
and constructed in the (x, JAF/t) coordinates for JH = 1.7t
[3]. The solid line is the boundary between the F(A) and
G phases obtained by minimizing total energy with
respect to the angle θ. The calculations show that the
G–C–A-phase alternation, experimentally observed to
occur with increasing x [15], is possible only within a
fairly narrow interval 0.033 < JAF/t < 0.043 correspond-
ing to very large JAF. The canting of the sublattices only
aggravates the situation, because now only the G, F, and
PH
A phases are left in the diagram, with the A phase being
retained only for small values of x and JAF/t. Above JAF/t
= 0.025, only the canted G phase exists. As before, the
corresponding canting angles are approximately pro-
portional to x and reach 180° at the G–F boundary. The
phase diagram calculated for the case of eg-level split-
ting (Fig. 2b) is of great interest. Taking splitting into
account permits one to obtain the “correct” phase alter-
nation within realistic values of the parameter 0.012 <
JAF/t < 0.02 already in the collinear approximation.
While inclusion of canting does bring about the appear-
ance of a region of the noncollinear A' phase within the
region of the A phase, the collinear A phase persists for
JAF/t > 0.012. Furthermore, minimization with respect
to the angle θ makes the canted A phase as A' (denoted
in Fig. 2) an equilibrium magnetic configuration within
a narrow interval x = 0.21–0.28 and for small values
0.006 < JAF/t < 0.01. As x increases, this phase trans-
forms into the ferromagnetic phase F2 created by the
splitting of the A phase. A ferromagnetic F1 phase
forming from the split C phase exists slightly below the
F2 region. In these regions, the total energy of the
unsplit ferromagnetic phase F turns out to be larger
than that of F1 or F2. Within the realistic interval
0.012 < JAF/t < 0.02, the G–C–A magnetic-phase alter-
nation and the position of the phase boundaries agree
well with experiment [9, 15]. The canting of the mag-
netic sublattices does not change the qualitative pattern
of the phase diagram while shifting the boundary
between the G and C phases.

While the possibility of a partial lifting of eg degen-
eracy for low electron doping levels has been admitted
by some authors [5, 7], this possibility was not consid-
ered because of the low concentration of Mn3+ ions.
Our calculations reveal a qualitative rearrangement of
the phase diagrams when the eg-level splitting is
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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included, thus yielding the correct G–C–A phase alter-
nation with increasing x for realistic values of the
parameters JH/t and JAF/t.

Thus, the phase diagrams obtained by us with inclu-
sion of the eg-level splitting and of the noncollinearity
of the magnetic sublattices fit well enough the available
experimental data (alternation of the magnetic struc-
tures observed to occur with increasing x) for electron
concentrations x = 0–0.5 and realistic values of the
parameters JH/t and JAF/t. Interestingly, there is no cant-
ing for the equilibrium A and C phases. As the electron
concentration increases, transition to the ferromagnetic
state through the double-exchange mechanism
becomes energetically favorable only for the G phase.
However, already for x ≤ 0.1, the collinear C phase
becomes dominant and this transition is no longer
observed. These observations corroborate the experi-
mental data indicating the absence of electron phase
separation in manganites with n-type conduction.
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Abstract—The nonlinear response of superparamagnetic particles with cubic anisotropy to a sudden change in
an applied strong static magnetic field is analyzed. The relaxation function spectrum and the relaxation time of
the magnetization are calculated for typical values of the anisotropy and dissipation parameters. © 2002 MAIK
“Nauka/Interperiodica”.
1. Single-domain ferromagnetic particles are char-
acterized by an anisotropic internal potential with sev-
eral minima separated by barriers. If the particles are
small (~10 nm in diameter), the barriers are relatively
low. In this case, the magnetization vector M(t) can
change its orientation by surmounting the barrier with
the aid of thermal fluctuations. Thermal instability of
the magnetization gives rise to superparamagnetism
[1], because each particle behaves as a paramagnetic
atom with a magnetic moment of ~104–105 Bohr mag-
netons. Since the magnetic dipole moment of a particle
is large, the Zeeman energy can be comparable to the
thermal energy kT even in a moderate external field H0.
Therefore, when analyzing the magnetization relax-
ation in external ac fields, nonlinear effects should be
taken into account [2–4]. Until recently, only the theory
of the linear response of superparamagnetic particles in
weak magnetic fields was relatively well developed.
Due to its complexity, the theory of nonlinear response
was significantly less developed; this partial develop-
ment was achieved predominantly using perturbation
methods (see, e.g., [5–8]). A certain advance in the
study of nonlinear effects was made in [9–11]; in [9, 10],
the kinetics of particles with uniaxial anisotropy in
strong ac fields was considered, while in [11], the nonlin-
ear response of such particles to a momentary change in
an external strong static magnetic field was investigated.
The objective of this paper is to extend the results
obtained in [11] to the case of particles with cubic anisot-
ropy, i.e., to investigate the magnetization kinetics in an
external strong static magnetic field when this field is
suddenly changed in both magnitude and direction.

2. Let the external static magnetic field applied to
the system under study be suddenly changed from HI to
1063-7834/02/4412- $22.00 © 22276
HII at time t = 0. We consider the relaxation of the mag-
netization vector M(t) of a system of noninteracting
superparamagnetic particles from equilibrium state I
(in the field HI), characterized by a distribution function
WI (at t ≤ 0), to equilibrium state II (in the field HII) with
distribution function WII (at t  ∞). The dynamics of
the projection Mr of the magnetization vector M(t) onto
an arbitrary direction specified by a unit vector r = (νX,
νY, νZ) is described by the normalized relaxation function

(1)

Angular brackets with indices I and II indicate the aver-
age with respect to the equilibrium distribution func-
tions WI and WII, respectively, and angular brackets
without any index indicate the average over realizations
of the random variable Mr(t). This problem is essen-
tially nonlinear, because the amplitude of the change in
the external magnetic field is assumed to be arbitrary.

The relaxation processes in a system of superpara-
magnetic particles, as a rule, are considered within the
diffusion approximation of Brown [2]. For our prob-
lem, the nonlinear response of the system in the diffu-
sion approximation can be found by solving the Fok-
ker–Planck equation for the probability density func-
tion W(M, t) of the magnetization [2]:

(2)

f t( )
Mr〈 〉 t( ) Mr〈 〉 II–

Mr〈 〉 I Mr〈 〉 II–
----------------------------------------.=

2τN
∂
∂t
-----W

=  ∆W β α 1– u ∇ V II ∇ W×( ) ∇ W∇ V II( )+[ ] ,+

t 0,>
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with the initial condition W(M, 0) = WI. Here, ∆ and ∇
are the Laplacian and gradient operator, respectively,
operating on the surface of a unit sphere; τN = βMs(1 +
α2)/2γα is the characteristic (diffusion) time; β = v /kT;
v  is the volume of a particle; Ms is the magnetization of
the material of a particle; γ is the gyromagnetic ratio;
α = γηMs and η are the dimensionless and dimensional
dissipation coefficients, respectively, characterizing the
intensity of thermal magnetization fluctuations; u is a
unit vector along the magnetization vector M(t); and VII

is the free-energy density of a particle in state II, which
has the following form for particles with cubic anisot-
ropy [12]:

(3)

Here, θ and ϕ are the polar and azimuth angles, respec-
tively; σ is the dimensionless anisotropy constant; and
ξII = βMsHII is a dimensionless field parameter. The
Fokker–Planck equation (2) can be derived from the
Gilbert equation [2] with a fluctuating field associated
with thermal magnetization fluctuations of an individ-
ual particle (which, in turn, determine relaxation). The
dynamics of the magnetization vector M(t) of a particle
is similar to the inertialess Brownian rotation of a mol-
ecule in a liquid, which is described by an analogous
Fokker–Planck equation (Smoluchowski equation),
with the only difference that this equation does not con-
tain the term proportional to ~α–1 and responsible for
precession of the magnetization vector (because the
interaction of the electric field with the electric dipole
moment of a molecule and the interaction of the mag-
netic field with the magnetization vector of a superpara-
magnetic particle are different in nature). A discussion
of the range of applicability of the Gilbert and Fokker–
Planck equations can be found, e.g., in [2, 13].

The Fokker–Planck equation (2) can be solved for-
mally [14] by expanding the distribution function W in
terms of the spherical harmonics Yl, m(θ, ϕ) [15]. In this
case, the problem reduces to solving an infinite set of
recurrence equations for the averaged spherical har-
monics (moments) [16, 17]. This set of equations can
also be derived by averaging the Gilbert equation with-
out recourse to the Fokker–Planck equation [16, 17]. In
both cases, the final equation for the relaxation func-
tions cl, m(t) = 〈Yl, m〉(t) – 〈Yl, m〉 II has the form [11]

βV II σ θ 2ϕsin
2

sin
4

2θsin
2

+( ) ξ II θ.cos–=
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(4)

with the initial conditions cl, m(0) = 〈Yl, m〉 I – 〈Yl, m〉 II. The
coefficients dl ', m', l, m for the case of cubic anisotropy can
be found, e.g., in [12, 18, 19].

The recurrence equation (4) for the nonlinear
response has the same structure as in the case of a linear
response [12]. Therefore, this equation can be solved
using the (matrix) continued-fraction method [12];
namely, Eq. (4) is transformed into a vector recurrence
equation with three terms:

(5)

where the matrices Qn, , and  are defined in [12]
and the vectors

(except C0(t) = 0) consist of four subvectors

Following [20], we take the unilateral Fourier trans-
form of Eq. (5) and express the solution to this equation
in terms of matrix continued fractions:

(6)

where the matrix continued fraction ∆n(ω) is defined as

d
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and the integrated relaxation time is

. (8)

3. For the sake of simplicity, we restrict our consid-
eration to the case where the external field is applied
along the Z axis of the laboratory coordinate frame.
Therefore, we have νX = νY = 0 and νZ = 1 and the anal-
ysis is significantly simplified, because the response is
determined by the relaxation function c1, 0(t), which is
a component of the vector C1(t) in Eq. (6). The function
c1, 0(t) can be expressed in terms of the eigenvalues λk

of the Fokker–Planck operator as [14]

In this case, the relaxation time defined by Eq. (8) is
given by

(9)

In general, it is difficult to calculate τ from Eq. (9),
because we need to know all λk and the weighting fac-
tors ck. In this paper, following [11], we calculate τ
from Eq. (8) using the matrix continued fractions rather
than λk and ck. However, it has been shown that in many
cases, both these approaches lead to identical results for
c1, 0(t) and τ (see, e.g., [4, 20]). As for the physical inter-
pretation, the method in which the eigenvalues are used
is very convenient, because each eigenvalue λk corre-

τ f t( ) td

0

∞

∫ f̃ 0( )= =

c1 0, t( ) cke
λkt–
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Fig. 1. Dependence of ln(τ/τN) on σ (for σ < 0) and on h =
hII = hI/2 for the case where the external field is suddenly
decreased in magnitude by a factor of two.
PH
sponds to a certain frequency (mode) characterizing the
dynamics of the magnetization vector. In many cases,
the relaxation time τ is determined by the slowest, low-
frequency mode, corresponding to the smallest eigen-
value λ1 and characterizing transitions of the magneti-
zation vector from one equilibrium state to another (by
passing over a barrier). The behavior of τ is often simi-

lar to that of  but under certain conditions, as in the
case under study here, can be significantly different
[20, 21].

4. Our calculations showed that the nonlinear
response of particles with cubic anisotropy depends on
the dissipation parameter α, which is due to the cou-
pling between longitudinal and transverse (precession)
modes. This dependence is qualitatively similar to that
in the linear case, which was investigated in detail in
[12]. Estimations show that α ~ 0.01–0.1. For the sake
of definiteness, we performed calculations for α = 0.1.
The dependence of the relaxation time τ on σ and h =
hII = hI/2 in the case where the external strong field is
suddenly decreased in magnitude by a factor of two is
shown in Fig. 1 for σ < 0 and in Fig. 2 for σ > 0. The
dependence of τ on σ and h = hII = –hI in the case where
the direction of the external field is suddenly reversed is
shown in Fig. 3 for σ < 0. From these results, it can be
seen that at small values of h, the dependence of τ on
the parameter σ is of an activation character; that is, the
relaxation time τ increases exponentially with increas-
ing height of the potential barrier (characterized by σ)
between the stable states (free-energy minima) of a par-
ticle. However, as h increases further, the relaxation
time τ decreases with increasing σ. In other words,
when the parameter h exceeds a certain critical value hc,
the dependence of the integrated relaxation time τ on
the height of the potential barrier ceases to be of an acti-

λ1
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Fig. 2. Dependence of ln(τ/τN) on σ (for σ > 0) and on h =
hII = hI/2 for the case where the external field is suddenly
decreased in magnitude by a factor of two.
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vation character. This effect is typical of Brownian par-
ticles passing over the potential barrier between two
stable equilibrium states in an external strong static
field [21, 22] and is due to a decrease in the population
of the upper energy state. As a result, the transitions
from the upper energy state to the lower state through
the potential barrier no longer determine the relaxation
time; the dominating contribution comes from high-fre-
quency intrawell modes in the lower stable state. In the
case of the linear response of superparamagnets, this
effect has been investigated in detail for both particles
with uniaxial anisotropy [4, 21] and particles with cubic
anisotropy [12].

The spectrum of the modulus of the relaxation func-

tion  in the case where an external strong field is
suddenly turned on (hI = 0, hII = h) is shown in Fig. 4
for σ > 0. In this case, there are two bands in the spec-

trum of . The frequency and half-width of the low-
frequency band are determined by the mean magnetiza-

tion lifetime in the upper stable state ( ). The high-
frequency band is associated with intrawell modes,
which determine the high-frequency dynamics of the
magnetization vector in intermediate local equilibrium
states. As in the case of the local response [12], when
the dissipation parameter is small (α ≤ 0.01), the spec-
trum of the nonlinear relaxation function has a band at
the frequency of precession of the magnetization vec-
tor M; with decreasing α, the characteristic frequency
of this band increases as α–1.

Using the same method, we can also calculate the
linear response of a system of superparamagnetic parti-
cles with cubic anisotropy to a small momentary
change in the magnitude of the static field HI. In this
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Fig. 3. Dependence of ln(τ/τN) on σ (for σ < 0) and on h =
hII = –hI for the case where the direction of the external field
is suddenly reversed.
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case (hII = hI – ε, with ε  0), the relaxation function
f(t) is identical to the normalized equilibrium longitudi-
nal correlation function C||(t) in state I:

(10)

According to the linear-response theory, the linear lon-
gitudinal susceptibility is

(11)

It should be noted that, as in the case of particles with
uniaxial anisotropy [11], the integrated relaxation time
for the nonlinear response with a transition from state I
to state II can differ significantly from that for the linear
response in states I and II.
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Abstract—This paper reports on the results of investigations into the influence of high pressures (up to
5.3 GPa) at T = 300 K on the magnetic structure of the Mn2Sb pnictide. The crystal and magnetic structures of
the Mn2Sb compound are studied using a direct neutron diffraction method. It is demonstrated that the magnetic
ferrimagnet–antiferromagnet phase transition, which is observed in a number of Mn2Sb-based substitutional
solid solutions upon chemical compression of the Mn2Sb crystal lattice, does not occur in the Mn2Sb compound
under high pressures in the aforementioned range due to an anisotropic pressure-stimulated strain in the Mn2Sb
lattice. At pressures P ≥ 2.8 GPa, the Mn2Sb compound is characterized by a spin reorientation with respect to
the tetragonal axis and the basal plane of the crystal lattice. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The Mn2Sb pnictide is an intermetallic compound
with a tetragonal crystal structure of the Cu2Sb type
(space group P4/nmm, C38). This structure is com-
posed of layered blocks and contains nonequivalent
cation sites of two types (I and II) with different anion
environments, namely, the tetrahedral and octahedral
anion environments, respectively. The structural motif
and interatomic distances in the Mn2Sb pnictide pro-
vide the formation of trilayer blocks (IIa–I–IIb) along
the tetragonal axis c. In this structure, the intrablock
and interblock exchange interactions between magnet-
ically active atoms are competing in character and have
proven to be sensitive to variations in the interatomic
distances, bond angles, and other structure parameters,
which, to a large extent, is responsible for the great
variety of magnetic properties of the materials belong-
ing to this structural type [1]. For example, it will suf-
fice to mention that virtually all types of classical mag-
netic ordering and magnetic structures with specific
features are observed in a relatively small series of
known compounds with a Cu2Sb-type structure (Cu2Sb,
Mn2Sb, Mn2As, Fe2As, Cr2As, MnAlGe, MnGaGe, and
MnZnSb).

In the Mn2Sb structure, trilayer blocks consist of
Mn-I and Mn-II magnetically active atoms whose mag-
netic moments are different in magnitude and opposite
to each other in direction. Consequently, the Mn2Sb
pnictide exhibits ferrimagnetic properties over the
entire temperature range of magnetic ordering with the
Curie temperature TC = 550 K. For this compound, the
1063-7834/02/4412- $22.00 © 22281
magnetic structure and its characteristics under normal
conditions have been thoroughly investigated both
experimentally and theoretically [2–4]. The specific
feature of the magnetic structure of the Mn2Sb com-
pound is that it experiences spin reorientation with rota-
tion of the atomic magnetic moments from the basal
plane of the crystal lattice toward the c axis (Φ– 
Φ+) as the temperature increases to Ts = 250 K. The
crystal and magnetic structures of the Mn2Sb pnictide
are shown in Fig. 1.

A number of substitutional solid solutions based on
the Mn2Sb–Mn2 – xAxSb1 – yBy matrix (where A is Cr,
Cu, Zn, V, or Co and B is As, Sn, Ge, or Bi) undergo a
first-order magnetic phase transition from a ferrimag-
netic (F) state to an antiferromagnetic (AF) state (F 
AF). The magnetic structure of these alloys in the anti-
ferromagnetic state is similar to the magnetic structure
of the Mn2As (AF) compound in which the magnetic
cell is doubled along the c axis as compared to the
nuclear cell (Fig. 1).

According to the phenomenological theory (the
exchange inversion model) proposed by Kittel [5], the
effective exchange interactions occurring in these
structures reverse sign at a critical lattice parameter ccr,
which can be attained, for example, upon chemical or
thermal compression of the crystal lattice of the initial
matrix. Reasoning from the Kittel model theory, it can
be expected that, in the case when the crystal lattice of
Mn2Sb is compressed to critical sizes under a high pres-
sure, this compound should undergo a phase transition
from the ferrimagnetic state to the antiferromagnetic
002 MAIK “Nauka/Interperiodica”
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state. However, until presently, the question as to
whether the Mn2Sb compound undergoes a phase tran-
sition from the ferrimagnetic state to the antiferromag-
netic state upon compression of the crystal lattice under
pressure has remained open. In particular, a number of
experiments in which changes in the magnetic state
under pressure were studied using an indirect method
led to rather contradictory inferences. Kanomata et al.
[6] performed an x-ray diffraction investigation of the
Mn2Sb compound and revealed substantial changes in
the lattice parameters of Mn2Sb at P = 3.5 GPa and T =
300 K. In [6], these changes were attributed to a mag-
netic phase transition from the ferrimagnetic state to the
antiferromagnetic state. As was shown earlier by Bier-
stedt [7], this transition under normal conditions should
occur with a drastic increase in the electrical resistivity.
However, our recent electrical measurements in the
pressure range up to 8 GPa [8] did not reveal anomalies
in the dependence R = f(P). These findings count in
favor of the assumption that the magnetic ordering
observed in this compound is invariable in character.

Neutron diffraction is one of the most efficient
methods for studying variations in the magnetic order-
ing of the material under investigation. This method
makes it possible to determine directly the characteris-
tics of both the atomic and magnetic structures. In par-
ticular, the neutron diffraction experiment can provide
an unambiguous answer to the question as to whether or
not a magnetic phase transition from a ferrimagnetic
state to an antiferromagnetic state of the Mn2Sb com-

MnI MnII Sb

(a) (b)

a

c

F AF
a

Fig. 1. (a) Crystal and magnetic structures of the Mn2Sb
pnictide (T < 250 K, P = 0) and (b) schematic diagram of the
magnetic structures of the ferrimagnet (F) and antiferro-
magnet (AF) in solid solutions based on the Mn2Sb com-
pound.
PH
pound occurs under pressure, because the ferrimagnetic
and antiferromagnetic phases are characterized by
qualitatively different neutron diffraction patterns
owing to the different dimensions of their magnetic
cells [4].

Unfortunately, the potentialities of the neutron dif-
fraction method, as applied to high pressures, were long
limited by a relatively narrow pressure range (no higher
than P ~ 2 GPa). Recent considerable progress achieved
in the sapphire-anvil technique and the advent of new
special spectrometers designed for high-pressure inves-
tigations have provided a means for extending the
attainable pressure range to 7–10 GPa in the neutron
diffraction experiment. This made it possible to eluci-
date the influence of high pressure on the magnetic
structure of the Mn2Sb pnictide.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Polycrystalline samples of the Mn2Sb pnictide were
prepared through direct alloying of powders (composed
of the initial components) in evacuated quartz cells with
the use of alundum crucibles according to the proce-
dure described earlier in [9]. Prior to measurements, the
prepared samples were examined using x-ray diffrac-
tion and neutron diffraction analyses. The diffraction
patterns exhibited additional weak reflections from the
concomitant manganese antimonide phase MnSb,
which is characteristic of both the Mn2Sb compound
and Mn2Sb-based solid solutions [10].

The neutron diffraction measurements at pressures
up to 5.3 GPa were performed on an IBR-2 pulsed high-
flux reactor (Frank Laboratory of Neutron Physics,
Joint Institute for Nuclear Research, Dubna) with the
use of a DN-12 spectrometer [11] and high-pressure
chambers with sapphire anvils [12]. In this case, the
volume V of the studied samples was approximately
equal to 2 mm3. The diffraction spectra were recorded
at the scattering angle 2θ = 45.5°. For this scattering
angle and the wavelength λ = 2 Å, the resolution of the
diffractometer ∆d/d was 0.022. The characteristic time
taken for one diffraction spectrum to be measured was
equal to 20 h. The pressure in the chamber was mea-
sured from the shift of the ruby luminescence line. The
sample pressure was taken as the averaged pressure for
several points on the sample surface. All the measure-
ments were performed at room temperature.

3. RESULTS AND DISCUSSION

Figure 2 shows fragments of the diffraction spectra
of the Mn2Sb pnictide at pressures P = 0 and 2.8 GPa.
It can be seen from Fig. 2 that, at a pressure of 2.8 GPa,
the intensities of a number of reflections, specifically of
the (110) and (001) reflections, change significantly.
However, additional superstructure reflections that can
be expected in the case of a magnetic phase transition
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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Fig. 2. Fragments of the diffraction spectra of the Mn2Sb pnictide at pressures P = 0 and 2.8 GPa. Points are the experimental data,
the upper solid lines represent the calculated profiles, and the lower solid lines are the difference curves. The upper and lower tic
marks indicate the positions of diffraction peaks for the main and impurity (MnSb) phases, respectively. Measurements are per-
formed on a DN-12 spectrometer.
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Structural and magnetic parameters of the Mn2Sb pnictide at pressures P = 0 and 2.8 GPa

Parameter
P, GPa

0 0 [3] 2.8

a, Å 4.078(5) 4.08 4.031(5)

c, Å 6.557(6) 6.56 6.519(6)

Mn (z1) 0.32(1) 0.2897(6) 0.29(1)

Sb (z2) 0.71(1) 0.2707(2) 0.70(1)

µMn, µB µMn-I = 1.5(1) µMn-I = 1.48(15) µMn-I = 1.5(1)

µMn-II = –2.7(1) µMn-II = –2.66(15) µMn-II = –2.7(1)

ϕ, deg 0 0 40(5)

Rb, % 9.6 – 7.41

Rmag, % 4.0 – 9.06
from the ferrimagnetic state to the antiferromagnetic
state do not appear. Similar neutron diffraction patterns
are also observed at pressures P = 4.3 and 5.3 GPa. This
indicates that an increase in the pressure does not affect
the initial ferrimagnetic structure of the Mn2Sb pnic-
tide. The redistribution of the intensities of the (001)
and (110) reflections can be associated with the spin
reorientation of manganese atomic magnetic moments
with respect to the crystallographic axes of the Mn2Sb
lattice (see below).

Thus, the direct neutron diffraction measurements
unambiguously demonstrate that, under pressures up to
5.3 GPa, the Mn2Sb pnictide does not experience a spin
rearrangement in the form of a phase transition from the
ferrimagnetic state to the antiferromagnetic state.

Analysis of the neutron diffraction data was carried
out using the Rietveld method with the MRIA [13]
(atomic structure) and Fullprof [14] (atomic and mag-
netic structures) program packages in the framework of
the known structural model [2]. According to this
model, the manganese atoms occupy the positions 2a
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L
at

tic
e 

pa
ra

m
et

er
, Å
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Fig. 3. Pressure dependences of the lattice parameter of the
Mn2Sb pnictide and their linear interpolation.
PH
(0, 0, 0) (type I) and 2c (0, 1/2, z1) (type II) and the anti-
mony atoms are located at the positions 2c (0, 1/2, z2)
with space group P4/nmm. For the diffraction spectrum
measured at P = 0, we refined the lattice parameters, the
positional parameters of the manganese and antimony
atoms, and the magnetic moments of the manganese
atoms located at positions of types I and II. For the dif-
fraction spectra measured at high pressures, we refined
the lattice parameters, the positional parameters of the
manganese and antimony atoms, and the angles ϕ of
deviation of the manganese atomic magnetic moments
from the c axis toward the basal plane. It was assumed
that, as the pressure increases, the magnetic moments
of manganese atoms located at different-type positions
only slightly vary in magnitude and remain opposite to
each other in direction. In our calculations, the thermal
parameters of manganese and antimony atoms were
taken to be BMn = BSb = 1 Å2. It turned out that, in the
studied range of interplanar distances, variations in the
thermal parameters over a wide range affect the struc-
ture parameters insignificantly. The contribution of the
MnSb impurity phase was also taken into account in
these computations. The table presents the calculated
structure parameters of the Mn2Sb pnictide at pressures
P = 0 and 2.8 GPa and also the discrepancy factors R.
The positional parameters and magnetic moments
obtained are in agreement with the results reported in
[2, 3].

As can be seen from Fig. 3, the experimental depen-
dences of the lattice parameters a and c on the pressure
exhibit a linear behavior without jumps that should be
observed in the case of a magnetic phase transition
from the ferrimagnetic state to the antiferromagnetic
state.

Recent analysis [15] of the variations observed in
the effective exchange interactions occurring in the
Mn2 – xAxSb1 – yBy system (where A is a 3d metal and B
is As or Sn) has demonstrated that no magnetic phase
transition from the ferrimagnetic state to the antiferro-
magnetic state of Mn2Sb can occur upon chemical,
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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thermal, or pressure-stimulated compression of the
crystal lattice of the initial matrix in the case of its
anisotropic strain. This can be associated primarily
with the changes in the angles between the interatomic
exchange bonds, which are ignored in the Kittel
exchange inversion model applied to the description of
the phase transition from the ferrimagnetic state to the
antiferromagnetic state.

It is known that the linear compression coefficients
along the crystallographic axes a and c in the Mn2Sb
compound are significantly different in magnitude [6,
16]. We estimated the linear compression coefficients
βa and βc from our neutron diffraction data (βa =

da/dP and βc = dc/dP) and obtained the follow-
ing values: βa = 4 × 10–5 GPa and βc = 1.8 × 10–5 GPa.
Although the data available in the literature on the com-
pressibility of Mn2Sb, according to different authors,
have a small quantitative scatter, they show a common
tendency; namely, the linear compression coefficient βa

substantially exceeds the coefficient βc. In our opinion,
it is this anisotropic pressure-induced lattice strain that
is responsible for the invariability of the initial ferri-
magnetic structure of the Mn2Sb pnictide under high
pressures. It is worth noting that there occurs a similar
thermal compression of the crystal lattice of the studied
compound [17]. As the temperature decreases, this
compression brings about the stabilization rather than
disturbance of ferrimagnetic ordering in this compound
[18].

The neutron diffraction patterns measured at pres-
sures P ≥ 2.8 GPa are characterized by a redistribution
of intensities of the observed reflections. This suggests
a reorientation of the atomic magnetic moments with
respect to the crystallographic axes of the lattice under
the conditions when the initial ferrimagnetic structure
remains unchanged. This effect is especially pro-
nounced for the intensities of the (001) and (110) ref-
lections, whose magnetic components are most sensi-
tive to spin reorientation with respect to the basal plane
and the tetragonal axis of the crystal lattice. Under nor-
mal conditions, the spin reorientation in the Mn2Sb
compound is observed at Ts = 250 K. According to dif-
ferent authors [19, 20], the pressure coefficient of the
spin-reorientation transition is estimated as dTs/dP .
+0.2 K/GPa; i.e., in the case when the pressure depen-
dence of the temperature Ts shows a linear behavior, the
spin reorientation at room temperature should be
expected at a pressure of approximately 2 GPa. This
reorientation of the magnetic moments is in qualitative
agreement with the intensity redistribution observed for
the (001) and (110) reflections (due to variations in
their magnetic components) in the neutron diffraction
patterns recorded at P ≥ 2.8 GPa as compared to that in
the neutron diffraction pattern measured at P = 0. How-
ever, the Rietveld analysis of the neutron diffraction
patterns and the quantitative estimate made for the
(001) reflection associated with the nuclear magnetic

a0
1– c0

1–
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characteristics demonstrate a disagreement between the
calculated and experimental results and, hence, dis-
prove a complete reorientation of the magnetic
moments with respect to the tetragonal axis and the
basal plane of the crystal lattice (ϕ . 40°). A further
increase in the pressure to 5.3 GPa does not lead to a
noticeable redistribution in the intensities of the
observed reflections, which indicates the absence of
further spin reorientation. This result is of fundamental
interest and calls for additional, more detailed investi-
gation.

4. CONCLUSIONS

Thus, the direct neutron diffraction investigation has
demonstrated that, under high pressures up to 5.3 GPa,
the type of magnetic ordering in the Mn2Sb pnictide at
T = 300 K remains unchanged. The ferrimagnetic struc-
ture is retained over the entire pressure range studied.
At pressures P ≥ 2.8 GPa, the ferrimagnetic structure of
the Mn2Sb pnictide is characterized by a spin reorienta-
tion with respect to the crystallographic axes of the lat-
tice. The result obtained is important for the elucidation
of the mechanism of the magnetic phase transition from
the ferrimagnetic state to the antiferromagnetic state in
the materials belonging to the Cu2Sb structural type
and, especially, for the refinement of the applicability
of the Kittel exchange inversion model to the descrip-
tion of this transition.
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Abstract—The reflectivity of electromagnetic waves incident on the surface of a semi-infinite nonconducting
cubic ferrite was found both analytically and numerically with inclusion of spin-wave damping. The frequency
and field dependences of the reflectivity were found for various values of the damping parameter and the anisot-
ropy and magnetostriction constants in a region far from the point of the orientational phase transition and at
this point. It is shown that the reflectivity has peaks near the frequencies of ferromagnetic, magnetoacoustic,
and magnetostatic resonances. The peak amplitude decreases with increasing spin-wave damping. At frequen-
cies below the magnetoelastic gap, the reflectivity can take on anomalously small (down to zero) and anoma-
lously large (up to unity) values. These frequencies can lie in the microwave range. © 2002 MAIK
“Nauka/Interperiodica”.
The problem of controlling the reflectivity of elec-
tromagnetic waves incident on surfaces of various sub-
stances has not lost its acute interest. This interest is
maintained by the need in science and technology for
both highly reflecting and nonreflecting materials.

The reflectivity R for electromagnetic waves inci-
dent normally from vacuum onto the boundary of a
medium possessing nonzero dielectric permittivity ε
and magnetic permeability µ is given by the relation [1]

(1)

This relation is valid only in the cases where ε and µ can
be considered constant. In the microwave range, which
is of most interest from the standpoint of potential
application, the dielectric permittivity of solids is fre-
quency independent. For substances that are not mag-
netically ordered, the magnetic permeability in the
microwave range can be set equal to unity in Eq. (1).
Therefore, the electromagnetic-wave reflectivity
(EWR) of nonmagnetic solids in this frequency range
can be considered constant. In this case, the reflectivity
can be increased or decreased by varying ε and µ
through proper variation of the composition and struc-
ture of the substance, as well as through the develop-
ment of artificial magnets with a high value of µ (the so-
called chiral magnets [2–4]).

The magnetic permeability of magnetically ordered
media can increase or decrease anomalously in the
region of magnetic-resonance frequencies lying in the
microwave range. This behavior of µ finds explanation
in its time dispersion [5]. Under these conditions, the
EWR of the surface of a magnet can also depend reso-

R ε µ–

ε µ+
--------------------

2
.=
1063-7834/02/4412- $22.00 © 22287
nantly on frequency. This phenomenon has been
observed experimentally [6].

Magnets in which magnetoelastic interaction is
noticeable exhibit three resonances, namely, ferromag-
netic, magnetoacoustic, and magnetostatic [7]. Near
these resonances, anomalies in the magnetic permeabil-
ity and EWR should also be observed. However, far
from orientational phase transitions, these anomalies
are small and, furthermore, the three resonances merge
because of the effective anisotropy field being large
compared to the effective fields of magnetostriction and
magnetization. This type of behavior of the EWR was
observed experimentally in [6].

A theoretical analysis of the frequency and field
dependences of the EWR of surfaces of some ferro- and
antiferrodielectrics has been carried out by a number of
researchers [8–10]. It was shown that if magnetoelastic
interaction is taken into account in the vicinity of the
points of orientational phase transitions, the EWR of
the surface of semi-infinite ferro- and antiferrodielec-
trics can reach anomalously large (up to unity) and
anomalously small (down to zero) values. In addition,
it was pointed out that, by properly varying the applied
magnetic field, the EWR can be brought practically to
zero over a broad frequency range, up to the gigahertz
region. All analytical and numerical calculations in the
studies indicated above were made neglecting the spin-
wave damping. However, it is well known [5, 11] that
this damping affects the dynamic properties of ferro-
and antiferromagnets very strongly. It thus appeared to
be of interest to study the effect of spin-wave damping
on the EWR of the surface of magnetically ordered sub-
stances.
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We present here the results of analytical and numer-
ical calculations of the EWR of the surface of a semi-
infinite nonconducting ferrite of cubic symmetry, both
far from and close to the orientational phase transition,
with spin-wave damping included. It is shown that the
EWR depends strongly on the magnetostriction con-
stants, the external magnetic field, and spin-wave
damping and can assume anomalously large and anom-
alously small values within a broad frequency range,
including the microwave region.

Our calculation of the reflectivity of the surface of a
ferrite of cubic symmetry is based on the theory of cou-
pled electromagnetic and magnetostatic waves. Follow-
ing [8–10], we consider a ferrite of cubic symmetry
occupying a half-space z > 0 and having a ground-state
magnetization M || z || H0 (H0 is an external dc magnetic
field). Let an electromagnetic wave traveling in vacuum
strike the ferrite surface at normal incidence: hx =
h0exp(ikz – iωt) and ey = –h0exp(ikz – iωt).

The free-energy density of a cubic ferrite can be
written as [12]

(2)

where H = H0 + h; λ is the Lagrange factor, which takes
into account the constancy of the magnitude of the
magnetization vector M; m = M/M0; M0 is the satura-
tion magnetization; α is the exchange constant; K1 is
the first cubic anisotropy constant; Bi are the magneto-
striction constants; cij are the elastic moduli; and uij is
the strain tensor.

Minimizing energy (2) yields the following expres-
sions for the strain tensor and Lagrange factor at equi-
librium:

(3)
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PH
The propagation of coupled spin, elastic, and elec-
tromagnetic waves in a ferrite can be described by the
coupled equations [5, 11, 12]

(4)

where ρ is the density of the material, g is the gyromag-
netic ratio, τ is the transverse relaxation time in the spin
subsystem, and c is the light velocity in vacuum.

Equations (4) can be solved using the method of
small-amplitude oscillations; all parameters of the sys-
tem are assumed to vary as

(5)

where A0 are the equilibrium values and a are small
deviations from the latter.

Using Eqs. (2), (3), and (5), we obtain from Eqs. (4)
the following linearized system of equations describing
the propagation of weak excitations in a ferromagnet:

(6)

where a± = ax ± iay are circular components,  =
c44k2/ρ, and µ± = 1 + 4πχ±. The dynamic magnetic sus-
ceptibility can be written as

(7)

where ωsk = ω0 + ωme + gαM0k2, ωme = g /M0C44,
ω0 = ωA + ωH, ωΑ = 2gK/M0, ωH = gH0, K = K1 +

/(c11 – c12) – /2c44 is the magnetic anisotropy con-
stant renormalized by magnetostriction, and γ =
1/(gM0τ) is the nondimensional spin-wave damping
parameter. The dispersion relation for Eqs. (6) has the
form

(8)
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where  = (±ω – ω0)/[gαM0( )], ke = ω/c, and
ka = ω/st are the wave numbers of the noninteracting
spin, electromagnetic, and elastic waves, respectively;

 = c44/ρ is the transverse sound velocity; and ζ =

/ρ  is the nondimensional magnetoelastic-
interaction parameter. The constant 4π in Eq. (8) plays
the role of the electromagnetic-wave–spin coupling
parameter.

Dispersion equation (8) can be solved to yield six
values of the wave number corresponding to six cou-
pled waves which can propagate in the ferrite.

The system of boundary conditions for the ferrite
includes the conditions of continuity of the tangential
components of the electric and magnetic fields, of the
continuity of normal components of the electric- and
magnetic-induction vectors of these fields, of the
absence of stresses, and of the equality of the derivative
of the magnetization to zero at the ferromagnet surface
[5, 8]. With the different roots of dispersion equation (8),
the system of boundary conditions for our geometry
can be presented in the form

(9)

where the fields hR± and eR± relate to the electromag-
netic wave reflected from the surface. Conditions (9)
and the starting system of equations (6) permit one to
find the EWR of a ferrite surface:

(10)

where

(11)

+ cyclic permutation.

The expression for ∆0± is obtained from Eq. (11) by
replacing the sum in the first parentheses by the differ-
ence.

Far from the point of the orientational phase transi-
tion ω0 ≠ 0 (i.e., 2K/M0 + H ≠ 0) and far from the fre-
quencies of the ferromagnetic (ω0), magnetoacoustic
(ω0 + ωme), and magnetostatic (ω0 + ωme + ωM) reso-
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nances (with ωM = 4πgM0), the expression for R allows
for a substantial simplification:

(12)

where the magnetic permeability is

(13)

and ωs0 = ω0 + ωme. We note that the magnetostatic-res-
onance frequency in metals is called the antiresonance
frequency [13]. As follows from Eq. (13), the real part
of the magnetic permeability  is negative in the
region of the ferrite parameters

(14)

and at frequencies

(15)

where

If the inequality opposite to (14) holds, the real part
of the magnetic permeability  is positive for all fre-
quencies. The real part of the magnetic permeability 
is positive for any value of the ferrite parameters and
frequencies. If inequalities (14) and (15) hold and γ ! 1,
Eq. (12) for the EWR can be recast as

Otherwise, Eq. (12) assumes the form (γ ! 1)

We performed a numerical analysis of the behavior
of the EWR as a function of frequency, external dc
magnetic field, and ferrite parameters. The constants
involved are taken to be equal to those typical of fer-
rites: M0 = 500 Oe, g = 2 × 107 s–1 Oe–1, ε = 10, st = 3 ×
105 cm/s, and ρ = 5 g/cm3.

Figures 1 and 2 plot the frequency dependence of
the EWR in a region far from the orientational phase
transition point and at this point.

As follows from Fig. 1, the EWR in a region far
from the orientational phase transition exhibits anoma-
lies only within the frequency range determined by
Eq. (15), where the real part of the magnetic permeabil-
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Fig. 2. Frequency dependences of the electromagnetic-wave reflectivity of the surface of a semi-infinite ferrite at the orientational
phase transition plotted for H = 400 Oe and K = –106 erg/cm3. (a) B2 = 107 erg/cm3 and γ is equal to (1) 0, (2) 0.01, (3) 0.1, (4) 0.5,

and (5) 1; (b) γ = 0.1 and B2 is equal to (1) 106, (2) 107, and (3) 108 erg/cm3.

Fig. 1. Frequency dependences of the electromagnetic-wave reflectivity of the surface of a semi-infinite ferrite far away from the
orientational phase transition plotted for H = 4050 Oe, B2 = 107 erg/cm3, and K equal to (a) 106 and (b) –106 erg/cm3. γ: (1) 0,
(2) 0.01, (3) 0.1, and (4) 0.5.
ity  can be negative. For a positive value of the
anisotropy constant (Fig. 1a), the peaks corresponding
to the ferromagnetic, magnetoacoustic, and magneto-
static resonances are not resolved, because the fre-
quency ω0 (ω0 ≈ ωM) is high compared to the frequency
ωme in the region far from the orientational phase tran-
sition. For negative  and low spin-wave damping, the
reflectivity R is sufficiently large and virtually constant.
As the spin-wave damping increases, R decreases
noticeably in the region of negative . In the case of
weak spin-wave damping, the pronounced rise in the
reflectivity is also preceded by its decrease. This case
corresponds to the dynamic magnetic permeability 
coinciding with the dielectric constant ε. For a negative
anisotropy constant and the chosen value of the mag-
netic field (Fig. 1b), the frequency ω0 is less than ωM.

µ+'

µ+'

µ+'

µ+'
PH
As a result, the peaks corresponding to the three reso-
nances indicated above are resolved. The amplitude of
the peaks and the value of the reflectivity in the region
between the peaks decrease strongly with increasing
spin-wave damping. As shown by an analysis of the
behavior of the reflectivity as a function of the magne-
tostriction constant B2, this dependence is weak in the
region far from the orientational phase transition.

At the point of orientational phase transition, R
exhibits distinct peaks at all three resonances (Fig. 2).
In the vicinity of ferromagnetic and magnetoacoustic
resonances, the peak amplitude is considerably larger
than that at magnetostatic resonance; at frequencies
below the magnetoacoustic-resonance frequency (ω <
ωme), the value of R may be close to unity. At magneto-
static resonance, the amplitude of the peak depends
substantially on the spin-wave damping, whereas in the
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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values of the magnetostriction constant B2 (erg/cm3): (1) 106, (2) 107, and (3) 108; K = 105 erg/cm3, ω = 1 × 1010 s–1, and γ = 0.01.

(b) The same plotted various values of the anisotropy constant K (erg/cm3): (1) 105, (2) 106, and (3) 107; B2 = 107 erg/cm3, ω =

1 × 1010 s–1, and γ = 0.01.
region of the other two resonances, this dependence is
weak. As seen from Fig. 2b, the EWR depends strongly
on the magnitude of the magnetostriction constant. As
the magnetostriction increases, the peak amplitude in
the region of ferromagnetic and magnetoacoustic reso-
nances decreases. Thus, at the orientational phase tran-
sition and for typical values of the magnetostriction
constant, the EWR may be close to unity and virtually
independent of the spin-wave damping within a broad
frequency region.

As follows from Eq. (13), for the dynamic magnetic
permeability at frequencies ω ! ω0 + ωme, we have µ+ =
µ– = µ, where

(16)
µ 1

ωM 1 γ2+( ) ωs0 1 γ2+( ) iγω+[ ]
ωs0

2 1 γ2+( ) γ2ω2+
---------------------------------------------------------------------------+=

=  µ' iµ''.+
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In this approximation, for ε = µ', the EWR reaches its
minimum value:

(17)

where r = . The condition ε = µ' for γ ! 1 can
be written in the form

(18)

It thus follows that the reflectivity can reach the mini-
mum value given by Eq. (17) only in substances with
ωM/(ε – 1) > ωme. This condition is upheld in ferrites
almost without exception. Equation (18) also shows
that the EWR can be controlled by properly varying
either the magnetic field (the term ωH) or the tempera-
ture (the term ωA). For a ferrite subjected to an elastic

Rmin
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stress, Eq. (18) will contain a term including this stress.
In this case, there appears one more possibility of con-
trolling the EWR, namely, by varying the elastic
stresses.

Let us estimate, for instance, the magnetic field
strength at which R = Rmin (for ω ! ω0 + ωme) for typi-
cal values of the ferrite parameters (see above) and K =
–106 erg/cm3 and B2 = 106 erg/cm3. Substituting these
values into Eq. (18) and calculating H, we find that the
EWR reaches a minimum in a field H ≈ 4 kOe. This
value is readily accessible in experiments. The condi-
tion ω ! ω0 + ωme suggests that the frequencies at
which a substantial decrease in R can be achieved lie in
the interval including the microwave range (ω0 + ωme ≈
1010 s–1).

The dependence of the EWR on magnetic field is
displayed graphically in Fig. 3 for various frequencies
and a positive anisotropy constant. We readily see that
at frequencies ω ! ω0 + ωme and typical values of the
magnetostriction constants, R does indeed decrease
anomalously (down to zero). As follows from Eq. (16),
for fields H < ωA/g, the reflectivity in this frequency
region is virtually independent of the strength of the dc
magnetic field. A comparison of Figs. 3a and 3b shows
that spin-wave damping affects the EWR only weakly
at frequencies ω ! ω0 + ωme.

An analysis of the field dependence of the reflectiv-
ity as a function of the magnetostriction constant shows
that, in the microwave region, R varies within 1–2%,
with the magnetoelastic constants varying in the inter-
val B2 ~ 1 × 106–1 × 108 erg/cm3 (Fig. 4a). The depen-
dence of the reflectivity on the anisotropy constant is
stronger (Fig. 4b).

Figure 5 presents the field dependence of the reflec-
tivity for a negative anisotropy constant. We readily see
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Fig. 5. Field dependences of the electromagnetic-wave
reflectivity of the surface of a semi-infinite ferrite plotted
for various incident-wave frequencies ω (s–1): (1) 1 × 109,
(2) 1 × 1010, (3) 1 × 1011, and (4) 1 × 1012; and for a
negative anisotropy constant K = –105 erg/cm3. B2 =

107 erg/cm3, and γ = 0.01.
PH
that, at frequencies ω ! ω0 + ωme, R decreases substan-
tially with decreasing magnetic field before the orienta-
tional phase transition, to reach its minimum value (17)
if condition (16) is upheld. At the orientational phase
transition, on the contrary, the reflection coefficient
achieves its maximum value.

Thus, we have demonstrated a simple method for
substantially increasing and decreasing the EWR of the
surface of a semi-infinite nonconducting ferrite at
experimentally accessible frequencies, temperatures,
and magnetic fields; this result is important from the
standpoint of application. It is shown that spin-wave
damping may not affect the anomalous variation of the
EWR noticeably.
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Abstract—The residual incommensurate modulations in the ferroelectric phase of the SC(NH2)2 thiourea are
investigated using single-crystal x-ray diffractometry. It is found that the structural states of the ferroelectric
phase (T < 169 K) depend on the thermal prehistory of the crystal in the temperature range of existence of
the incommensurate phase (202–169 K). The dielectric anomaly observed at Tx = 161 K is justified structurally.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Molecular ferroelectric crystals of the SC(NH2)2
thiourea in the paraphase (T > 202 K) and in the ferro-
electric phase (T < 169 K) are characterized by equi-
translational orthorhombic unit cells with symmetries
Pnma and P21ma, respectively [1]. The structure
revealed in the temperature range between these two
phases (i.e., in the range from Ti = 202 K to Tc = 169 K)
is modulated along the b axis with the wave vector q =
δb*, where δ is the incommensurability parameter and
b* is the reciprocal lattice vector of the initial phase.
The measured physical properties of the SC(NH2)2
compound exhibit anomalies at temperatures of 169,
171, 176, 179, and 202 K which are assigned to phase
transitions. However, until presently, only the phase
transitions occurring at 169, 171, and 202 K had been
reliably identified by structural methods. Possibly, the
phase transitions at 176 and 179 K have defied identifi-
cation using x-ray diffraction because the SC(NH2)2
structure is highly sensitive to x-ray radiation and
defects [2, 3]. McKenzie and Dryden [4] revealed an
anomaly in the permittivity of SC(NH2)2 crystals in the
ferroelectric phase at Tx = 161 K. Although this anom-
aly at Tx has been intensively examined using different
methods [5–7], its nature remains unclear. Yoon et al.
[5] showed that the intensity and shape of the permittiv-
ity peak at 161 K depend on the thermal prehistory of
the studied samples. Mashiyama et al. [6] performed an
x-ray diffraction investigation of the ferroelectric phase
(T < 169 K) and recorded x-ray diffraction patterns con-
taining Bragg reflections together with their satellite
reflections, each shifted toward the main reflection with
a decrease in the temperature. In [6], the authors attrib-
uted the residual satellite reflections to a quasi-ordered
(at 50b–100b intervals) arrangement of domain walls.
1063-7834/02/4412- $22.00 © 22293
Since it had remained unclear how displacements of
domain walls could give rise to a sharp permittivity
peak at Tx, Hamano et al. [7] made the assumption that
the number of domain walls anomalously increases in
the vicinity of Tx due to 90° domain rotations. However,
no hypothetical domain rotation in thiourea crystals
was found by Aoyama et al. [8] with the use of x-ray
topography. In this respect, the aim of the present work
was to elucidate the relation between the structural
properties and the anomalies observed in the physical
properties of thiourea crystals at Tx = 161 K. For this
purpose, we analyzed how the thermal prehistory of
SC(NH2)2 crystals in the temperature range of exist-
ence of the incommensurate phase affects the x-ray
diffraction patterns of these crystals in the ferroelectric
phase.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Single-crystal samples of the SC(NH2)2 thiourea
were grown from a methanol solution at room temper-
ature. Plane-parallel samples 2.0 × 2.5 × 0.5 mm in size
were cut normally to the ferroelectric axis a. The sam-
ples prepared were placed in a cryostat ensuring tem-
perature stabilization with an accuracy of 0.1 K. The
measurements were performed on a Siemens D500
x-ray diffractometer (CuKα radiation) adapted to sin-
gle-crystal goniometry. The satellite reflections were
recorded in the (hk0) plane (θ scan mode) and in the
undistorted reciprocal lattice along the b* axis (q scan
mode). Diffuse scattering was studied by recording the
intensity distribution over wide regions of the recipro-
cal lattice.
002 MAIK “Nauka/Interperiodica”
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3. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependences of the
intensity of the (400) Bragg and (4δ0) satellite reflec-
tions over a wide temperature range of structural trans-
formations. Upon cooling of the studied crystal below

Fig. 1. Temperature dependences of the intensity of the
(400) Bragg and (4δ0) satellite reflections upon cooling of
the studied sample.
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Fig. 2. Profiles of the (400) Bragg reflection at T = 167 K
after (1) continuous cooling and (2) cooling with annealings
in the temperature range of existence of the incommensu-
rate phase (θ scanning is performed parallel to the b* axis).
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Tc = 169 K, the intensity of the (400) reflection drasti-
cally increases, whereas the intensity of the (4δ0)
reflection drastically decreases. The intensity and shape
of the observed reflections at temperatures below Tc

substantially depend on the thermal prehistory of the
crystal in the incommensurate phase. When the crystal
is continuously cooled in the temperature range of
existence of the incommensurate phase, the intensity of
the (400) reflection spontaneously increases in the fer-
roelectric phase. The subsequent heating leads to a
spontaneous decrease in the intensity of this reflection
upon phase transition to the incommensurate phase at
Tc. Note that, in this case, the temperature hysteresis
coincides with the hysteresis ∆T = 1.0 K determined
from the jump in the unit cell parameters at Tc [9]. How-
ever, the cooling with thermal annealings of the crystal
in the temperature range of existence of the incommen-
surate phase results in a smearing of the phase transi-
tion at Tc. Figure 2 depicts the intensity profiles of the
(400) reflection in the ferroelectric phase after continu-
ous and stepwise (holding for 30 min at 3-K intervals)
cooling in the temperature range of the incommensu-
rate phase. It can be seen that the peak intensity of the
(400) reflection upon a stepwise cooling in the temper-
ature range of the incommensurate phase is less than
that upon a continuous cooling. Moreover, in the
former case, the reflection is broadened along the b*
direction. In order to elucidate the origin of this effect,
we examined in detail the intensity distribution in the
vicinity of the (400) reflection. As can be seen from
Fig. 3, the positions corresponding to satellite reflec-
tions in the incommensurate phase are characterized by
diffuse scattering.

In the case where the sample is not cooled below
Tx = 161 K, residual satellite reflections are observed
over the entire temperature range from 169 to 161 K
and the transition from the incommensurate phase to
the ferroelectric phase becomes smeared. Upon cooling
below 161 K and subsequent heating, satellite reflec-
tions are not observed in the range 161–169 K but spon-
taneously appear in the incommensurate phase at Tc =
169 K. Therefore, the x-ray diffraction data indicate
that structural modulations are absent at temperatures
below 161 K. For the purpose of examining the struc-
tural transformations occurring in the ferroelectric
phase in the vicinity of Tx in greater detail, we per-
formed prolonged thermal annealings of the crystal in
the temperature range of existence of the incommensu-
rate phase. As is known, thermal annealing in the tem-
perature range of the incommensurate phase brings
about the formation of defect density waves [1, 3].
After the preliminary stabilization of the crystal first at
Tst = 181 K for a day and then at Tth = 171 K for 6 h (in
the temperature range of existence of the incommensu-
rate phase), the diffraction patterns measured in the
temperature range of the ferroelectric phase, apart from
the persistent satellite reflections, exhibit additional
reflections at the positions corresponding to the wave
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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vectors (qst – qth) and –(qst – qth) (Fig. 4). The reflec-
tions observed at the positions corresponding to the
sums and differences of the wave vectors suggest the
formation of modulations with a superposition of coex-
isting modulation waves throughout the crystal [3]. A
model illustrating the formation of new modulations
(beats) due to a superposition of waves with vectors qst

and qth is depicted in Fig. 5.
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Fig. 3. Intensity distributions in the vicinity of the (400)
reflection: (1) the incommensurate phase at T = 172 K and
(2) the ferroelectric phase at T = 166 K.
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Fig. 4. Intensity distributions in the vicinity of the (400)
reflection at temperatures of (a) 171 and (b) 166 K for the
crystal with a defect density wave induced through temper-
ature stabilization at Tst = 182 K for a day and at Tth = 171 K
for 6 h. In the ferroelectric phase, the side peaks in the vicin-
ity of the Bragg reflection correspond to (1) (qst – qth) and
(2) (qth – qst) wave vectors.
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It can be seen that, compared to the initial modula-
tions, the modulations formed by their superposition
are characterized by larger atomic displacements at the
positions with coinciding phases and by smaller atomic
displacements at the positions with phases differing in
sign. The persistence of the satellite reflections at tem-
peratures below Tc for crystals with defect density
waves indicates that ordering of defects in the incom-
mensurate phase induces modulations of the ferroelec-
tric phase. After cooling below Tc, the satellite reflec-
tions become metastable and disappear with time or
during further cooling (Figs. 6, 7). Upon disordering of
defect density waves, the residual satellite reflections
transform into diffuse scattering, which (with time and
during cooling) shifts toward the nearest Bragg reflec-
tion, whereas the intensity of the main reflection
increases. The intensity distributions in the vicinity of
the (400) reflection at temperatures of 165 and 159 K
are shown in Figs. 6 and 7, respectively. At tempera-
tures above Tx, the satellite reflections are retained for a
time comparable in length to the stabilization time in
the incommensurate phase (Fig. 6). Upon cooling
below Tx = 161 K, the satellite reflections transform
into diffuse scattering (Fig. 7).

It should be noted that the modulations of the
incommensurate phase of thiourea crystals, especially
in the vicinity of the temperature Tc, bring about the
appearance of satellite reflections with orders higher
than the first order (first-order and second-order satel-
lite reflections are shown in Figs. 3 and 6). Therefore,
in order to describe correctly the shape of an atomic
displacement wave, it is necessary to include higher
harmonics of wave vectors [1]. These modulations at
temperatures in the vicinity of Tc have a domainlike

a

b

c

Fig. 5. Atomic displacements due to a superposition of
modulations: (a) modulations with wave vector q1 and y1 =
A1sin(q1x + ϕ1), (b) modulations with wave vector q2 and
y2 = A2sin(q2x + ϕ2), and (c) modulations as a result of
superposition of atomic displacements corresponding to the
waves y1 and y2.
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structure, and the phase of modulations is disturbed at
domain walls (solitons). In the modulated phase, the
solitons are regularly arranged and their planes are per-
pendicular to the modulation vector q. Upon transition
to the ferroelectric phase, a number of soliton bound-
aries are annihilated, whereas the other soliton bound-

(400)

2qst

qst–qst

–2qst

21.8 23.4 25.0 26.6 28.2
θ, deg

Fig. 6. Distribution of the scattering intensity in the vicinity
of the (400) reflection at T = 165 K (T > Tx = 161 K) for
the crystal with a defect density wave.

(400)

–qst qst

23.4 25.0 26.6
θ, deg

Fig. 7. Distribution of the scattering intensity in the vicinity
of the (400) reflection at T = 159 K (T < Tx = 161 K) for
the crystal with a defect density wave.
PH
aries transform into walls between ferroelectric
domains. The structure of a domain wall depends on the
atomic displacements in contiguous domains. If the dis-
placements of atoms are larger than the amplitudes of
their thermal vibrations, the structure involves thick
domain walls (for elimination of discontinuities in the
crystal lattice). As follows from the x-ray diffraction
patterns, the domains in the ferroelectric phase of
thiourea crystals are perpendicular to the [010] direc-
tion and have a thickness of 2000–4000 Å, whereas the
thickness of domain walls is approximately equal to
1000 Å [8]. Since the superposition of the modulation
waves leads to an increase in the displacement ampli-
tude of in-phase atoms (Fig. 5), it can be assumed that
thicker domain walls are formed in the crystal with
defect density waves. In the modulated state of the
structure with thick domain walls in crystals with
defect density waves, the satellite reflections are more
stable upon transition to the ferroelectric phase. Unlike
the modulations in the incommensurate phase, the
modulations of twin boundaries in the ferroelectric
phase are affected by electric fields of the domains
involved. It is known that the modulations of thiourea
crystals disappear in electric fields [10]. We can assume
that spontaneous electric fields induced at a tempera-
ture of 161 K are critical for residual interdomain mod-
ulations in the thiourea crystals. The persistence of the
satellite reflections (associated with the modulated state
of the structure) upon cooling of the crystal to Tx =
161 K and their disappearance at lower temperatures
suggest the occurrence of a phase transition from the
modulated structure to a normal structure at a tempera-
ture Tx. The intensity distribution of the satellite reflec-
tions and their metastable properties at T < Tc demon-
strate that the modulations are partly retained in the
structure. Therefore, the phase transition at Tx hypothet-
ically occurs in twin boundaries.

4. CONCLUSION

Thus, the specific feature of the SC(NH2)2 structure
in the temperature range of existence of the ferroelec-
tric phase is that its modulations are retained after the
transition from the incommensurate phase to the ferro-
electric phase at Tc = 169 K and disappear at tempera-
tures below Tx = 161 K. We made the assumption that
the transformation of the modulated domain boundaries
into normal boundaries at a temperature Tx is responsi-
ble for the anomalies in the physical properties
observed in [4, 5].
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Abstract—Switching kinetics of uniaxial ferroelastic ferroelectrics (FFs) in external electric and stress fields
is studied using classical theory of nucleation and growth. The stage in which the polarization and deformation
reversal involves the main body of the FF and the final stage (Ostwald ripening) of the FF switching are studied
with allowance for the change in the repolarization and redeformation during the phase transition. The time
dependences of the repolarization and redeformation are found, and equations are derived from which the polar-
ization current and the deformation flux, as well as their time dependence, can be calculated. The calculated
main characteristics of the FF switching are compared with the experimental data for switching of Rochelle salt
single crystals. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The process of switching of ferroelectrics and
related materials placed in an external field is a first-
order phase transition (see, e.g., [1]) and can be divided,
for convenience, into three characteristic steps [2–4]. In
the initial stage, nuclei of the new phase arise as fluctu-
ations; the system as a whole does not respond to the
formation of domains whose orientation is different
from that of the parent medium, and the thermody-
namic parameters of the system remain virtually
unchanged. As shown in [2], the main characteristic of
the initial stage of switching is the steady-state flux,
determining the intensity of the process of nucleation.
At the second stage, the switching of structural ele-
ments (unit cells) involves the main body of the initial
single-domain sample, which causes the internal field
of the crystal to change. Finally, at the third, final stage,
Ostwald ripening (mergence of fine nuclei with larger
ones) occurs and the mean nucleus size increases. The
interphase boundary decreases in area due to an ener-
getically favorable decrease in the number of domain
spacers, and the free energy of the system decreases.

Such a division of a phase transition into character-
istic steps is a crucial point of the theory of nucleation
and growth and is justified for phase transitions in
metastable condensed systems, including supersatu-
rated solutions and supercooled melts, and for switch-
ing of ferroelectrics. The kinetic theory of switching of
uniaxial ferroelectric crystals was developed in [2–4],
and the thermodynamics and kinetics of switching of
uniaxial ferroelastic ferroelectrics (FFs) at its initial
stage were considered in [5]. A noticeable advance in
the studying of switching of ferroelectrics was made in
[6–9].
1063-7834/02/4412- $22.00 © 22298
In this paper, we continue the theoretical study made
in [5] into the switching kinetics of uniaxial FFs placed
in external electric and stress fields and consider the
second and third steps of the switching process. In Sec-
tion 2, we analyze the stage of mass repolarization and
redeformation of a uniaxial FF; the corresponding set
of kinetic equations is derived, and its solution is found.
In Section 3, the kinetics of the FF switching at its final
stage is investigated and the most likely mechanisms of
the domain growth are discussed. In Section 4, we
determine the polarization current and the deformation
flux; the latter quantity is a switching characteristic of
ferroelastics alone and is a direct analog of the polariza-
tion current in ferroelectrics. According to [10], the
deformation flux in ferroelastics arises as a result of
generation of stress waves (acoustic emission), which
takes place during reversible plastic deformation of a
crystal. Finally, in Section 5, the main characteristics of
FF switching calculated in this paper are compared
with the experimental data for switching of single crys-
tals of Rochelle salt, which is a classical uniaxial FF.

2. KINETICS OF POLARIZATION 
AND DEFORMATION REVERSAL INVOLVING 

THE MAIN BODY OF THE FERROELASTIC 
FERROELECTRIC

Preparatory to discussing the FF switching, we will
refresh the reader’s memory with the basic facts
employed in this paper, as well as with the terminology
and notation used in the preceding paper [5]. It is well
known [11] that the order parameter η of the lower
symmetry phase of a uniaxial FF transforms like a com-
ponent of a polar vector and, simultaneously, like a
component of a second-rank tensor. This order param-
eter is proportional to both the spontaneous polariza-
002 MAIK “Nauka/Interperiodica”
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tion (Px = a1η) and the spontaneous strain (Uyz = a2η).
Here, the x axis is taken to be along the polar axis of the
crystal and a1 and a2 are the coefficients of the η–Ex and
η–σyz cross terms, respectively, in the thermodynamic
potential describing the FF, where Ex is the x compo-
nent of the electric field and σyz is the yz component of
the stress field applied to the FF. We note that, in uniax-
ial FFs, ferroelastic domains coincide with ferroelectric
ones; therefore, we will refer to all of them as ferroelas-
tic-ferroelectric domains [5]. Further, the process of
repolarization of ferroelectric domains and of redefor-
mation of ferroelastic domains, which proceed simulta-
neously during switching of a uniaxial FF, will be
referred to as repolarization–redeformation. Finally,
along with the order parameter η, polarization Px, and
strain Uyz, we will use the corresponding (specific)
quantities ηω = ηω, px = Pxω = a1ηω, and uyz = Uyzω =
a2ηω for a unit cell of the crystal (ω is the unit cell vol-
ume). In particular, for a ferroelastic-ferroelectric
domain of size n, the corresponding values of the order
parameter, polarization, and strain are ηn = ηωn, Pxn =

pxn = a1ηn, and  = uyzn = a2ηn, respectively.

In order to describe the switching kinetics of a
uniaxial FF in terms of the classical theory of nucle-
ation and growth, we use the Fokker–Planck(Zel’dov-
ich) equation [12]

(1)

where f(n, t) is the distribution function of repolarized
and redeformed domains in the number of unit cells in
them, Vn = (dn/dt) is the growth velocity of a domain of
size n in the space of domain sizes, and Dn is the diffu-
sion coefficient of repolarization–redeformation nuclei
in the domain-size space.

It is important that Eq. (1) can be treated as a conti-
nuity equation in domain-size space; the corresponding
flux J(n, t) consists of two parts, “hydrodynamic”
Vnf(n, t) and “fluctuation” Dn[∂f(n, t)/∂n]. The former
component of the flux corresponds to the change in the
distribution function of repolarized and redeformed
domains associated with their growth with velocity Vn,
while the latter component describes fluctuations in the
domain size.

This kinetic equation is valid at any stage of the FF
switching. However, for the stage where the repolariza-
tion and redeformation involve the main body of the FF,
the evolution equation (1) can be significantly simpli-
fied. A distinctive feature of this stage is that the major
portion of nuclei have reached the critical size and the
spontaneous formation of supercritical nuclei can occur
only as a result of a macroscopic (and, hence, very
unlikely) fluctuation [12, 13]. In this connection, we
note that the fluctuation component of the flux in the
Fokker–Planck equation is dominant at the initial stage
of the FF switching (studied in [2, 5]), whereas the

Uyz
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PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
hydrodynamic component becomes dominant at later
stages [14]. Therefore, we can neglect the fluctuation
component and write the basic kinetic equation (1) in
the form

(2)

To solve the Fokker–Planck equation (2), we need
an explicit expression for the growth velocity Vn of a
nucleus in the size space. Such an expression for a
nucleus of a ferroelastic-ferroelectric domain in the
form of a cylinder was found in [5] to be

(3)

where H is the height of the nucleus, which can be esti-
mated from the formula H ~ w1/3; β0 is the steady-state

flux of unit cells; Exn and  are the electric and stress
components of the internal field for a nucleus of size n;
kB is the Boltzmann constant; and T is the temperature
of the crystal.

At the FF switching stage under study, the repolar-
ization and redeformation vary only slightly and are
still fairly large [3]. Therefore, the size n of arising and
growing nuclei far exceeds the critical value (n @ nc)
and Eq. (3) can be rewritten as

(4)

where C = 2β0(πHω)1/2ηω/kBT.
A change in the repolarization and redeformation of

the FF is due to the formation of a great number of
repolarization–redeformation nuclei, which causes the
internal field in the parent medium to change. However,
the total number of unit cells, which are elementary car-
riers of the specific order parameter ηω, specific polar-
ization (dipole moment) px, and specific strain uyz,
remains unchanged. Therefore, following [3], the
kinetic equation (2) should be supplemented by the cor-
responding balance equation. This latter equation can
be written in a differential form as

(5)

where ξη is the relative repolarization–redeformation
(RR), which is defined in [5]; η10 is the equilibrium
value of the order parameter; ηω is the specific order

parameter (per unit cell of volume ω); J( )ηω/η10

is the source of the repolarization and redeformation
produced by the external electric and stress fields; and
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(ηω/η10)  is the rate of transformation of

polarization and deformation into the new phase.
It should be noted that the balance equation (5) is

equivalent to two conservation laws. Indeed, in the case
of a uniaxial FF, the relative RR ξη is identical to the
relative repolarization ξP and to the relative redeforma-
tion ξU [5].

Therefore, Eq. (5) can be rewritten in the form

(6)

or

(7)

where Px10 and  are the equilibrium values of the
polarization and strain, respectively. Equation (6) is the
law of conservation of the total dipole moment of the
crystal [3], and Eq. (7) is a direct mechanical analog of
this law.

Following [3], we define the source of repolariza-

tion–redeformation  as the number of unit
cells of the parent phase (per unit volume) in which the
sign of the order parameter ηω is reversed (in a unit
time) under the action of an external field. In other
words, this quantity is the number of structural ele-
ments of the FF in a unit volume that are switched (i.e.,
repolarized and redeformed) in a unit time. Using the
expressions derived in [2, 5] when calculating the
domain growth velocity, we obtain

(8)

where  = Nvνexp(–V0/kBT), with V0 being the height
of the potential barrier for the sign reversal of the (spe-
cific) order parameter ηω of a unit cell in a zero external
field, Nv being the number of unit cells per unit volume
(which can be estimated from the formula Nv ~ ω–1),
and ν being the vibration frequency of atoms in a unit

cell;  and  are the external electric and stress
fields of the source at the moment the repolarization–
redeformation began to involve the main body of the
FF; and  and  are the electric and stress field,
respectively, that acted on the FF before the source
began to operate.

When considering the kinetics of the FF switching
at the initial stage in [5], we defined the RR ∆η = |η –
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η10| and the relative RR ξn = (∆η/η10). To describe the
FF switching stage under study, we introduce analo-
gous quantities

, (9)

(10)

In the case where the electric and stress fields
applied to the crystal are relatively weak, the RRs ∆η0

and ∆  depend on these fields as [5]

(11)

where α is the coefficient of the quadratic term η2 in the
expansion of the incomplete thermodynamic potential
of the FF in the vicinity of the Curie point Tc.

In this case, substituting Eqs. (8) and (11) into
Eq. (10), we find

(12)

where

(13)

On the other hand, below the Curie point, according

to [11], the dielectric susceptibility is ε0 =

 (where ε0 is the permittivity of vacuum)

and the elastic compliance is  = /2α(Tc – T);
therefore, Eq. (13) for the time parameter τ can be rep-
resented in two equivalent forms:

(14)

(15)

Substituting Eq. (12) into the balance equation (5)
yields

(16)

If the time parameter τ is small, the derivative dξn/dt
can be neglected at the switching stage under study. In
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this case, Eq. (16) can be written as

(17)

and the balance equations (6) and (7) take the form

(18)

(19)

The kinetic equation (2) [with the domain growth
velocity given by Eq. (4)] and the balance equation (17)
constitute a closed set describing the stage in which the
repolarization and redeformation involve the main
body of the uniaxial FF after the major portion of nuclei
have reached the critical size.

It should be noted that this set of equations is appli-
cable for describing both the kinetics of mass switching
of a uniaxial ferroelectric placed in an external electric
field and the kinetics of mass switching of a proper fer-
roelastic subjected to an external stress field. For exam-
ple, in order to describe the switching of a uniaxial fer-
roelectric (considered in [3]), one should put the spe-
cific strain uyz = 0 in Eq. (3) for the growth velocity of
a nucleus and, instead of the balance equation (17),
make use of Eq. (18), with the time parameter τ given
by Eq. (14). The second particular case mentioned
above (the switching of a proper ferroelastic), which we
have not considered separately, can be described in a
similar way. In this case, one should put the specific
polarization (dipole moment) px = 0 in Eq. (3) for the
growth velocity of a nucleus and, instead of the balance
equation (17), make use of Eq. (19), with the time
parameter τ given by Eq. (15). Clearly, the Fokker–
Planck equation (2) remains unchanged in both these
particular cases.

The set of equations derived above for describing
the stage of mass repolarization and redeformation of a
uniaxial FF can be solved analytically. A method for
solving these equations in the case of uniaxial ferro-
electrics was proposed in [3]; the results obtained in [3]
will be employed below.

Following [3], we express the growth velocity of
nuclei in Eq. (4) in terms of the relative RR ξn(t):

(20)
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where the characteristic growth time t0 is defined as

(21)

We introduce the dimensionless nucleus radius ρ =
n1/2 and pass over from the distribution function of
domains in the number of unit cells in them f(n, t) to the
distribution function of domains in dimensionless
radius, g(ρ, t). Using the relation f(n, t)dn = g(ρ, t)dρ,
the kinetic equation (2) and the balance equation (17)
can be rewritten in the new variables as

(22)

(23)

where ξη0 = |η0 – η10|/η10 [i.e., ξη(0) = ξη0] and

(24)

In accordance with [3], for the set of equations (22) and
(23) to have a unique solution, this set should be sup-
plemented by the initial and boundary conditions
g(ρ, 0) = 0 (ρ > ρc) and g(0, t) = I(ξη(t))t0/ξη(t).

This set of equations describes the switching kinet-
ics of a uniaxial FF and is a natural generalization of the
equations derived in [3] for describing the stage of mass
repolarization of a uniaxial ferroelectric. A solution to
this set allows one to find the main characteristics of the
switching stage under study, such as the flux of
domains of repolarization–redeformation, the density
of repolarized and redeformed ferroelastic-ferroelectric
nuclei, the time dependence of the relative RR, and the
size distribution function of domains. For this purpose,
we use the expressions derived in [3] (following the
method developed in [12]) and obtain the following
results based on the solution to the coupled equations
(22) and (23). The flux of repolarization–redeformation
domains at time t calculated in first-order perturbation
theory has the form

(25)
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The density of repolarized and redeformed nuclei at
time t is given by

(26)

The time dependence of the relative RR is found to be

(27)

and, finally, the size (dimensionless-radius) distribution
function of domains has the form

(28)

Let us discuss the quantities involved in Eqs. (25)–
(28). The parameter Γ is introduced when equations
similar to Eqs. (22) and (23) are solved analytically
[12] and is defined as

It is assumed that Γ @ 1, because the method used is
based on an expansion in powers of the small parameter
e = Γ–1; Rmin is the minimum work that must be done to
create a new-phase nucleus in the FF. We note that,
physically, the parameter Γ is proportional to the num-
ber of particles in the critical nucleus at the instant the
RR is maximum [12]. An expression for the minimum
work done to create a nucleus was found in [2] to be

Rmin(nc) = (πHω)1/2σ , where H is the height of a
cylindrical domain, σ is the surface tension coefficient

of the domain wall, and  = (πHω)1/2σ/2[pxEx +
uyzσyz] (see [5]). Thus, we have

The quantity I(ξη0) is the RR flux at the beginning of
the stage of mass switching of the FF. This flux was
found in [5] to be
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(29)

Using Eq. (29), we find an expression for the renormal-
ized time,

where

(30)

and ϕk(x) is an auxiliary function, which can be deter-
mined by solving the equation (dϕk/dx) = exp(–xkϕk)
subject to the condition ϕk(0) = 0 [12]. The coefficient
k depends on the mechanism controlling the nucleus
growth and is equal to the exponent of the dimension-
less variable ρ in the balance equation (23); i.e., in the
case in question, we have k = 1.

It should be stressed that, using Eqs. (25)–(28), we
can also find the quantities characterizing the stage of
mass repolarization of a uniaxial ferroelectric placed in
an external electric field [3], as well as the characteris-
tics of the stage of mass redeformation of a proper fer-
roelastic subjected to external mechanical stresses.

Now, we will investigate the next stage of the evolu-
tion of an ensemble of repolarized and redeformed
domains of the FF and discuss some of the probable
domain growth mechanisms.

3. OSTWALD RIPENING AND DOMAIN 
GROWTH MECHANISMS

The Ostwald ripening (OR) of repolarized and rede-
formed domains is the final stage of the phase transfor-
mation that proceeds during the FF switching in exter-
nal fields. In this stage, the mean size of the ensemble
of new-phase nuclei increases. The large nuclei with
their order parameter ηn = nηω reoriented along the
external field (n is the number of unit cells in a nucleus)
grow at the expense of fine nuclei; i.e., larger nuclei
merge with smaller ones. This process is thermody-
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namically favorable, because the surface of interphase
boundaries (domain walls) decreases, which leads to a
decrease in the mean value of the RR in the FF. The
interaction between repolarized and redeformed
domains at this stage can be characterized by a self-
consistent field produced by all domains of the
ensemble.

In order to describe the final stage of the FF switch-
ing in terms of the corresponding Fokker–Planck equa-
tion and balance equation, we need to know the growth
velocity of domains Vn, which essentially depends on
the specific growth mechanism. In discussing these
mechanisms, we will draw on an analogy between the
growth of domains and the growth of crystals.

According to crystal growth theory [14–17], there
are three basic mechanisms operating in this process:
the normal growth mechanism, which operates at atom-
ically rough interfaces; the layer-by-layer growth; and
the growth through the motion of steps, which arise
either because of two-dimensional nucleation on faces
or because of screw dislocations reaching the crystal
surface. In deriving Eq. (3) for the domain growth
velocity, the normal mechanism of domain growth was
assumed, because at the initial nucleation stage and at
the next stage of mass repolarization–redeformation,
the domains are small and their surface is not suffi-
ciently developed. Therefore, it is unlikely that the
other two mechanisms of domain growth operate at the
initial and intermediate stages of FF switching.

Following [3], we eliminate the fields Ex, σyz, Exn,

and  from Eq. (3) for the domain growth velocity.
For this purpose, we use the relations between these
fields and the number of unit cells in domains [5]

n1/2   =   (πHω)1/2σ/[2ηω(a1Exn + a2 )] and  =
(πHω)1/2σ/[2ηω(a1Ex + a2σyz)]. The result is

(31)

Thus, the Fokker–Planck equation (2), the balance
equation (5), and Eq. (31) constitute a closed set whose
solution fully describes the OR stage of switching of a
uniaxial FF crystal on the basis of the normal growth
mechanism.

In describing the final stage of FF switching in terms
of these equations, it is convenient to pass over from the
variables {n, t} to new variables {R, t}, where R is the
radius of a repolarized and redeformed domain of the
crystal. In this case, the basic kinetic equation (2) takes
the form

(32)
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where the domain growth velocity through the normal
mechanism is given by the formula (which follows
from Eq. (31)) [3]

(33)

The balance equation (5) at the OR stage is represented
in the form

(34)

where

The set of equations (32)–(34) is typical of first-
order phase transformations at the OR stage and
describes the final stage of uniaxial-FF switching
through the normal domain growth mechanism.

Along with the normal growth mechanism, in gen-
eral, the other two mechanisms indicated above can
also operate at the OR stage. However, when consider-
ing the two-dimensional nucleation mechanism, we
must know the details of the structure of the domain-
wall surface, because the defects of the surface are of
great importance in this case and noticeably accelerate
the formation of two-dimensional nuclei. Furthermore,
having formed, a two-dimensional nucleus increases
further in size through the layer-by-layer growth mech-
anism and the previous history of the nucleus formation
has no noticeable effect on its growth. For this reason,
we will restrict our consideration to the layer-by-layer
growth mechanism.

Following [3], it is easily shown that the velocity of
layer-by-layer growth of a domain wall is given by

(35)

Here, rc is the radius of a two-dimensional disklike
nucleus, βst0 = Nstνstexp(–Vst0/kBT), Nst is the number of
unit cells near the step, νst is the vibration frequency of
atoms in the unit cells near the step, and Vst0 is the
height of the potential barrier for the order-parameter
reversal near the step in a zero external field.
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The domain growth velocity in Eq. (35) can be
expressed in terms of the domain radius R. The result is

(36)

where σst is the surface tension coefficient for the step.

Thus, in order to describe the final switching stage
of a uniaxial FF, the Fokker–Planck equation (32) and
the balance equation (34) should be used in combina-
tion with an expression for the domain growth velocity
given by either Eq. (33) or Eq. (36), depending on the
domain growth mechanism operating at this stage.

A comparison of the switching kinetics of a uniaxial
FF, a uniaxial ferroelectric, and a proper ferroelastic
shows that, for all three of these types of crystals, the
domain growth velocity at the final stage of the phase
transformation is given by identical expressions,
namely, by Eq. (33) or Eq. (36).

In order to solve the set of equations (32) and (34) in
combination with Eq. (33) or Eq. (36) determining the
growth velocity, we must make assumptions as to the

explicit form of the source . We assume that

the source is uniformly distributed over the crystal and
decays with time. The sources monotonically decaying
with time can be approximated at infinity by polynomi-
als of the form ξη0(t) = (ξη0/τ)tn – 1 (as in [18, 19]),
where n ≥ 0 is the exponent characterizing the field
decay. It should be noted that we assume the source to
decay with time (i.e., n < 1), because otherwise, accord-
ing to the theory of nucleation and growth [14], the
nucleation will resume and prevent the onset of the OR
stage in the system.

Thus, we can make the inference, in accordance
with [19], that the OR stage will come only if after
repolarization–redeformation domains have formed,
the external field is either turned off or decreased with
time in such a way that the exponent n for the source in
Eq. (34) satisfies the inequality n < 2/p (with p ≤ 2),
where the value of p depends on the operating nucleus
growth mechanism. In the case in question, we have p =
2 for nucleus growth on atomically rough interfaces and
p = 3 for layer-by-layer growth of nuclei. In this case,
the mean nucleus size increases with time following the
law [3, 19]

(37)

the nucleus density varies with time as

(38)

and, since the mean size and the critical size of nuclei
at the OR stage vary with time according to Eq. (37),
the time dependence of the RR is

(39)
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In concluding this section, we note that the size dis-
tribution functions of nuclei written in the dimension-
less coordinates are identical for all phase transforma-
tions at the OR stage (see, e.g., [12, 18, 19]) and are not
presented in this paper.

Thus, the evolution equations describing the diffu-
sion-controlled OR, “thermal” OR, and “electrome-
chanical” OR have formally similar general structure
and similar solutions. However, it should be stressed
that the driving forces for these processes are quite dif-
ferent in nature: the concentration difference in the case
of the diffusion-controlled OR, the temperature differ-
ence for the thermal OR, the electric-field difference for
the “electrical” OR, etc.

4. POLARIZATION CURRENT 
AND DEFORMATION FLUX

As in the case of a pure ferroelectric, the time depen-
dence of the polarization current density in a uniaxial
FF can be found from the equation [20]

(40)

where dQ/dt is the rate of change of the volume fraction
Q of the unswitched region of the crystal and Px10 is the
initial (equilibrium) value of the spontaneous polariza-
tion of the FF.

However, a distinctive feature of switching of a
uniaxial FF is that the reversal of the order parameter η
under the action of external electric and stress fields (a
combination of these fields, in general) leads to the
reversal of both the polarization and the deformation. In
this case, in addition to the polarization current caused
by repolarization of ferroelectric domains, there occurs
a deformation flux caused by redeformation of fer-
roelastic domains (elastic twins). By analogy with the
polarization current density given by Eq. (40), we
define the deformation flux density as

(41)

where  is the initial (equilibrium) spontaneous
strain of the FF. The polarization current density is
related to the deformation flux density by the equation

(42)

where λ = Px10/ .

At the initial switching stage, according to the clas-
sical theory of nucleation and growth [14], the system
is not affected by new-phase nuclei and its thermody-
namic parameters remain virtually unchanged. The vol-
ume fraction of the crystal involved in the phase trans-
formation is very small, and the rate of its change is
equal to zero. As indicated in [3], the polarization cur-
rent and the deformation flux are also zero at the initial
stage of the FF switching and appear only at the next
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stage of the phase transformation, when the process of
mass repolarization–redeformation begins in the sys-
tem. The time at which this latter stage commences and
the duration of this stage can be estimated from
Eq. (30).

Following [3], the polarization current and the
deformation flux at the stage where the repolarization
and redeformation involve the main body of the uniax-
ial FF will be calculated on the basis of Eqs. (1)–(24) of
the switching-kinetics theory.

We introduce the volume fraction of repolarized and
redeformed domains in the crystal Z = 1 – Q =

ω  and express the boundary and initial

conditions for the basic kinetic equation (2) in terms of
Z in the form

(43)

where I(t) is the nucleation rate.

Since part of the unit volume of the crystal is occu-
pied by repolarized and redeformed domains and nucle-
ation can occur only in the unoccupied region, the bal-
ance equation (16) should be rewritten in the form [3]

(44)

where the ratio η/η10 takes into account the difference
in the volume of repolarized and redeformed unit cells
between the equilibrium state and the fully switched
state in the presence of an external field.

By solving the kinetic equation (2) with the bound-
ary and initial conditions (43) and the balance equation
(44), we can find all main characteristics of the switch-
ing process. For this purpose, we express Z(t) in terms
of the variables ρ and t by using the relations ρ = n1/2

and f(n, t)dn = q(ρ, t)dρ. Differentiating Z(t) with
respect to time and using Eqs. (20) and (22) and the
condition q(ρ, t)|ρ → ∞ = 0 yields

(45)

where t0 is the characteristic growth time given by
Eq. (21) and N is the number of nuclei.

A prime in Eq. (45) indicates differentiation with
respect to time. Differentiating Eq. (45) with respect to
time once more, we obtain

(46)

where  is the nucleus flux.
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From Eq. (46), using definitions (40) and (41), the
polarization current and the deformation flux are found
to be

(47a)

(47b)

Thus, Eqs. (47), in combination with the balance
equation (44), form a complete set, which allows one to
find the polarization current and deformation flux as
functions of time and of applied external fields.

Let us represent Eq. (44) in the form

(48)

Substituting Eq. (48) into Eq. (47a) yields

(49)

Equation (49) determines the time dependence of the
RR. This equation should be supplemented by the zero
initial conditions imposed on the polarization current
and deformation flux, their time derivatives, and the
RR.

The dependence of the nucleus flux on the RR is
found in [2, 5] and can be written in the form

(50)

where

Let us point out specific features of Eqs. (2) and
(44)–(50), which describe the switching kinetics of a
uniaxial FF placed in external fields. First, these equa-
tions can be used to describe the switching of both
uniaxial ferroelectrics (as done in [2, 3]) and proper fer-
roelastics. In the former case, the polarization current
arises, while the deformation flux is zero. In the latter
case, the deformation flux is nonzero, while the polar-
ization current does not arise. Second, in deriving
Eqs. (2) and (44)–(50), the possible coalescence of
repolarization–redeformation domains was neglected.
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In principle, this coalescence can be taken into account
by introducing a collision integral (with the corre-
sponding kernel) into the right-hand side of the kinetic
equation (2) if the specific mechanisms of domain mer-
gence are known. Third, the equations in question do
not include the possible effect of defects. Therefore, in
order to take into account leakage currents and the pres-
ence of pinning centers, the theory should be general-
ized. Finally, it is also of interest to compare the theo-
retical dependences of the polarization current with
experimental data and determine those parameters of
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Fig. 1. Dependences of the repolarized- and redeformeddo-
main density N(t) on time and external field: (1) Ex = 1.13 ×
104 V m–1, σyz = 0.73 × 104 N m–2 or Ex = 1.2 × 103 V m–1,
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σyz = 7.27 × 104 N m–2.

1

2

3

10

8

6

4

2

0 4 8 12 16
R, 10–8 m

f(
R

, t
),

 1
028

Fig. 2. Field dependences of the size distribution function of
repolarized and redeformed domains f(R, t) at time t = tk
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Curves 1–3 correspond to the same values of Ex and σyz as
those in Fig. 1.
PH
ferroelectrics and related materials that are difficult to
measure experimentally.

In closing, we make some evaluations using the the-
oretical dependences found in this paper.

5. DISCUSSION AND COMPARISON
WITH EXPERIMENTAL DATA

We compare some calculated switching characteris-
tics with the experimental data for the Rochelle salt,
which is a classical FF. However, it should be noted that
this comparison is qualitative, because both the experi-
mental and theoretical data are only rough estimates.

We use the following experimental data for the
Rochelle salt [11, 21, 22]: the (upper) Curie tempera-
ture Tc ~ 297 K, molar mass M ~ 0.282 kg mol–1, den-
sity ρ ~ 1.77 × 103 kg m–3, equilibrium spontaneous
polarization (at temperature T ~ 277 K) Px10 ~ 0.25 ×
10–2 C m–2, surface tension coefficient of a domain wall

σ ~ 5 × 10–5 J m–2, dielectric susceptibility  ~ 250,
and piezoelectric modulus dxyz ~ 4.44 × 10–10 C N–1. In
this case, the unit cell volume of a Rochelle salt crystal
is ω ~ M/ρNA = 2.65 × 10–28 m3 (NA is the Avogadro

constant). According to [11], we have ε0 /dxyz =

a1/a2 and dxyz/  = a1/a2; therefore, the elastic com-

pliance is  ~ /ε0  = 5.34 × 10–11 m2 N–1,
a1/a2 ≡ λ = 6.432 C m–2, and the equilibrium spontane-

ous strain is  = λ–1Px10 = 3.887 × 10–4. We also
assume that H ~ ω1/3, Nv ~ ω–1, and β0 ~ 1031 m–2 s–1.
With the data presented above, we evaluate the critical
nucleus size Rc, the time t0 during which the steady flux
sets in, and the parameters I0 and α for a Rochelle salt
crystal. In fields Ex = 1.13 × 104 V m–1 and σyz = 0.73 ×
104 N m–2, the critical nucleus size as calculated with
the formulas from [2, 5] is Rc ~ 10–7 m, which agrees
with typical experimental values [23]. In the same
fields, the duration of the steady-state flux setting in is
t0 = 2.88 × 10–10 s and the parameters I0 = 2.64 × 1038

and α = 0.234. Figures 1 and 2 show the time depen-
dences of the switched-domain density N(t) and of the
size distribution function of domains f(R, t) as calcu-
lated from Eqs. (26) and (28), respectively. The time
dependences of the RR, nucleation rate, polarization
current, and deformation flux as calculated by solving
the set of equations (48)–(50) are shown in Fig. 3. The
following important features of these dependences are
to be noted. First, the calculated polarization-current
curves agree qualitatively with the corresponding
experimental curves for actual ferroelectrics [24, 25].
Second, the switching of a uniaxial FF can be per-
formed by applying either an electric or a stress field;
therefore, each of the polarization-current curves can
be obtained in two different ways: either by varying the

χxx
T σyz,

χxx
T σyz,

syzyz
T Ex,

syzyz

T Ex,
dxyz

2 χxx
T σyz,
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Fig. 3. Dependences of (a) the repolarization–redeformation ξη, (b) nucleation rate I(ξη, t), and (c) polarization current JP and defor-

mation flux JU on time and external field for I0 = 2.64 × 1038, α = 0.234, t0 = 2.9 × 10–10 s, Px/Px10 ~ 1.12, and the sample surface

area S ~ 10–9 m2. Curves 1–3 correspond to the same values of Ex and σyz as those in Fig. 1.
electric component of the external field (with the exter-
nal stress kept fixed) or by varying the external stress
with the electric field kept fixed. The curves presented
in Figs. 1–3 exhibit this property; for each polarization-
current curve and for the other characteristics of FF
switching, we present two of the infinite sets of the cor-
responding linear combinations of external electric and
stress fields. Finally, the time dependence of the defor-
mation flux is qualitatively similar to that of an acous-
tic-emission pulse that accompanies the formation of
an elastic twin in a crystal [10].

In closing, we note that in [2–5] and in this paper,
the kinetic theory of switching of ferroelectrics and
related materials was developed for the case of a single-
component order parameter. However, this theory can
be extended to the case of a multicomponent order
parameter, which offers possibilities of studying multi-
axial ferroelectrics, which are known to be improper
ferroelastics. These issues will be considered in a future
publication.
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Abstract—Crystals of the (NH4)2SO4 ammonium sulfate are studied using x-ray diffractometry. It is revealed
that the temperature dependence of the lattice parameters exhibits an anomalous behavior, namely, a global hys-
teresis, and an anomalous increase in the lattice parameter a and the unit cell volume at temperatures below the
ferroelectric phase transition point (Tc = 223 K). The series of superstructure reflections observed corresponds
to an incommensurate composite structure. Analysis of the temperature behavior of the mismatch parameters
for the matrix (host) and superstructure (guest) lattices demonstrates that the (NH4)2SO4 compound undergoes
a number of phase transitions, including a transition to a three-dimensionally incommensurate composite phase
and transitions to commensurate (along one of the crystallographic directions) composite phases. © 2002 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

It is known that crystals belonging to the structural
family of rubidium ammonium sulfates of the general
formula (Rbx(NH4)(1 – x))2SO4 form a continuous series
of solid solutions [1]. Crystals of the rubidium-free
ammonium sulfate (NH4)2SO4 undergo a first-order fer-
roelectric phase transition with a change in the symme-
try from Pnam to Pna21 at a temperature of ~223 K. A
decrease in the temperature brings about reversal of the
spontaneous polarization of these crystals [2]. In the
(Rbx(NH4)(1 – x))2SO4 system, the ferroelectric phases
are retained up to compositions with x ≅  0.6–0.65 [1].

The origin of the ferroelectric phase transition in
crystals of this family has been discussed in the frame-
work of different models, such as the order–disorder
model [3], improper ferroelectrics [4], coupled oscilla-
tors [5], coupled oscillators–relaxors [6], and the model
of two ferroelectric nonequivalent sublattices [7]. As is
evident from the aforementioned approaches, the
mechanism of the ferroelectric phase transition under
investigation is rather complicated and, until presently,
has not been clearly understood [8].

The compounds under consideration belong to a
very interesting class, namely, the class of orientational
glasses, in which the subsystem of multipole moments
is efficiently frozen with a decrease in the temperature.
These compounds exhibit a disorder intermediate
between the disorders observed in crystals and conven-
tional “canonical” glasses [9–12].

Earlier [13], we examined crystals of
(Rbx(NH4)(1 − x))2SO4 solid solutions with a rubidium
content x = 0.1 and revealed a number of anomalies,
namely, an anomalous increase in the lattice parameter a
and the unit cell volume with a decrease in the temper-
1063-7834/02/4412- $22.00 © 22309
ature below Tc, a series of specifically arranged addi-
tional (superstructure) reflections of unknown nature,
and an “invar effect” in the behavior of one of the lattice
parameters with a change in the temperature in the
absence of satellite reflections typical of incommensu-
rately modulated phases. With the aim of elucidating
the origin of additional reflections, we proposed several
structural models for crystals of the given composition.
These models can be either validated or disproved
depending on whether the aforementioned specifically
arranged satellites are characteristic of ammonium sul-
fate crystals.

In the present work, we performed an x-ray diffrac-
tion investigation of the real structure of (NH4)2SO4
crystals. The results obtained made it possible not only
to determine the structure of the (NH4)2SO4 compound
over a wide temperature range but also to explain the
nature of the anomalous structural states observed in
(Rbx(NH4)(1 – x))2SO4 solid solutions.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The quality of the studied samples was controlled
using the traditional Laue and rolling-crystal methods.
The determination of the crystal symmetry and preci-
sion measurements of the unit cell parameters were per-
formed on a Siemens P4 four-circle diffractometer
(CuKα radiation) at room temperature. For x-ray dif-
fraction analysis, samples were prepared in the form of
balls ~0.25–0.35 mm in diameter. The space group of
the crystals under investigation was determined to be
identical to that available in the literature, namely,
Pnam [1].
002 MAIK “Nauka/Interperiodica”
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Lattice parameters of (NH4)2SO4 crystals at room temperature

a, Å
∆a

b, Å
∆b

c, Å
∆c

α, deg
∆α

β, deg
∆β

γ, deg
∆γ

V, Å3

∆V

7.7880 10.6403 5.9950 90.0194 90.0229 89.9920 496.788

0.0017 0.0019 0.0009 0.0148 0.0117 0.0160 1.179
The temperature measurements of the lattice param-
eters were performed on a Siemens D500 x-ray diffrac-
tometer with the use of a helium cryostat designed at
the Institute of Solid-State Physics, Russian Academy
of Sciences. The diffractometer was modified using
special programs with the aim of recording reciprocal
lattice maps of the single-crystal sections.

3. RESULTS AND DISCUSSION

The measured characteristics of the structure of
(NH4)2SO4 crystals are presented in the table. The
angular distribution of substructure elements of the
samples (ω scan mode) did not exceed 0.1°. The rock-
ing x-ray patterns of (NH4)2SO4 crystals, unlike the
(Rb0.1(NH4)0.9)2SO4 solid solutions studied in [13], did
not exhibit superstructure reflections lying off the main
layer lines. However, similar reflections were recorded
along all three crystallographic directions with the use
of x-ray diffractometry and reciprocal lattice cross sec-
tions.

The diffraction patterns for two orders of reflection
along the crystallographic direction c of the (NH4)2SO4
crystal are displayed in Fig. 1. It can be seen from this
figure that, in the range of smaller diffraction angles,
each Bragg reflection is accompanied by superstructure
reflections. Note that the distance from the Bragg
reflection to the satellite reflection significantly
changes with varying the order of the reflection.

Figure 2 shows two characteristic (a*–c*) plane sec-
tions of the reciprocal space with the aforementioned
PH
Bragg and superstructure reflections (see Fig. 1a) at
room temperature. As can be seen from Fig. 2, the
superstructure reflections are located along the c*
direction not only for the (00l) reflections but also for
the (h0l) reflections.

Unlike the main and satellite reflections, which are
separated by a relatively large distance along the c
direction, the superstructure reflections along the crys-
tallographic directions a and b are spaced so closely
that they can only be resolved for higher orders of
reflection (Figs. 3, 4). It is worth noting that, at temper-
atures above Tc, the superstructure reflections along the
a direction (Fig. 3a) manifest themselves merely as
anomalies in the intensity distribution of Bragg reflec-
tions. At temperatures below Tc (Fig. 3b), the super-
structure reflections along the a direction arise at new
positions separated by a considerable distance from the
Bragg reflections.

Analysis of the diffraction patterns recorded for sev-
eral orders of reflection along the coordinate axes dem-
onstrates that the distances between the Bragg and
superstructure reflections in the reciprocal space
change with varying the order of the reflection in accor-
dance with the coexistence of two three-dimensional
lattices with the following parameters:

aBragg = 7.7880 Å, asat ≈ 7.790 Å,

bBragg = 10.6403 Å, bsat ≈ 10.674 Å,

cBragg = 5.9932 Å, csat ≈ 6.1026 Å.
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Fig. 1. Diffraction patterns of the (a) (002) and (b) (004) reflections observed for the (NH4)2SO4 crystal at T = 300 K.
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for the (NH4)2SO4 crystal. The inset shows the diffraction pattern in the range 2θ ≈ 122.0°–122.6° on an enlarged scale.

 = 9314 cps
In what follows, the lattices composed of the sites asso-
ciated with the Bragg and satellite reflections will be
referred to as the host and guest lattices, respectively.
The substructures represented by the host and guest lat-
tices differ from each other, as is the case in solid solu-
tions with x = 0.1 [13]. This can be judged, for example,
from the presence of the (102)sat reflection in the dif-
fraction pattern of the guest lattice and the absence of
this reflection in the diffraction pattern of the host lat-
tice (Fig. 2).
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
Reasoning from the results obtained, we can pro-
pose two models of the crystal structure under investi-
gation. The first model describes a crystal structure
with substitutional modulations such that, in the recip-
rocal space, the distance from the satellite reflection to
the main reflection can change with variations in the
order of the reflection. Moreover, this model allows for
the possible formation of both superstructure reflec-
tions in the absence of the main Bragg reflections and
satellite reflections on only one side of the main reflec-
02
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tion [14]. Within this model, the (NH4) group that
changes its orientation and (or) position with respect to
the (SO4) tetrahedron can serve as a substitutional ele-
ment.1 

According to the second model, the structure of the
crystal under investigation is treated as an incommen-
surate single-crystal composite structure in which two
weakly interacting and interpenetrating nonequivalent
(host and guest) substructures coexist with each other
[15–21]. In this case, by analogy with the crystal struc-
ture characterized by substitutional modulations, it
would appear reasonable that one of the substructures is
formed by (NH4) groups. This corresponds to very low
intensities of reflections from the guest substructure as
compared to those of the host substructure containing
heavier atoms of (SO4) groups.2 

In order to choose the most appropriate model, it is
necessary to analyze the temperature behavior of the
superstructure reflections in terms of both models. In
the case of substitutional modulations, the relative posi-
tions of the superstructure and Bragg reflections must
remain constant under variations in the temperature. By
contrast, in the case of an incommensurate composite
structure, the relative positions of these reflections must

1 The choice of the (NH4) tetrahedron as an ordering element cor-
responds to an extremely low intensity of superstructure reflec-
tions.

2 It could be assumed that the additional reflections are associated
with the degradation of the surface layer of the sample and the
formation of new structures involving crystallization water in this
layer, because the (Rbx(NH4)(1 – x))2SO4 crystals exhibit hygro-
scopic properties. However, this assumption is contrary to fact.
Judging from the thickness of the diffracting layer (~5–50 µm)
and the intensity ratio of the additional reflection to the main
reflection (~1/500), the thickness of the disturbed surface layer
does not exceed 100–1000 Å. This layer should be easily pol-
ished. However, narrow superstructure reflections were observed
even after deep mechanical polishing. This indicates a volume
distribution of the guest substructure at least over the thickness of
the diffracting layer.
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Fig. 4. Diffraction pattern of the (0120) reflection observed
for the (NH4)2SO4 crystal at T = 117 K. The inset shows the
satellite reflection on an enlarged scale.
PH
necessarily change with temperature, which, in
essence, is responsible for the incommensurability of
the structure.

In the subsequent discussion, the difference
between the reciprocal lattice parameters of the guest
and host substructures along the chosen axis will be
referred to as the lattice mismatch parameter. Figure 5
depicts the temperature dependences of the lattice mis-
match parameter and the intensity of the superstructure
reflection along the c direction of the (NH4)2SO4 crys-
tal. As is clearly seen, the mismatch parameter substan-
tially changes with temperature. This indicates con-
vincingly that incommensurate composite structures
are formed in the (NH4)2SO4 crystals. Moreover, taking
into account the results obtained for solid solutions
with x = 0.1 [13], a similar statement is also true for all
crystals belonging to the family of rubidium ammo-
nium sulfates of the formula (Rbx(NH4)(1 – x))2SO4. A
jumpwise change in the intensity of the (002)sat reflec-
tion, the anomaly observed in the mismatch parameter
in the vicinity of 223 K, and the temperature behavior
of the lattice parameters of the host structure suggest
that, in the temperature range of the ferroelectric trans-
formation, both incommensurate substructures undergo
phase transitions.

The temperature dependence of the lattice mismatch
parameter calculated for the (0120)host and (0120)guest
reflections along the b direction of the (NH4)2SO4 crys-
tal is shown in Fig. 6. It can be seen from this figure that
the mismatch parameter significantly changes with
temperature. Reasoning from these results and the tem-
perature behavior of the lattice mismatch parameter
along the c direction, the structure of (NH4)2SO4 crys-
tals can be treated as, at least, a two-dimensional
incommensurate composite structure.

As was already noted, the superstructure reflections
along the a direction at temperatures above the ferro-
electric phase transition point Tc manifest themselves
merely as anomalies in the intensity distribution of
Bragg reflections. In this case, the intensities of the
reflections and their resolution appeared to be very low.
For this reason, we failed to decompose the diffraction
spectra with the use of traditional methods and to con-
struct the temperature dependence of the lattice mis-
match parameter along the a direction in the tempera-
ture range 225–300 K. At temperatures below Tc, the
superstructure reflections along the a direction arise at
new positions separated by a considerable distance
from the Bragg reflections. This behavior of the diffrac-
tion spectra suggests a radical transformation of the
guest substructure due to a ferroelectric phase transi-
tion and is another argument in support of the hypothe-
sis that the composite structure under investigation con-
sists of independent substructures.

Figure 7 illustrates the temperature behavior of the
lattice mismatch parameter and the integrated intensity
of the (1000) superstructure reflection along the a
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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Fig. 5. Temperature dependences of (a) the lattice mismatch parameter and (b) the intensity of the superstructure reflection along
the c direction of the (NH4)2SO4 crystal.
direction at temperatures below Tc. A jumpwise change
in the lattice mismatch parameter indicates that the
(NH4)2SO4 crystal undergoes phase transitions from the
incommensurate composite phase above 170 K to com-
mensurate (along the crystallographic direction a) com-
posite phases in the temperature ranges 4.2–50 and 50–
170 K. In our opinion, this finding is a fundamental
result characterizing the nature of the incommensurate
composite state. Indeed, the analysis of the lattice con-
stants and mismatch parameters presented in Fig. 7
demonstrates that, in the temperature range 50–170 K,
the host and guest lattices coincide at intervals of
238 unit cells. The question now arises as to the energy
of the long-range interaction occurring at these dis-
tances. This energy can be estimated under the assump-
tion that, at temperatures T > Tcom, the transition to the
incommensurate state occurs through a disturbance of
the long-range interaction between the host and guest
lattices due to thermal fluctuations. In this case, the
energy of long-range interaction is determined by the
temperature of the transition from the commensurate
composite phase to the incommensurate composite
phase and is approximately equal to 1.2 × 10–2 eV.

The temperature behavior of the lattice mismatch
parameter in the temperature range 175–223 K is also
noteworthy. It can be seen from Figs. 5–7 that, at these
temperatures, the lattice mismatch parameters
smoothly vary along all three crystallographic direc-
tions. This circumstance characterizes the (NH4)2SO4
crystal as a three-dimensionally incommensurate com-
posite.

In order to obtain additional information on the
structure of (NH4)2SO4 crystals, we measured the tem-
perature dependences of the lattice parameters of the
host lattice and the integrated intensities of Bragg
reflections (Figs. 8–12). It can be seen from Fig. 8 that
the lattice parameter a exhibits an anomalous behavior.
As the temperature decreases below Tc, the lattice
parameter a first increases and then, in the vicinity of
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
T = 120 K (Fig. 8b), begins to decrease gradually with
a further decrease in the temperature.

To account for the anomalous behavior of the lattice
parameter a in the temperature range 120–223 K, it is
necessary to elucidate the physical nature of the
changes observed in the lattice parameters with varia-
tions in the temperature. It should be noted that the
changes in the lattice parameters are associated prima-
rily with the anharmonicity of atomic vibrations in
local potential wells. It is evident that, in the general
case, changes in the temperature (or, what amounts to
the same, changes in the energy of atomic vibrations)
should be attended by variations in the amplitude of
atomic vibrations and, consequently, in the mean inter-
atomic distances and lattice parameters. Within this
interpretation, there should be no expansion of the crys-
tal lattice with a decrease in the temperature.

A different situation can arise when atoms are not
independent of one another but form coupled nonequiv-
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Fig. 6. Temperature dependence of the lattice mismatch
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alent sublattices (here, we are dealing not with incom-
mensurate substructures but with sublattices composed
of different atoms in the host substructure). As the tem-
perature decreases, these sublattices can expand not
through anharmonicity of atomic vibrations but
PH
through other interactions, for example, due to a
dipole–dipole interaction of their constituent structural
elements [in our case, for example, due to an interaction
of dipole moments of (SO4) and (NH4) distorted tetra-
hedra].
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In the case under consideration, the mechanism of
the anomalous increase in the lattice parameter a can be
determined from the changes observed in the diffracted
intensity of Bragg reflections due to variations in the
temperature. For anharmonicity of atomic vibrations,
the increase in the lattice parameter a with a decrease in
the temperature should be universally accompanied by
a decrease in the diffracted intensity of Bragg reflec-
tions at the expense of the Debye–Waller factor. In the
case when the lattice parameter a increases as a result
of displacement of the sublattices, the diffracted inten-
sity either can decrease with a decrease in the tempera-
ture or can increase with temperature variations in the
structure factor of the reflection involved. In general,
upon transformation of the sublattices, the intensity of
reflections increases or decreases depending on the
temperature range. We observed only an increase in the
integrated intensity of the (h00) reflection with a
decrease in the temperature (Fig. 9). This behavior of
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Fig. 9. Temperature dependence of the integrated intensity
of the Bragg reflection (1000).
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the diffracted intensity is indirect evidence that non-
equivalent sublattices coexist in the host structure. Fur-
thermore, this behavior counts in favor of the model of
the coexistence of two nonequivalent sublattices, espe-
cially from the standpoint of the elucidation of the
mechanism of the ferroelectric phase transition [7]. It is
interesting to note that the temperature dependence of
the lattice parameter a exhibits a kink in the tempera-
ture range of the reversal of spontaneous polarization
(Fig. 8b) [2]. This feature is one more argument in sup-
port of the model of the coexistence of nonequivalent
sublattices in the host substructure.

The specific features of the ferroelectric phase tran-
sition clearly manifest themselves in the temperature
behavior of the lattice parameter a (Fig. 8c). Judging
from the hysteresis observed in the temperature depen-
dence of the lattice parameter a, this transition can be
treated as a first-order phase transition. Unlike all the
known hystereses observed for first-order phase transi-
tions, the above hysteresis exhibits an essential feature;
namely, it is a global hysteresis that is retained over the
entire temperature range below Tc. This is clearly seen
in Fig. 8c, in which the temperature dependences of the
lattice parameter a measured upon heating and cooling
do not coincide over a wide temperature range below
Tc. It is well known that the global hysteresis is charac-
teristic of incommensurately modulated structures. To
the best of our knowledge, no information regarding the
observation of the global hysteresis for incommensu-
rate composite phases is available in the literature. In
the present work, this property of the incommensurate
composite phases is observed for the first time. It
should also be noted that, at temperatures above Tc

(Fig. 8d), the invar effect revealed earlier for
(Rbx(NH4)(1 – x))2SO4 solid solutions with a rubidium
content x = 0.1 (see Fig. 2a in [13]) is not observed in
(NH4)2SO4 crystals.

The temperature behavior of the lattice parameters b
and c is illustrated in Fig. 10. It can be seen that, with a
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Fig. 10. Temperature dependences of the lattice parameters (a) b and (b) c of the host structure (NH4)2SO4.
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decrease in the temperature, the lattice parameters b
and c first gradually decrease and then undergo a jump
at the temperature of the ferroelectric phase transition.
A decrease in the width of the temperature hysteresis
for the lattice parameter c (Fig. 10b) is caused by
repeated cycling of the studied sample through the
phase transition point. In this case, the phase transfor-
mation is accompanied by a considerable bulk effect.
This brings about cracking of the sample, which, in
turn, relieves internal stresses responsible for the hys-
teresis width.

Figure 11 shows the temperature dependence of the
integrated intensity of the Bragg reflection (0120) along
the b direction. A jumpwise change in the integrated
intensity in the vicinity of 225 K indicates the occur-
rence of a structural phase transition. An increase in the
intensity with a decrease in the temperature (below Tc)
corresponds to the usual behavior of atoms residing in
weakly anharmonic potential wells.

The temperature dependence of the unit cell volume
(Fig. 12) provides additional information on the origin
of the ferroelectric phase transition. It can be seen from
Fig. 12 that, at temperatures below Tc, the unit cell vol-
ume first increases with a decrease in the temperature
and then smoothly decreases. Note that the bulk ther-
mal expansion coefficient of the studied sample sub-
stantially changes in the vicinity of Tc. The change
observed in the bulk thermal expansion coefficient and
an increase in the unit cell volume with a decrease in
the temperature below Tc indicate a radical transforma-
tion of the local environment of the lattice atoms and a
considerable variation in their interaction. A decrease
in the bulk thermal expansion coefficient in the low-
temperature range suggests that, at temperatures below
Tc, the lattice atoms reside in potential wells with a
smaller anharmonicity coefficient.
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Fig. 11. Temperature dependence of the integrated intensity
of the Bragg reflection (0120).
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4. CONCLUSIONS

Thus, the results obtained in the present study and
our recent data on the anomalous structural states of the
(Rb0.1(NH4)0.9)2SO4 compound [13] have demonstrated
that crystals belonging to the structural family of rubid-
ium ammonium sulfates of the general formula
(Rbx(NH4)(1 – x))2SO4 are characterized by the formation
of three-dimensional incommensurate composite struc-
tures consisting of weakly interacting nonequivalent
(host and guest) substructures. In rubidium-free ammo-
nium sulfate crystals, the incommensurate composite
structures undergo a number of thermostimulated trans-
formations into commensurate (along one of the crys-
tallographic directions) composite structures. The
direction of the maximum incommensurability of these
structures depends on the rubidium content and
changes from c to b upon changing over from the rubid-
ium content x = 0.0 to x = 0.1. An anomalous increase
in the lattice parameter a with a decrease in the temper-
ature and a usual behavior of the intensity of Bragg
reflections for crystals of both compositions indicate
that the host substructure of crystals in the
(Rbx(NH4)(1 – x))2SO4 system involves nonequivalent
sublattices that are hypothetically responsible for the
ferroelectric phase transition and reversal of spontane-
ous polarization in rubidium-free ammonium sulfate
crystals.
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Abstract—Multidimensional theory of first-order phase transitions in the vicinity of a one-dimensional saddle
point is considered. Transformations of the variables describing new-phase nuclei are suggested; these transfor-
mations allow one to completely separate the variables in the Fokker–Planck equation and reduce the problem
to a one-dimensional one. The distribution function and the nucleation rate are found for both stationary and non-
stationary nucleation stages. As an illustration, the problem of boiling of a volatile liquid is considered in the case
where new-phase nuclei are characterized by two parameters. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Study of the kinetics of new-phase formation [1–3]
has led to the development of a general method for
describing the kinetics of a first-order phase transition.
In this method, the growth of a macroscopic nucleus of
the stable phase is considered as diffusion along the
axis of nucleus dimensions. In this case, determination
of the nucleation rate in general reduces to solving the
one-dimensional Fokker–Planck (F–P) equation for the
size distribution of new-phase nuclei and to considering
the macroscopic problem of growth of a supercritical
nucleus without regard for fluctuations.

In the case where the state of a new-phase nucleus is
characterized by a few variables, consideration of the
kinetics of formation of the stable phase becomes sig-
nificantly complicated. Examples of such phase transi-
tions are cavitation [4], nucleation in multicomponent
systems [5], chemical kinetics, etc. In this case, diffu-
sion proceeds in the field of the “multidimensional-
potential” relief associated with the free energy, which
characterizes the work that must be done to form a new-
phase nucleus. The potential relief in the nucleus-size
space represents the potential barrier separating the het-
erophase region and the two-phase region. The most
favorable way for a nucleus to overcome the activation
barrier is obviously to pass through the saddle point.
Hence, to determine the nucleation rate, one can restrict
oneself to solving the multidimensional F–P equation
linearized near the saddle point [6–8].

It is conventional to select the variables in the equa-
tion describing new-phase nuclei such that the variables
will differ in the equilibrium distribution of nuclei. This
allows one to simplify the kinetic equation and to deter-
mine which variables are stable and which are unstable.
However, the matrix of diffusion coefficients is not
diagonal in this case, which does not allow one to com-
1063-7834/02/4412- $22.00 © 22318
pletely separate variables in the F–P equation describ-
ing the nucleation kinetics.

The Brownian motion of vapor bubbles in the mul-
tidimensional space of their parameters was studied in
[6] in the case where the external pressure is time-
dependent. The author of [6] was the first to indicate
that the variables in the F–P equation can be completely
separated and, therefore, the multidimensional theory
of the first-order phase transition can be reduced to a
one-dimensional problem. However, an explicit form of
the transforms was not presented in [6]; this has pre-
vented the derivation of an expression for the multidi-
mensional nucleation rate in an invariant form. We note
that the approach considered in [8] is restricted to the
case of a quasi-steady mode and cannot be used to
study relaxation to a stationary distribution [9].

To describe the nucleation kinetics in multicompo-
nent systems, a consistent method was suggested in [7]
for completely separating the variables in the F–P equa-
tion. In this method, the free energy of a nearly critical
nucleus is first reduced to a diagonal form by perform-
ing rotation (linear transformation) in the configuration
space. Then, a Lorentz-type transformation is carried
out which does not change the form of the free energy
but diagonalizes the matrix of diffusion coefficients.
The Lorentz transformation arises in this approach due
to the pseudo-Euclidean metric of the quadratic form of
the free energy in the vicinity of the saddle point. How-
ever, the advantage of this method significantly depre-
ciates as a result of the noninvariant property found for
the solutions and the required laborious determination
of the stationary flux in an invariant form, especially in
the case where the configuration space dimension is
higher than three. This difficulty seems to be caused by
the slightly inappropriate choice of the coordinate
transformation made in [7] to separate the variables in
the kinetic F–P equation.
002 MAIK “Nauka/Interperiodica”
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The multidimensional kinetic theory of first-order
phase transitions in the general form was also devel-
oped in [8]. However, the study conducted in [8] was
concerned only with the stationary current state for the
F–P equation, which describes the kinetics of a dynam-
ical system placed in a thermostat. Therefore, the
matrix of diffusion coefficients was not symmetric (the
Onsager relations are inapplicable in this case) and
could not be reduced to a diagonal form. Hence, the
method proposed in [8] for solving the F–P equation
does not allow one to consider the complete kinetics of
the phase transition and to substantiate the establish-
ment of the final stationary current state.

In this paper, we apply a general method for solving
the multidimensional F–P equation describing the
kinetics of first-order phase transitions in “purely dissi-
pative systems.” Due to the Onsager reciprocity princi-
ple, the matrix of diffusion coefficients is a positively
definite symmetric matrix and can be reduced to a unit
matrix be performing rotation and extension affine
transformations. In this case, the variables are com-
pletely separated in the F–P equation and the multidi-
mensional theory of phase transitions is reduced to the
one-dimensional theory. The advantage of this
approach is its simplicity and the invariance of the solu-
tions obtained by this method.

2. DETERMINATION OF THE NUCLEATION 
PROBABILITY

In the vicinity of the saddle point, the multidimen-
sional equation of the nucleation kinetics can be written
as the continuity equation for the flux Ji, which is simi-
lar to the equation suggested by Zel’dovich [1] and
Kramers [3] for the one-dimensional case:

(1)

(2)

where P = P(x, t) is the nucleus distribution density in
the configuration space of dimensionless parameters
{xi}, Dij is the tensor of diffusion coefficients, V = Vc +

 is the free energy of a new-phase
nucleus in the vicinity of the saddle point (xi)c = 1, ∆xi

is the deviation of the parameter xi from the point (xi)c,
and T is the temperature in energy units. Equating the
first derivatives ∂V/∂xi to zero yields the conditions of
mechanical equilibrium (zero growth rate) of the criti-
cal nucleus. The quasi-equilibrium distribution func-
tion for Eq. (1) has the form of a Gibbs distribution:

(3)

∂P
∂t
------

∂Ji

∂xi

-------,–=

Ji Dij T
∂P
∂x j

------- ∂V
∂x j

-------P+ 
  ,–=

Vij∆xi∆x jij∑

F0 Z
V
T
---– 

  ,exp=
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where Z is a normalization constant. Reducing the free
energy (dimensionless work for the critical-nucleus
formation) to the diagonal form, we obtain

(4)

It follows from Eq. (4) that the barrier in the vicinity
of the point of labile equilibrium of the system is
approximated by a hypersurface of the multidimen-
sional-saddle type. Overcoming the activation barrier
by nuclei during the phase transition means that nuclei
are transferred from the heterogeneous (subcritical)
region z0 ≤ –1 into the two-phase (overbarrier) region
z0 ≥ 1.

To separate the variables in Eq. (1), first we trans-
form the coordinates to bring the matrix of diffusion
coefficients Dij into the form of a matrix proportional to
the unit matrix Enm:

(5)

(6)

This transformation can always be carried out due to

the symmetry and positive definiteness of the matrix 

(e.g., by choosing  = ). Then, performing rotation

defined by the unitary matrix , we diagonalize the
quadratic form of the free energy:

(7)

(8)

The eigenvalues λi are invariant quantities and can be
determined from the condition

(9)

The equation for the distribution function in the frame
of reference (zi) takes on the form of an F–P equation in
which the variables are completely separated:

(10)

A solution to Eq. (10) can be represented in the form

(11)
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(12)

where f0(z0) is the quasi-equilibrium distribution func-
tion [1, 2] with respect to variable z0 and the function
f(z0, t) meets a one-dimensional F–P equation,

(13)

The boundary conditions for Eq. (13) are specified as
follows. Since the variable z0 plays the role of an unsta-
ble variable in the equilibrium distribution f0, threshold-
type boundary conditions should be imposed for this
variable (see [7]):

(14)

It is obvious that if the conditions z0 ≤ –1 and z0 ≥ 1 are
replaced with z0  –∞ and z0  ∞, then approxi-
mate equalities (14) are replaced with the correspond-
ing strict equalities.

According to Zel’dovich [1] (see also [2]), the sta-
tionary solution to Eq. (13) subject to boundary condi-
tions (14) has the form

(15)

By analogy with Eq. (1), we introduce an auxiliary

flux  in the configuration space {zi} which is deter-
mined from the stationary solution to Eq. (10):

(16)

To determine the total flux of nuclei through the “sink”
surface z0(x) = 0 of the potential relief V(x), we find the
transformation law of the flux under affine transforma-
tions (5) and (7). From the definition of the flux given
by Eq. (1), we have

(17)

Now, we take into account that, under the coordinate
transformation, integration over an arbitrary hypersur-
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face defined by an equation G(x0, …, xN) = 0 is trans-
formed as

where δ(x) is the delta function and ||∂xj/∂zi || is the
Jacobian of the transformation of variables {xi} into
{zj}. Hence, the invariant flux of nuclei in the frame of
reference {zj} is given by

(18)

In a similar way, we find that the size distribution func-
tion is transformed as

(19)

To determine the total nucleation rate I, we should inte-
grate Eq. (18) over the hypersurface z0 = 0. Taking into
account the Jacobian of the coordinate transformation
||∂xi/∂zj ||, we write

(20)

The flux I controls the phase transition rate, i.e., the
frequency of supercritical nuclei formation. The time
required for the flux to become steady is characterized
by a certain incubation time τn, which can be deter-
mined by solving the time-dependent equation for dis-
tribution function (13) with respect to the unstable vari-
able.

3. NONSTATIONARY NUCLEATION STAGE

To estimate the transient time of the process of
nucleation of the new phase, we should solve Eq. (13)
with the initial condition

which means new-phase nuclei are absent at the initial
time. This problem is characterized by a single param-
eter β0 = ∆Φ/T @ 1 on which the solution will depend.
In order of magnitude, this parameter is equal to the
ratio β0 = λ0/T, where ∆Φ is the work for the critical-
size nucleus formation. An approximate solution to
Eq. (13) with boundary conditions (14) and the zero
initial condition is given by

(21)
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Fig. 1. Function Ψ(x, t) for β0 equal to (a) 10 and (b) 30 and different values of the relaxation time t: 0.05τn, 0.1τn, and 0.5τn. The
dashed and solid curves correspond to analytical solution (23) and a numerical solution of the problem, respectively.
where the function w(t) = exp(–2β0t) describes the posi-
tion of the nucleation front, behind which there are no
new-phase nuclei. Figure 1 shows the function Ψ(x, t)
obtained by both solving the problem numerically and
using solution (21) for two characteristic values of the
parameter β0. The figure shows good agreement
between solution (21) and the numerical solution
almost for all relaxation times at β0 ≥ 10. Using self-
similar solution (21), one can readily estimate the tran-
sient time after which the function Ψ(x, t) differs from
its stationary value by no more than 1%. As a result, we
have

(22)

Finally, from Eqs. (13) and (21), we find the general
solution to the multidimensional problem

(23)

which describes the establishment of the steady mode
of the phase transition in the whole near-critical region.

4. BOILING OF A VOLATILE LIQUID

As an example, we consider the phase transition in
a moderately superheated or stretched volatile liquid. In
this case, the role of a metastable phase is played by the
superheated or stretched liquid. The role of stable-
phase nuclei is played by vapor bubbles described by
two macroscopic variables, namely, pressure p and vol-
ume ν. It is noteworthy that we introduce a second vari-
able, the pressure p of the bubble, because this pressure
differs from the saturated-vapor pressure in a bubble of

τn

104β0( )ln
4β0

------------------------.≈
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z0 w t( )+
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the given curvature in the absence of thermodynamic
equilibrium.

In this case, the boiling of a volatile liquid can be
considered to be the diffusion of a nucleating vapor
bubble in two-dimensional space. According to [4, 7],
we have

(24)

(25)

(26)

where σ, P, and ρl are the surface tension coefficient,
pressure, and density of the liquid, respectively; R and
ν are the radius and volume of the vapor bubble, respec-
tively; p is the vapor pressure in the bubble; p∞ is the
saturated-vapor pressure over a plane surface of the liq-
uid; and T is the vapor temperature in energy units. The
temperature T is assumed to be constant during nucle-
ation.

In the vicinity of the critical point, the free energy of
a spherical bubble of volume ν and pressure p can be
written as

(27)

where Sc is the surface area of the critical bubble and

 and νc are the vapor critical density and the critical
bubble volume, respectively. One can see from
Eqs. (27) that the point νc, pc of the labile equilibrium
of the system is always a hyperbolic point of the sur-

x1 ν νc–( )/νc, x2 p pc–( )/ pc,= =

Vc 4πRc
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face. According to [4], the diffusion matrix  at a sad-
dle point is written as

(28)

where η is the liquid viscosity and α and νt are the con-
densation coefficient and the average thermal velocity
of vapor molecules, respectively. In Eq. (28), the con-
tribution of the inertia term is neglected, which is valid
under the condition (see [4])

where m is the mass of a molecule of the liquid.
Using Eqs. (15) and (20), the nucleation probability

can be found to be

(29)

where the dimensionless parameters ω and χ were
introduced in [4] to study various extreme cases of the
problem. Expression (29) represents the sought-for
probability of the critical vapor bubble arising in a unit
volume per unit time. A similar relation was derived in
[4] by analyzing the potential relief of the free energy
in the vicinity of the saddle point. As can be readily
shown, the expression from [4] can be simplified and
reduced to the invariant form of Eq. (29).
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8
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σ
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× 4πRc
2/3T–( ),exp

χ 2σ/3αν tη ,=
PHY
5. CONCLUSIONS

Thus, we have comprehensively studied the nucle-
ation stage of the multidimensional first-order phase
transition. The size distribution of nuclei and the nucle-
ation rate were found. By reducing the problem to the
canonical form, we considered both stationary and non-
stationary stages of nucleation and estimated the dura-
tion of the establishment of the steady mode. The
approach suggested made it possible to determine the
basic parameters of the first-order phase transition in
the invariant form and to express them in terms of the
initial parameters of the problem. In the stationary case,
the calculated flux coincides with the result obtained in
[8].

We note that the approach we suggested does not
invoke explicit forms of the free energy and of the
kinetic coefficients. Therefore, the results obtained are
universal and can be applied to any multicomponent
system whose free energy has a one-dimensional saddle
singularity.

REFERENCES
1. Ya. B. Zel’dovich, Zh. Éksp. Teor. Fiz. 12 (11–12), 525

(1942).
2. E. M. Lifshitz and L. P. Pitaevskiœ, Course of Theoretical

Physics, Vol. 10: Physical Kinetics (Nauka, Moscow,
1979; Pergamon, Oxford, 1981).

3. H. Kramers, Physica (Amsterdam) 7, 284 (1940).
4. B. V. Deryagin, A. V. Prokhorov, and N. N. Tunitskiœ,

Zh. Éksp. Teor. Fiz. 73 (5), 1831 (1977) [Sov. Phys.
JETP 46, 962 (1977)].

5. H. Reiss, J. Chem. Phys. 18 (6), 840 (1950).
6. V. A. Shneœdman, Zh. Éksp. Teor. Fiz. 91 (2), 520 (1986)

[Sov. Phys. JETP 64, 306 (1986)].
7. F. M. Kuni and A. A. Melikhov, Teor. Mat. Fiz. 81 (2),

247 (1989).
8. J. S. Langer, Ann. Phys. 54, 258 (1969).
9. L. Granasy and P. F. James, J. Chem. Phys. 111 (2), 737

(1999).

Translated by A. Kazantsev
SICS OF THE SOLID STATE      Vol. 44      No. 12      2002



  

Physics of the Solid State, Vol. 44, No. 12, 2002, pp. 2323–2326. Translated from Fizika Tverdogo Tela, Vol. 44, No. 12, 2002, pp. 2217–2219.
Original Russian Text Copyright © 2002 by Volkov, Andreeva, Anoshina, Povzner.

                                                                             

LATTICE DYNAMICS 
AND PHASE TRANSITIONS

       
Semiconductor–Metal Kinetic Phase Transition 
in Nearly Magnetic Semiconductors Exemplified

with Iron Monosilicide
A. G. Volkov, A. G. Andreeva, O. V. Anoshina, and A. A. Povzner

Ural State Technical University, ul. Mira 19, Yekaterinburg, 620002 Russia
e-mail: povz@kf.ustu.ru

Received November 27, 2001; in final form, April 1, 2002

Abstract—Iron monosilicide is used to study the possibility of the semiconductor–metal kinetic phase trans-
formation in nearly magnetic semiconductors. It is shown that the heat released by current flow gives rise to a
growth in amplitude of spin fluctuations and the attendant splitting of electronic spectra, which, in turn, brings
about gap closure and an avalanche increase in the number of charge carriers. © 2002 MAIK “Nauka/Interpe-
riodica”.
It is well known that sufficiently strong electric
fields produce S-shaped nonlinearities in the current–
voltage (I–U) characteristics of semiconductors [1, 2].
Such S-shaped I–U characteristics can be treated as
realizations of the “cold”–“hot” semiconductor kinetic
phase transition [3].

The specific features in the I–U characteristics of
semiconducting materials observed to occur at dynamic
equilibrium, the conditions in which the transfer of the
Joule heat released by the current to the surrounding
medium is impeded by low thermal conductivity, were
considered in [1]. It was established that the I–U char-
acteristics of a square film of width L and thickness and
height h should be S-shaped. The results obtained in [1]
are applicable, however, only to classical semiconduc-
tors whose band gap, electronic spectrum, and the state
of the electron subsystem remain unchanged.

At the same time, compounds based on d-metal sili-
cides include a specific class of superparamagnetic
semiconductors (FeSi, FexCo1 – xSi, FexMn1 – xSi, etc.)
whose electronic properties are dominated by spin den-
sity fluctuations [4–8]. The spin fluctuations, whose
amplitude grows with increasing temperature, split the
original one-electron spectrum into two branches (see,
e.g., [4–8]),

(1)

one of which shifts energywise up and the other shifts
down with increasing spin fluctuation amplitude ξ. This
renormalization brings about closure of the gap sepa-
rating the valence and conduction bands, thus making
possible the semiconductor–metal transition with
increasing temperature.

The most comprehensive analysis of such electronic
transformations has been performed for the FeSi super-
paramagnetic semiconductor [9–11]. However, the

εk
±( ) εk ξ ,±=
1063-7834/02/4412- $22.00 © 22323
nonequilibrium features of this transformation, which
should be enhanced in such a system in comparison
with conventional nonmagnetic semiconductors, as
well as the possible nonlinear features in the I–V
curves, were not considered.

According to [6–8], the amplitude of spin fluc-
tuations in superparamagnetic systems is given by the
relation

(2)

where coefficients a and b are derived either from neu-
tron diffraction data or from magnetic measurements
(see [6–8]), D0 = D0(ξ, T ') is the exchange-induced
enhancement of uniform d-electron magnetic suscepti-
bility (see [6–8]), and T ' is the internal sample temper-
ature, which depends on current density j and applied
voltage U and is determined by the dynamic-equilib-
rium condition

(3)

with λ being the thermal conductivity coefficient of the
semiconductor (which is assumed to be constant over
the sample thickness) and T being the ambient temper-
ature.

Thus, under the dynamic equilibrium defined by
Eq. (3), the spin fluctuation amplitude is a function of
the applied voltage and current density in the sample
given by

(4)

In accordance with Eq. (1), Eq. (4) shows that the elec-
tronic spectrum undergoes transformation under varia-
tion of U and j and that other physical quantities (in

ξ bT 'D0
–1/2 D0

1– a+( )–1/2
,=

jU
2
h
---λ T ' T–( ),=

ξ b T jU
h

2λ
------+ 

  D0
–1/2 D0

1– a+( )–1/2
.=
002 MAIK “Nauka/Interperiodica”



 

2324

        

VOLKOV 

 

et al

 

.

                                                       
particular, D0, the chemical potential µ, the density of
states, and the band gap Eg) become dependent on
applied voltage and current density. Unlike conven-
tional semiconductors, the effect of voltage and current
density on the properties of nearly magnetic semicon-
ductors turns out to be enhanced strongly because of the
large exchange enhancement factor.

To describe the conductivity of superparamagnetic
semiconducting compounds in a self-consistent way,
we shall use the definition of current density in terms of
the generalized sd model with inclusion of the spin-
fluctuation renormalization of the electronic spectrum
[4–8]:

(5)

(6)

where jl, α are the current densities of each of the (α =
±1) groups of sp (l = s) or d (l = d) electrons; εk, l is the
energy of electrons with quasi-momentum k; νk, l is the
projection of electron velocity onto the electric field
direction;

(7)

is the relaxation time; r is a parameter, which is 3/2 for
the case of electron scattering from phonons; ξl is the
spin-fluctuation-induced splitting of the sp- and d-elec-
tron spectrum, which is expressed through the spin fluc-
tuation amplitude in the d subsystem as 

j jl α, ,
l α,
∑=

jl α, e νk l, f εk l, αξ l– µ– eUνk l, τk l, /L–( ) k,d∫=
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Fig. 1. Electron density of states in FeSi [12]. The top curve
relates to d electrons; the bottom one, to sp electrons.
PH
µ is the chemical potential derived from the condition
of charge neutrality with renormalized densities of
states

(8)

f(ε – µ) is the Fermi–Dirac function, depending on

internal temperature T ';  is the density of states
of noninteracting sp and d electrons; Q is the parameter
of intraatomic d-electron Coulomb repulsion; J is the
uniform part of the sp–d exchange coupling parameter;
N0 is the number of lattice sites; N is the total number
of sp and d electrons; and e is the electronic charge.

The coupled equations (3)–(8) provide a possibility
of describing the I–U characteristics of superparamag-
netic semiconductors under self-heating. We note that,
as follows from Eqs. (1) and (4), this effect is addition-
ally enhanced by the narrowing of the band gap in the
spectrum of such semiconductors. Analytical solution
of these coupled equations in the general case is, how-
ever, impossible. Therefore, we analyzed Eqs. (3)–(8)
and estimated the critical voltages numerically using
the specific example of FeSi.

According to band structure calculations [12], the
one-electron spectrum of both d and sp electrons in
FeSi consists of two bands separated by a gap approxi-
mately 0.12 eV wide (Fig. 1). The chemical potential of
this compound at T = 0 K is located in the band gap;
therefore, the one-electron state of FeSi is semicon-
ducting. However, as established in [13], an increase in
temperature entails a narrowing of the band gap in the
spectra of both sp and d electrons of this compound. At

 ≈ 100 K, the energy gap in the d-electron spectrum
disappears and the d electrons become itinerant. In its
turn, the chemical potential starts to shift energywise to
the left because of the d bands being asymmetric and
enters the valence band of the sp electrons at T (s) ≈ 200
K, which makes their state likewise metallic. Thus, the
conductivity of iron monosilicide is dominated by the
activation mechanism at internal sample temperatures
below 100 K, by both the metallic and activation mech-
anisms in the interval 100–200 K, and by only the
metallic mechanism at temperatures above 200 K.

Numerically calculated I–U characteristics of a
cubic (L = h) FeSi sample are presented graphically in
Fig. 2. The density-of-states function was taken from
[12] (Fig. 1). Using this density of states, the d and sp
electron spectra were simulated in the effective-mass
approximation 

and the spin fluctuation amplitudes were calculated
with the spin-fluctuation parameters a = 0 and b = 10/Q,
which were derived in [4] from neutron diffraction data.
The value of the sp–d exchange parameter was chosen,

N /N0 = 1/2( ) g0
l( ) ε αξ l+( ) f ε µ–( ) ε;d

∞–

∞

∫
α 1 l,± s d,= =

∑

g0
l( ) ε( )

Tg
d( )

g l( ) εk l,( ) k2 ∂εk l, /∂k( ) 1– ,=
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002



SEMICONDUCTOR–METAL KINETIC PHASE TRANSITION 2325
as in [13], to be J ≈ 0.1Q. The temperature dependence
of the thermal conductivity coefficient of FeSi was
approximated by a function constructed by interpolat-
ing the experimental data from [14].

As follows from these I–U curves and a numerical
analysis of the dependence of the internal sample tem-
perature on applied voltage, the voltage at which tran-
sition to the hot phase occurs (Uon) corresponds, irre-
spective of the sample size, to sample heating to a tem-

perature close to T ' =  (=100 K), at which the
d-electron subsystem undergoes metallization (Fig. 2).
After this, the internal temperature jumps to the value
T ', which depends on sample size and the ambient tem-
perature but is necessarily higher than T (s) (=200 K). At
the same time, the voltage of transition to the cold
phase (Uoff) in the reverse branch of the I–U character-
istic corresponds to a decrease in the internal tempera-
ture to the value T (s) (at which the sp electrons transfer
from the semiconducting to metallic state). The internal

temperature of the sample drops to values below 
(Fig. 2). Note also that I–U hysteresis does not occur at

ambient temperatures T >  (=100 K), i.e., in the
cases where the d electrons are initially in the metallic
state (Fig. 2). However, the I–U characteristics remain
nonlinear up to complete metallization of the total elec-
tron subsystem, i.e., to T = T (s).

Thus, the kinetic phase transition considered above
is driven by thermal spin fluctuations initiated by Joule
heat release at U = Uon and resulting in band-gap clo-
sure in the d-electron spectrum, which brings about an
increase in the number of carriers and, as a conse-
quence, a considerable increase in the current density.
The increase in the current density entails a still larger
Joule heat release (sample self-heating) and, hence, a
larger growth in the number of carriers (d electrons)
and current density. This avalanche-type growth comes
to an end when the chemical potential enters the
sp-electron valence band and these electrons undergo
metallization. Thus, at U = Uon, the electron subsystem
of a superparamagnetic semiconductor becomes com-
pletely metallic in a jump. A further increase in the
internal temperature of the sample entails an increase in
its resistivity and, hence, a decrease in current density
and in the amount of Joule heat released in the sample;
the avalanche process of self-heating terminates, and a
stable hot phase sets in.

Similarly, in the reverse I–U branch, a decrease in
applied voltage leads to a decrease in the current den-
sity and in the amount of Joule heat liberated in the
sample. As a result, the spin fluctuations decrease in
amplitude, which reduces the spin-fluctuation-induced
splitting of the electron spectrum, shifts the chemical
potential to the edge of the sp-electron valence band,
and drives the chemical potential into the energy region
forbidden for sp electrons for T ' ≤ T (s). The resultant
decrease in the number of carriers reduces still further

Tg
d( )

Tg
d( )

Tg
d( )
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the heat liberation and removes the spin-fluctuation-
induced renormalization of the band gap in the d-elec-

tron spectrum (at T ' = ).

The effects of kinetic electronic transformations in
superparamagnetic FeSi considered above require addi-
tional experimental studies of the conductivity in strong
enough electric fields. Another group of substances also
possibly capable of exhibiting such kinetic electronic
transitions is the Kondo systems based on rare-earth
metals (for instance, CeNiSn, CeBi4Pt, SmB6), in
which one observes anomalies of electronic properties
identical in many respects to those found to exist in iron
monosilicide [15].
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Abstract—The energy of intersubband collective spin- and charge-density excitations is calculated for a sys-
tem of quasi-two-dimensional electrons at certain values of the angular-momentum component perpendicular
to the plane of the electron free motion. The calculation is carried out within the Hartree–Fock approximation.
It is shown that the excited states correspond to the electron transitions in the vicinity of the Fermi momentum.
The dispersion of the collective excitations is considered. © 2002 MAIK “Nauka/Interperiodica”.
Quasi-two-dimensional electron systems arise when
there is a confinement potential along one of the coor-
dinate axes. The presence of several size-quantization
levels in such systems results in the appearance of a
number of peculiarities in comparison with three-
dimensional and purely two-dimensional systems. One
of these peculiarities is the existence of intersubband
collective excitations corresponding to electron transi-
tions between size-quantization subbands.

Intersubband collective excitations have been stud-
ied for quite a long time. Experimentally, these excita-
tions are observed using the Raman scattering [1–3]
and infrared-absorption [4] methods. These excitations
are classified as charge-density excitations (CDE) and
spin-density excitations (SDE); this distinction is
revealed in the polarization dependence of the lines
observed. In other words, CDE and SDE can be inter-
preted as singlet and triplet intersubband excitons.

Theoretically, these excitations have also been
extensively investigated. Within the simplest, random-
phase approximation (RPA), there is only charge-den-
sity excitation [5]. With due regard for the exchange
interaction, there are two types of excitations. The
methods used to calculate the intersubband excitations
with allowance for the exchange energy can be classi-
fied into two main groups. One group includes calcula-
tions using local density approximation (LDA) and its
modifications [6–9] based on more general, density-
functional methods [10–12]. The other group includes
the direct methods for calculating the response function
(polarization operator) of the system with the use of
diagram techniques or the density matrix method and
solution of the Bethe–Salpeter equation [13–16]. The
former methods were used to find only the lowest
energy for each type of excitation (singlet of triplet). In
the LDA approximation, the momentum-dependent
interaction is replaced by an effective constant (the so-
called contact, i.e., local interaction in the coordinate
space). There is only one collective excitation (bound
state) in this case. While solving the Bethe–Solpeter
1063-7834/02/4412- $22.00 © 22327
equation, the intersubband exciton ground state alone
was also considered.

Meanwhile, the experimental Raman spectra of
quantum wells of quasi-two-dimensional structures
exhibit a broad nonpolarized line which is situated, as a
rule, between the SDE and CDE lines [1, 3] and is inter-
preted as a result of the scattering from single-particle
excitations (SPE). This interpretation, however, is
doubted even by the authors of the experiments. There-
fore, it is worthwhile to consider this problem in detail.

In this paper, the energy of both ground and excited
states of the intersubband exciton is calculated within
the Hartree–Fock approximation. It is suggested that
the SPE line is a result of scattering from the excited
states, whereas the SDE and CDE lines are due to scat-
tering from the ground states.

Let us consider a GaAs–AlGaAs well with modu-
lated doping; such wells are usually used in experi-
ments. The well consists of a GaAs layer sandwiched
between two thick AlGaAs layers, one of which con-
tains a layer of donors (see [4] for a more detailed

description). The energies of the subbands  and the
electron wave functions φn(z) are calculated within the
Hartree approximation by solving the single-particle
Schrödinger equation and the Poisson equation in a
self-consistent way (axis z is perpendicular to the
layer).

The Hamiltonian of such a quasi-two-dimensional
system has the form

(1)

where m* is the electron effective mass; n, n', m, and m'
are indices of the subbands; s and s' are spin indices; k,

En
H

H En
H "

2k2

2m*
-----------+ 

  cnks
+ cnks

nks

∑=

+
1
2
--- Vnm

n'm'cnk qs+
+ cn'k qs'–

+ cm'k's'cmks,
nn'mm'ss'kk'

∑
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k', and q are the wave vectors in the plane of the elec-
tron motion (the xy plane); and

(2)

In what follows, we will consider only the two low-

est size-quantization subbands with energies  and

. The electron concentration is such that only the
lowest subband is filled.

The energies of the collective excitations of the sys-
tem are the poles of the polarization operator (polariza-
tion response function of the system) or, what is the
same, the poles of the two-particle Green’s function,
which is analogous to the exciton Green’s function in
the case of interband transitions. The Hartree–Fock
approximation takes into account the exchange correc-
tions to the self-energies and the depolarization (for
S = 0) and exciton corrections. In terms of the diagram-
matic technique, this corresponds to the exchange cor-
rection to the single-particle Green’s functions and the
summation over the loop and ladder diagrams for the
two-particle Green’s function. The derivation of the
corresponding equation by using the density-matrix
method is given in [14].

Within the pole approximation, the eigenvalue equa-
tion which determines the energies of the intersubband
exciton has the form

(3)

Vnm
n'm' q( ) e2

2εq
---------=

× φn* z( )φn'* z'( )φm' z '( )φm z( )e q z z'–– z z'.dd∫

E1
H

E2
H

E2
HF k K+( ) E1

HF k( )– E–[ ] P k K,( )

=  
1

2π( )2
------------- V k k' K, ,( )P k' K,( ) k',d∫

10

P1

P2

P0

P
m

(k
)

(k/kF)2

Fig. 1. Radial wave functions of the intersubband excitons
in the momentum representation.
PH
where E is the energy eigenvalue; P(k, K) is the wave
function of the intersubband exciton in the momentum
representation;

(4)

for the triplet spin-density (SD) excitations (S = 1), we
have

(5)

and for the singlet charge-density (SD) excitations
(S = 0), we have

(6)

At K = 0, the system is axially symmetric (the z
component of the angular momentum is conserved) and
solutions to Eq. (3) take the form

(7)

(m = 0, ±1, ±2, …).
The functions Pm(k) and Em are determined from the

equations

(8)

where

(9)

Although Eq. (8) possesses many solutions, only the
lowest value of Em for each type of symmetry is of
interest, because the Hartree–Fock approximation is
variational in nature.

Numerical calculations were performed for 250-Å
thick GaAs–AlGaAs quantum wells with electron con-
centrations 3 × 1011 and 6 × 1011 cm–2.

Equations (3) and (8) were solved numerically; the
solutions to Eq. (8) with different m correspond to solu-
tions to Eq. (3) with K = 0. Figure 1 shows the functions

Pm(k2/ ), which can be treated as radial wave func-
tions of the intersubband exciton in the momentum rep-
resentation. The calculated wave function P0 explains
the good agreement between the results obtained using
different methods. The reason for this agreement is the
fact that an effective contact interaction adequately
describes the ground state; the size of the region of cor-
relation between the electron in the excited subband
and the hole in the ground subband is of the order of the
interparticle distance. The excited Pm states with non-
zero components of the angular momentum are excita-
tions in the vicinity of the Fermi level. The solution to
Eq. (8) with m = 0 describes the well-known CD and
SD excitations. Our result coincides with that obtained

Ei
HF k( ) Ei

H "
2k2

2m
----------
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2π( )2
------------- V1i
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in [13, 14]. At m ≠ 0, the states with ±m are degenerate
(E+m = E–m); in addition, these states are degenerate
with respect to spin.

A solution to Eq. (3) determines the dispersion law
of the intersubband excitons. At K ≠ 0, strictly speak-
ing, the excited states are not states with a certain value
of the z component of the angular momentum. The
degeneracy is removed, and one of the states can mani-
fest itself in the Raman spectra (at K = 0, only the
ground states with m = 0 are involved in the Raman
scattering). The dispersion law for the Raman active
modes is shown in Figs. 2 and 3. The dispersion of the
CD and SD excitations in the ground state coincides
with that obtained earlier [6, 16]. The SD excitations
reveal a very weak quadratic momentum dependence.
At small K, the dispersion of the CDE is determined

mainly by . For the excited states, the momen-
tum dependence is significantly stronger and essen-
tially nonquadratic. In this case, the degeneracy of the
CD and SD modes is removed. The inactive states are
located between these states and are degenerate with
respect to spin.

Figure 4 shows an approximate spectrum of the
intersubband Raman scattering involving the ground
and excited states. The ratios between the intensities of
the ground and excited states depend on K, the wave-
length of the incident light, and the size of the coher-
ence area; therefore, the experimentally measured spec-
trum can noticeably differ from that shown in Fig. 4.

Thus, in this paper, the structure of the intersubband
transitions has been considered (for the ground and
excited states differing in the angular-momentum com-

V12
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Fig. 2. Dispersion of the intersubband excitons in a 250-Å
thick GaAs–AlGaAs quantum well for ns = 3 × 1011 cm–2.
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ponent perpendicular to the plane of the free-electron
motion) within a unified approach (the Hartree–Fock
approximation). It was shown that the so-called single-
particle excitation line can be due to scattering by the
excited states of the intersubband exciton. With increas-
ing K, this line can exhibit a certain structure which can
be revealed experimentally.
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Fig. 3. Dispersion of the intersubband excitons in a 250-Å
thick GaAs–AlGaAs quantum well for ns = 6 × 1011 cm–2.
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Fig. 4. Spectra of the Raman scattering from the ground-
state (SDE, CDE) and exited intersubband excitons for ns =

3 × 1011 cm–2 and k = 0.63 × 105 cm–1. The spectra of the
scattering from the SD and CD excited states are shown by
the dotted and dashed lines, respectively. The solid line
shows the sum of these spectra, as well as the Raman spec-
trum from the ground-state excitons outside the region of
the excited states.
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Abstract—The Raman spectra of ultrafine powders consisting of F(CF2)nF fluoropolymer zigzag molecules
treated as a one-dimensional nanocrystal are investigated. These spectra are compared with the Raman spectra
of CnF2n + 1Br compounds (n = 6–10 and 14) and fluoroplastics. It is found that the frequencies of optical vibra-
tions of F(CF2)nF fluoropolymer molecules are shifted by more than 10 cm–1 with respect to the relevant fre-
quencies of C6F13Br molecules. The length of nanoparticles comprising an organofluoric ultrafine powder is
estimated to be L = 2–2.5 nm. This estimate is obtained from the measured frequency shifts in terms of the
vibrational theory for a crystalline diatomic chain of finite length. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Raman scattering by zigzag organic molecules of
n-alkanes (CnH2n + 2) and their fluorine-substituted ana-
logs has been being investigated for many years [1–4].
Compounds formed by molecules of this type have
found practical applications. In particular, fluoro-
plastics, namely, poly(tetrafluoroethylene) (PTFE)
F(CF2)nF (n = 105–107), are widely used in chemical
and nuclear industries, mechanical engineering, and
transport. In medicine, PTFE is used as a material for
artificial blood circulation organs, whereas CnF2n + 1Br
(n ~ 10–15) compounds serve as artificial blood sub-
stitutes.

We developed a technique for preparing low-molec-
ular PTFE in the form of an ultrafine powder. This
material has already found use as an antifriction addi-
tive to machinery oil.

The properties of carbon fluoride compounds and
their practical application depend on the polymer chain
length. The determination of this parameter presents
considerable difficulties. In this respect, it is of interest
to solve the above problem by analyzing the Raman
spectra of zigzag fluoropolymer molecules.

Investigation into the properties of zigzag fluo-
ropolymer molecules with a finite length is also of fun-
damental importance in elucidating the regularities in
the vibrational dynamics of finite one-dimensional
crystalline chains.

The main purposes of the present work were (i) to
analyze the Raman spectra of ultrafine powders com-
posed of F(CF2)nF fluoropolymer molecules, (ii) to
compare these spectra with the Raman spectra of the
CnF2n + 1Br molecules studied earlier in [2] and with the
spectrum of PTFE, and (iii) to determine the length of
F(CF2)nF fluoropolymer molecules on the basis of the
1063-7834/02/4412- $22.00 © 22331
vibrational theory for a crystalline diatomic chain of
finite length.

2. EXPERIMENTAL TECHNIQUE

The Raman spectra were excited using an argon
laser (λ = 488.0 nm) with a power of 100 mW. The
spectra were recorded on an automated Raman spec-
trometer. The spectrometer consisted of a DFS-12 dou-
ble monochromator, a photon counting system, an
interface microprocessor, and a personal computer,
which provided control over the monochromator, accu-
mulation of experimental data, and their processing.
The bandwidth of the spectrometer slit was equal to
2 cm–1. Samples of the organofluoric compounds stud-
ied in this work were prepared in the form of white
crystalline powders. The measurements were per-
formed in a reflection geometry.

3. RESULTS

The measured Raman spectra of the PTFE ultrafine
powder and the F(CF2)nF fluoroplastic are displayed in
Fig. 1. For comparison, the Raman spectra obtained
earlier in [2] for CnF2n + 1Br organofluoric zigzag mole-
cules are also shown in Fig. 1. All the spectra are repre-
sented in the frequency range 0–1500 cm–1.

Figure 2 depicts the low-frequency portions of the
Raman spectra shown in Fig. 1. It can be seen from
Fig. 1 that the Raman spectra in the frequency range 0–
400 cm–1 exhibit an intense band at low frequencies and
a number of overlapping bands in the range 200–
300 cm–1. An increase in the number n of molecular
chain links is accompanied by a monotonic decrease in
the frequency of the low-frequency Raman peak
(Fig. 2). The low-frequency band observed in the
002 MAIK “Nauka/Interperiodica”
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Raman spectra involves several components at n = 6–8;
becomes virtually structureless at n = 9, 10, and 14; and
completely disappears for the fluoroplastic and
ultrafine powder.
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Fig. 1. A general view of the Raman spectra of (1) PTFE,
(2) PTFE ultrafine powder, (3) C14F29Br, (4) C10F21Br, (5)
C9F19Br, (6) C8F17Br, (7) C7F14Br, and (8) C6F13Br.

2

3
4

5

6

7

8

1

50 100 150 200

300

200

100

0

ν, cm–1

I,
 a

rb
. u

ni
ts

Fig. 2. Evolution of the low-frequency Raman spectra with
variations in the molecular chain length. Arrows indicate
the location of the acoustic mode. Designations of the
curves are the same as in Fig. 1.
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Figures 3 and 4 show the Raman spectra in the fre-
quency ranges of the skeletal optical mode (719–
733 cm–1), which corresponds to out-of-phase vibra-
tions of carbon atoms, and the symmetric stretching
mode of the CF2 bond (1360–1380 cm–1). As can be
seen from these figures, the high-frequency bands
observed are clearly defined in all the Raman spectra
and the frequencies at maxima of these bands monoton-
ically increase with an increase in the number of atoms
involved in the molecular chain.

4. DISCUSSION

In the Raman spectra, the observed shift in fre-
quency at the maximum of the band as a function of the
chain length can be explained in the framework of a
theoretical model according to which a zigzag mole-
cule is treated as a crystalline chain of finite length.

We consider a one-dimensional crystal lattice com-
posed of atoms of two sorts. In this case, the equations
of motion have the form

(1)

In the general case, the atoms under consideration
are linked through bonds of different types charac-
terized by the numerical constants f1 and f2. Let us
assume that f1 = f2 and m1 = m2. From the equations
of motion (1), we can derive the following dispersion
law for the solution in the form of a plane monochro-
matic wave u(l) = uei(kla – ωt):

(2)

For small wave vectors, in the vicinity of the center
of the Brillouin zone, we approximately obtain

(3)

By introducing the designation  =  into expres-
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sions (3), we obtain the relationships

(4)

Here, s is the parameter characterizing the velocity of
wave propagation in the chain, a = 2.53 × 10–8 cm is the
length of the link of the diatomic chain representing an
F(CF2)nF organofluoric molecule, and k is the wave
vector.

It follows from relationships (4) that the optical
mode at k = 0 has the limiting frequency Ω0 = 4s/a.

For chains containing a finite number of atoms with
length L = Na, the standing wave is characterized by the
minimum possible wave vector

(5)

For sufficiently long molecules of the CnF2n + 1Br and

F(CF2)nF types, we assume that L = Na = .

The most intense bands observed in the experimen-
tal Raman spectra can be considered a manifestation of
lattice modes (with the minimum possible wave vector
kmin) of the acoustic and optical branches of vibrations
of the molecular chain.

Therefore, it can be expected that, as the number N
of molecular chain links increases, the frequencies of
acoustic (Ωac) and optical (Ωopt) modes will satisfy the
relationships

(6)

By changing over to the wave numbers ν = 1/λ, from
relationships (6), we obtain

(7)

Taking into account that L = Na, from expressions (7),
we find

(8)
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According to formulas (4), the velocity s of wave prop-
agation in a chain can be represented by the relationship

(9)

Thus, the wave velocity s can be calculated from rela-
tionship (9). Note that the quantity ν0 can be deter-

s
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Fig. 4. Evolution of the high-frequency Raman spectra with
variations in the molecular chain length. Arrows indicate
the frequency of symmetric stretching vibrations of the CF2
bond. Designations of the curves are the same as in Fig. 1.
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Fig. 3. Evolution of the high-frequency Raman spectra with
variations in the molecular chain length. Arrows indicate
the location of the optical mode. Designations of the curves
are the same as in Fig. 1.
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Vibrational frequencies (cm–1) determined from the Raman spectra of organofluoric compounds and the molecular lengths* (nm)

Molecule νac νopt ν
L1 L2 L3

(10) (17) (11) (18) (13) (19)

C6F13Br 142.8 720.5 1362.5 0.98 1.02 1.02 1.05 1.01 1.03

C7F15Br 135.5 722.4 1367.1 1.04 1.07 1.10 1.13 1.16 1.18

C8F17Br 117.8 723.8 1368.2 1.21 1.23 1.18 1.20 1.21 1.23

C9F19Br 111.4 725.8 1370.2 1.27 1.30 1.33 1.35 1.32 1.34

C10F21Br 100.6 727.2 1372.1 1.42 1.45 1.47 1.49 1.44 1.46

C14F29Br 77.9 730 1376.7 1.85 1.87 1.94 1.95 2.02 2.04

PTFE ultrafine
powder

731.8 1377.0 – – 2.68 2.69 2.09 2.10

PTFE 732.7 1380.4 – – 3.62 3.63 4.10 4.11

* The molecular lengths L1, L2, and L3 are calculated according to formulas (10) and (17), (11) and (18), and (13) and (19),
respectively.
mined by a linear extrapolation of the experimental val-
ues of νopt obtained from the Raman spectra for long
chains. The molecular length can be calculated using
formula (8) and the experimental data on νac and νopt.
Correspondingly, we obtain two expressions,

(10)

(11)

For additional branches of vibrations of the molecu-
lar chain, the dispersion law can be derived by consid-
ering a crystalline chain with an additional bond. As a
result, we obtain the following equation:

(12)

The sign in expression (12) depends on the sign of
the phonon mass in the dispersion branch under consid-
eration: the plus sign in expression (12) corresponds to
the positive phonon mass, whereas the minus sign must
be chosen for the negative phonon mass. As follows
from the experimental results, the shift in the frequency
of symmetric stretching vibrations of the CF2 bond
obeys expression (12), which corresponds to the nega-
tive phonon mass.

The length of the molecular chain L = Na can also
be determined from the experimental values of ν and
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PH
 for the chosen branch of vibrations; that is,

(13)

The table presents the experimental frequencies νac
and νopt and the frequencies ν attributed to symmetric
stretching vibrations of the CF2 bond. These frequen-
cies were determined from the Raman spectra. The
molecular lengths L1, L2, and L3 calculated from formu-
las (10), (11), and (13) for CnF2n + 1Br, PTFE, and
ultrafinely powdered PTFE are also listed in the table.
For fluoroplastics, the molecular length obtained can be
interpreted as the size of an ordered quasicrystalline
segment of an infinite fluoropolymer chain in which
crystalline regions alternate with discontinuities arising
from changes in the direction of the crystalline chain.
Let us now analyze the approximate formulas used for
molecules with a large length (N @ 1). In this case, rela-
tionships (8) and (12) can be rewritten in the form

(14)

(15)

(16)

Consequently, within the above approximation, we
derive the following relationships for molecular
lengths:

(17)
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(18)

(19)

The approximate molecular lengths L1, L2, and L3
calculated according to formulas (10), (11), (13), and
(17)–(19) are given in the table. As can be seen from the
table, the molecular lengths calculated from exact and
approximate formulas are in close agreement. There-
fore, the approximate formulas will suffice for determi-
nation of the length of comparatively long molecules.

Figure 5 shows the theoretical dependences of the
frequency ν on π/n [calculated from relationships (7)
and (12)] at N = n/2 and the experimental data for the
compounds under investigation. It can be seen from
Fig. 5 that the results of calculations are in reasonable
agreement with the experimental data. The experimen-
tal data obtained were used to determine the following
parameters of the dispersion law: the velocity of wave
propagation in the chain s = 8.75 × 105 cm/s and the
limiting frequency of the optical mode ν0 = 733.8 cm–1,
which corresponds to the wave vector k = 0.

As follows from the experimental data, the fre-
quency of the mode corresponding to totally symmetric
stretching vibrations of the CF2 bond changes with
variations in the chain length of the studied molecules
in accordance with the dispersion law (12) character-
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Fig. 5. (1–3) Theoretical dispersion curves calculated from
relationships (7) and (12) in comparison with (I–III) exper-
imental data. Theoretical results: (1) the symmetric stretch-
ing branch of vibrations of the CF2 bond, (2) the optical
branch of skeletal vibrations, and (3) the acoustic branch of
skeletal vibrations. Experimental data: (I) CnF2n + 1Br (n =
6–10 and 14), (II) PTFE ultrafine powder, and (III) PTFE.
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ized by the following parameters: s' = 14.2 × 105 cm/s
and  = 1381.6 cm–1.

According to the dispersion laws derived for the
molecular chain models under consideration, we calcu-
lated the molecular lengths for nanoparticles of the
ultrafine powder and fluoroplastic used in our investiga-
tion. These lengths are listed in the table.

5. CONCLUSIONS
Thus, the above experimental investigation has

revealed that the Raman spectra of zigzag organofluoric
molecules of an ultrafine powder and fluoroplastic con-
tain bands whose frequencies are shifted with respect to
the frequencies attributed to vibrations of CnF2n + 1Br
carbon fluoride zigzag molecules. The lengths of nano-
particles comprising the ultrafine fluoropolymer pow-
der and the sizes of the crystalline regions in the fluoro-
plastic were estimated from the shifts in these frequen-
cies with the use of the dispersion relations obtained for
simple models of one-dimensional diatomic crystalline
chains.

It should be noted that our experimental Raman
spectra of the PTFE ultrafine powder and PTFE do not
exhibit clearly defined low-frequency satellites attrib-
uted to longitudinal acoustic modes, even though these
modes manifest themselves in the Raman spectra of
carbon bromofluorides CnF2n + 1Br. This can be
explained not only by the difficulties associated with
the recording of the low-frequency Raman spectra but
also by the possible aperiodic damping of the longitu-
dinal acoustic modes. In turn, this damping can be
caused by a strong interaction between fluoropolymer
nanoparticles.

The results of this work can be used to control the
length of zigzag molecules of different organofluoric
compounds used in practice.
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Abstract—The infrared (IR) and Raman spectra of vitreous poly(methyl methacrylate) (PMMA) are measured
and investigated in the frequency range 10–150 cm–1. A comparison of the results obtained from IR and Raman
spectroscopic measurements permits the assignment of the low-frequency anomaly (boson peak) observed in
the spectra to librational vibrations occurring in a segment of the main chain that is comparable in length to the
statistical chain segment. It is demonstrated that coherent librational excitations are associated with the relax-
ation processes proceeding in the polymers. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The low-frequency dynamics of vitreous solids dif-
fers from that typical of crystals and exhibits a number
of universal features due to an excess density (com-
pared to the Debye density) of vibrational states [1, 2].
The excess density of vibrational states has been
directly measured in the experiments on inelastic neu-
tron scattering [3]. It is known that the density of vibra-
tional states is responsible for the deviation of the tem-
perature dependence of the heat capacity from the
power law T 3, the appearance of a low-temperature pla-
teau in the temperature dependence of the thermal con-
ductivity at T ≈ 5–20 K, and the boson peak in the infra-
red (IR) and Raman spectra [4–6].

It is universally accepted that the excess density of
vibrational states is associated with the quasi-local
vibrational modes [7, 8]. At present, the nature of these
modes is a subject of wide speculation. A number of
authors believe that quasi-local vibrational modes are
local vibrations of structural formations, such as frac-
tals, domains, and nanoinhomogeneities [9–11]. Other
authors assign these modes to correlated vibrations of
molecular clusters or molecules, for example, to tor-
sional vibrations in a chain consisting of several SiO4
tetrahedra in quartz [8] or to rotational–translational
motion of molecules in vitrifying liquids [12].

In recent papers [4, 10], consideration has been
given to a correlation between the boson peak and the
relaxation properties of vitreous solids.

Earlier [13], we performed a comparative study of
the long-wavelength IR and Raman spectra and
assigned the low-energy vibrational excitations
observed in vitreous poly(methyl methacrylate)
(PMMA) to librational motion of molecular fragments
composed of several monomer units of the polymer
molecule. The present work is a continuation of these
investigations.
1063-7834/02/4412- $22.00 © 22336
2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Samples of amorphous PMMA and its oligomers
with degrees of polymerization n ≅  2, 7, 9, and 50 were
synthesized at the Semenov Institute of Chemical Phys-
ics (Russian Academy of Sciences, Moscow) through
catalytic chain transfer to cobalt porphyrin molecules
[14]. All these samples, except for the dimer sample,
were prepared in the form of 10- to 100-µm-thick films
for the purpose of recording the long-wavelength IR
spectra and in the form of parallelepipeds with polished
faces for measuring the Raman spectra. The dimer sam-
ple was placed in a cell with windows prepared from
poly(4-methyl-1-pentene), which is a transparent mate-
rial in the long-wavelength IR range. The measure-
ments were performed at two temperatures, namely,
liquid-nitrogen and room temperatures.

The long-wavelength IR spectra were recorded on
single-beam spectrometers with diffraction gratings. A
spectrometer designed at the Leningrad State Univer-
sity [15] and then modified with an OAP-7 detector and
a new filtration system [16] was used in the frequency
range up to 50 cm–1. The IR spectra in the range 50–
150 cm–1 were measured on an FIS-21 Hitachi spec-
trometer. The resolution at a signal-to-noise ratio of the
order of 100 was equal to 1–2 cm–1. The location of the
spectral bands at their maxima was determined accurate
to within 2–3 cm–1. The absorption coefficient k(ω) =
ln(J/J0)/t – t0 (where J and J0 are the transmittances of
samples of thicknesses t and t0, respectively) were mea-
sured with an error ranging from 5 to 10%.

The Raman spectra were recorded on a Ramalog-5
double monochromator in a 90° scattering geometry.
The spectra were excited with the 488-nm line of an
argon laser (the radiation power was 0.1 W). The band-
width of the spectrometer slit was equal to 2 cm–1. The
002 MAIK “Nauka/Interperiodica”
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experimental spectrum I(ω) was averaged over ten
scans in the range 10–200 cm–1 and was then normal-
ized taking into account the spectral function of the
instrument and the frequency factor of scattering.

In order to compare correctly the long-wavelength IR
absorption spectra with the experimental Raman spec-
tra, the latter spectra should be transformed with due
regard for the Bose factor N(ω) = [exp("ω/kBT) – 1]–1

and the frequency-dependent coefficient C(ω) [17]. For
amorphous polymers, the frequency dependence C(ω)
is almost linear at frequencies above the boson peak
and C(ω) ≈ const at low frequencies [18]. In the former
case, the spectrum k(ω) corresponds to the spectrum
I(ω)/(N(ω) + 1). In the latter case, we should compare
either the spectrum k(ω) with the spectrum
I(ω)ω/(N(ω) + 1) or the spectrum k(ω)/ω with the spec-
trum I(ω)/(N(ω) + 1).

3. RESULTS AND DISCUSSION

Figure 1 shows the measured long-wavelength IR
spectra of PMMA and its oligomers in the frequency
range 10–150 cm–1 in the k(ω) coordinates. Figure 2
depicts the corresponding Raman spectra in the
I(ω)/(N(ω) + 1) coordinates. These spectra exhibit a
broad asymmetric band with a maximum at ~90–
95 cm–1 and a shoulder at 15–20 cm–1 in the low-fre-
quency wing, which is characteristic of low-frequency
spectra of linear amorphous polymers.

Judging from the previously performed analysis of
the long-wavelength IR spectra of low-molecular com-
pounds and polymers, the band under investigation can
be assigned to the absorption associated with the libra-
tional mode (rotational vibrations) of monomer units in
PMMA macromolecules, i.e., to the absorption occur-
ring through the Poley mechanism [19].

Since the studied band in the Raman spectrum of
PMMA has a similar profile and its maximum is
located at a close frequency [20], this band should also
be assigned to the same vibrations.

An insignificant broadening of the band and a fre-
quency shift at its maximum toward the high-frequency
range in the spectra of oligomers can be due to an
increase in the amplitude and anharmonicity of libra-
tional vibrations in low-molecular analogs of PMMA.

The similarity of the mechanisms responsible for
the formation of bands in the low-frequency IR and
Raman spectra of condensed media has been confirmed
by a large body of data [21]. Within the simplest model
applied to analyze the absorption occurring through the
Poley mechanism [22], a molecule with the moment of
inertia I executes librational motion with the circular
frequency

(1)

in a potential well that is formed by the nearest environ-
ment of the molecule and can be described by the rela-

ω 2πcω0 π/ξ U0/2I( )1/2≅=
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tionship U(ϕ) = U0sin2πϕ/2ξ. Here, U0 is the potential
well depth, ξ is the angular half-aperture of the poten-
tial well (the full width at half-maximum of the barrier),
and ϕ is the libration amplitude.
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Fig. 1. Long-wavelength IR spectra of (1) PMMA and (2–
6) its oligomers with degrees of polymerization n ≅  (2) 50,
(3) 9, (4) 7, and (5) 2 at T = 90 K and (6) n = 2 at T = 293
K. The spectra of oligomers are shifted along the ordinate
axis.
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Fig. 2. Reduced Raman spectra of (1) PMMA and (2–4) its
oligomers with degrees of polymerization n ≅  (2) 50, (3) 9,
and (4) 7 at T = 293 K. The spectra of oligomers are shifted
along the ordinate axis.
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This model predicts the location of the librational
band at the maximum in the low-frequency spectra of
polar and nonpolar liquids. The predicted intermolecu-
lar barriers to librational motion are consistent with
those determined using other methods [23].

The above approach, as applied to polymers, brings
theory and experiment into good agreement, provided a
monomer unit serves as a librator. In these calculations,
it is assumed that the librator has the shape of a sphere
with the moment of inertia I = 2/5(MR2), where M is the
molecular mass and R is the equivalent radius.

6
5

4
3

2
1

10 20 30 40

0.8

0.6

0.4

0.2

ω, cm–1

k(
ω

)/
ω

Fig. 3. Reduced long-wavelength IR spectra of (1, 2)
PMMA, (3, 4) the oligomer with the degree of polymeriza-
tion n ≅  7, and (5, 6) the oligomer with n ≅  2 at T = (1, 3, 5)
90 and (2, 4, 6) 293 K. The spectra of oligomers are shifted
along the ordinate axis.
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Fig. 4. Dependence of ωBP on the degree of polymerization
in terms of the number n of monomer units.
PH
For PMMA, we estimated the librator size R at the
frequency ω0 = 95 cm–1 in relationship (1) reasoning
from the activation energy of the δ transition [24] and
the occurrence of torsional vibrations with an ampli-
tude of 10°–15° in the macromolecules. As a result, we
obtained R ≈ 0.5 nm. The estimated size proved to be
close to the van der Waals radius of the monomer unit.

This result is a further argument in support of the
assumption that the band at ≈95 cm–1 in the long-wave-
length IR and Raman spectra of PMMA and its oligo-
mers is attributed to librational motion of the monomer
unit of the macromolecule.

Let us now consider another specific feature in the
long-wavelength IR and Raman spectra of PMMA and
its oligomers, namely, the shoulder in the low-fre-
quency wing of the band under investigation.

In the initial (experimental) Raman spectrum of
PMMA, the frequency ωBP at the maximum of the
boson peak is equal to 16–18 cm–1 [25, 26]. After
changing over the experimental spectrum to the
I(ω)/(N(ω) + 1) ~ ω coordinates, the boson peak trans-
forms into a shoulder at the same frequency ωBP in the
low-frequency wing of the studied band (Fig. 2).

In order to compare the reduced Raman spectra with
the long-wavelength IR spectra in the frequency range
10–40 cm–1, we constructed the IR spectra in the
k(ω)/ω ~ ω coordinates. It can be seen from Fig. 3 that
the reduced long-wavelength IR spectra of PMMA
exhibit a similar shoulder at the frequency of the boson
peak ωBP ≅  18–22 cm–1.

With the aim of elucidating the molecular nature of
the shoulder in the low-frequency wing of the libra-
tional band, we consider the reduced long-wavelength
IR and Raman spectra of PMMA and its oligomers
(Figs. 2, 3). As can be seen from these spectra, an
increase in the molecular mass of the oligomer is
accompanied by a shift of the shoulder toward the low-
frequency range. The dependence of the frequency
location of the shoulder ωBP on the molecular mass of
the oligomer (expressed in terms of the number n of
monomer units) is plotted in Fig. 4. The frequency at
the principal maximum of the band attributed to libra-
tional motion of the monomer unit also falls into this
dependence.

This suggests that the shoulder in the low-frequency
wing of the main band is also associated with the libra-
tional motion, which, as follows from the dependence
of ωBP on n, should involve several monomer units. The
maximum number of chain units involved in the libra-
tional motion can be estimated from the dependence
shown in Fig. 4. In the case of PMMA and its oligo-
mers, this number does not exceed five or seven mono-
mer units.

The length L of this segment of the main chain can
also be determined using the relationship [25]

(2)L v t/ωBP,≅
YSICS OF THE SOLID STATE      Vol. 44      No. 12      2002
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where v t is the velocity of sound for transverse vibra-
tional modes. For PMMA, the velocity of sound v t is
taken to be v t ≅  1.42 km/s [27]. After substituting this
velocity and the frequency of the boson peak ωBP =
16 cm–1 into relationship (2), we found that, in PMMA,
L ≅  3 nm. This value corresponds to a length of the
polymer chain segment of six monomer units and is
close to the length of the Kuhn statistical segment in
PMMA [28].

It is of interest that the linear sizes of the regions
corresponding to collective vibrational excitations in
other vitreous polymers are comparable to the sizes of
their statistical segments. In particular, analysis of the
Raman spectra of vitreous poly(styrene) and its oligo-
mers [29, 30] demonstrates that the size of the above
region amounts to six or eight monomer units. Note that
the statistical segment of poly(styrene) contains eight
units [28]. The regions of collective vibrational excita-
tions in poly(butylene) [30] and poly(propylene glycol)
[31] involve 11 and 7 monomer units, respectively. This
is also in close agreement with the statistical segments
of these polymers.

After substituting the frequency ω0 at the maximum
of the band into relationship (2), we found that the
length of the polymer molecule segment amounts to
0.5 nm; i.e., it is equal to the length of the monomer
unit in PMMA.

Therefore, in the long-wavelength IR and Raman
spectra of PMMA and its oligomers, the band under
investigation is attributed to the librational mode of the
monomer unit, whereas the shoulder in the low-fre-
quency wing of this band is associated with the corre-
lated torsional vibrations of several monomer units.

It is worth noting that the linear size of the region of
collective librational excitations, which is determined
from the frequency ωBP in the long-wavelength IR and
Raman spectra, corresponds to the length of a statistical
segment, i.e., the minimum polymer chain fragment
required for a rotational isomeric transition to occur in
the chain. The motion executed by chain segments of
the given length in regions with the loosest packing of
macromolecules is responsible for the β relaxation [28,
32]. This motion is an analog of the Johari–Goldstein
relaxation [33] in low-molecular vitrified liquids,
which consists in reorienting a molecule due to thermal
fluctuations. In this case, the molecule overcomes the
potential barrier U0 formed by the nearest environment.

The β transition is preceded by the universal γ pro-
cess [34]; i.e., small-angle torsional vibrations repre-
sent librational motion of molecules. As was noted
above, this motion gives rise to Poley bands at a fre-
quency ω0 in the long-wavelength IR and Raman spec-
tra of condensed media.

Thus, the parameters of librational motion preced-
ing the β relaxation and the sizes of polymer chain seg-
ments involved in this motion in the course of the β
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
transition can be directly determined from the low-fre-
quency IR and Raman spectra.

Let us once again consider Fig. 3. It can be seen
from this figure that, in the long-wavelength IR spectra,
the intensity of the low-frequency wing (in the fre-
quency range below ωBP) increases with an increase in
the temperature. A similar effect was observed earlier
in the Raman spectra of vitreous solids [25, 35].
According to these investigations, an increase in the
intensity at frequencies below ωBP is caused by an
increase in the contribution of the β process with
increasing temperature. Consequently, the frequency
location of the shoulder in the long-wavelength IR and
Raman spectra of PMMA corresponds to a crossover
from resonance absorption to relaxational absorption in
the case when the number of units involved in libra-
tional motion becomes sufficient for conformational
transformations to occur in the polymer chain.

4. CONCLUSIONS

The main results obtained in the above analysis of
the long-wavelength IR and Raman spectra of PMMA
and its oligomers can be summarized as follows.

(1) The band under investigation (the Poley band) is
attributed to librational motion of the monomer unit.
This motion is responsible for the universal γ process
(the δ transition according to the polymeric termi-
nology).

(2) The maximum length of the correlation segment
of the macromolecule was determined from the fre-
quency ωBP of the shoulder in the low-frequency wing
of the studied band. This length is close to the size of
the statistical segment whose motion brings about the
relaxation β transition.

(3) The frequencies below the frequency ωBP of the
boson peak correspond to relaxation motion of macro-
molecules in the case when the number of monomer
units involved in librational motion becomes sufficient
for the conformational transition to occur in the poly-
mer chain.

Thus, the results of the investigation performed have
demonstrated that a comparative analysis of the long-
wavelength IR and Raman spectra makes it possible to
reveal the molecular nature of the quasi-local modes
responsible for the excess density of vibrational states
in the terahertz range.
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Abstract—The temperature dependence of the expansion εC of trans conformers of the carbon skeleton of
macromolecules in crystallized and amorphous poly(ethylene terephthalate) (PET) due to zero-point and ther-
mal atomic vibrations is investigated by IR spectroscopy. It is found that the thermal expansion coefficient βC
jumpwise increases at the characteristic temperatures Tt and Tb. This increase is associated with the crossover
from the quantum to classical statistics of torsional and bending vibration modes. The quantum and classical
contributions to the expansion εC are determined for each mode. The quantum and classical contributions of the
torsional vibrational mode in the amorphous polymer are approximately 1.5 times larger than those in the crys-
tallized polymer. This effect is caused by an increase in the anharmonicity of torsional vibrations in the amor-
phous polymer. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In our earlier works [1–6], we developed a tech-
nique for analyzing thermal expansion of the main skel-
eton of macromolecules with the use of IR and Raman
spectroscopy. The thermal expansion was investigated
using a shift in the maximum of the spectral band under
temperature variations. The quantum and thermal
expansions of the molecular fragments with a regular
structure were determined for poly(ethylene), poly(pro-
pylene), poly(caproamide), and other polymers.

The present work is a continuation of our previous
investigations. We studied the expansion of trans con-
formers in amorphous and crystallized poly(ethylene
terephthalate) (PET) and determined the thermal and
quantum contributions from acoustic modes of skeletal
vibrations to the expansion.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Amorphous films 20–200 µm thick with the molec-
ular mass M = 2 × 104 were prepared through pressing
from a polymer melt upon rapid cooling in water at
room temperature. Partly crystallized films (hereafter,
crystallized samples) were produced by annealing of
the amorphous films at a temperature of 430 K for 6 h.

The IR spectra were measured on DS-403G and
Specord-75IR spectrophotometers at different temper-
atures with the use of cells similar to those described in
[7] but without optical windows.
1063-7834/02/4412- $22.00 © 22341
It is known that, at high temperatures (above
100°C), the recorded spectra are distorted by radiation
of the heated sample and cell walls. Correction for this
radiation was made using a procedure developed earlier
in [7].

The bandwidth of the spectral slit in the range 900–
1000 cm–1 was equal to 2 cm–1 and did not exceed ~0.15
of the half-width (~13 cm–1) of the band at 975 cm–1 at
a temperature of 90 K for the crystallized sample. For
this reason, no correction of the spectra for the band-
width of the spectral slit was applied. With the aim of
minimizing dynamic distortions, the scan velocity was
held to no higher than 1 cm–1/min. The shift in the max-
imum was measured accurate to within ±0.1 cm–1

according to the technique described in [8].

3. RESULTS

3.1. Temperature dependence of the vibrational
frequency of trans conformers. Figure 1 shows the
absorption band at 975 cm–1 in the IR absorption spec-
tra of the crystallized and amorphous PET samples.
This band is assigned to the stretching vibrations of the
C–O bonds in the trans conformers [9–12].

At a temperature of 20°C, the frequency at the max-
imum of the band in the spectrum of the amorphous
polymer is equal to 974.6 cm–1 and the half-width is
18 cm–1. The maximum of the band in the spectrum of
the crystallized sample is located at 971.5 cm–1, and the
half-width is 15 cm–1. Therefore, the frequency at the
maximum and the half-width of the band in the spec-
002 MAIK “Nauka/Interperiodica”
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trum of the amorphous polymer are approximately
3 cm–1 larger than those in the spectrum of the crystal-
lized polymer.

The temperature dependence of the shift in the fre-
quency at the maximum of the band was studied in the
temperature range from 90 to 540 K for the crystallized
sample and from 90 to 380 K for the amorphous sam-
ple. At higher temperatures, the amorphous sample
underwent crystallization, which led to an additional
shift in the frequency at the maximum of the band. The
shift is reversible in the above temperature ranges: the
frequency at the maximum of the band upon cooling
increases and follows a dependence similar to that
observed upon heating. The shape of the bands for the
amorphous and crystallized samples remains
unchanged at any temperature.

Three portions can be distinguished in the tempera-
ture dependences of the frequency (Fig. 2).

In the first portion (80–160 K), the slope of the
dependence tends to zero with a decrease in the temper-
ature. This made it possible to estimate the frequency
ν(0) at T  0 as follows: ν(0) ~ 975 cm–1 for the crys-
tallized sample and ν(0) ~ 979 cm–1 for the amorphous
sample.

In the temperature range 170 K < T < 380 K, the
frequency at the maximum of the band decreases pro-
portionally to the temperature. The proportionality
coefficient is determined to be ∂ν/∂T = 0.0207 ±
0.0004 cm–1/K for the crystallized sample and ∂ν/∂T =
0.029 ± 0.001 cm–1/K (larger by a factor of 1.5) for the
amorphous sample.

In the third portion (390–500 K), the coefficient of
the proportionality between the frequency and the tem-
perature for the crystallized sample increases to
0.031 ± 0.001 cm–1/K.

In [1–6], the frequency shift with the change in the
temperature was explained as resulting from the
increase in the equilibrium values of the bond angles

D
2.5

2.0

1.5

1.0

0.5

960 980 1000
ν, cm–1

1

2

Fig. 1. The bands at 975 cm–1 in the IR spectra of (1) crys-
tallized and (2) amorphous PET samples at a temperature of
300 K.
PH
and bond lengths in the main skeleton of macromole-
cules due to thermal and zero-point vibrations. The fre-
quency shift ∆ν(T) and the change εC(T) in the trans
conformer length are related by the equation

(1)

where ν(T) and ν(0) are the vibrational frequencies at
temperatures T and T  0 K, respectively. In order to
calculate the change εC(T) in the trans conformer
length with the use of this equation, it is necessary to
determine the Grüneisen parameter G for a particular
vibration.

3.2. Determination of the Grüneisen parameter.
The Grüneisen parameter, as a rule, is determined from
the dependence of the shift in the frequency at the max-
imum of bands on the stress. However, the creep of the
sample under load results in band asymmetry, which
increases with an increase in the stress [12]. In this
case, the shift in the maximum does not correspond to
the mean shift of the oscillator frequency. The mean
frequency (ν) of oscillators responsible for the band at
975 cm–1 was determined using the technique described
in [13]. The loading of the sample was performed with
a device providing constant stress during the recording
of the IR spectra (10 min) [14]. The experiments were
performed with unoriented and extended (to different
degrees of extension) amorphous and crystallized sam-
ples. The temperature varied from 90 to 400 K. It turned
out that the experimental points for all the samples and
temperatures fit the same linear dependence (Fig. 3):

(2)

where 〈ν(σ)〉  and 〈ν(σ = 0)〉  are the frequencies corre-
sponding to the first moments of the bands for the
loaded and unloaded samples; α is the mechano-
spectroscopic coefficient, respectively; and EC is the
Young modulus of the PET molecule. From the mea-
sured slope of the dependence 〈ν(σ)〉 , we obtained α =
−(10.0 ± 0.2) cm–1/GPa.

∆ν T( ) ν T( ) ν 0( )–≡ Gν 0( )εC T( ),–=

ν σ( )〈 〉  = ν σ 0=( )〈 〉 ασ–  = ν σ 0=( )〈 〉 α ECεC,–

ν, cm–1

985

980

975

970

965
0 300 500

T, K
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2

200100 400

Tt

Tb

Fig. 2. Temperature dependences of the frequency at the
maximum of the band at 975 cm–1 in the IR spectra of (1)
crystallized and (2) amorphous PET samples.
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It follows from relationships (1) and (2) that the
Grüneisen parameter G and the coefficient α are related
by the expression

(3)

Manley and Williams [9] determined the Young
modulus EC ~ 200 GPa for the PET molecule with the
use of large-angle x-ray scattering. By substituting this
value into formula (3), we obtained the Grüneisen
parameter G = 2.1 (which coincides in order of magni-
tude with typical Grüneisen parameters of polymers).

It is seen from Fig. 3 that the Grüneisen parameter
for the vibration at 975 cm–1 does not depend on the
temperature and the degree of extension and crystallin-
ity of the PET samples.

Knowing the Grüneisen parameter we can deter-
mine the thermal and quantum expansions εC of the
trans conformers:

(4)

Since the band remains symmetric with a variation
in the temperature, the shift in the oscillator frequency
can be determined by measuring the shift in the fre-
quency ν(T) at the maximum of the band.

3.3. Expansion of trans conformers in the crystal-
line regions of PET. It is known from the literature [11]
that the integral absorption coefficient of the band at
975 cm–1 for unoriented PET samples increases propor-
tionally to the crystallinity. In our samples, the integral
absorption coefficient of this band for the crystallized
sample is approximately 15 times larger than that for
the amorphous sample. Consequently, in the crystal-
lized PET sample, the trans isomers are predominantly
located in crystal grains.

The crystallinity of unoriented PET samples crystal-
lized at Tcr ≤ 470 K is usually equal to 40–45% [15–17].
According to electron microscopy, crystallization of
PET at a constant pressure from solutions [18], melts
[19, 20], and vitreous phases [21] leads to the formation
of lamellas composed of folded macromolecules. The
lamella thickness depends on the crystallization tem-
perature but does not exceed 10–12 nm. Upon crystal-
lization from the vitreous state under conditions similar
to those used in the present work (crystallization tem-
perature, 430 K; time, 6 h), the typical large spacings
(lamella thicknesses), according to small-angle x-ray
diffraction, were determined to be L ≈ 11 nm [15]. Tak-
ing into account the crystallinity, we can draw the infer-
ence that, in the samples studied, the sizes of crystal
grains along the chain (the thickness of the crystalline
central part of a lamella) are equal to 4–5 nm.

At temperatures above 430 K, the lamella sizes in
PET increase [22]. For example, upon heating to 500 K,
the lamella thickness reaches 15 nm and the size of the
crystalline central part increases to 7 nm [15].

G
αEC

ν T 0=( )
----------------------.–=

εC
ν T( ) ν 0( )–

Gν 0( )
-----------------------------.=
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At the maximum temperature of heating of the crys-
tallized sample in our work (540 K), the crystal-grain
size along the chain (the length of the trans sequence)
does not exceed 6–7 nm.

The maximum wavelength of vibrations of this
trans sequence is twice as large as its length; i.e., it is
approximately equal to 12–14 nm. This is one order of
magnitude larger than the monomer unit length
(1.075 nm [23]). Therefore, the expansion of trans
sequences with the given length can be analyzed in
terms of the vibration and thermal expansion theories
developed for infinitely long molecules with a regular
structure [24].

Within the quasi-harmonic approximation, the
vibrations of the trans sequences can be subdivided
into torsional, bending, and stretching modes [25]. The
frequencies of atomic vibrations in the skeleton of PET
macromolecules are as follows: νs ~ 1100 cm–1 for
stretching vibrations, νb ~ 800 cm–1 for bending vibra-
tions, and νt ~ 350 cm–1 for torsional vibrations [4]. The
corresponding characteristic temperatures TC ≡
hνmax/3k (where νmax is the maximum frequency of
vibrations) are Ts ~ 520 K, Tb ~ 380 K, and Tt ~ 170 K,
respectively. The vibrations are described by the Bose
quantum statistics at temperatures below TC and the
Boltzmann classical statistics at temperatures above TC.

Since the highest temperature in our experiments is
equal to 540 K, the expansion of trans isomers should
be described by the Bose statistics. In this case, the
expansion εC and the temperature are related by the
expression [24]

(5)εC βnFn

θD

T
------ 

 
n

∑ εn,
n

∑= =

<ν>, cm–1
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966
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7

Fig. 3. Dependence of the first moment of the band at
975 cm–1 in the IR spectra of (1–6) PET samples with dif-
ferent breaking stresses σbr and (7) the sample prepared
through cold extension at a temperature of 223 K. σbr
(GPa): (1) 45, (2) 70, (3) 75, (4) 92, (5) 95, and (6) 98.
2
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where εn ≡ βnFn(θD/T) and βnare the contributions of
the nth mode to the thermal expansion and the thermal
expansion coefficient, θD is the Debye temperature for
stretching vibrations, and F(θD/T) is the function
describing the quantum statistics of vibrations.

As an illustration, Fig. 4 shows the dependences of
εn(T) and the thermal expansion for a system with two
vibrational modes. Three portions can be distinguished
in this figure. The first portion is observed below the
characteristic temperature T1 ≡ hν1, max/3k, where ν1, max
is the maximum frequency of the first mode. In this
case, all the vibrational modes are described by the
quantum statistics and the extension of chemical bonds
is caused by zero-point vibrations; that is

(6)

where β1 and β2 are the contributions of the first and
second vibrations to the thermal expansion coefficient.

In the second portion (between the characteristic
temperatures T1 and T2), the contribution of the first
vibration increases almost directly with an increase in

ε 0( ) 3
4
--- β1T1 β2T2+( ),=

εn

T

T1 ~ θ1/3

T2 ~ θ2/3

ε(0) = ε1(0) + ε2(0)
ε2(0)

ε1(0)

Fig. 4. A schematic representation of the temperature
dependence of the thermal expansion for a system with two
vibrational modes.
PH
the temperature and the contribution of the second
vibration is independent of the temperature. In this sit-
uation, the dependence ε(T) can be represented by the
relationship

(7)

At temperatures above the second characteristic
temperature T2 ≡ hν2, max/3k (where ν2, max is the maxi-
mum frequency of the second mode), the contribution
of the second vibration to the expansion begins to
increase approximately in proportion to the tempera-
ture and the dependence ε(T) takes the form

(8)

The behavior of the experimental dependence εC(T)
(Fig. 5a) correlates well with the aforementioned model
of the system with two vibrational modes: the fre-
quency does not depend on the temperature at T < T1,
the frequency decreases in proportion to the tempera-
ture in the range T1 < T < T2, and the slope of the tem-
perature dependence of the frequency increases at
T ≥ T2.

The slope of the temperature dependence of the fre-
quency changes at temperatures of ~170 and 380 K
(indicated by the arrows in Fig. 5). These temperatures
coincide with the characteristic temperatures of the
torsional (Tt) and bending (Tb) vibrations of the skele-
ton of the PET molecule. Therefore, the temperature
dependence of the expansion of the trans isomer
sequences in the PET molecule can be interpreted in
terms of the statistics of their vibrations. At T < 170 K,
all the vibrations are characterized by the quantum sta-
tistics and the expansion does not depend on the tem-
perature and can be described by expression (6). At
T  >  180 K, the statistics of torsional vibrations
becomes nearly classical and the expansion increases
almost proportionally to the temperature. From the
above values of ∂ν/∂T, we can determine the contribu-
tion of the torsional mode to the thermal expansion

ε T( ) ε 0( ) β1T .+∼

ε T( ) ε 0( ) β1 β2+( )T .+∼
T, K
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Fig. 5. Temperature dependences of the thermal expansion of trans conformers in (a) crystallized and (b) amorphous PET samples.
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coefficient βt = –(1/Gν(0)∂ν/∂T) ~ 0.9 × 10–5 K–1.
Above 380 K, the statistics of bending vibrations
becomes almost classical and the thermal expansion
coefficient of the trans sequences increases to βt + βb ~
1.7 × 10–5 K–1. As a result, we obtain the contribution of
the bending vibrations to the thermal expansion coeffi-
cient βb ~ 0.8 × 10–5 K–1.

The contributions of the torsional and bending zero-
point vibrations to the expansion [see formula (6)] are
as follows: εt(0) = 3βtTt/4 ~ 1.3 × 10–3 and εb(0) ~ 2 ×
10–3. The contributions εt(0) and εb(0) can be deter-
mined in another way, namely, by extrapolating the
quasi-linear portions of the dependence ε(T) to the
intersection with the ordinate axis. In this case, the seg-
ments εt(0) ~ 1.3 × 10–3 and εt(0) + εb(0) ~ 3 × 10–3 are
intercepted on the ordinate axis by the extensions of the
quasi-linear dependence ε(T) between 180 and 370 K
and between 390 and 490 K, respectively. Conse-
quently, we have εb(0) ~ 1.7 × 10–3. The contributions
εt(0) and εb(0) obtained by both methods coincide with
each other to within the error of their determination.

3.4. Expansion of trans conformers in the amor-
phous regions of PET. The temperature dependence of
the expansion of the trans isomers in the amorphous
PET sample is plotted in Fig. 5b. This dependence is
qualitatively similar to that observed for the crystal-
lized sample: the expansion ε(T) depends nonlinearly
on the temperature at T < 170 K and increases almost
proportionally to the temperature in the range 180 <
T < 360 K.

Therefore, the expansion of the trans conformers in
the amorphous PET sample can be explained in terms
of the quantum (below 170 K) and classical (above
180 K) statistics of the torsional mode. Above 180 K,
the contribution of this mode to the thermal expansion
coefficient is estimated as βt ~ 1.4 × 10–5 K–1. The quan-
tum expansion is determined to be εt(0) ~ 1.8 × 10–3.
These values are approximately 1.5 times larger than
those for the crystallized PET sample (see above).

4. DISCUSSION

As is known [22, 26], macromolecules of polymers
(including PET) in the amorphous state adopt a statisti-
cal ball conformation. According to the large-angle x-
ray diffraction data [23, 27], in this ball, there exist
short-range order regions of size ~2–3 nm. As follows
from the long-wavelength IR and Raman spectroscopic
data [28], the structure of macromolecular fragments in
these regions is composed of regularly alternating con-
formers. Although data for PET are unavailable, this
polymer is likely not an exception. In this case, the PET
macromolecules in the short-range order regions con-
sist of short trans sequences whose length does not
exceed two or three monomer units, whereas the wave-
length of the torsional vibrations is approximately
equal to 4–6 nm.
PHYSICS OF THE SOLID STATE      Vol. 44      No. 12      20
According to [25], the contribution to the thermal
expansion coefficient and the Grüneisen parameter 
averaged over all vibrations are related by the following
expression:

(9)

where V is the volume of the trans conformer, kB is the
Boltzmann constant, and ST is the isothermal compress-
ibility. It is seen from this relationship that an increase
in βt in the amorphous polymer is associated with an

increase in the averaged Grüneisen parameter  for
the torsional vibrations.

An increase in the parameter  can be caused by a
change in the vibrational spectrum of the trans
sequences due to a decrease in their length and by the
difference between the intermolecular interactions in
the short-range order regions in molecular balls and in
crystals.

As was noted above (Figs. 1, 2), the frequency at the
maximum of the band at 975 cm–1 in the IR spectrum of
the amorphous sample is higher than that in the spec-
trum of the crystallized sample. The frequency differ-
ence is largest (∆ν ≈ 5 cm–1) at T  0 K, decreases
with an increase in the temperature, and tends to zero at
450 K.

The difference between the vibrational frequencies
of the trans conformers in the amorphous and crystal-
lized samples can be associated with two factors. First,
the vibrational frequency of short trans conformer
sequences is higher than that of long sequences. In this
case, an increase in the temperature should result in an
increase in the difference between the vibrational fre-
quencies, because an increase in the molecular mobility
leads to a decrease in the concentration of trans con-
formers and the length of trans sequences. However, in
actual fact, the difference between the vibrational fre-
quencies decreases.

Another factor that can be responsible for an
increase in the frequency is an increase in the parameter

. Let us calculate the temperature dependence of the
frequency ν(T) of the band under consideration for the
amorphous polymer with the parameters εt(0) and βt

increased by a factor of 1.5; that is,

It can be seen from Fig. 2 (solid curve 2) that the calcu-
lated dependence ν(T) virtually coincides with the
experimental dependence for the amorphous polymer.
Consequently, an increase in the frequency in the amor-
phous state is caused by an increase in the Grüneisen
parameter  for the torsional vibrations.

G

β G
V
----kBST ,=

Gt

Gt

Gt

ν T( ) G 1.5εt 0( ) 1.5βtT+( ).∼

Gt
02



2346 VETTEGREN et al.
5. CONCLUSIONS
Thus, the above analysis of the shift in the frequency

at the maximum of the band at 975 cm–1 allowed us to
estimate the expansion εC of trans conformers due to
thermal and zero-point vibrations at different tempera-
tures. It was established that the thermal expansion
coefficient varies at the characteristic temperatures Tt

and Tb owing to the crossover from the quantum to clas-
sical statistics of torsional and bending modes. The
contributions of each mode to the expansion εC were
determined in the temperature range from 90 to 500 K.
It was found that the expansion of trans conformers in
the amorphous polymer is 1.5 times larger than that in
the crystal.
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