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#### Abstract

We present a novel nonlinear mechanism for exciting a gravitational radiation pulse (or a gravitational wave) by dust magnetohydrodynamic (DMHD) waves in dusty astrophysical plasmas. We derive the relevant equations governing the dynamics of nonlinearly coupled DMHD waves and a gravitational wave (GW). The system of equations is used to investigate the generation of a GW by compressional Alfvén waves in a type II supernova. The growth rate of our nonlinear process is estimated, and the results are discussed in the context of the gravitational radiation accompanying supernova explosions. © 2005 Pleiades Publishing, Inc.


PACS numbers: 04.30.Db, 97.60.Bw, 98.62.En

It is well known that there exist numerous mechanisms for the conversion between gravitational waves (GWs) and electromagnetic waves [1-19]. For example, the propagation of GWs across an external magnetic field gives rise to a linear coupling to the electromagnetic field [1], which may lead to the gravitational wave excitation of ordinary electromagnetic waves in vacuum, or of magnetohydrodynamic (MHD) waves in a plasma [2-4]. Furthermore, various nonlinear coupling mechanisms give rise to three-wave couplings between GWs and electromagnetic waves in matters. We also note that four-wave processes may cause grav-iton-photon conversion even in the absence of external matters or fields [5]. Moreover, GWs can couple to other types of waves, e.g., sound waves, also in neutral media [6]. There are numerous motives for considering wave couplings involving GWs. In some cases, the emphasis is on the basic theory [5-10]. In other works, the focus is on GW detectors [11-13], on cosmology [14-16], or on astrophysical applications such as binary mergers [17], gamma-ray bursts [18], or pulsars [19]. Here, supernovae and neutron star formation, giving rise to GWs as considered in, e.g., [20, 21], will be of special interest, since the possibility of dust formation in supernova remnants is of current astrophysical interest [22,23]. Many of the previous works have concentrated on the conversion from GWs to electromagnetic waves, which can be analyzed within a test matter approach, which neglects the back reaction on the gravitational field. We note that such an approach can be justified if the background energy density is low.

[^0]In this letter, we consider the three-wave coupling between two dust magnetohydrodynamic (DMHD) waves and a GW, including the effects of dust particles [24] in a dense medium such as the supernova where electrons, protons, and charged dust macroparticles are abundant. For this purpose, we derive the dust Hall MHD equations [24], i.e., equations describing the dust MHD waves, including the effect of a GW. We emphasize that, for a low-beta plasma, the system of equations has a structure, which can describe both a dust-dominated plasma, as well as an ordinary Hall-MHD plasma (if we replace the dust mass density by the ion mass density). Using the normal mode approach [25], the three-wave coupling equations are derived, including the back reaction on a GW from the Einstein equations. The system is shown to fulfill the Manley-Rowe relations [25] (which means that the interaction process can be viewed quantum-mechanically) and to be energyconserving. The three-wave equations are then used to analyze the generation of a GW by the compressional Alfvén waves in the iron core of the type II supernova [26, 27]. It turns out that the characteristic timescale for the Alfvén-GW conversion can be less than a millisecond, which implies that the mechanism is potentially relevant for the high-frequency part ( $>1 \mathrm{MHz}$ ) of the supernova GW spectrum.

The plasma dynamics, due to the response to a gravitational wave

$$
\begin{gather*}
d s^{2}=-d t^{2}+\left(1+h_{+}\right) d x^{2} \\
+\left(1-h_{+}\right) d y^{2}+2 h_{x} d x d y+d z^{2} \tag{1}
\end{gather*}
$$

can be formulated according to

$$
\begin{equation*}
\partial_{t} n_{s}+\nabla\left(n_{s} \mathbf{v}_{s}\right)=0 \tag{2}
\end{equation*}
$$

and

$$
\begin{gather*}
m_{s} n_{s}\left(\partial_{t}+\mathbf{v} \cdot \nabla\right) \mathbf{v} \\
=-\nabla p_{s}+q_{s} n_{s}(\mathbf{E}+\mathbf{v} \times \mathbf{B})+m_{s} n_{s} \mathbf{g}_{s} \tag{3}
\end{gather*}
$$

where we have introduced the tetrad $\mathbf{e}_{0}=\partial_{t}, \mathbf{e}_{1}=(1-$ $\left.h_{+} / 2\right) \partial_{x}-h_{x} / 2 \partial_{y}, \mathbf{e}_{2}=\left(1+h_{+} / 2\right) \partial_{y}-h_{x} / 2 \partial_{x}, \mathbf{e}_{3}=\partial_{z}$, and $\nabla=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$. Moreover,

$$
\begin{align*}
\mathbf{g}_{s}= & -\frac{1}{2}\left(1-v_{s z}\right)\left(v_{s x} \partial_{t} h_{+}+v_{s y} \partial_{t} h_{\times}\right) \mathbf{e}_{1} \\
- & \frac{1}{2}\left(1-v_{s z}\right)\left(v_{s x} \partial_{t} h_{\times}-v_{s y} \partial_{t} h_{+}\right) \mathbf{e}_{2}  \tag{4}\\
- & \frac{1}{2}\left[\left(v_{s x}^{2}-v_{s y}^{2}\right) \partial_{t} h_{+}+2 v_{s x} v_{s y} \partial_{t} h_{\times}\right] \mathbf{e}_{3},
\end{align*}
$$

represents the gravitational acceleration of the particle species $s$ due to the GWs. We have assumed that $\partial_{z} \approx-\partial_{t}$ holds for the GWs.

The electromagnetic field is determined through the gravity-modified Maxwell's equations. Using the same notation as above, they take the form

$$
\begin{gather*}
\partial_{t} \mathbf{E}=\nabla \times \mathbf{B}-\sum_{s} q_{s} n_{s} \mathbf{v}_{s}-\mathbf{j}_{E},  \tag{5}\\
\partial_{t} \mathbf{B}=-\nabla \times \mathbf{E}-\mathbf{j}_{B}, \tag{6}
\end{gather*}
$$

with the constraints $\nabla \cdot \mathbf{E}=\sum_{s} q_{s} n_{s}$ and $\nabla \cdot \mathbf{B}=0$. Here, the effects of the GWs (1) are represented by the effective currents

$$
\begin{gather*}
\mathbf{j}_{E}=-\frac{1}{2}\left[\left(E_{x}-B_{y}\right) \partial_{t} h_{+}+\left(E_{y}+B_{x}\right) \partial_{t} h_{\times}\right] \mathbf{e}_{1} \\
-\frac{1}{2}\left[-\left(E_{y}+B_{x}\right) \partial_{t} h_{+}-\left(E_{x}-B_{y}\right) \partial_{t} h_{\times}\right] \mathbf{e}_{2}, \tag{7}
\end{gather*}
$$

and

$$
\begin{align*}
\mathbf{j}_{B} & =-\frac{1}{2}\left[\left(E_{y}+B_{x}\right) \partial_{t} h_{+}-\left(E_{x}-B_{y}\right) \partial_{t} h_{\times}\right] \mathbf{e}_{1} \\
& -\frac{1}{2}\left[\left(E_{x}-B_{y}\right) \partial_{t} h_{+}+\left(E_{y}+B_{x}\right) \partial_{t} h_{\times}\right] \mathbf{e}_{2} . \tag{8}
\end{align*}
$$

With the general setting established above, we will from now on focus on the case of a three-component dusty plasma, for which we have the equation of state $p_{s}=k_{B} T_{s} n_{s}$. Thus, the plasma is composed of electrons (e), ions ( $i$ ), and dust particles ( $d$ ). The mass $m_{d}$ of the dust particles is assumed to be much larger than the electron and ion masses, viz. $m_{e}$ and $m_{i}$, respectively. We will assume that the plasma is approximately quasineutral, i.e., $q_{i} n_{i}=e n_{e}-q_{d} n_{d}$. Moreover, the waves under consideration are supposed to propagate with phase velocities much smaller than the speed of light $c$.

Thus, we may neglect the displacement current in Ampere's law (5), i.e.,

$$
\begin{equation*}
\nabla \times \mathbf{B}=\sum_{s} q_{s} n_{s} \mathbf{v}_{s}+\mathbf{j}_{E} \tag{9}
\end{equation*}
$$

Due to the constraint $m_{e}, m_{i} \ll m_{d}$, the momentum conservation equation (3) for the inertialess electrons and ions becomes

$$
\begin{equation*}
0=-k_{B} T_{e} \nabla n_{e}-e n_{e}\left(\mathbf{E}+\mathbf{v}_{e} \times \mathbf{B}\right)+m_{e} n_{e} \mathbf{g}_{e}, \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
0=-k_{B} T_{i} \nabla n_{i}+q_{i} n_{i}\left(\mathbf{E}+\mathbf{v}_{i} \times \mathbf{B}\right)+m_{i} n_{i} \mathbf{g}_{i}, \tag{11}
\end{equation*}
$$

respectively. Adding Eqs. (10) and (11), using the quasineutrality condition, assuming that the number densities of the electrons and ions are not much larger than the number density of the dust, and using the heavy dust approximation, the dust momentum equation takes the form

$$
\begin{gather*}
\rho_{d}\left(\partial_{t}+\mathbf{v}_{d} \cdot \nabla\right) \mathbf{v}_{d}=-k_{B}\left(T_{d}-\frac{q_{d}}{q_{i}} T_{i}\right) \nabla n_{d}  \tag{12}\\
+(\nabla \times \mathbf{B}) \times \mathbf{B}-\mathbf{j}_{E} \times \mathbf{B}+\rho_{d} \mathbf{g}_{d}
\end{gather*}
$$

where $\rho_{d}=m_{d} n_{d}$. In Eq. (12), we have also used the approximation $\left[T_{e}+\left(e / q_{i}\right) T_{i}\right) n_{e} \ll\left[T_{d}-\left(q_{d} / q_{i}\right) T_{i}\right] n_{d}$.

Again, using Eqs. (10) and (11) to eliminate the electric field, Faraday's law (6) becomes

$$
\begin{gather*}
\partial_{t} \mathbf{B}=\nabla \times\left(\mathbf{v}_{d} \times \mathbf{B}\right) \\
-\frac{m_{d}}{q_{d}} \nabla \times\left[\left(\partial_{t}+\mathbf{v}_{d} \cdot \nabla\right) \mathbf{v}_{d}-\mathbf{g}_{d}\right]-\mathbf{j}_{B}, \tag{13}
\end{gather*}
$$

where we have used the dust momentum equation (12).
Thus, Eqs. (12) and (13), together with the dust continuity equation

$$
\begin{equation*}
\partial_{t} \rho_{d}+\nabla \cdot\left(\rho_{d} \mathbf{v}_{d}\right)=0 \tag{14}
\end{equation*}
$$

constitute the dust MHD equations in the presence of a GW. For a low-beta plasma, the pressure term in (12) is negligible, which means that the structure of equations (12)-(14) is the same as in an ordinary Hall-MHD plasma without dust. Henceforth, we will consider a low-beta plasma, drop the index $d$ on all quantities, and, thus, let $q / m$ be either the ion charge-to-mass ratio or the considerably smaller charge-to-mass ratio of the dust particles. As a result, our mathematical analysis below will then apply either to a dust Hall-MHD plasma, or to an ordinary Hall-MHD plasma without dust.

To simplify the problem, we consider the case when the dust-acoustic speed $c_{s}=k_{B} T / m$ is much smaller than the dust Alfvén velocity $C_{A}=\left(B_{0}^{2} / \mu_{0} \rho\right)^{1 / 2}$ such that the pressure term in (12) can be neglected. As a prerequisite for the nonlinear calculations, we first study the linear modes of the system (12)-(14) omitting the gravita-
tional contributions. Letting $B=B_{0} \hat{\mathbf{z}}+\mathbf{B}_{1}, \rho=\rho_{0}+\rho_{1}$, where the index 1 denotes the perturbation of the equilibrium part, and linearizing Eqs. (12)-(14) and Fourier analyzing, we readily obtain the dispersion relation

$$
\begin{equation*}
\left(\omega^{2}-k_{z}^{2} C_{A}^{2}\right)\left(\omega^{2}-k^{2} C_{A}^{2}\right)-\frac{\omega^{2} k_{z}^{2} k^{2} C_{A}^{2}}{\omega_{c}^{2}}=0, \tag{15}
\end{equation*}
$$

where $\omega_{c}=q B_{0} / m$ is the gyrofrequency. For frequencies much smaller than the gyrofrequency, we note that the modes separate into the shear Alfvén wave, $\omega^{2}-$ $k_{z}^{2} C_{A}^{2} \approx 0$, and the compressional Alfvén wave, $\omega^{2}-$ $k^{2} C_{A}^{2} \approx 0$. Below, we will consider the more general case described by (15), however. For later applications, it is convenient to use the linear equations to express all quantities in terms of a single variable. Thus, we let the wavevector of the dust MHD waves lie in the $x-z$-plane, and write

$$
\begin{gather*}
\mathrm{v}_{y}=i \frac{\omega}{\omega_{c}} \frac{k_{z}^{2} C_{A}^{2}}{\left(\omega^{2}-k_{z}^{2} C_{A}^{2}\right)} v_{x},  \tag{16}\\
\mathrm{v}_{z}=0, \quad \rho_{1}=\rho_{0} \frac{k_{x} v_{x}}{\omega}, \\
B_{x}=-B_{0} \frac{\omega k_{z}}{k^{2} C_{A}^{2}} v_{x},  \tag{17}\\
B_{y}=-i B_{0} \frac{\omega^{2}}{\omega_{c}\left(\omega^{2}-k_{z}^{2} C_{A}^{2}\right)} v_{x},  \tag{18}\\
B_{z}=B_{0} \frac{\omega k_{x}}{k^{2} C_{A}^{2}} v_{x} . \tag{19}
\end{gather*}
$$

Next, we consider a system of three weakly interacting waves. Two dust MHD waves with frequencies and wavenumbers ( $\omega_{1}, \mathbf{k}_{1}$ ) and ( $\omega_{2}, \mathbf{k}_{2}$ ), respectively, and an arbitrarily polarized gravitational wave propagating along the $z$-direction with the frequency and wavenumber ( $w_{g}, k_{g} \hat{\mathbf{z}}$ ). Noting that the gravitational dispersion relation reads $\omega_{g}=k_{g} c$ and that $C_{A} \ll c$, the frequency and wavenumber matchings (energy and momentum conservation) can be approximated:

$$
\begin{equation*}
\omega_{g}=\omega_{1}+\omega_{2}, \quad \mathbf{k}_{g}=\mathbf{k}_{1}+\mathbf{k}_{2} \Rightarrow 0 \approx \mathbf{k}_{1}+\mathbf{k}_{2} \tag{20}
\end{equation*}
$$

We will thus use $\mathbf{k}_{1} \approx-\mathbf{k}_{2}$ below, and we define $k_{1 x}=$ $-k_{2 x} \equiv k_{x}$ as well as $k_{1 z}=-k_{2 z} \equiv k_{z}$ (letting $k_{y}=0$ for convenience). All quantities are now assumed to be superpositions of two dust MHD waves whose amplitudes are weakly varying functions of time, i.e., $\rho=\rho_{0}+$ $\sum_{j=1}^{2} \rho_{j}(t) \exp \left[i\left(\mathbf{k}_{j} \cdot \mathbf{r}-\omega \mathbf{t}\right)\right]+$ c.c., where c.c. stands for the complex conjugate. In principle, the gravitational wave should also contribute, but we note that, within a fluid model, the gravitational wave contribution to all plasma perturbations (velocity, magnetic
field, and density) are second-order in the gravitational wave amplitudes, provided that the GW propagates parallel to $\mathbf{B}_{0}$, as we have assumed. Thus, the only linear perturbations due to the gravitational wave are those of the metric as described by Eq. (1).

Next, in order to simplify the algebra, we introduce the normal mode $a_{j}$ defined by

$$
\begin{align*}
& a_{j}=\frac{\omega_{j}}{k_{x j}} v_{x j}-i \frac{\omega_{j}^{2} k_{z j}^{2} C_{A}^{2}}{\omega_{c}\left(\omega_{j}^{2}-k_{z j}^{2} C_{A}^{2}\right) k_{x j}} v_{y j} \\
& -\frac{\omega_{j}^{2}}{k_{j}^{2}} \frac{k_{z j}}{k_{x j} B_{0}} B_{x j}+\frac{\omega_{j}^{2} k_{z_{j}}^{2} C_{A}^{2}}{\omega_{c}^{2}\left(\omega_{j}^{2}-k_{z j}^{2} C_{A}^{2}\right)} \frac{C_{A}^{2}}{B_{0}} B_{z}  \tag{21}\\
& +i \frac{\left(\omega_{j}^{2}-k_{j}^{2} C_{A}^{2}\right) \omega_{c}^{2}-k_{j}^{2} C_{A}^{2} \omega_{j}^{2}}{k_{j}^{2} \omega_{j}} \frac{k_{z_{j}}}{\omega_{c} k_{x j} B_{0}} B_{y} .
\end{align*}
$$

Returning to Eqs. (12)-(14) and including the nonlinear terms, ${ }^{1}$ we can, by keeping the part varying as $\exp \left[i\left(\mathbf{k}_{1} \cdot \mathbf{r}-\omega_{1} \mathbf{t}\right)\right]$, derive

$$
\begin{gather*}
\frac{\partial a_{1}}{\partial t}=-\frac{\omega_{1}}{2 k_{x}}\left(v_{2 x}^{*} h_{+}+v_{2 y}^{*} h_{\times}\right) \\
-i \frac{\omega_{1}^{2} k_{z}^{2} C_{A}^{2}\left(v_{2 x}^{*} h_{x}-v_{2 y}^{*} h_{+}\right)}{2 \omega_{c}\left(\omega_{1}^{2}-k_{z}^{2} C_{A}^{2}\right) k_{x}} \\
-\frac{\omega_{1}^{2}}{2 k^{2}} \frac{k_{z}}{k_{x} B_{0}}\left(B_{2 x}^{*} h_{+}-B_{2 y}^{*} h_{\times}\right)  \tag{22}\\
+i \frac{k_{z}\left[\left(\omega_{1}^{2}-k^{2} C_{A}^{2}\right) \omega_{c}^{2}-k^{2} C_{A}^{2} \omega_{1}^{2}\right]}{k^{2} \omega_{1} \omega_{c} k_{x} B_{0}} \\
\times\left(B_{2 x}^{*} h_{\times}-B_{2 y}^{*} h_{+}\right),
\end{gather*}
$$

and we obtain a similar result for $\partial a_{2} / \partial t$ by letting $1 \longleftrightarrow 2$. After some algebra, using Eqs. (16)-(19) and (21), we find that Eq. (22) reduces to

$$
\begin{equation*}
\frac{d v_{x 1}}{d t}=\frac{\rho_{0} \omega_{1}}{W_{1}} v_{x 2}^{*}\left(V_{+} h_{+}+V_{\times} h_{\times}\right), \tag{23}
\end{equation*}
$$

and similarly, for mode 2,

$$
\begin{equation*}
\frac{d v_{x 2}}{d t}=\frac{\rho_{0} \omega_{2}}{W_{2}} v_{x 1}^{*}\left(V_{+} h_{+}+V_{\star} h_{\times}\right) \tag{24}
\end{equation*}
$$

[^1]where
\[

$$
\begin{gather*}
W_{1,2}=\frac{\rho_{0}}{2}\left[1+\frac{\omega_{1,2}^{2}}{k_{1,2}^{2} C_{A}^{2}}\right.  \tag{25}\\
\left.+\frac{\omega_{1,2}^{2} k_{z 1,2}^{4} C_{A}^{2}}{\omega_{c}^{2}\left(\omega_{1,2}^{2}-k_{z 1,2}^{2} C_{A}^{2}\right)^{2}}\left(1+\frac{\omega_{1,2}^{2}}{k_{z 1,2}^{2} C_{A}^{2}}\right)\right] \\
V_{\times}=i\left[\frac{\omega_{1} k_{z}^{2} C_{A}^{2} k^{2}-\omega_{2} \omega_{1}^{2} k_{z}^{2}}{\omega_{c}\left(\omega_{1}^{2}-k_{z 1}^{2} C_{A}^{2}\right) k^{2}}+1 \longleftrightarrow 2\right] \tag{26}
\end{gather*}
$$
\]

and

$$
\begin{gather*}
V_{+}=i\left[1+\frac{\omega_{1} \omega_{2}}{\omega_{c}^{2}} \frac{k_{z}^{2} C_{A}^{2}\left(k_{z}^{2} C_{A}^{2}+\omega_{1} \omega_{2}\right)}{\left(\omega_{1}^{2}-k_{z}^{2} C_{A}^{2}\right)\left(\omega_{2}^{2}-k_{z}^{2} C_{A}^{2}\right)}\right.  \tag{27}\\
\left.+\frac{\omega_{1} \omega_{2} k_{z}^{2}}{k^{4} C_{A}^{2}}\right]
\end{gather*}
$$

Next, using the Einstein equations, linearized in $h_{+}, h_{\times}$, keeping only the resonantly varying part of $T^{\mu \nu}$, we obtain for the $\times$ - and +-polarization, respectively,

$$
\begin{equation*}
i \omega_{g} \frac{d h_{\times}}{d t}=\kappa\left[\rho_{0} v_{x 1} V_{y 2}+\frac{B_{x 2} B_{y 1}}{\mu_{0}}\right] \tag{28}
\end{equation*}
$$

and

$$
\begin{gather*}
i \omega_{g} \frac{d h_{x}}{d t} \\
=\frac{\kappa}{2}\left[\rho_{0}\left(V_{x 1} V_{x 2}-v_{y 1} V_{y 2}\right)+\frac{B_{x 1} B_{x 2}-B_{y 1} B_{y 2}}{\mu_{0}}\right], \tag{29}
\end{gather*}
$$

which is reduced to

$$
\begin{equation*}
\frac{d h_{\times}}{d t}=-\frac{\rho_{0} \omega_{g}}{W_{g}} V_{\times V_{x 1} V_{x 2}} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d h_{+}}{d t}=-\frac{\rho_{0} \omega_{g}}{W_{g}} V_{+} V_{x 1} V_{x 2} \tag{31}
\end{equation*}
$$

where $W_{g}=\omega_{g}^{2} / 2 \kappa$. The total wave energy is $W_{\text {tot }}=$ $W_{1}\left|v_{x 1}\right|^{2}+W_{2}\left|v_{x 2}\right|^{2}+W_{g}\left(\left|h_{\times}\right|^{2}+\left|h_{+}\right|^{2}\right)$, and it is easily verified from (23), (24) together with (30), (31) that $W_{\text {tot }}$ is conserved. Furthermore, the appearance of the same coupling coefficients $V_{\times}, V_{+}$in Eqs. (23), (24) as well as in (30), (31) assures that the Manley-Rowe relations are fulfilled, which implies that each mode changes energy in direct proportion to its frequency, i.e., $\left(d W_{1} / d t\right) /\left(d W_{2} / d t\right)=\omega_{1} / \omega_{2}$, etc. The system of (23), (24) together with (30), (31) describing the energy conversion between DMHD waves and GWs is one of the main results of the present letter. A more elaborate cal-
culation scheme, including effects such as inhomogeneity and background curvature, is a project for future research.

We now apply our results to the gravitational radiation arising from the iron core of a type II supernova where the densities can be of the order $10^{17} \mathrm{~kg} / \mathrm{m}^{3}$ [27]. The large neutrino outflow (which can reach powers of $10^{33} \mathrm{~W} / \mathrm{cm}^{2}$; see, e.g., [26]) can generate MHD waves described by (15). From the flux conservation, we expect the iron core to be strongly magnetized (comparable to pulsars), and for magnetic field strengths $B_{0} \sim$ $10^{8} \mathrm{~T}$, the gyrofrequency will be much larger than all other frequencies of the problem. The dispersion relation then separate into the shear Alfvén waves $\omega^{2}-$ $k_{z}^{2} C_{A}^{2} \approx 0$ and the compressional Alfvén waves $\omega^{2}-$ $k^{2} C_{A}^{2} \approx 0$. Assuming that the pump MHD wave is a compressional mode with a frequency 5 MHz , the matching conditions (20) can be fulfilled for a GW with a typical frequency 3 MHz and a shear Alfvén wave with the frequency $2 \mathrm{MHz} .^{2}$ For the assumed geometry, the MHD waves couple only to the $h_{\times}$-polarization (to a good approximation), and by combining (24) and (30), we obtain

$$
\begin{equation*}
\frac{d^{2} h_{\times}}{d t^{2}}=-h_{\times} \frac{\omega_{2}}{\omega_{g}} \frac{\left|V_{\times}\right|^{2}}{W_{2}} \frac{16 \pi G}{c^{2}} \rho_{0}\left|v_{x 1}\right|^{2} \tag{32}
\end{equation*}
$$

Thus, noting that the factor $\omega_{2}\left|V_{\times}\right|^{2} / \omega_{g} W_{2}$ is negative ${ }^{2}$ and has a magnitude of order unity ${ }^{3}$ for the given parameters, the growth rate is

$$
\begin{equation*}
\gamma \sim \sqrt{16 \pi G \rho_{0}} \frac{\left|v_{x 1}\right|}{c} \tag{33}
\end{equation*}
$$

which, for a weakly relativistic pump quiver speed, $\left|v_{x 1}\right| / c \sim 1 / 10$, implies $\gamma \sim 10 \mathrm{kHz}$. Thus, we deduce that excitation of a GW by MHD waves is a reasonably fast process in a dense mediums such as the supernova iron core. It would be of interest to quantitatively estimate the energy that can be converted to GWs through this process. Clearly, the growth rate is fast enough, such that the time available for conversion is not a limiting factor. However, eventually the MHD wave source will be depleted, which give an upper limit for the energy available through this mechanism. How large fraction

[^2]of the MHD wave source that can be converted to GWs depend on the influence from competing processes, for example, excitation of other MHD waves by the MHD pump wave and/or wave particle interaction. Thus, further research is necessary before a definite estimate of the GW energy levels due to the present mechanism can be given. However, we emphasize that the present process can give rise to GWs of higher frequencies than many of the previously considered excitation mechanisms (see, e.g., [20, 21, 28]). Thus, our model contributes to the understanding of gravitational radiation emissions accompanying supernova explosions [29].
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New experimental data are presented for the inclusive cross sections both for the production and for the yield of stable and unstable isotopes with charge numbers from one to eight in ${ }^{16} \mathrm{O} p$ collisions at $3.25 \mathrm{~A} \mathrm{GeV} / c$. © 2005 Pleiades Publishing, Inc.
PACS numbers: 25.10.+s

The identification of mechanisms of the fragmentation of nuclei interacting with hadrons and nuclei is a fundamental problem of high energy physics. According to experimental data, nuclear fragments make the basic contribution to the multiplicity of secondary particles in hadron-nucleus collisions at several GeVs per nucleon. Although this phenomenon has been studied in a number of experimental works, there is no information about such important characteristics of nuclear fragmentation processes as cross sections for the yield of all nuclear fragments, particularly unstable, observed in experiments.

The aim of this work is to determine the inclusive cross sections for the production of stable and unstable nuclei with charge numbers $Z_{\mathrm{f}}=1-3$ and cross sections for the yield of stable and unstable nuclei with charge numbers $Z_{\mathrm{f}}=4-8$ in ${ }^{16} \mathrm{O} p$ collisions at $3.25 A \mathrm{GeV} / c$.

We use the experimental data consisting of 13479 ${ }^{16} \mathrm{O} p$ events detected on a 1-m bubble chamber (Laboratory of High Energies, Joint Institute for Nuclear Research) irradiated by ${ }^{16} \mathrm{O}$ nuclei with a momentum of 3.25 A GeV/c at the Dubna synchrophasotron. Procedure problems concerning the reconstruction of the kinematic characteristics of secondary particles and fragments, as well as their identification according to charge and mass, were previously discussed in [1-3].

Stable isotopes, fragments with the charge $Z_{\mathrm{f}}$, were separated as in [1] by analyzing the distributions over the variable $x=1 / p$, where $p$ is the laboratory momentum of a fragment. We selected fragments with the measured length $L \geq 35 \mathrm{~cm}$ for $Z_{\mathrm{f}}=1$ and 2 and $L>40 \mathrm{~cm}$ for $Z_{f}=3-8$.

The procedure for determining the production cross sections for stable isotopes with the charge number $Z_{f}$ consists of the following stages.
(i) The $x$ spectrum of fragments with the charge number $Z_{\mathrm{f}}$ is approximated by the following sum of Gaussians:

$$
f_{Z_{\mathrm{f}}}\left(x_{k}\right)=\sum_{i=1}^{n} a_{i} \exp \left(-\left(x_{k}-1 / A_{i} p_{o}\right)^{2} / 2 \sigma_{i}^{2}\right)
$$

Here, $n$ is the total number of the experimentally observed isotopes with the charge number $Z_{\mathrm{f}}, A_{i}$ is the mass number of the $i$ th isotope, $x_{k}$ is the $x$ value at the $k$ th experimental point, $p_{o}=3.25 \mathrm{GeV} / c$ is the initial momentum per nucleon, and $a_{i}$ and $\sigma_{i}$ are the approximation parameters that make it possible to determine the contribution from each isotope to the $x$ spectrum of fragments.
(ii) The fraction $\alpha_{i}$ of the $i$ th isotope with the charge number $Z_{\mathrm{f}}$ is determined as the ratio

$$
\alpha_{i}\left(Z_{\mathrm{f}}\right)=\frac{\sum_{k=1}^{m} a_{i} \exp \left(-\left(x_{k}-1 / A_{i} p_{o}\right)^{2} / 2 \sigma_{i}^{2}\right)}{\sum_{k=1}^{m} \sum_{i=1}^{n} a_{i} \exp \left(-\left(x_{k}-1 / A_{i} p_{o}\right)^{2} / 2 \sigma_{i}^{2}\right)}
$$

where $m$ is the number of experimental points in the $x$ spectrum of fragments with the charge number $Z_{f}$.
(iii) The production cross section for the $i$ th isotope with the charge number $Z_{\mathrm{f}}$ is calculated as

$$
\sigma_{i}\left(Z_{\mathrm{f}}\right)=\alpha_{i}\left(Z_{\mathrm{f}}\right)\left\langle n\left(Z_{\mathrm{f}}\right)\right\rangle \sigma_{\mathrm{in}}\left({ }^{16} \mathrm{O} p\right)
$$

where the average multiplicity $\left\langle n\left(Z_{\mathrm{f}}\right)\right\rangle$ of fragments with the charge number $Z_{\mathrm{f}}$ for $Z_{\mathrm{f}} \geq 2$ is taken from [4], the average multiplicity of single-charged fragments is determined as the ratio of the total number of positive single-charged particles with momenta above $1.75 \mathrm{GeV} / c$ to the total number of inelastic ${ }^{16} \mathrm{O} p$ events, and $\sigma_{\text {in }}\left({ }^{16} \mathrm{O} p\right)$ is the inelastic cross section for ${ }^{16} \mathrm{O} p$ collisions [5], which is equal to $334 \pm 6 \mathrm{mb}$ for a momentum of $3.25 A \mathrm{GeV} / c$.

By definition, $\sigma_{i}\left(Z_{\mathrm{f}}\right)$ is the inclusive cross section for the production of the $i$ th isotope with the charge number $Z_{\mathrm{f}}$. However, since no event with two or more isotopes with $Z_{\mathrm{f}} \geq 4$ has been observed in the experiment, the cross section obtained for such isotopes can be considered as their yield cross sections.

The production cross section for unstable ${ }^{5} \mathrm{Li}_{3}$ nuclei was determined [6] by analyzing the effective-mass spectra of the $\alpha$ particle and proton, as well as by analyzing the angles between the proton momentum and the momenta of the $\alpha$ particles produced in ${ }^{16} \mathrm{O} p$ collisions at $3.25 A \mathrm{GeV} / c$. Both values turned out to be the same within the statistical errors: $\sigma\left({ }^{5} \mathrm{Li}_{3}\right)=8.4 \pm$ 0.5 mb . As we showed in [3], the cross sections for the production of light mirror nuclei ${ }^{3} \mathrm{H}_{1}$ and ${ }^{3} \mathrm{He}_{2}$, as well as ${ }^{7} \mathrm{Li}_{3}$ and ${ }^{7} \mathrm{Be}_{4}$, coincide with each other within the statistical errors. For this reason, the cross sections for the production of the mirror nuclei ${ }^{5} \mathrm{He}_{2}$ and ${ }^{5} \mathrm{Li}_{3}$ are expected to be identical.

Using the phenomenological model of isotropic phase space and analyzing the experimental spectrum of effective masses, we obtained a value of $\sigma\left({ }^{12} \mathrm{C}^{*}\right)=$ $(9.8 \pm 0.9) \mathrm{mb}$ for the cross sections for the production of excited ${ }^{12} \mathrm{C}^{*}$ nuclei in the channel of the production of three $\alpha$ particles in ${ }^{16} \mathrm{O} p$ collisions at $3.25 \mathrm{GeV} / c$ [7]. The direct decay channel ${ }^{12} \mathrm{C}^{*} \longrightarrow 3 \alpha$ and the channel ${ }^{12} \mathrm{C}^{*} \longrightarrow{ }^{8} \mathrm{Be}_{4}+\alpha \longrightarrow 3 \alpha$ provide 40 and $60 \%$ of this cross section, respectively.

Analyzing azimuthal correlations in the channels of the production of three and four $\alpha$ particles in ${ }^{16} \mathrm{O} p$ collisions at $3.25 \mathrm{GeV} / c$ in the framework of the phenomenological model of isotropic phase space [8], we determined the contributions $W\left({ }^{8} \mathrm{Be}_{4}\right)=(22.0 \pm 1.1) \%$ and $W\left({ }^{9} \mathrm{~B}_{5}\right)=(19.0 \pm 1.0) \%$ of the unstable nuclei ${ }^{8} \mathrm{Be}_{4}$ and ${ }^{9} \mathrm{~B}_{5}$ to these channels. Using the total cross section $(21.68 \pm 0.87) \mathrm{mb}$ for the production of three and four $\alpha$ particles, we obtain $\sigma\left({ }^{8} \mathrm{Be}_{4}\right)=(4.80 \pm 0.31) \mathrm{mb}$ and $\sigma\left({ }^{9} \mathrm{~B}_{5}\right)=(4.12 \pm 0.27) \mathrm{mb}$ for the cross sections for the yield of these unstable nuclei. In the framework of a similar model, analyzing the scattering angle $\vartheta_{\alpha \alpha}$ between a pair of $\alpha$ particles in the channel of the pro-

Cross sections for the production of stable and unstable isotopes in ${ }^{16} \mathrm{O} p$ collisions at $3.25 \mathrm{~A} \mathrm{GeV} / c$

| $Z$ | $A$ | $\sigma \pm \Delta \sigma, \mathrm{mb}$ | $Z$ | $A$ | $\sigma \pm \Delta \sigma, \mathrm{mb}$ |
| :---: | :--- | :---: | :---: | :--- | :--- |
| 1 | ${ }^{1} \mathrm{H}_{1}$ | $509.0 \pm 5.7$ | 5 | ${ }^{9} \mathrm{~B}_{5}^{*}$ | $5.70 \pm 0.29$ |
|  | ${ }^{2} \mathrm{H}_{1}$ | $116.9 \pm 1.3$ |  | ${ }^{10} \mathrm{~B}_{5}$ | $10.6 \pm 0.4$ |
| 2 | ${ }^{3} \mathrm{H}_{1}$ | $41.8 \pm 0.4$ |  | ${ }^{11} \mathrm{~B}_{5}$ | $10.9 \pm 0.4$ |
|  | ${ }^{3} \mathrm{He}_{2}$ | $40.7 \pm 1.9$ | 6 | ${ }^{12} \mathrm{~B}_{5}$ | $0.51 \pm 0.42$ |
|  | ${ }^{4} \mathrm{He}_{2}$ | $164.0 \pm 1.9$ |  | ${ }^{10} \mathrm{C}_{6}$ | $1.77 \pm 0.8$ |
|  | ${ }^{5} \mathrm{He}_{2}^{*}$ | $8.40 \pm 0.50$ |  | ${ }^{11} \mathrm{C}_{6}$ | $9.18 \pm 0.76$ |
|  | ${ }^{6} \mathrm{He}_{2}$ | $1.03 \pm 0.23$ |  | ${ }^{12} \mathrm{C}_{6}$ | $26.3 \pm 0.8$ |
| 3 | ${ }^{5} \mathrm{Li}_{3}^{*}$ | $8.40 \pm 0.50$ |  | ${ }^{12} \mathrm{C}_{6}^{*}$ | $9.80 \pm 0.80$ |
|  | ${ }^{6} \mathrm{Li}_{3}$ | $19.0 \pm 0.8$ |  | ${ }^{13} \mathrm{C}_{6}$ | $9.48 \pm 0.76$ |
|  | ${ }^{7} \mathrm{Li}_{3}$ | $10.6 \pm 0.8$ |  | ${ }^{14} \mathrm{C}_{6}$ | $3.68 \pm 0.76$ |
|  | ${ }^{8} \mathrm{Li}_{3}$ | $4.80 \pm 0.76$ | 7 | ${ }^{13} \mathrm{~N}_{7}$ | $9.40 \pm 0.79$ |
| 4 | ${ }^{7} \mathrm{Be}_{4}$ | $10.3 \pm 0.5$ |  | ${ }^{14} \mathrm{~N}_{7}$ | $26.1 \pm 0.8$ |
|  | ${ }^{8} \mathrm{Be}_{4}^{*}$ | $7.63 \pm 0.37$ |  | ${ }^{15} \mathrm{~N}_{7}$ | $30.3 \pm 0.8$ |
|  | ${ }^{9} \mathrm{Be}_{4}$ | $6.15 \pm 0.52$ | 8 | ${ }^{14} \mathrm{O}_{8}$ | $2.85 \pm 0.7$ |
|  | ${ }^{10} \mathrm{Be}_{4}$ | $0.89 \pm 0.52$ |  | ${ }^{15} \mathrm{O}_{8}$ | $31.1 \pm 0.7$ |
|  |  |  |  | ${ }^{16} \mathrm{O}_{8}$ | $13.0 \pm 0.7$ |

* Unstable or excited states.
duction of two $\alpha$ particles in the same collisions, we determined the contributions $W\left({ }^{8} \mathrm{Be}_{4}\right)=(9.7 \pm 0.5) \%$ and $W\left({ }^{9} \mathrm{~B}_{5}\right)=(5.4 \pm 0.3) \%$ of the unstable nuclei ${ }^{8} \mathrm{Be}_{4}$ and ${ }^{9} \mathrm{~B}_{5}$ to this channel. Using the cross section $(29.17 \pm 1.51) \mathrm{mb}$ for the channel of the production of two $\alpha$ particles, we obtain $\sigma\left({ }^{8} \mathrm{Be}_{4}\right)=(2.83 \pm 0.20) \mathrm{mb}$ and $\sigma\left({ }^{9} \mathrm{~B}_{5}\right)=(1.58 \pm 0.11) \mathrm{mb}$ for the cross sections for the yield of these unstable nuclei.

Thus, the total cross sections for the yields of the unstable nuclei ${ }^{8} \mathrm{Be}_{4}$ and ${ }^{9} \mathrm{~B}_{5}$ in ${ }^{16} \mathrm{O} p$ collisions at $3.25 \mathrm{GeV} / c$ are equal to $\sigma\left({ }^{8} \mathrm{Be}_{4}\right)=(7.63 \pm 0.37) \mathrm{mb}$ and $\sigma\left({ }^{9} \mathrm{~B}_{5}\right)=(5.70 \pm 0.29) \mathrm{mb}$, respectively.

The results of the above procedures, along with the data on cross sections for the production of unstable nuclei, are given in the table. The table shows that
(i) $\alpha$ particles are produced with the largest inclusive cross section among multicharged fragments;
(ii) cross sections for the production of mirror nuclei with mass numbers differing by $\Delta A= \pm 1$ from the main mass number defined as $A=2 Z$ coincide with each other within statistical errors. Note that cross sections for the yield of the unstable isotope ${ }^{9} \mathrm{~B}$ and the stable mirror isotope ${ }^{9} \mathrm{Be}$ also coincide with each other within statistical errors. It is remarkable that this rule also concerns the mirror nuclei ${ }^{15} \mathrm{~N}$ and ${ }^{15} \mathrm{O}$ formed due to the
loss of one nucleon by the initial nucleus ${ }^{16} \mathrm{O}$ in peripheral collisions with a target proton.
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#### Abstract

We introduce the notion of a minimal number of negative links on the lattice for a given original configuration of $S U(2)$ fields. Negative links correspond to a large potential, not necessarily to large action. The idea is that the minimal number of negative links is a gauge invariant notion. To verify this hypothesis, we measure the correlator of two negative links, averaged over all the directions, as a function of the distance between the links. The inverse correlation length coincides within the error bars with the lightest glueball mass. © 2005 Pleiades Publishing, Inc.


PACS numbers: 11.15.-q, 11.15.Ha, 12.38.Gc

A traditional way to study spectrum of excitations is to measure correlators of various sources. For example, the correlator, ${ }^{1}$

$$
\begin{equation*}
D_{g l}(r) \equiv\langle 0|\left(G_{\mu \mathrm{v}}^{a}(r)\right)^{2},\left(G_{\alpha \beta}^{a}(0)\right)^{2}|0\rangle, \tag{1}
\end{equation*}
$$

where $G_{\mu \nu}^{a}$ is the gluonic field strength tensor, is sensitive to the glueball mass $m_{g l}$ at large (Euclidean) distances $r$ :

$$
\begin{equation*}
\lim _{r \rightarrow \infty} D_{g l}(r)=\text { const }+(\text { const }) ' \exp \left(-m_{g l} r\right) . \tag{2}
\end{equation*}
$$

On the other hand, one can also study gauge dependent correlators, such as

$$
\begin{equation*}
D_{\mu \nu}^{a, b}(r)=\langle 0| A_{\mu}^{a}(r), A_{v}^{b}(0)|0\rangle, \tag{3}
\end{equation*}
$$

where $A_{\mu}^{a}$ is the gauge field. Such correlators are not unitary, generally speaking, and are not controlled by glueball masses. In particular, gluon propagator (3) could even grow at large $r$. More realistically, i.e., as indicated by the lattice measurements, the gluon propagator falls off at large $r$ but exhibits some spurious mass scales; for a review, see, e.g., [1, 2]. For us, it is important that these spurious mass scales are, as a rule, lower than the lightest glueball mass.

In this note, we introduce a new type of correlators that, we hypothesize, might be unitary although they are not explicitly gauge invariant (like (1)) and check our hypothesis through lattice simulations of $S U(2)$ gluodynamics.

To explain the basic idea behind our measurements, it is useful first to remind to the reader of how one can introduce a gauge invariant condensate of dimension

[^3]two in gauge theories [3]. One starts with the vacuum expectation value $\left\langle\left(A_{\mu}^{a}\right)^{2}\right\rangle$, which is obviously gauge dependent. One can, however, minimize this vacuum expectation value on the gauge orbits, and the results $\left\langle\left(A_{\mu}^{a}\right)^{2}\right\rangle_{\min }$ are gauge invariant by construction. To ensure that the minimum exists, a Euclidean signature is used. ${ }^{2}$

We generalize this idea to the case of a $Z(2)$ projection of the original $S U(2)$ fields. In this projection, the link variables take values $\pm 1$ (for a review, see, e.g., [5]). Upon the $Z(2)$ projection, a $Z(2)$ gauge invariance remains. We fix this gauge freedom by minimizing the number of negative links over the whole lattice. We speculate, furthermore, that the density of these negative links might well be gauge invariant, by analogy with $\left\langle\left(A_{\mu}^{a}\right)^{2}\right\rangle_{\text {min }}$.

Moreover, we expect that the correlator of the negative links is unitary, like (1). This speculation goes, apparently, beyond the ideas discussed so far. Indeed, the negative links in the continuum limit correspond to singular potentials, $A_{\mu}^{a} \sim 1 / a$, where $a$ is the lattice spacing. One could naively argue that the correlator of such strong fields dies off in distances of order $a$. In particular, this is true for pure perturbative fluctuations.

This argument might not work, but only if there exist fine tuned vacuum fluctuations that are sensitive both to the lattice spacing and $\Lambda_{Q C D}$. Although the idea of the existence of fine tuned fluctuations may look too exotic at first sight, such fluctuations do exist. In particular, the so-called $P$-vortices are closed surfaces whose total area scales in the physical units; for a review, see, e.g., [5]. On the other hand, the $P$-vortices are defined

[^4]

Fig. 1. $\ln \left(\frac{G_{\mu \nu}(r)}{G(\infty)}-1\right)$ vs. lattice spacing for (a) $\mu=v$ and for (b) $\mu \neq v$, results obtained for IMCP.


Fig. 2. Mass parameters for IMCP and DMCP for $\mu=v$ and for $\mu \neq v$.
as a unification of all the negative plaquettes in the $Z(2)$ projection. One can expect, therefore, that they are associated with an action density that is ultraviolet divergent. And, indeed, the fact that the $P$-vortices are associated with the ultraviolet divergent non-Abelian action was revealed directly through lattice measurements [6]. It is by analogy with these observations that
we expect the "propagator of negative links" to scale in physical units as well. This is, of course, a daring possibility that cannot be proven a priori but can be only supported or rejected by measurements.

We perform measurements in greater detail both in direct and indirect maximal center projections (DMCPs and IMCPs). The details of these calculations are given in the Appendix. As a result of $S U(2) \longrightarrow Z(2)$ projection, the original $S U(2)$ field configurations are projected into the closest configuration of $Z(2)$ gauge fields. The remaining $Z(2)$ gauge freedom is then fixed by maximizing the functional

$$
\begin{equation*}
F(Z)=\sum_{x, \mu} Z_{x, \mu} \tag{4}
\end{equation*}
$$

with respect to $Z(2)$ gauge transformations $\left(Z_{x, \mu} \longrightarrow\right.$ $z_{x} Z_{x, \mu} z_{x+\hat{\mu}}, z_{x}= \pm 1$ ).

After gauge fixing, only the positions of the negative links are relevant and it is reasonable to change the variables:

$$
\begin{equation*}
\hat{Z}_{x, \mu}=\left\{1, \text { if } Z_{x, \mu}=-1 ; 0 \text { if } Z_{x, \mu}=1\right\} \tag{5}
\end{equation*}
$$

Moreover, to imitate a scalar correlator on the discrete variables, we consider here the isotropic correlator defined as

$$
\begin{equation*}
G_{\mu v}(r) \equiv \frac{1}{N_{r}} \sum_{r<|x|<r+\frac{a}{2}}\left\langle\hat{Z}_{0 \mu} \hat{Z}_{x, v}\right\rangle \tag{6}
\end{equation*}
$$

where the summation is over all links $Z_{x, \mu}$ for $x$ lying in the spherical layer $r<|x|<r+\frac{a}{2}$ and $N_{r}$ is the total number of links in this layer.

Correlator (6) tends to a nonvanishing constant $G(\infty)=\left\langle\hat{Z}_{x, v}\right\rangle^{2}$ as $r \longrightarrow \infty\left(\left\langle\hat{Z}_{x, v}\right\rangle\right.$ is the average density of the negative links), and we fit the data by the expression (see (2)):

$$
\begin{equation*}
G(r)=G(\infty)+C \exp \{-m r\} \tag{7}
\end{equation*}
$$

We thus get mass parameter $m$ for various values of lattice spacing $a$. Logarithmic plots for the isotropic correlator $G(r)$ are presented in Fig. 1 for IMCPs, while the corresponding values of mass $m$ are depicted in Fig. 2 for IMCPs and DMCPs.

As is seen from Figs. 1 and 2, the correlator $G_{\mu v}(r)$ scales in physical units (within the error bars) and the mass parameter is close to the scalar $0^{++}$glueball mass $\left(m\left(0^{++}\right)=1.65 \pm 0.05 \mathrm{GeV}\right.$ [7]). Thus, our measurements support the idea that correlator (6) is in fact gauge invariant and unitary. Of course, the results are not analytical but pure numerical and, in principle, the picture can change at smaller values of the lattice spacing. The nontriviality of this observation is that it is a correlator of potentials that are not explicitly gauge invariant. Moreover, in the continuum limit, the nega-
tive links correspond to singular potentials. The scaling of the correlation length observed here gives further support to the existence of fine-tuned vacuum fluctuations.

We would like to thank V.G. Bornyakov and G. Greensite for very useful discussions. The work of M.I.P. and S.N.S. was supported in part by the Russian Foundation for Basic Research (RFBR, project nos. 02-02-17308 and 01-02-17456), Deutsche Forschungsgemeinschaft (joint grant no. 436 RUS 113/739/0 with RFBR), INTAS (grant no. 00-00111), and U.S. Civilian Research and Development Foundation for the Independent States of the Former Soviet Union (grant no. RPI-2364-MO-02). The work of V.I.Z. was supported in part by the INTAS (grant no. 00-00111).

## APPENDIX

We perform our calculations both in direct [8] and the indirect [9] maximal center projections (DMCPs and IMCPs). The DMCP in $S U(2)$ lattice gauge theory is defined by the maximization of the functional

$$
\begin{equation*}
F_{1}(U)=\sum_{x, \mu}\left(\operatorname{Tr} U_{x, \mu}\right)^{2} \tag{8}
\end{equation*}
$$

with respect to gauge transformations; $U_{x, \mu}$ is the lattice gauge field. Maximization of (8) fixes the gauge up to $Z(2)$ gauge transformations, and the corresponding $Z(2)$ gauge field is defined as $Z_{x, \mu}=\operatorname{sgnTr} U_{x, \mu}$. To get the IMCP, we first fix the maximally Abelian gauge maximizing the functional

$$
\begin{equation*}
F_{2}(U)=\sum_{x, \mu} \operatorname{Tr}\left(U_{x, \mu} \sigma_{3} U_{x, \mu}^{+} \sigma_{3}\right) \tag{9}
\end{equation*}
$$

with respect to gauge transformations. We project gauge degrees of freedom $U(1) \longrightarrow Z(2)$ by a procedure completely analogous to the DMCP case, that is, we maximize $F_{1}(U)$ (8) with respect to $U(1)$ gauge transformations.

To fix the maximally Abelian and direct maximal center gauge, we create 20 randomly gauge transformed copies of the gauge field configuration and apply a simulated annealing algorithm to fix the

Parameters of configurations

| $\beta$ | Size | $N_{\text {IMCP }}$ | $N_{\text {DMCP }}$ |
| :---: | :---: | :---: | :---: |
| 2.35 | $16^{4}$ | 20 | 20 |
| 2.40 | $24^{4}$ | 50 | 20 |
| 2.45 | $24^{4}$ | 20 | 20 |
| 2.50 | $24^{4}$ | 50 | 20 |
| 2.55 | $28^{4}$ | 37 | 17 |
| 2.60 | $28^{4}$ | 50 | 20 |

gauges. In the calculations, we used that copy that corresponded to the maximal value of the gauge fixing functional. To fix the indirect maximal center gauge from a configuration fixed to a maximally Abelian gauge and to fix $Z(2)$ degrees of freedom, one gauge copy is enough to work with our accuracy. We work at various lattice spacings to check the existence of the continuum limit. The parameters of our gauge field configurations are listed in the table. To fix the physical scale, we use string tension in lattice units [10], $\sqrt{\sigma}=$ 440 MeV .
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#### Abstract

An asymptotic theory of the screening of the dust-particle charge in a plasma with an external ionization source has been developed. It has been shown analytically that the screening of the charge of a dust particle adsorbing the charge of charged plasma particles that fall on it is not generally described by the Debye theory. The screening radius is determined by the relation between the coefficients $\beta_{e i}$ and $\beta_{\mathrm{L}}=4 \pi e k_{i}\left(k_{i}\right.$ is the ion mobility) of the electron-ion and Langevin recombinations, respectively. When $\beta_{\mathrm{L}} \geqslant \beta_{e i}$, the screening radius is much larger than the electron Debye radius. It has been shown that the contribution of the ion component of an isothermal plasma to screening is equal to the electron contribution if the coefficient of the electron-ion recombination is twice or more larger than the Langevin coefficient of the ion recombination, $\beta_{e i} \geq 2 \beta_{\mathrm{L}}$. © 2005 Pleiades Publishing, Inc.


PACS numbers: 52.27.Lw

## INTRODUCTION

Dusty-plasma physics is a rapidly developing field of science. The problem of the interaction force between dust particles is an important and complicated problem in dusty-plasma physics. This problem is closely connected with the problem of the screening character for a dust-particle charge, which is incompletely solved in the physics of an ordinary low-temperature plasma [1]. The Debye character of screening the dust-particle charge is assumed in almost all the current models that have been developed in dusty-plasma physics (see, e.g., reviews [2, 3]). There is no commonly accepted point of view on the role of the ion component in field screening. The screening radius is an important parameter determining the conditions of the crystallization of the Debye plasma [2], ion drag force (see [4] and the further discussion in [5, 6]), the spectrum of the dusty plasma waves [2], etc.

In this work, the formation and screening of the charge of an isolated dust particle in a plasma with an external source of gas ionization are considered in the hydrodynamic regime of the transport of electrons and ions. Investigation of the dusty plasma at high pressures, where the gas is ionized by the external source and the ionization by plasma electrons is negligibly small, attracts great interest (see [2, 7-12]). For this reason, we analyze here dusty plasma with a constant rate of gas ionization by an external source such as a beam of fast electrons or protons in non-self-sustained discharges or laser radiation in a photoresonant plasma.

## ASYMPTOTIC SCREENING THEORY

Let a dust particle be located at the origin of the coordinate system and the ionization compensating for the loss of the plasma due to the absorption of plasma particles by the dust particle be uniform and constant in time and space. In the drift-diffusion approximation, the steady state of the plasma is described by the equations

$$
\begin{equation*}
\nabla \boldsymbol{\Gamma}_{\sigma}=Q_{\mathrm{ion}}-\beta_{e i} n_{e} n_{i}, \quad \sigma=e, i . \tag{1}
\end{equation*}
$$

Here

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\sigma}=-\left\{\frac{e_{\sigma} n_{\sigma}}{m_{\sigma} v_{\sigma}} \nabla \phi+D_{\sigma} \nabla n_{\sigma}\right\}, \tag{2}
\end{equation*}
$$

where $v_{\sigma}$ is the collision frequency; $D_{\sigma}$ is the diffusion coefficient; $\phi$ is the self-consistent field potential; $e_{\sigma}=$ $e$ and $-e$, where $e$ is the elementary charge, for $\sigma=i$ and $e$, respectively; $Q_{\text {ion }}$ is the intensity of the bulk ionization by the external source; and $\beta_{e i}$ is the recombination coefficient. We are interested in the asymptotic behavior of the effective potential for $r \gg a$ when all the coefficients in Eqs. (1) and (2) can be considered as being independent of coordinates and the self ionization of atoms by plasma electrons is assumed to be negligibly small compared to $Q_{\text {ion }}$. Note that the charge and, correspondingly, the electric field of the dust particle are formed by electrons. Therefore, according to thermodynamic concepts, the field of the dust particle cannot heat the electron component and lead to a noticeable change in the coefficients of the transport, ionization,
and recombination of electrons [8]. This means that the self ionization of the plasma is possible only in an external electric field whose magnitude in discharges with the external ionization source is insufficient for an noticeable ionization of the gas.

Since the effective potential decreases with increasing distance, Eqs. (1) and (2) can be linearized beginning with a certain radius $R_{\mathrm{L}}$. Assuming that $\nabla \boldsymbol{\Gamma}_{\sigma}=0$ in the absence of any dust particle, we obtain

$$
\begin{equation*}
n_{0 e, i}=\sqrt{Q_{\mathrm{ion}} / \beta_{e i}} . \tag{3}
\end{equation*}
$$

After linearization, Eqs. (1) take the form

$$
\begin{equation*}
-\frac{e_{\sigma} n_{0}}{m_{\sigma} v_{\sigma}} \Delta \phi-D_{\sigma} \Delta \delta n_{\sigma}=-\beta_{e i} n_{0}\left(\delta n_{e}+\delta n_{i}\right), \tag{4}
\end{equation*}
$$

where $n_{0} \equiv n_{0 e, i}$ and $\delta n_{\sigma} \equiv \delta n_{\sigma}(r)$ is the deviation of the density of the $\sigma$ th type of particles due to the absorption of the plasma by the dust particle.

In terms of these quantities, the Poisson equation has the form

$$
\begin{equation*}
\Delta \phi=-4 \pi \delta \rho=-4 \pi \sum_{\sigma} e_{\sigma} \delta n_{\sigma} \tag{5}
\end{equation*}
$$

Dividing Eq. (4) by $D_{\sigma}$, summing over the types of particles, and taking into account Eq. (5) and the Einstein relations $D_{\sigma}=T_{\sigma} / m_{\sigma} v_{\sigma}$, we arrive at the following equation for the total density $\sum_{\sigma} \delta n_{\sigma} \equiv \delta n_{+}$:

$$
\begin{equation*}
\Delta \delta n_{+}-k_{s}^{2} \delta n_{+}=k_{D_{-}}^{2} \delta n_{-}, \tag{6}
\end{equation*}
$$

where $k_{s}^{2}=\sum_{\sigma} \beta_{e i} n_{0} / D_{\sigma}, k_{D^{-}}^{2}=k_{D i}^{2}-k_{D e}^{2}, k_{D \sigma}^{2}=$ $4 \pi e_{\sigma}^{2} n_{0} / T_{\sigma}$, and $\delta n_{-}=\delta n_{i}-\delta n_{e}$.

Dividing Eq. (4) by $D_{\sigma}$, multiplying by $e_{\sigma}$, and summing over the types of particles, we obtain

$$
\begin{equation*}
\Delta \delta n_{-}-k_{D}^{2} \delta n_{-}=k_{s}^{2} \delta n_{+} \tag{7}
\end{equation*}
$$

where $k_{D}^{2}=k_{D e}^{2}+k_{D i}^{2}, k_{s^{-}}^{2}=k_{s i}^{2}-k_{s e}^{2}$, and $k_{s \sigma}^{2}=$ $\beta_{e i} n_{0} / D_{\sigma}$. For a nonisothermal plasma, from Eqs. (6) and (7) we obtain

$$
\begin{equation*}
\left(\Delta-k_{1}^{2}\right)\left(\Delta-k_{2}^{2}\right) \delta n_{-}=0, \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1,2}^{2}=\frac{1}{2}\left[\left(k_{D}^{2}+k_{s}^{2}\right) \pm \sqrt{\left(k_{D}^{2}-k_{s}^{2}\right)^{2}+4 k_{D^{2}}^{2}-k_{s^{-}}^{2}}\right] . \tag{9}
\end{equation*}
$$

Since $\delta n_{e, i}(\infty)=0$, it follows from Eq. (8) that

$$
\begin{equation*}
\delta n_{-}=\frac{A}{r} e^{-k_{1} r}+\frac{B}{r} e^{-k_{2} r}, \tag{10}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants that are not determined in the framework of this approach. The integra-
tion of Poisson equation (5) after the substitution of Eq. (10) into it yields

$$
\begin{equation*}
\phi=\frac{A_{1}}{r} e^{-k_{1} r}+\frac{B_{1}}{r} e^{-k_{2} r} \tag{11}
\end{equation*}
$$

where $A_{1}=-4 \pi e A / k_{1}^{2}$ and $B_{1}=-4 \pi e B / k_{2}^{2}$. According to Eq. (11), the potential created by the dust particle in the case under consideration is described, in contrast to the Debye theory, by the superposition of two exponentials with different screening constants $k_{1}$ and $k_{2}$. It follows from Eq. (11) that

$$
\begin{equation*}
E=-\frac{A_{1}}{r^{2}}\left(1+k_{1} r\right) e^{-k_{1} r}-\frac{B_{1}}{r^{2}}\left(1+k_{2} r\right) e^{-k_{2} r} . \tag{12}
\end{equation*}
$$

At large distances, screening is determined by the smaller constant $k_{2}$ corresponding to the minus sign in Eq. (9). In the plasma, $D_{e}$ is always much larger than $D_{i}$. Therefore,

$$
\begin{equation*}
k_{s}^{2} \simeq \frac{\beta_{e i} n_{0}}{D_{i}}=\frac{\beta_{e i}}{\beta_{\mathrm{L}}} k_{D i}^{2}, \quad k_{s^{-}}^{2} \simeq k_{s}^{2}, \tag{13}
\end{equation*}
$$

where $\beta_{\mathrm{L}}=4 \pi e k_{i}$ is the Langevin ion recombination coefficient. Since $\beta_{\mathrm{L}} \gg \beta_{e i}$ for most ions at atmospheric pressure, $k_{s}^{2} \ll k_{\mathrm{D}}^{2}$. In this case for $T_{e} \gg T_{i}$, it follows form Eq. (9) that the screening radius in the nonisothermal plasma is given by the expression

$$
\begin{equation*}
\lambda_{2}=\lambda_{D e} \sqrt{\frac{\beta_{\mathrm{L}}}{2 \beta_{e i}}} . \tag{14}
\end{equation*}
$$

This means that, when $\beta_{\mathrm{L}} \geqslant \beta_{e i}$, the screening radius is much larger than the electron Debye radius, which was noted in our previous works [7-11] devoted to numerical simulations. In [9], where the character of the screening of a dust-particle charge was studied for a constant-density plasma, it was shown that the screening was exponential and the screening radius decreased with increasing the electron-ion recombination coefficient, which was in complete agreement with Eq. (14). Note that, if the three-particle recombination of electrons and ions with an electron as the third body must be taken into account in the processes of electron losses, the sum $\beta_{e i}+2 \beta_{3} n_{0 e}$ rather than $\beta_{e i}$ enters into all the expressions and Eq. (14) takes the form

$$
\begin{equation*}
\lambda_{2}=\lambda_{D e} \sqrt{\frac{\beta_{\mathrm{L}}}{2\left(\beta_{e i}+2 \beta_{3} n_{0 e}\right)}} . \tag{15}
\end{equation*}
$$

Expression (14) can be represented in the form

$$
\begin{equation*}
\lambda_{2}=\sqrt{D_{a} \tau_{\mathrm{rec}}} . \tag{16}
\end{equation*}
$$

According to this relation, the screening radius up to a constant factor is determined by the characteristic length of the ambipolar diffusion of ions with the coefficient $D_{a}=D_{i}\left(1+T_{e} / T_{i}\right)$ for the characteristic recombination time $\tau_{\text {rec }}=\left(2 \beta_{e i} n_{e 0}\right)^{-1}$. Up to a constant factor,
expression (16) coincides with the estimate [11] of the size of the region of plasma perturbation by the dust particle.

Then, we analyze the case of isothermal plasma, $T_{e}=T_{i}$. In this case, $k_{\mathrm{D}^{-}}^{2}=0$ and the relation between $\delta n_{+}$and $\delta n_{-}$through Eq. (6) disappears. In this case, it follows from Eq. (6) that

$$
\begin{equation*}
\delta n_{+}=\frac{A}{r} e^{-k_{s} r} . \tag{17}
\end{equation*}
$$

When the sink of electrons and ions is absent (e.g., the dust particle does not adsorb electrons and ions), the densities of electrons and ions have Boltzmann distributions and $\delta n_{+}=0$ in the isothermal case. Therefore, $A=0$ and only Debye terms remain in the below expressions. However, in the nonisothermal plasma, where charged particles are generated by the method under consideration, currents exist even for the nonabsorbing dust particle (Boltzmann distributions for electrons and ions result from the condition that currents (2) vanish; expanding these distributions at large distances and substituting the corresponding expansions into Eq. (4), we see that the right-hand side of Eq. (4) does not vanish when $T_{e} \neq T_{i}$ ).

The solution of Eq. (7) for $k_{\mathrm{D}} \neq k_{s}$ has the form

$$
\begin{equation*}
\delta n_{-}=\frac{k_{s}^{2}}{k_{s}^{2}-k_{\mathrm{D}}^{2}} \frac{A}{r} e^{-k_{s} r}+\frac{B}{r} e^{-k_{\mathrm{D}} r} . \tag{18}
\end{equation*}
$$

The differences of the densities of ions and electrons from the equilibrium values are expressed as

$$
\begin{align*}
& \delta n_{i}=\frac{1}{2} \frac{k_{s}^{2}+k_{s}^{2}-k_{\mathrm{D}}^{2}}{\left(k_{s}^{2}-k_{\mathrm{D}}^{2}\right)} \frac{A}{r} e^{-k_{s} r}+\frac{1}{2} \frac{B}{r} e^{-k_{\mathrm{D}} r},  \tag{19}\\
& \delta n_{e}=\frac{1}{2} \frac{k_{s}^{2}-k_{s}^{2}-k_{\mathrm{D}}^{2}}{\left(k_{s}^{2}-k_{\mathrm{D}}^{2}\right)} \frac{A}{r} e^{-k_{s} r}-\frac{1}{2} \frac{B}{r} e^{-k_{\mathrm{D}} r} . \tag{20}
\end{align*}
$$

Under the condition

$$
\begin{equation*}
k_{\mathrm{D}}^{2}=k_{s}^{2}+k_{s}^{2}, \tag{21}
\end{equation*}
$$

which is equivalent to the equality

$$
\begin{equation*}
\beta_{e i}=\beta_{\mathrm{L}}, \tag{22}
\end{equation*}
$$

it follows from Eq. (19) that

$$
\begin{equation*}
\delta n_{i} \simeq 0 \tag{23}
\end{equation*}
$$

at distances $r \gg k_{\mathrm{D}}^{-1}$, although according to Eq. (20), the perturbation of the electron density in this region decreases exponentially:

$$
\begin{equation*}
\delta n_{e} \approx \frac{A}{r} e^{-k_{s} r} . \tag{24}
\end{equation*}
$$

For the nonisothermal plasma, approximate equality (23) at large distances is valid only under the condition

$$
\begin{equation*}
k_{\mathrm{D}}^{2}+k_{\mathrm{D}^{-}}^{2}=k_{s}^{2}+k_{s^{2}}^{2}, \tag{25}
\end{equation*}
$$

from which Eq. (22) again follows. Using Eq. (18), from the Poisson equation we obtain

$$
\begin{equation*}
\phi=-\frac{A_{2}}{\left(k_{s}^{2}-k_{\mathrm{D}}^{2}\right) r} \frac{1}{r} e^{-k_{s} r}-\frac{B_{2}}{r} e^{-k_{\mathrm{D}} r}, \tag{26}
\end{equation*}
$$

where $A_{2}=4 \pi e A k_{s}^{2} / k_{s}^{2}$ and $B_{2}=4 \pi e B / k_{\mathrm{D}}^{2}$. It follows from Eq. (26) that, at distances $r \gg k_{\max }^{-1}$, where $k_{\max }=$ $\max \left\{k_{s}, k_{\mathrm{D}}\right\}$, the asymptotic formulas for the potential and electric field have the form

$$
\begin{equation*}
\phi \propto \frac{1}{r} e^{-k_{\min r} r} ; \quad E \propto \frac{1+k_{\min } r}{r^{2}} e^{-k_{\min } r}, \tag{27}
\end{equation*}
$$

where $k_{\min }=\min \left\{k_{s}, k_{\mathrm{D}}\right\}$. For $k_{s}=k_{\mathrm{D}}$, i.e., in the resonance case, the solution of Eq. (7) has the form

$$
\begin{equation*}
\delta n_{-}=\left(-\frac{k_{s}^{2} A}{2 k_{s}}+\frac{B}{r}\right) e^{-k_{s} r} . \tag{28}
\end{equation*}
$$

In this case, from the Poisson equation we obtain

$$
\begin{gather*}
\phi=\left(\frac{A_{2}}{2 k_{s}}+\left[\frac{A_{2}}{k_{s}^{2}}-B_{2}\right] \frac{1}{r}\right) e^{-k_{s} r}, \\
E=\left(\frac{A_{2}}{2}+\left[\frac{A_{2}}{k_{s}^{2}}-B_{2}\right] \frac{1+k_{s} r}{r^{2}}\right) e^{-k_{s} r} . \tag{29}
\end{gather*}
$$

It is seen that the asymptotic formulas for $k_{s}=k_{\mathrm{D}}$ have the form of a simple exponential with the Debye screening radius:

$$
\begin{equation*}
\phi \propto e^{-k_{s} r} ; \quad E \propto e^{-k_{s} r} . \tag{30}
\end{equation*}
$$

As was mentioned above, $\beta_{\mathrm{L}}>\beta_{e i}$ for most ions at atmospheric pressure and, therefore, $k_{s}^{2}<k_{\mathrm{D}}^{2}$. Hence, the screening radius in the isothermal plasma is given by the expression

$$
\begin{equation*}
\lambda_{s}=k_{s}^{-1}=\lambda_{\mathrm{D} e} \sqrt{\frac{\beta_{\mathrm{L}}}{\beta_{e i}}}, \tag{31}
\end{equation*}
$$

which differs slightly from Eq. (14). Using Eqs. (14) and (31), one can conclude that, under the condition $\beta_{\mathrm{L}} \gg \beta_{e i}$, ions are not involved in the screening of the dust particle field in both isothermal and nonisothermal plasmas. Under the opposite condition $\beta_{\mathrm{L}}<\beta_{e i}$, a hump appears in the ion distribution (see Fig. 1). Consequently, the diffusion component of the ion current turns against the drift component. For this reason, the ion distribution becomes close to equilibrium and the ion component is involved in screening. Therefore, the screening radius, which is equal to the electron Debye


Fig. 1. Distributions of ions and electrons near the dust particle: calculations for ( O ) electrons and ( $\Delta$ ) ions, (solid lines) Boltzmann distributions for electrons, (dashed lines) densities of electrons and ions in the unperturbed plasma for the argon atomic density $N=$ (1) $2.8 \times 10^{19}$, (2) $1.12 \times 10^{20}$, and (3) $4.5 \times 10^{20} \mathrm{~cm}^{-3}$. Lines 2 and 3 are shifted upward for a convenient representation.
radius at $\beta_{\mathrm{L}}=\beta_{e i}\left(k_{s}=k_{\mathrm{D}} / \sqrt{2}\right)$, becomes equal to the classical Debye radius at $\beta_{\mathrm{L}} \leq \frac{1}{2} \beta_{e i}\left(k_{s} \leq k_{\mathrm{D}}\right)$.

## COMPARISON OF THE ASYMPTOTIC SCREENING THEORY WITH THE NUMERICAL CALCULATION RESULTS

Figure 1 shows the distributions of ions and electrons near the dust particle for various relations between the coefficients of the electron-ion and Langevin recombinations as obtained by numerically solving the time-dependent continuity equations

$$
\begin{equation*}
\partial n_{\sigma} / \partial t+\operatorname{div} \Gamma_{\sigma}=Q_{\text {ion }}-\beta_{e i} n_{e} n_{i} \tag{32}
\end{equation*}
$$

and the Poisson equation with the boundary conditions

$$
\begin{gather*}
n_{e, i \mid r=r_{0}}=0, \quad E_{\mid r=r_{0}}=e q_{\text {int }} / r_{0}^{2},  \tag{33}\\
n_{e, i \mid r=\infty}=n_{0}=\sqrt{Q_{\text {ion }} / \beta_{e i}}, \quad \phi_{\mid r=\infty}=0,
\end{gather*}
$$

where $q_{\text {int }}=4 \pi r_{0}^{2} \int\left(\left|\Gamma_{i}\right|-\left|\Gamma_{e}\right|\right) d t$. The calculation procedure was described in more detail in [8]. In test calculations with zero sources of the production and loss of electrons in the calculation cell, the solution with unscreened charge was obtained, which was discussed in detail in [9]. Note that such conditions are possibly realized in a so-called $Q$ machine [13], where the ionization of cesium atoms occurs on the heated walls of a working chamber and the recombination of electrons and atomic ions in volume occurs with a negligibly low rate. Under the same boundary conditions with nonzero parameters $Q_{\text {ion }}$ and $\beta_{e i}$, the quasi-neutrality of the calculation cell is reconstructed. In this case, the dust-particle charge and distributions of the plasma and electric


Fig. 2. Distribution of $\delta n_{+}$near the dust particle: points are calculations and solid lines correspond to distribution (17) for $\beta_{\mathrm{L}}=(1) 4 \beta_{e i}$, (2) $2 \beta_{e i}$, (3) $\beta_{e i}$, (4) $1 / 2 \beta_{e i}$, and (5) $1 / 4 \beta_{e i}$ and $N=$ (1) $2.8 \times 10^{19}$, (2) $5.6 \times 10^{19}$, (3) $1.12 \times 10^{20}$, (4) $2.24 \times 10^{20}$, and (5) $4.48 \times 10^{20} \mathrm{~cm}^{-3}$.
field are independent of the form of the boundary condition for the field through the accumulated charge in the above boundary condition or in the form of zero field at the outer boundary. The calculations were performed for argon, ionization rate $Q_{\text {ion }}=10^{16} \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$, and various pressures with the constant recombination coefficient $\beta_{e i}=0.85 \times 10^{-6} \mathrm{~cm}^{3} / \mathrm{s}$ for the parameters $T_{e}=T_{i}=300 \mathrm{~K}, r_{0}=10 \mu \mathrm{~m}, n_{e 0}=n_{i 0}=n_{0}=1.087 \times$ $10^{11} \mathrm{~cm}^{-3}, \lambda_{\mathrm{D} e}=3.63 \mu \mathrm{~m}$, and $\lambda_{\mathrm{D}}=2.56 \mu \mathrm{~m}$. The Langevin recombination coefficient was varied by varying pressure.

As is seen in Fig. 1, under condition (22), the ion density remains constant almost to the dust particle when the absorption of ions by the dust particle is manifested. The ion density is constant, because a decrease in the ion loss rate in the process of electron-ion recombination with decreasing the electron density is exactly compensated for by an increase in the Langevin recombination rate. This problem, as well as the condition of the appearance of a peak in the ion distribution and the formation of the ambipolar-diffusion region, was discussed in [8]. This condition coincides with Eq. (22) and is strictly justified here.

Figure 2 shows distribution (17) in comparison with the distribution calculated for $\delta n_{+}$. It is seen that the calculation results are in an excellent agreement with the asymptotic theory developed above. Figure 3 shows the distribution of the reduced field. It is seen that, beginning with a certain distance, the functions $\Xi(r)$ approach the asymptotic curves parallel to the abscissa axis, as can be expected according to Eqs. (27) and (30).

Figure 4 shows the screening radii obtained in our works $[10,11]$ (approximating the calculation potential by the standard exponential divided by the radius) in comparison with the values calculated from Eq. (15). It


Fig. 3. Distribution of the reduced field $(1-3,5) \Xi=$ $E r_{0}^{2} \exp \left(k_{\text {min }} r\right)\left(1+k_{\text {min }} r\right)^{-1}$ and (4) $\Xi=E r_{0}^{2} \exp \left(k_{\min } r_{0}\right)(1+$ $\left.k_{\min } r_{0}\right)^{-1}$. The calculation parameters are the same as for the respective lines in Fig. 2.


Fig. 4. Screening radius divided by the electron Debye radius (line 1) as calculated from relation (15) in comparison with data published in [11] for the photoresonant plasma for the dust particle radius $r_{0}=(2) 1$, (3) 2 , (4) 5 , and (5) $10 \mu \mathrm{~m}$.
is seen that the calculations agree well with the asymptotic theory. A discrepancy at small times appears because the electron density in the photoresonant plasma at the initial time is still low and the screening radius is very large. For this reason, to correctly determine it, calculations would have to be performed with a much larger radius of the calculation cell than that used in $[10,11]$.

## CONCLUSIONS

In this work, using the perturbation method, we have developed the asymptotic theory of the screening of the charge of an isolated dust particle in a plasma with an external source of the ionization of a gas in the hydrodynamic regime of the transport of electrons and ions.

It has been shown that the screening of the charge of the dust particle adsorbing the charged particles of the plasma is not generally described by the Debye theory. The screening radius is determined by the relation between the coefficients of the dissipative and Langevin recombinations. When the latter coefficient is small, the screening radius is much larger even than the electron Debye radius. Thus, the appreciable excess of the screening radius over the Debye radius, which was repeatedly observed in hydrodynamic numerical calculations [7-11], as well as the correlation noted in [9, 11] between the screening radius and the ion recombination coefficient, has been strictly justified.
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#### Abstract

The formation of the space-time structure of the intensity distribution for whistlers, as well as the content of the energetic electrons in the radiation belts of Jupiter, has been considered. Parametric nonlinear processes in a plasma magnetospheric maser have been analyzed. It has been shown that, owing to the azimuthal inhomogeneity of a magnetic trap in combination with the fast rotation of the planet, a component that is characterized by the periodic modulation and is independent of the azimuth coordinate is formed in the $Q$ factor of the magnetospheric resonator. This modulation is manifested as an external force that ensures the synchronization of oscillations in the level of whistlers in individual magnetic field tubes under the global-resonance conditions. © 2005 Pleiades Publishing, Inc.


PACS numbers: $94.30 . \mathrm{Hn}, 95.55 . \mathrm{Pe}, 96.50 . \mathrm{Ek}$

## INTRODUCTION

In each magnetic field tube in the radiation belts of Jupiter, an oscillation process may occur in the form of alternating stages of the accumulation of energetic electrons and their precipitation into the ionosphere during electromagnetic radiation pulses generated when exceeding the cyclotron instability threshold. The local frequency $\Omega_{\mathrm{RB}}$ of the corresponding oscillations depends on the power of the source of particles in the local magnetic field tube. Analysis revealed the global resonance effect in the electron radiation belts of Jupiter [1]. Calculations based on the data for the magnetosphere of Jupiter that were available at that time showed that the corresponding local frequencies of the oscillation process in individual tubes of the radiation belts of Jupiter were nearly identical, given by the expression

$$
\begin{equation*}
\Omega_{\mathrm{RB}}=\left(\frac{c D|\ln R|}{R_{\mathrm{J}}}\right)^{1 / 2} \tag{1}
\end{equation*}
$$

and close to the angular velocity $\Omega_{\mathrm{J}}$ of the planet's rotation. Here, $c$ is the speed of light, $D$ is the coefficient of diffusion in the magnetic sheets $\left(D_{L L}=D L^{4}\right)$, the reflection coefficient $R$ of waves from the ionosphere from above will be discussed in detail below, and $R_{\mathrm{J}}$ is the radius of Jupiter.

It was argued in [2] that the coincidence of the frequencies $\Omega_{\mathrm{RB}}$ and $\Omega_{\mathrm{J}}$ is not accidental. They coincide with each other, because the aforementioned oscillation process determines the properties of the radial diffusion of energetic electrons in the radiation belts and, there-
fore, the power of the source of particles. It is useful to take into account that the efficiency of the interaction between waves and particles depends on the background plasma density determined by the threshold of the exchange instability [3].

Preliminary arguments that oscillations in different magnetic field tubes must be synchronous were given in [1, 2]. Recently, this conclusion has become urgent. Direct measurements of the intensity of electromagnetic radiation $[4,5]$ were carried out simultaneously on two spacecrafts (Galileo-Cassini/Huygens and Cassini/Huygens-Ulysses) in different positions with respect to Jupiter. Analyzing the results from the spacecrafts, Kaiser et al. [4] concluded that oscillations of the level of whistlers in individual magnetic field tubes are synchronous. This means that the entire giant magnetosphere of Jupiter in whistlers flashes with a period of 10 h , which is equal to the rotation period, as a huge lamp.

Those new experimental results have additionally stimulated the return to this problem and new explanation of the synchronization of oscillation processes in different magnetic field tubes within the framework of new, more advanced calculations. We consider the set of magnetic field tubes adjacent to a certain magnetic shell in the middle part of the magnetosphere of Jupiter, which is spaced by $20-40$ radii of Jupiter from its center. The space-time dependence of the damping decrement for whistlers is shown to be important for the magnetosphere resonator. Moreover, it is shown that the damping decrement has a component depending


Fig. 1. Equatorial section of the Jupiter magnetosphere.
only on time with the planet-rotation period, because the decrement is determined both by the plasma parameters in the magnetic field tube and by the state of the asymmetric ionosphere. According to calculations, this component serves as an external force synchronizing oscillations of the radiation belt parameters in different magnetic field tubes.

## SPATIAL DETECTION OF THE $Q$ FACTOR OF THE MAGNETOSPHERIC RESONATOR

It is well known that laboratory lasers are successfully controlled by modulation of the $Q$ factor of the resonator of electromagnetic waves. This property also fully concerns the plasma magnetospheric maser, where the conjugate ionospheric regions serve as mirrors. In view of this circumstance, it is important to analyze the average damping decrement of electromagnetic waves in the radiation belts. The space-time structure of the system is illustrated in Fig. 1, where the equatorial (in the ecliptic plane) section of the Jupiter magnetosphere is schematically shown with the outgoing head shock wave in the solar wind, magnetopause, and equatorial section of an individual magnetic sheet. We take a nearly inertial reference frame that, as well as the planet, rotates around the Sun and where the magnetosphere boundary is at rest. In addition, we introduce a noninertial comoving reference frame that rotates along with Jupiter and whose position is determined by the polar coordinate system. The azimuth angle $\varphi$ is measured from the fixed axis directed from the planet center against the solar-wind direction.

The average damping decrement for whistlers in an individual tube can be written in the form [6]

$$
\begin{equation*}
v=2|\ln R| T_{\mathrm{g}}^{-1} . \tag{2}
\end{equation*}
$$

Here, the reflection coefficient $R$ from the ends of the magnetic trap depends primarily on the ionospheric
state. Jupiter's ionosphere rotating with the planet is asymmetric (this property is indicated in Fig. 1 by the close circle at the ionospheric altitude) due partially to the considerable shift of the magnetic dipole with respect to the planet center [7]. Therefore, $2|\ln R|=$ $f_{1}\left(\varphi-\Omega_{\mathrm{J}} t\right)$, where $f_{1}$ is a $2 \pi$-periodic function and $\varphi$ is the azimuth angle. The period $T_{\mathrm{g}}$ of the group propagation of whistlers in the magnetospheric resonator is in turn a periodic function of the azimuth angle $\varphi$, because it is determined by the structure of the magnetosphere, namely, by the degree of the magnetosphere oblateness and the plasma density along the magnetic field tube. Both these parameters depend primarily on the local time. Therefore, $T_{\mathrm{g}}^{-1}=f_{2}(\varphi)$, where $f_{2}(\varphi)$ is a $2 \pi$-periodic function. Thus, the average damping decrement of whistlers can be represented in the form

$$
\begin{equation*}
v(t, \varphi)=f_{1}\left(\varphi-\Omega_{\mathrm{J}} t\right) f_{2}(\varphi) . \tag{3}
\end{equation*}
$$

The above periodic functions can be expanded in the Fourier series

$$
\begin{gather*}
f_{1}\left(\varphi-\Omega_{\mathrm{J}} t\right) \\
=\sum_{k=0}^{\infty}\left\{a_{1 k} \sin \left[k\left(\varphi-\Omega_{J} t\right)\right]\right.  \tag{4}\\
\left.+a_{2 k} \cos \left[k\left(\varphi-\Omega_{J} t\right)\right]\right\}, \\
f_{2}(\varphi)=\sum_{k=0}^{\infty}\left[b_{1 k} \sin (k \varphi)+b_{2 k} \cos (k \varphi)\right] .
\end{gather*}
$$

The substitution of Eqs. (4) into Eq. (3) yields

$$
\begin{equation*}
v(t, \varphi)=\psi(t)+a_{20} f_{2}(\varphi)+\Phi(t, \varphi) \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
\psi(t) & =\frac{1}{2} \sum_{k=1}^{\infty}\left[\left(a_{1 k} b_{1 k}+a_{2 k} b_{2 k}\right) \cos \left(k \Omega_{\mathrm{J}} t\right)\right. \\
& \left.+\left(a_{2 k} b_{1 k}-a_{1 k} b_{2 k}\right) \sin \left(k \Omega_{\mathrm{J}} t\right)\right]
\end{aligned}
$$

and the function $\Phi(t, \varphi)$ satisfies the relation

$$
\begin{equation*}
\int_{0}^{2 \pi} \Phi(t, \varphi) d \varphi=0 . \tag{6}
\end{equation*}
$$

According to Eq. (5), the expression for the damping decrement of whistlers is represented as a sum of three terms. The first term is time periodic with the Jupiter rotation period $T_{\mathrm{J}}$ and is independent of the azimuth angle. The second term depends only on the azimuth angle. The third term depends on time and the azimuth angle, but its angle average is equal to zero.

Thus, spatial detection appears because the average damping decrement of whistlers and, therefore, the $Q$ factor of the magnetospheric resonator of the plasma maser in the radiation belts of Jupiter are determined,
according to Eq. (3), by the product of two quantities depending on the time and azimuth angle. Below, we will analyze the effect of the periodic time dependence of the average damping decrement on the dynamics of the plasma magnetospheric maser.

## SPACE-TIME DYNAMICS OF THE CYCLOTRON INSTABILITY OF RADIATION BELTS

In the simplest balance approximation, the self-consistent system of relativistic quasi-linear equations of interaction between the wave and particles in the plasma magnetospheric maser has the form [2, 6]

$$
\begin{gather*}
\frac{\partial N}{\partial t}-\Omega_{d}(\varphi) \frac{\partial N}{\partial \varphi}=-\delta(\varphi) W N-\frac{N}{T_{l}}+I(t, \varphi)  \tag{7a}\\
\frac{\partial W}{\partial t}=h(\varphi) W N-v(t, \varphi) W+a \tag{7b}
\end{gather*}
$$

System (7) has a simple physical meaning. The number $N(t, \varphi)$ of particles in the magnetic field tube with unit cross section at the ionospheric level increases with time according to the power $I(t, \varphi)$ of the source of particles. The motion of particles along the azimuthal coordinate is caused by the drift of energetic particles in the inhomogeneous curved magnetic field. The corresponding angular velocity $\Omega_{d}(\varphi)$ is given by the formulas presented, e.g., in [8]. The second term on the right-hand side of Eq. (7a) presents losses of particles from the magnetic field tube due to synchrotron radiation (pair collisions in the Jupiter magnetosphere are of low importance). The first term on the right-hand side of Eq. (7a) presents a decrease in the number of particles in the magnetic field tube due to their precipitation into the ionosphere as a result of interaction with whistlers. This precipitation is faster for a higher energy density $W(t, \varphi)$ of the whistlers. In turn, the energy density of the whistlers is determined by transport equation (7b) averaged over the time of the whistler propagation between the conjugate regions of the ionosphere. In this equation, the power of external wave sources (e.g., lightning discharges in the atmosphere) is represented by the term $a$. The transverse angular anisotropy of the momentum distribution function varies slightly. Therefore, the double increment of the cyclotron instability can be written in the form $2 \gamma(\varphi)=h(\varphi) N(\varphi)$. Note that the explicit expressions for the functions $\delta(\varphi)$ and $h(\varphi)$ can be obtained from formulas presented in [2], but they are unnecessary here. First, we consider processes in an individual magnetic field tube disregarding the azimuthal drift and for a fixed azimuth angle $\varphi$. In this case, the system of equations has a steady state corresponding to the balance between the arrival of particles from the source and their precipitation into the ionosphere. Let us analyze the oscillations near the steady state. In the radiation belts, where the parameters $1 / T_{l}$
and $a$ are small, for a constant damping decrement $v$, relaxation oscillations occur with the parameters

$$
\begin{gather*}
\Omega_{\mathrm{RB}}=(h I)^{\frac{1}{2}}, \quad 2 v_{\mathrm{RB}}=\frac{h I}{v}, \\
Q_{\mathrm{RB}}=\frac{\Omega_{\mathrm{RB}}}{2 v_{\mathrm{RB}}}=\frac{v}{(h I)^{\frac{1}{2}}}, \tag{8}
\end{gather*}
$$

where $\Omega_{\mathrm{RB}}$ is the natural frequency of the oscillation process in a given magnetic field tube and $\nu_{\mathrm{RB}}$ and $Q_{\mathrm{RB}}$ are the damping decrement and $Q$ factor of these oscillations, respectively.

Upon the modulation of the damping decrement $v$ even in the space-time case, a resonance response is naturally expected in the form of the deep modulation of the parameters of the radiation belts and the level of whistlers, particularly when $Q_{\mathrm{RB}} \gg 1$.

For simplified quantitative analysis of system (7), it is natural to introduce the new dimensionless variables

$$
\begin{align*}
& \tau=\Omega_{\mathrm{J}} t, \quad \tau_{*}=\left(\frac{1}{\Omega_{\mathrm{J}} T_{\mathrm{J}}}+\omega_{d} \frac{\partial \ln h}{\partial \varphi}\right), \omega_{d}=\frac{\Omega_{d}}{\Omega_{\mathrm{J}}},  \tag{9}\\
& \omega_{\mathrm{RB}}=\frac{\Omega_{\mathrm{RB}}}{\Omega_{\mathrm{J}}}, n=\frac{h N}{\Omega_{\mathrm{J}}}, \varepsilon=\frac{\delta}{\Omega_{\mathrm{J}}} W, \quad \alpha=\frac{a \delta^{2}}{\Omega_{\mathrm{J}}}
\end{align*}
$$

In the new variables and in view of Eq. (5), system (7) is written as

$$
\begin{gather*}
\frac{\partial n}{\partial \tau}-\omega_{d}(\varphi) \frac{\partial n}{\partial \varphi}=-\varepsilon n-\frac{n}{\tau_{*}(\varphi)}+\omega_{\mathrm{RB}}^{2}(\varphi),  \tag{10}\\
\frac{\partial \varepsilon}{\partial \tau}=\varepsilon n-Q\left[\psi(\tau)+a_{20} f_{2}(\varphi)+\Phi(\tau, \varphi)\right] \varepsilon+\alpha
\end{gather*}
$$

Here, all functions of $\varphi$ are $2 \pi$-periodic functions, $Q=$ $Q_{\mathrm{RB}}\left(\Omega_{\mathrm{RB}} / \Omega_{\mathrm{J}}\right) \approx Q_{\mathrm{RB}} \gg 1$, and the function $\Phi(\tau, \varphi)$ satisfies Eq. (6). Owing to the presence of the function $\psi(\tau)$ in system (10), the time structure is formed in oscillations of both the intensity of whistlers and the content of energetic electrons and this structure is synchronous over the entire magnetosphere. To corroborate this statement, we performed numerical calculations.

## MODEL CALCULATIONS

In the numerical calculation illustrating the fundamental aspect of the problem, only lower spatial harmonics are taken into account and the space-time dependence of the damping decrement of whistlers is written in the form

$$
\begin{equation*}
v / \Omega_{\mathrm{J}}=Q_{\circ}\left(1+\Delta_{1} \cos \varphi\right)\left(1+\Delta_{2} \cos (\varphi-\tau)\right) \tag{11}
\end{equation*}
$$

Here, the factor $\Delta_{1}>0$ reflects the fact that the length of the magnetic field tube is minimal and maximal at $\varphi=$ 0 and $\pi$, respectively; and the factor $\Delta_{2}>0$ presents the fact that, when $\tau=0$, the reflection coefficient is maxi-


Fig. 2. Energy density $\varepsilon$ of whistlers as a function of the azimuth angle $\varphi$ and time $\tau$ as shown by different grey tones.


Fig. 3. Same as in Fig. 2 but for the total number $n$ of energetic electrons in the magnetic field tube.
mal at $\varphi=0$ for the appropriate choice of the time beginning point (see Fig. 1). Let us numerically analyze the properties of solutions of system (10). We take into account the azimuth angle dependence of $\omega_{\mathrm{RB}}^{2}(\varphi)$ in the form

$$
\begin{equation*}
\omega_{\mathrm{RB}}^{2}(\varphi)=\omega_{\mathrm{RBO}}^{2}\left(1+\Delta_{2} \cos (\varphi)\right), \tag{12}
\end{equation*}
$$

where the coefficients on the right-hand side roughly characterize the longitudinal inhomogeneity of the system in the power of the source of energetic particles and other parameters.

Since the natural frequency of the oscillation process in individual magnetic field tubes is close to the angular velocity of the planet rotation, we take $\omega_{\text {RBo }}^{2}=$ 0.9 in our model calculations. The depth of modulation associated with the asymmetry of the ionosphere is taken not too large, $\Delta_{2}=0.2$. The $Q$ factors of the oscillation process at different longitudes may differ notice-
ably from each other. For this reason, we take $Q_{\circ}=20$ and $\Delta_{1}=0.75$ in our model calculations. The remaining parameters that are comparatively small in the problem under consideration are assumed to be constant: $\omega_{d}=$ $0.03,1 / \tau_{*}=0.01$, and $a=0.005$. Note that the real velocities of the azimuthal drift of energetic particles in the inhomogeneous curved magnetic field slightly affect the calculations. For this reason, we change the corresponding function to constant. At the same time, the test calculations show that, if the corresponding velocity were higher, time processes in different magnetic field tubes would be additionally synchronized. For definiteness, we take the initial conditions in the form $n(0, \varphi)=10$ and $\varepsilon(0, \varphi)=0.01$.

System (10) was numerically solved with the chosen model parameters. The energy density $\varepsilon$ of whistlers as a function of time $\tau$ and the azimuth angle $\varphi$ after the transient process is shown by different grey tones in Fig. 2. According to the calculations, the oscillation
process occurs with different efficiencies at different longitudes. However, maxima of the intensity of whistlers are reached quite synchronously over the entire magnetosphere. The space-time dependence of the total number $n$ of energetic electrons in the magnetic field tube is shown by different grey tones in Fig. 3. Note that the time dependence of the total number of particles clearly exhibits the periodicity with a double period of $4 \pi$, which corresponds to a period of 20 h in the dimensional variables.

## CONCLUSIONS

In the magnetosphere of Jupiter, interaction between waves and particles in individual magnetic field tubes clearly correlates with the global dynamics of electron radiation belts. This interplay is manifested in the pronounced periodicity of the intensity of whistlers and fluxes of energetic electrons. The entire giant magnetosphere of Jupiter in whistlers flashes as a huge lamp.

The experimentally observed law is likely due to several factors. First, it is important that each magnetic field tube in the radiation belts of Jupiter is characterized by the natural frequency that corresponds to interaction between waves and particles and is close to the angular velocity of Jupiter. This circumstance ensures the resonance character of the process, and a comparatively weak external action can thereby provide the deep modulation of the level of waves and particle fluxes.

Owing to the rotation of the planet with the asymmetric ionosphere, the spatial detection of the $Q$ factor of the magnetospheric resonator occurs. The average damping decrement of whistlers includes a term that is independent of the azimuth angle and varies with time strictly periodically with the period of the orbital rotation of Jupiter. This periodic dependence is manifested as a controlling factor. (The plasma magnetospheric maser is subjected to several external factors. The modulation of the $Q$ factor of the magnetospheric resonator most strongly affects its operation.) According to the calculations, the modulation of the level of whistlers is clearly synchronized at all longitudes. As can be shown and was checked in numerical calculations, the transport of particles and waves between individual magnetic field tubes improves the synchronization of processes in different magnetic field tubes.

The significance of this effect is more general. It must be observed for other types of electromagnetic radiation emitted due to the radiation belts of Jupiter, which vary quite synchronously in various spectral ranges of the magnetosphere. The synchronization of emission processes from different magnetic field tubes was noted in [5].

We emphasize that there is one more mechanism of the effect of the azimuthal drift of particles, which is taken into account in Eq. (7a), on the cyclotron instability and interaction between waves and particles. The drift of particles may create a polarization electric field
and thereby a current system and a magnetic signal, which changes the distribution function of energetic electrons due, e.g., to the conservation of the adiabatic invariants. However, estimates show that this mechanism is inefficient in the electron radiation belts of Jupiter. Indeed, the conductivity of the magnetospheric plasma along the magnetic field is very high, and the polarization field is short-circuited through the ionosphere, where the conductivity across the magnetic field is high. Polarization electric fields should be taken into account when analyzing the initial stage of the space-time evolution of the distributions of particles with sharp azimuthal gradients.

More complicated cases are possible when the initial oscillations are not relaxation oscillations but selfsustained oscillations in individual magnetic fields. The possibility of existing of the latter oscillations was shown in [9]. Under certain conditions, the synchronization of processes can be expected in the magnetosphere of pulsars. However, each of the mentioned cases requires special investigation.

Note that the above effect is an interesting example of the Huygens effect known in classical mechanics. In this case, oscillation processes in different magnetic field tubes (rough clock) are synchronized due to interaction with the strictly periodic orbital rotation of the planet (accurate clock).
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#### Abstract

The ballistic conductance of a point contact between a strong ferromagnet and a $d$-wave superconductor is calculated for arbitrary spin-dependent transmission coefficients. The width of the localized Andreev state level is determined. The possibility of identifying the $d$-type superconductor by the shape of the voltage dependence of the conductance is analyzed for a point contact with a good metallic conduction. © 2005 Pleiades Publishing, Inc.


PACS numbers: 74.50.+r, 74.80.-g, 75.30.Et

Studies of ballistic electron transport between ferromagnetic metals ( Fs ) and high-temperature superconductors (HTSCs) [1-3] are important for understanding the electronic properties of these materials and for the development of electronic devices using spin-polarized currents [1, 4-6]. The main distinctive feature of HTSCs, as compared to ordinary $s$-wave superconductors, is the anisotropy of the order parameter. It has been established [7, 8] that the order parameter in HTSCs has the $d_{x^{2}-y^{2}}$ symmetry. Superconductors (Ss) with a $d$-wave symmetry possess a momentum-dependent internal phase, which strongly affects the transport properties of the contacts between them and other materials. In [9], it was shown that, when the angle $\alpha$ between the $a$ axis of an HTSC crystal and the vector perpendicular to the surface of a high-resistance contact is equal to $\pi / 4$, quasiparticle bound states are formed at the Fermi level near the high-resistance boundary. In [10], it was found that these bound states give rise to a sharp zero-voltage peak in the tunneling conductance between HTSCs and normal metals (Ns). The experimental observation of such a peak at low temperatures is considered as evidence of the $d$-wave symmetry of the order parameter. The observation of the splitting of this peak is interpreted as a manifestation of the sur-face-induced near-boundary order parameter with broken time-reversal symmetry [11-13]. Theoretical studies of the effect of Andreev bound states, which arise due to the interference of the incident and Andreevreflected quasiparticles, on the spin-polarized quasiparticle transport in F/S contacts were carried out in [1417]. Those studies were based on the generalization of the theory developed in [18] (the BTK theory) to F/S structures. It was found that the properties of Andreev reflection noticeably vary in the presence of exchange interaction. The splitting of the zero-voltage peak of
conductance under the effect of exchange interaction was otained in [16].

However, the authors of recent paper [19] arrived at the conclusion that the works in which the BTK theory was generalized to F/S structures disregarded important physical aspects of Andreev reflection and did not correctly describe the transport through an F/S interface. The fact that these works did not reproduce the formula obtained for the zero-temperature Andreev conductance from physical considerations was mentioned in [20]. This supports the conclusion made in [19]. At the same time, the number of experimental studies of the electron transport through the F/S interface increases, which requires an adequate theoretical description of this phenomenon.

The aims of this study are, (i) using the semiclassical theory of superconductivity for metals with a spinsplit conduction band [20], to obtain an analytical expression for the ballistic conductance of a point contact between a strong ferromagnet and a $d$-wave superconductor at arbitrary values of spin-dependent transmission coefficients; (ii) to determine the role of the transparency of the F/S interface in the formation of the spectrum of Andreev bound states in the HTSC; and (iii) to analyze the possibility of identifying the $d$-wave superconductor by the shape of the derivative of the current-voltage dependence characterizing its point contact with the ferromagnet when this contact exhibits a good metallic conduction.

## DIFFERENTIAL CONDUCTANCE OF AN F/HTSC POINT CONTACT

The general expression for the current through a point contact between a normal metal and a supercon-
ductor was obtained in [18]. For the F/S contact, this expression can be represented in the form

$$
\begin{equation*}
I_{\mathrm{F} / \mathrm{S}}=\frac{1}{e} \int_{-\infty}^{\infty} d \varepsilon\left(f_{0}(\varepsilon-e V)-f_{0}(\varepsilon)\right) G_{\mathrm{F} / \mathrm{S}}(\varepsilon) \tag{1}
\end{equation*}
$$

Here, $f_{0}(\varepsilon)$ is the Fermi equilibrium distribution function and $G_{\mathrm{F} / \mathrm{S}}$ is the spectral density of the conductance of the F/S point contact at zero voltage. Let the ferromagnet lie to the left of the boundary $x=0$, and the superconductor, to the right (in the region of $x>0$ ). The $x$ coordinate axis and the $a-b$ crystallographic plane of the HTSC crystal are perpendicular to the contact plane. The expression for $G_{\mathrm{F} / \mathrm{S}}(\varepsilon)$ in terms of matrix semiclassical Green's functions was obtained in [20]:

$$
\begin{gather*}
G_{\mathrm{F} / \mathrm{S}}(\varepsilon)=\frac{e^{2} A}{4 \pi} \operatorname{Tr} \tau_{z} \int \frac{d \mathbf{p}_{\|}}{(2 \pi)^{2}}\left[1-\hat{\mathrm{g}}_{s}^{R} \tau_{z} \hat{g}_{s}^{A}\right.  \tag{2}\\
\left.\quad-\hat{\mathrm{g}}_{a}^{R} \tau_{z} \hat{g}_{a}^{A}+\hat{\mathrm{Y}}_{s}^{R} \tau_{z} \hat{\mathrm{r}}_{s}^{A}-\hat{\mathrm{Y}}_{a}^{R} \tau_{z} \hat{\mathrm{r}}_{a}^{A}\right] .
\end{gather*}
$$

In Eq. (2), ( $\hat{g}_{s}, \hat{\Upsilon}_{s}$ ) and ( $\hat{g}_{a}, \hat{\Upsilon}_{a}$ ) are retarded (superscript R) and advanced (superscript A) semiclassical Green's functions that are symmetric (subscript s) and antisymmetric (subscript a) with respect to the projection of the momentum $\hat{\mathbf{p}}$ taken at the Fermi surface onto the $x$ axis. All the Green's functions refer to the ferromagnet and are calculated at $x=0$. To determine these functions, for each of the metals, it is necessary to solve the semiclassical superconductivity equations for metals with a spin-split conduction band [20]:

$$
\begin{gather*}
\operatorname{sgn}\left(\hat{p}_{x}\right) \frac{\partial}{\partial x} \hat{g}+\frac{1}{2} \mathbf{v}_{\|} \frac{\partial}{\partial \rho}\left(\hat{v}_{x}^{-1} \hat{g}+\hat{g} \hat{v}_{x}^{-1}\right)+[\hat{K}, \hat{g}]_{-}=0, \\
\hat{K}=-i \hat{v}_{x}^{-\frac{1}{2}}\left(i \varepsilon_{n} \hat{\tau}_{z}+\hat{\Delta}-\hat{\Sigma}\right) \hat{v}_{x}^{-\frac{1}{2}}-i\left(\hat{p}_{x}-\hat{\tau}_{x} \hat{p}_{x} \hat{\tau}_{x}\right) / 2,  \tag{3}\\
\hat{\Delta} \equiv \hat{\Delta}\left(x, \mathbf{p}_{\mathrm{F}}\right), \quad[a, b]_{ \pm}=a b \pm b a .
\end{gather*}
$$

Here, $\varepsilon_{n}=(2 n+1) \pi T$ is the Matsubara frequency, $\mathbf{p}_{\mathrm{F}}$ is the momentum at the Fermi surface, and $\hat{\tau}$ represents the Pauli matrices. The matrices $\hat{g}, \hat{\Delta}$, and $\hat{p}_{x}$ have the structures

$$
\begin{gather*}
\hat{g}=\left(\begin{array}{cc}
g_{\alpha \alpha} & f_{\alpha-\alpha} \\
f_{-\alpha \alpha}^{+} & \bar{g}_{-\alpha-\alpha}
\end{array}\right), \quad \hat{g}=\left\{\begin{array}{ll}
\hat{g}_{>} & \hat{p}_{x}>0 \\
\hat{g}_{<} & \hat{p}_{x}<0
\end{array},\right.  \tag{4}\\
\hat{\Delta}=\left(\begin{array}{cc}
0 & \Delta \\
-\Delta^{*} & 0
\end{array}\right), \quad \hat{p}_{x}=\left(\begin{array}{cc}
p_{x \alpha} & 0 \\
0 & p_{x(-\alpha)}
\end{array}\right) .
\end{gather*}
$$

In Eqs. (4), $\alpha=(\uparrow, \downarrow)$ is the spin index and $\hat{\Sigma}$ is the selfenergy part.

Equations (3) should be solved with the boundary conditions formulated in [20]:

$$
\begin{gather*}
\left(\hat{\tilde{g}}_{a}^{\mathrm{S}}\right)_{d}=\left(\hat{\tilde{g}}_{a}^{\mathrm{F}}\right)_{d}, \quad\left(\hat{\tilde{\Gamma}}_{a}^{\mathrm{S}}\right)_{d}=\left(\hat{\tilde{\Gamma}}_{a}^{\mathrm{F}}\right)_{d}, \\
\left(\sqrt{\hat{R}_{\alpha}}-\sqrt{\hat{R}_{-\alpha}}\right)\left(\hat{\tilde{\tilde{C}}}_{a}^{+}\right)_{n}=\alpha_{3}\left(\hat{\tilde{g}}_{a}^{-}\right)_{n}, \\
\left(\sqrt{\hat{R}_{\alpha}}-\sqrt{\hat{R}_{-\alpha}}\right)\left(\hat{\tilde{r}}_{a}^{-}\right)_{n}=\alpha_{4}\left(\hat{\tilde{g}}_{a}^{+}\right)_{n},  \tag{5}\\
-\hat{\tilde{\Gamma}}_{s}^{-}=\sqrt{\hat{R}_{\alpha}}\left(\hat{\tilde{g}}_{s}^{+}\right)_{d}+\alpha_{1}\left(\hat{\tilde{g}}_{s}^{+}\right)_{n}, \\
-\hat{\tilde{\Gamma}}_{s}^{+}=\left(\hat{R}_{\alpha}\right)^{-\frac{1}{2}}\left(\hat{\tilde{g}}_{s}^{-}\right)_{d}+\alpha_{2}\left(\hat{\tilde{g}}_{s}^{-}\right)_{n},
\end{gather*}
$$

where $\hat{\tilde{g}}_{a(s)}^{ \pm}=1 / 2\left[\hat{\tilde{g}}_{a(s)}^{\mathrm{S}} \pm \hat{\tilde{g}}_{a(s)}^{\mathrm{F}}\right]$. The functions $\hat{\tilde{\Gamma}}_{a(s)}^{ \pm}$are determined in a similar way. The explicit form of matrices $\hat{\hat{g}}_{s}^{(\mathrm{F})}$ ] is given in [20]. The structure of the matrices of transmission coefficients $\hat{D}_{\alpha}$ and reflection coefficients $\hat{R}_{\alpha}\left(\hat{R}_{\alpha}=1-\hat{D}_{\alpha}\right)$ is the same as the structure of the matrix $\hat{p}_{x}$ in Eqs. (4). Subscripts $d$ and $n$ indicate the diagonal and off-diagonal parts of the matrix, respectively: $\hat{T}_{d(n)}=1 / 2\left[\hat{T} \pm \tau_{z} \hat{T} \tau_{z}\right]$. The coefficients $\alpha_{i}$ are determined as

$$
\begin{aligned}
& \alpha_{1(2)}=\frac{1+\sqrt{R_{\uparrow} R_{\downarrow}} \mp \sqrt{D_{\uparrow} D_{\downarrow}}}{\sqrt{R_{\uparrow}}+\sqrt{R_{\downarrow}}}, \\
& \alpha_{3(4)}=1-\sqrt{R_{\uparrow} R_{\downarrow}} \pm \sqrt{D_{\uparrow} D_{\downarrow}} .
\end{aligned}
$$

Knowing the functions $g_{s(a)}$, we use boundary conditions (5) to derive the matrices $\hat{\tilde{\Gamma}}_{s}^{ \pm}$and $\left(\hat{\tilde{\Gamma}}_{a}^{ \pm}\right)_{n}$. To determine the matrix $\left(\hat{\tilde{\Gamma}}_{a}^{ \pm}\right)_{d}$, we find one more relationship between the matrices $\hat{\tilde{g}}$ and $\hat{\tilde{\Gamma}}$.

Multiply equation (4) from [20] by $\hat{G}_{m k}\left(x^{\prime}, x\right)$ from the left and its conjugate equation by $\hat{G}_{k n}\left(x, x^{\prime}\right)$ from the right. Subtracting one from the other, we obtain

$$
\begin{equation*}
-(-1)^{k} \frac{\partial}{\partial x}\left(\hat{G}_{m k}\left(x^{\prime}, x\right) \hat{v}_{x j} \hat{G}_{k n}\left(x, x^{\prime}\right)\right)=0 . \tag{6}
\end{equation*}
$$

From this equation, it follows that

$$
\begin{equation*}
\hat{\boldsymbol{G}}_{m k}\left(x^{\prime}, x\right) \hat{v}_{x j} \hat{\boldsymbol{G}}_{k n}\left(x, x^{\prime}\right)=0 \tag{7}
\end{equation*}
$$

because $\hat{G}_{k n}\left(x, x^{\prime}\right)$ is equal to zero at infinity. Changing to the functions $\hat{\tilde{g}}_{a(c)}$ in Eq. (7) with the use of formulas (5) from [20], we arrive at the expressions

$$
\begin{align*}
& \hat{\tilde{g}}_{s}^{\mathrm{F}} \hat{\tilde{\Gamma}}_{s}^{\mathrm{F}}+\hat{\tilde{g}}_{a}^{\mathrm{F}} \hat{\tilde{\mathrm{r}}}_{a}^{\mathrm{F}}=-\hat{\tilde{\mathrm{Y}}}_{a}^{\mathrm{F}}, \quad \hat{\tilde{g}}_{s}^{\mathrm{S}} \hat{\tilde{\mathrm{r}}}_{s}^{\mathrm{S}}+\hat{\tilde{g}}_{a}^{\mathrm{S}} \hat{\tilde{\tilde{r}}}_{a}^{\mathrm{S}}=\hat{\tilde{\mathrm{r}}}_{a}^{\mathrm{S}}, \tag{8}
\end{align*}
$$

Eliminating the functions $\hat{\tilde{\Upsilon}}_{a}^{\mathrm{F}}$ and $\hat{\tilde{\Upsilon}}_{a}^{\mathrm{S}}$ from these relations, we obtain a set of boundary conditions for the Green's functions $\hat{\tilde{g}}$ :

$$
\begin{align*}
& \hat{\tilde{g}}_{a}^{+} \hat{b}_{1}+\hat{b}_{2} \hat{\tilde{g}}_{a}^{+}+\hat{\tilde{g}}_{a}^{-} \hat{b}_{3}+\hat{b}_{4} \hat{\tilde{g}}_{a}^{-}=\hat{b}_{3}-\hat{b}_{4}  \tag{9}\\
& \hat{\tilde{g}}_{a}^{-} \hat{b}_{1}+\hat{b}_{2} \hat{\tilde{g}}_{a}^{-}+\hat{\tilde{g}}_{a}^{+} \hat{b}_{3}+\hat{b}_{4} \hat{\tilde{g}}_{a}^{+}=\hat{b}_{1}-\hat{b}_{2}
\end{align*}
$$

Matrices $\hat{b}_{i}$ in Eqs. (9) are expressed as

$$
\begin{array}{ll}
\hat{b}_{1}=\hat{\tilde{\Upsilon}}_{s}^{+} \hat{\tilde{g}}_{s}^{-}+\hat{\tilde{\Upsilon}}_{s}^{-} \hat{\tilde{g}}_{s}^{+}, & \hat{b}_{2}=\hat{\tilde{g}}_{s}^{+} \hat{\tilde{\Upsilon}}_{s}^{-}+\hat{\tilde{g}}_{s}^{-} \hat{\tilde{\Upsilon}}_{s}^{+}  \tag{10}\\
\hat{b}_{3}=\hat{\tilde{\Upsilon}}_{s}^{+} \hat{\tilde{g}}_{s}^{+}+\hat{\tilde{\Upsilon}}_{s}^{-} \hat{\tilde{g}}_{s}^{-}, & \hat{b}_{4}=\hat{\tilde{g}}_{s}^{+} \hat{\tilde{\Upsilon}}_{s}^{+}+\hat{\tilde{g}}_{s}^{-} \hat{\tilde{\Upsilon}}_{s}^{-}
\end{array}
$$

To determine $\left(\hat{\tilde{\Upsilon}}_{a}^{+}\right)_{d}$ appearing in Eq. (2), we use the second row of Eqs. (8):

$$
\begin{equation*}
\left(\hat{\tilde{\Upsilon}}_{a}^{+}\right)_{d}=\left(b_{1}\right)_{d}-\left(\hat{\tilde{\Upsilon}}_{a}^{+}\right)_{n} \hat{\tilde{g}}_{a}^{-}-\hat{\tilde{\Upsilon}}_{a}^{-}\left(\hat{\tilde{g}}_{a}^{+}\right)_{n} \tag{11}
\end{equation*}
$$

Now, solving the first of Eqs. (3) in combination with boundary conditions (9), we determine the matrices $\hat{g}_{s(a)}$. Then, with these matrices, from Eqs. (5) and (11), we determine the matrices $\hat{\Upsilon}_{s(a)}$. Substituting all the expressions determined above into Eq. (2), we calculate the conductance. Then, we assume that the order parameter is independent of the coordinate. This assumption will allow us to obtain an analytical solution of the problem. A self-consistent calculation of the order parameter does not change the qualitative conclusions derived from such a solution [21]. For a spatially homogeneous order parameter, the solution of the first of Eqs. (3) for each of the metals has the form [22]

$$
\begin{equation*}
\hat{g}=e^{-\operatorname{sgn}\left(\hat{p}_{x}\right) \hat{K} x} \hat{C}\left(\mathbf{p}_{\mathrm{F}}\right) e^{\operatorname{sgn}\left(\hat{p}_{x}\right) \hat{K} x}+\hat{C}_{0}\left(\mathbf{p}_{\mathrm{F}}\right) \tag{12}
\end{equation*}
$$

Matrices $\hat{C}_{0}\left(\mathbf{p}_{\mathrm{F}}\right)$ represent the values of the Green's function $\hat{g}$ far from the $\mathrm{F} / \mathrm{S}$ interface:

$$
\begin{align*}
& \hat{C}_{0}^{\mathrm{S}}\left(\mathbf{p}_{\mathrm{F}}\right)=\left(\begin{array}{cc}
g & f \\
f^{+}-g
\end{array}\right)=\frac{\left(\begin{array}{cc}
\varepsilon_{n} & -i \Delta\left(\mathbf{p}_{\mathrm{F}}\right) \\
i \Delta^{*}\left(\mathbf{p}_{\mathrm{F}}\right) & -\varepsilon_{n}
\end{array}\right)}{\sqrt{\varepsilon_{n}^{2}+\mid \Delta\left(\left.\mathbf{p}_{\mathrm{F}}\right|^{2}\right.}},  \tag{13}\\
& \hat{C}_{0}^{\mathrm{F}}=\tau_{z} \frac{\varepsilon_{n}}{\left|\varepsilon_{n}\right|}, \quad \Delta\left(\mathbf{p}_{\mathrm{F}}\right)=\Delta_{d}(T) \cos \left(2 \theta^{S}-2 \alpha\right)
\end{align*}
$$

Here, $\theta^{\mathrm{S}}$ is the angle between the electron momentum in the superconductor and the $x$ axis. The Green's function $\hat{g}^{\mathrm{F}}$ in Eq. (12) should tend to $\hat{C}_{0}^{\mathrm{F}}$ when $x \longrightarrow-\infty$, and the Green's function $\hat{g}^{\mathrm{S}}$, to $\hat{C}_{0}^{\mathrm{S}}\left(\mathbf{p}_{\mathrm{F}}\right)$ when $x \longrightarrow \infty$. Performing a matrix multiplication in Eq. (12), we con-
clude that, to satisfy the above conditions, the following relations should be valid at $x=0$ :

$$
\begin{align*}
& \hat{C}_{0}^{\mathrm{F}}\left(\mathbf{p}_{\mathrm{F}}\right) \hat{C}^{\mathrm{F}}\left(\mathbf{p}_{\mathrm{F}}\right)=-\operatorname{sgn}\left(p_{x}\right) \hat{C}^{\mathrm{F}}\left(\mathbf{p}_{\mathrm{F}}\right) \\
& \hat{C}_{0}^{\mathrm{S}}\left(\mathbf{p}_{\mathrm{F}}\right) \hat{C}^{\mathrm{S}}\left(\mathbf{p}_{\mathrm{F}}\right)=\operatorname{sgn}\left(p_{x}\right) \hat{C}^{\mathrm{S}}\left(\mathbf{p}_{\mathrm{F}}\right) \tag{14}
\end{align*}
$$

From these relations, it follows that

$$
\begin{gather*}
\hat{g}_{s}^{\mathrm{S}}=\hat{X} \hat{g}_{a}^{\mathrm{S}}+\hat{X}, \quad \hat{X}=\left(1+\hat{C}_{0, a}^{\mathrm{S}}\right)\left(\hat{C}_{0, s}^{\mathrm{S}}\right)^{-1}  \tag{15}\\
\hat{g}_{s}^{\mathrm{F}}=\hat{C}_{0}^{\mathrm{F}}-\hat{C}_{0}^{\mathrm{F}} \hat{g}_{a}^{\mathrm{F}}, \quad \hat{X}=X_{d} \hat{\tau}_{z}+(\hat{X})_{n}
\end{gather*}
$$

Here, $\hat{C}_{0, s(a)}^{\mathrm{S}}$ represents the symmetric and antisymmetric combinations of the matrix $\hat{C}_{0}^{\mathrm{S}}\left(\mathbf{p}_{\mathrm{F}}\right)$ with respect to the projection of the Fermi momentum onto the $x$ axis: $\hat{C}_{0, s(a)}^{\mathrm{S}}=1 / 2\left[\hat{C}_{0}^{\mathrm{S}}\left(p_{x}\right) \pm \hat{C}_{0}^{\mathrm{S}}\left(-p_{x}\right)\right]$; the matrix $\hat{X}$ has the property $(\hat{X})^{2}=\hat{1}$, which is verified by a direct calculation; and $(\hat{X})_{n}$ is the off-diagonal part of the matrix $\hat{X}$.

Now, from $\hat{g}_{s}^{\mathrm{S}}$ and $\hat{g}_{s}^{\mathrm{F}}$ determined by Eqs. (15), we construct combinations $\hat{g}_{s}^{ \pm}$and, substituting them into the set of boundary conditions (9), we determine $\hat{g}_{a}^{\mathrm{S}}(x=0)$ and $\hat{g}_{a}^{\mathrm{F}}(x=0)$ :

$$
\begin{align*}
& \hat{g}_{a}^{\mathrm{S}}=\frac{\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right)(\hat{X})_{n} \hat{\tau}_{z}}{\left(1+\sqrt{R_{\uparrow} R_{\downarrow}}\right) \operatorname{sgn}\left(\varepsilon_{n}\right)+\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right) X_{d}}, \\
& \hat{g}_{a}^{\mathrm{F}}=\frac{\sqrt{D_{\uparrow} D_{\downarrow}}(\hat{X})_{n} \hat{\tau}_{z}}{\left(1+\sqrt{R_{\uparrow} R_{\downarrow}}\right) \operatorname{sgn}\left(\varepsilon_{n}\right)+\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right) X_{d}} \tag{16}
\end{align*}
$$

When solving the set of boundary equations (9), we ignored the spin dependence of the phases of scattering amplitudes. Now, knowing the Green's functions $\hat{g}_{a}^{\mathrm{S}}$ and $\hat{g}_{a}^{\mathrm{F}}$, we determine the expression for the spectral density of conductance, $G_{\mathrm{F} / \mathrm{S}}(\varepsilon)$, in terms of the matrix $\hat{X}$ :

$$
\begin{gather*}
G_{\mathrm{F} / \mathrm{S}}(\varepsilon)=\frac{e^{2} A}{\pi} \int \frac{d \mathbf{p}_{\|}}{(2 \pi)^{2}}\left[Z^{\mathrm{R}} Z^{\mathrm{A}}\right. \\
+\left(\sqrt{R_{\uparrow}}-\sqrt{R_{\downarrow}}\right)^{2} X_{d}^{\mathrm{R}} X_{d}^{\mathrm{A}}-\left(\sqrt{R_{\uparrow}}+\sqrt{R_{\downarrow}}\right)^{2} \\
\left.+\frac{1}{2} D_{\uparrow} D_{\downarrow} \operatorname{Tr}\left[\left(\hat{X}^{\mathrm{R}}\right)_{n}\left(\hat{X}^{\mathrm{A}}\right)_{n}\right]\right] \frac{1}{Z^{\mathrm{R}} Z^{\mathrm{A}}}  \tag{17}\\
Z^{\mathrm{R}}=1+\sqrt{R_{\uparrow} R_{\downarrow}}+\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right) X_{d}^{\mathrm{R}} \\
Z^{\mathrm{A}}=1+\sqrt{R_{\uparrow} R_{\downarrow}}-\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right) X_{d}^{\mathrm{A}}
\end{gather*}
$$

Here, $\hat{X}^{\mathrm{R}}$ and $\hat{X}^{\mathrm{A}}$ are, respectively, the retarded and advanced matrices obtained from the matrix $\hat{X}\left(\varepsilon_{n}\right)$ given by Eqs. (15) after the analytic continuation:

$$
\begin{gather*}
X_{d}^{\mathrm{R}}=\frac{\varepsilon\left(\xi_{>}^{\mathrm{R}}+\xi_{<}^{\mathrm{R}}\right)}{\xi_{>}^{\mathrm{R}} \xi_{<}^{\mathrm{R}}+\varepsilon^{2}-\Delta_{>} \Delta_{<}^{*}} \\
\hat{X}_{n}^{\mathrm{R}}=\frac{\binom{0, \Delta_{>} \xi_{<}^{\mathrm{R}}+\Delta_{<} \xi_{>}^{\mathrm{R}}-\varepsilon\left(\Delta_{>}-\Delta_{<}\right)}{-\Delta_{>}^{*} \xi_{<}^{\mathrm{R}}-\Delta_{<}^{*} \xi_{>}^{\mathrm{R}}-\varepsilon\left(\Delta_{>}^{*}-\Delta_{<}^{*}\right), 0}}{\xi_{\gg}^{\mathrm{R}} \xi_{<}^{\mathrm{R}}+\varepsilon^{2}-\Delta_{>} \Delta_{<}^{*}} \tag{18}
\end{gather*}
$$

In Eqs. (18), $\Delta_{>}=\Delta_{d}(T) \cos \left(2 \theta^{S}-2 \alpha\right)$ and $\Delta_{<}=$ $\Delta_{d}(T) \cos \left(2 \theta^{S}+2 \alpha\right)$. The angle $\theta^{S}$ varies from zero to $\theta_{0} \leq \pi / 2$. The angle $\theta_{0}$ is determined from the condition of mirror reflection of electrons from the boundary: $p_{\|}=p^{S} \sin \theta^{S}=p_{\mathrm{F} \uparrow} \sin \theta_{\uparrow}=p_{\mathrm{F} \downarrow} \sin \theta_{\downarrow}$. Here, $p_{\mathrm{F} \uparrow}, p_{\mathrm{F} \downarrow}$, and $p^{\mathrm{S}}$ are the Fermi momenta of spin subbands of the ferromagnet and superconductor, respectively. The quantity $\hat{\xi}_{>}^{R}$ has the form

$$
\hat{\xi}_{>}^{\mathrm{R}}=-\left(\hat{\xi}_{>}^{\mathrm{A}}\right)^{*}= \begin{cases}\frac{\varepsilon}{|\varepsilon|} \sqrt{\varepsilon^{2}-\left|\Delta_{>}\right|^{2}}, & \varepsilon^{2}>\left|\Delta_{>}\right|^{2} \\ i \sqrt{\left|\Delta_{>}\right|^{2}-\varepsilon^{2}}, & \varepsilon^{2}<\left|\Delta_{>}\right|^{2}\end{cases}
$$

The quantity $\hat{\xi}_{<}^{\mathrm{R}}$ is determined in a similar way. Formulas (1) and (17) allow one to calculate the dependence of the conductance $\sigma_{\mathrm{F} / \mathrm{S}}(V)=d I_{\mathrm{F} / \mathrm{S}} / d V$ of an F/HTSC point contact on the applied voltage at arbitrary spindependent transmission coefficients and angles of orientation of the HTSC crystal axes with respect to the vector perpendicular to the contact plane. For the angles $\alpha=0$ and $\alpha=\pi / 4$, the expression for the conductance has a simple form:

$$
\begin{gather*}
\sigma_{\mathrm{F} / \mathrm{S}}(V)=\frac{e^{2} A}{\pi} \int \frac{d \mathbf{p}_{\|}}{(2 \pi)^{2}}\left\{\int _ { | \Delta \rangle | } ^ { \infty } \frac { d \varepsilon } { 2 T } \left[\frac{1}{\cosh ^{2}\left(\frac{\varepsilon+e V}{2 T}\right)}\right.\right. \\
\left.+\frac{1}{\cosh ^{2}\left(\frac{\varepsilon-e V}{2 T}\right)}\right] \frac{\varepsilon \xi^{\mathrm{R}}\left(D_{\uparrow}+D_{\downarrow}\right)+\varepsilon\left(\varepsilon-\xi^{\mathrm{R}}\right) D_{\uparrow} D_{\downarrow}}{Z_{\Uparrow}} \\
+\int_{0}^{\left|\Delta_{\rangle}\right|} \frac{d \varepsilon}{2 T}\left[\frac{1}{\cosh ^{2}\left(\frac{\varepsilon+e V}{2 T}\right)}+\frac{\cosh ^{2}\left(\frac{\varepsilon-e V}{2 T}\right)}{}\right.  \tag{19}\\
\left.\times \frac{D_{\uparrow} D_{\downarrow}\left|\Delta_{>}\right|^{2}}{Z_{\Downarrow}}\right\},
\end{gather*}
$$

$$
\begin{aligned}
& Z_{\Uparrow}=\left\{\begin{array}{l}
{\left[\varepsilon\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right)+\xi^{\mathrm{R}}\left(1+\sqrt{R_{\uparrow} R_{\downarrow}}\right)\right]^{2} ; \alpha=0} \\
{\left[\varepsilon\left(1+\sqrt{R_{\uparrow} R_{\downarrow}}\right)+\xi^{\mathrm{R}}\left(1-\sqrt{R_{\uparrow} R_{\downarrow}}\right)\right]^{2} ; \alpha=\frac{\pi}{4},}
\end{array}\right. \\
& Z_{\Downarrow}=\left\{\begin{array}{l}
(1+\sqrt{R \uparrow R \downarrow})^{2}\left|\Delta_{>}\right|^{2}-4 \varepsilon^{2} \sqrt{R \uparrow R \downarrow} ; \alpha=0 \\
(1-\sqrt{R \uparrow R \downarrow})^{2}\left|\Delta_{>}\right|^{2}+4 \varepsilon^{2} \sqrt{R \uparrow R \downarrow} ; \alpha=\frac{\pi}{4} .
\end{array}\right.
\end{aligned}
$$

Here, the limits of integration with respect to angles depend on the relative values of the Fermi momenta of the spin subbands in the ferromagnet and in the superconductor. If these values satisfy the condition $p_{\mathrm{F} \downarrow}<$ $p^{\mathrm{S}}<p_{\mathrm{F} \uparrow}$, the integration with respect to the angles in the region $p_{\mathrm{F} \downarrow}<p_{\|}=p^{S} \sin \theta^{S}=p_{\mathrm{F} \uparrow} \uparrow \sin \theta_{\uparrow}$ should be performed by setting $D_{\downarrow}=0$ and $R_{\downarrow}=1$.

In the case of a nonmagnetic metal $\left(D_{\uparrow}=D_{\downarrow}\right)$, at $\alpha=0$, formula (19) yields the expression obtained in [22] for the conductance of an N/S point contact if $|\Delta|$ is replaced by $\left|\Delta_{d}(T) \cos \left(2 \theta^{S}\right)\right|$. For $\alpha=\pi / 4$, from Eq. (19) we obtain the expressions given in the review [23] for the spectral density of conductance (Eqs. (32) and (33) in [23]). For tunneling contacts, from Eqs. (1) and (19), at both $\alpha=0$ and $\alpha=\pi / 4$, one can obtain the expressions for the current that were given in [24].

## DISCUSSION

Formula (19) differs from the expressions obtained earlier on the basis of the scattering theory [14-17] and leads to a number of qualitatively new results. From this formula, it follows that finite values of the spin-dependent reflection coefficients lead to a broadening of the Andreev bound state, whose width $\Gamma$ is expressed as

$$
\begin{equation*}
\Gamma=\sqrt{\frac{\left(1-\sqrt{R \uparrow R \downarrow)^{2}\left|\Delta_{d}(T) \sin \left(2 \theta_{S}\right)\right|^{2}}\right.}{4 \sqrt{R \uparrow R \downarrow}}+\frac{1}{\tau_{\varphi}^{2}}} \tag{20}
\end{equation*}
$$

Here, $\tau_{\varphi}$ is the quasiparticle phase breaking time, which is taken into account in semiclassical Green's functions (13) by the substitution $\varepsilon_{n} \longrightarrow\left(\varepsilon_{n}+i \operatorname{sgn}\left(\varepsilon_{n}\right) / \tau_{\varphi}\right)$. The width associated with the finite transparency of the $\mathrm{F} / \mathrm{S}$ interface is the basic one at low temperatures. Hence, the normalized conductance $\sigma_{\mathrm{F} / \mathrm{S}}(V) / \sigma_{0}^{\mathrm{F}}$ (where $\sigma_{0}^{\mathrm{F}}=$ $e^{2}\left(p_{\mathrm{F} \uparrow}^{2}+p_{\mathrm{F} \downarrow}^{2}\right) / 8 \pi^{2}$ is the Sharvin conductance of the ferromagnet and $\sigma_{0}^{\mathrm{F}}=e^{2}\left(p_{\mathrm{F} \uparrow}+p_{\mathrm{F} \downarrow}\right) / 2 \pi^{2}$ in the twodimensional case) cannot be greater than two; i.e., the limits of its variation are the same as those of the conductance at $\alpha=0$.

When the polarization $\delta=p_{\mathrm{F} \downarrow} / p_{\mathrm{F} \uparrow}$ is equal to unity and the interface is characterized by a low transparency, formula (20) transforms to the expression obtained in $[25,26]$ for the width of the Andreev bound state in nonmagnetic tunneling contacts.


Fig. 1. Applied-voltage dependence of the normalized conductance $\sigma_{\mathrm{F} / \mathrm{S}}(V) / \sigma_{0}^{\mathrm{F}}$ calculated by formula (19) for different values of the ferromagnet polarization $\delta=p_{\mathrm{F} \downarrow} / p_{\mathrm{F}} \uparrow$ at $\Delta_{d}(T) / 2 T=5$.

From formula (19), it follows that, at $\alpha=\pi / 4$, the spin-dependent potential barrier, which directly enters into the expression for the conductance in terms of the parameter $Z_{0, \uparrow} \uparrow_{\uparrow \downarrow]}$ in [16] and is taken into account in the determination of the spin-dependent transmission coefficients $D_{\uparrow \llbracket \downarrow]}$ in this work, does not lead to the splitting of the Andreev bound state if the effect of the induced magnetization on the energy spectrum of the HTSC is ignored. As the polarization of the ferromagnet increases, the peak of the conductance at $V=0$ is not split but suppressed (in Figs. 1 and 2, this is illustrated for F/S contacts with a good metallic conduction). This conclusion follows from the shape of the subgap conductance line and from the contribution of the spindependent transmission coefficients to the total conductance at $\alpha=\pi / 4$. The subgap conductance has the form of a Lorentzian that does not broaden with an increase in the polarization of the ferromagnet. The quasiparticle part of the conductance is proportional to the sum of


Fig. 2. Applied-voltage dependence of the subgap $(\varepsilon<|\Delta\rangle \mid)$ conductance.
the transmission coefficients with different spins, $D_{\uparrow}+$ $D_{\downarrow}$, with weights independent of the energy variable, so that the splitting of the total conductance because of the spin-dependent barrier potentials is impossible for any values of $Z_{0, \uparrow \uparrow \downarrow \downarrow}$.

The splitting in the absence of an external magnetic field is possible only when the effect of the spin-polarized current [27] or induced exchange field [28] on the energy spectrum of the superconductor is taken into account.

Let us analyze the possibility of identifying a $d$-wave superconductor by the shape of the derivative of the current-voltage dependence characterizing its point contact with a ferromagnet in the absence of a potential barrier. For this purpose, we perform a numerical calculation using model expressions for the transmission
coefficients that correspond to a direct contact between metals (for $p^{\mathrm{S}}$, we use $p^{\mathrm{S}}=\left(p_{\mathrm{F} \downarrow}+p_{\mathrm{F} \uparrow}\right) / 2$ ):

$$
\begin{equation*}
D_{\uparrow}=\frac{4 p_{x \uparrow} p_{x s}}{\left(p_{x \uparrow}+p_{x s}\right)^{2}}, \quad D_{\downarrow}=\frac{4 p_{x \downarrow} p_{x s}}{\left(p_{x \downarrow}+p_{x s}\right)^{2}} \tag{21}
\end{equation*}
$$

From Fig. 1, one can see that, as the ferromagnet polarization $\delta$ increases, the peak value of the conductance at $\alpha=0$ is suppressed, as in the case of an $s$-wave superconductor [20, 29]. This can be explained by the fact that the efficiency of Andreev reflection is determined by the number of conducting channels in the subband with the smaller value of the Fermi momentum (in the case under consideration, it is $p_{\mathrm{F} \downarrow}$ ), which decreases with increasing polarization of the ferromagnet.

Only when the degree of polarization of the ferromagnet is very high, $\delta \leq 0.1$, does the quasiparticle part of the conductance, together with the contribution from the Lorentzian wings, exceed the peak value of the Lorentzian. The peak in the conductance at $V=0$ disappears, and the dependence $\sigma_{\mathrm{F} / \mathrm{S}}(V)$ becomes V-shaped. This type of dependence was observed in the experiment with an $\mathrm{F} / \mathrm{S}$ structure $\left(\mathrm{La}_{2 / 3} \mathrm{Ba}_{1 / 3} \mathrm{MnO}_{3} / \mathrm{DyBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}\right)$ in [1]. An increase in the ferromagnet polarization, on the one hand, increases the subgap contribution to the conductance due to the localized Andreev state through a decrease in the localized state width (see Eqs. (19)); on the other hand, it reduces the number of Cooper pairs that are formed at the F/S interface and use the aforementioned state for the resonance penetration into the depth of the HTSC. The level itself makes a contribution to the conductance that decreases with increasing temperature for all polarization values excluding $\delta=0$. Thus, from the dependence of the conductance $\sigma_{\mathrm{F} / \mathrm{S}}$ on the applied voltage, it is possible to identify the symmetry of the order parameter ( $d_{x^{2}-y^{2}}$ or $s$ in the case under consideration) if one of the electrodes is represented by a ferromagnet with $0.5>\delta>0.1$. As the strength of the potential barrier increases, the upper limit of this inequality moves toward unity.

Thus, in this paper, the ballistic conductance of an F/HTCS point contact was calculated for arbitrary spindependent transmission coefficients and the width of the localized Andreev state level was determined. It was found that the presence of a spin-dependent potential barrier cannot lead to the splitting of the localized Andreev state without the inclusion of the effect of induced magnetization on the energy spectrum of the HTCS. The possibility of identifying a $d$-type superconductor by the shape of the voltage dependence of the conductance characterizing its point contact with a ferromagnet when the contact has a metallic conduction has been analyzed.
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# Spin-Dependent Electron Localization in Crystals 
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#### Abstract

The possibilities of spatially localizing spin-polarized electrons in two-dimensional and three-dimensional systems due to spin-orbit interaction are studied theoretically. Using simple one-dimensional potentials as examples, it is demonstrated that electrons with a definite helicity can be localized so that carrier separation by spin is accomplished. The magnetic field effect is studied, and it is shown that the position of bound levels depends substantially on this effect. © 2005 Pleiades Publishing, Inc.


PACS numbers: 71.70.Ej, 73.50.Jt, 73.63.Hs

The recent years have been characterized by growing interest in the group of phenomena in low-dimensional systems belonging to the field known as spintronics. The main idea of the program of these investigations can be expressed by the words: "spin instead of charge." That is, the idea is to search for various ways of controlling the spin degree of freedom of mobile carriers. Hopes for the advent of new solid-state electronic devices and new applications of such devices primarily to quantum computing are pinned on this area of investigations. It is clear that, on this path, it is necessary to learn how to induce spin polarization in an electron system and directionally affect carriers with a definite spin projection or, more precisely, with a given helicity. In addition to the evident possibility of polarizing electrons through the absorption of a circularly polarized electromagnetic wave, spin polarization by a static electric field (or direct current) through spin-orbit (SO) interaction [1-3], the spin-galvanic effect [4], and spindependent electron tunneling through a barrier [5] were considered.

In this work, we examine the possibility of the occurrence of a spatially localized state with only one definite spin projection; more simply, we search for situations in which, for example, a spin-up electron is bound and a spin-down electron is free. There are many such cases in atomic physics, where exchange interaction is responsible for spin separation. The simplest example is given by negative ions of alkalies and halogens: the spin of the excessive electron must compensate for the spin of the atomic electron shell. However, we will consider a one-particle problem, and the different behaviors of electrons differing in helicity will be caused by SO interaction. We will consider successively 2D and 3D cases and will also elucidate the magnetic field effect on localized and delocalized states.

1. Two-dimensional system. Rashba Hamiltonian. An electron gas in an oriented two-dimensional system (the unit vectors $\mathbf{n}$ and $-\mathbf{n}$ perpendicular to the
system plane are not equivalent) is described by the Rashba Hamiltonian [6, 7]

$$
\begin{equation*}
\hat{H}=p^{2} / 2 m+\alpha(\boldsymbol{\sigma}[\mathbf{p} \times \mathbf{n}]), \tag{1}
\end{equation*}
$$

where $\hat{\mathbf{p}}=\left(\hat{p}_{x}, \hat{p}_{y}\right)$ is the 2D electron momentum operator, $\boldsymbol{\sigma}$ are the Pauli matrices, $\alpha$ is the effective SO coupling constant, and $\hbar=1$ is taken. Consider the situation when the system possesses a one-dimensional potential well of the form $U(x)=-U_{0} \delta(x)$. Our task is to find bound states. We will seek a solution of the Schrödinger equation $(\hat{H}+U) \Psi=E \Psi$ in the form

$$
\begin{equation*}
\Psi(x, y)=\frac{e^{i p_{y} y}}{\sqrt{L}}\binom{\Psi_{1}(x)}{\Psi_{2}(x)} \tag{2}
\end{equation*}
$$

Here, $L$ is the normalization size of the system in the $y$ direction. The $\psi_{1,2}$ spinor components obey the system of equations

$$
\begin{gather*}
-\frac{1}{2 m} \psi_{1,2}^{\prime \prime}+\alpha p_{y} \psi_{2,1} \pm \alpha \psi_{2,1}^{\prime}-U_{0} \delta(x) \psi_{1,2} \\
=\left(E-\frac{p_{y}^{2}}{2 m}\right) \psi_{1,2}, \tag{3}
\end{gather*}
$$

where the prime designates differentiation with respect to $x$. A solution of system (3) is given by a superposition of exponentials vanishing at $|x| \longrightarrow \infty$

$$
\begin{align*}
& \psi_{1,2}(x)=A_{1,2}^{+} e^{-\xi_{+} x}+A_{1,2}^{-} e^{-\xi_{-} x} \quad(x>0), \\
& \psi_{1,2}(x)=B_{1,2}^{+} e^{\xi_{+} x}+B_{1,2}^{-} e^{\xi_{-} x} \quad(x<0), \tag{4}
\end{align*}
$$

where

$$
\begin{equation*}
\xi_{ \pm}=\sqrt{-\left(2 m \varepsilon+2 k^{2}\right) \pm 2|k| \sqrt{2 m \varepsilon+k^{2}+p_{y}^{2}}} . \tag{5}
\end{equation*}
$$

Here $\varepsilon=E-p_{y}^{2} / 2 m$ and $k=m \alpha$. It is easy to verify that the real part of the exponents $\xi_{ \pm}$are positive for $\varepsilon<$ $-\left|p_{y} k\right| / m$ at $\left|p_{y}\right|>|k|$ and for $\varepsilon<-\left(k^{2}+p_{y}^{2}\right) / 2 m$ at $\left|p_{y}\right|<|k|$.

The coefficients in Eq. (4) can be found from the continuity condition for the wave function at the point $x=0$ and the condition for its derivative at this point

$$
\begin{gather*}
\psi_{1,2}(+0)=\psi_{1,2}(-0)  \tag{6}\\
\psi_{1,2}^{\prime}(+0)-\psi_{1,2}^{\prime}(-0)+2 U \psi_{1,2}(0)=0
\end{gather*}
$$

where $U \equiv m U_{0}$. This yields a system of eight equations for the coefficients $A_{1,2}^{ \pm}$and $B_{1,2}^{ \pm}$. The spectrum of localized states is determined from the condition that the determinant of this system vanishes. The determinant is given by the expression

$$
\begin{gather*}
D=16\left(2 m \varepsilon+p_{y}^{2}\right)\left(\left[U^{2}-\left(\xi_{+}+\xi_{-}\right) U\right]\right. \\
\times\left(m \varepsilon+p_{y}^{2}-\sqrt{(m \varepsilon)^{2}-p_{y}^{2} k^{2}}\right)+2\left(2 m \varepsilon+k^{2}+p_{y}^{2}\right)  \tag{7}\\
\left.\times \sqrt{(m \varepsilon)^{2}-p_{y}^{2} k^{2}}\right)
\end{gather*}
$$

The function $D(\varepsilon)$ has a root $\varepsilon=-p_{y}^{2} / 2 m$, which does not depend on the $\delta$-potential strength, and another root $\varepsilon=-\left(k^{2}+p_{y}^{2}\right) / 2 m$ at $\left|p_{y}\right|>|k|$. An analysis shows that these roots are spurious. If $\varepsilon=-p_{y}^{2} / 2 m$ is chosen, two of the eight constants $A_{1,2}^{ \pm}$and $B_{1,2}^{ \pm}$introduced above turn out to be zero. In this case, the number of matching conditions becomes greater than the number of constants remaining free. In the case of the second spurious root, roots of the characteristic equation are degenerate. Constructing a solution by the corresponding rule, we see that the resulting determinant of the system of equations for the coefficients of linearly independent solutions does not equal zero at $\varepsilon=$ $-\left(k^{2}+p_{y}^{2}\right) / 2 m$. The roots under discussion can become actual ones only under certain relations between the parameters $p_{y}, U$, and $k$ of the problem. It may be shown that the satisfaction of these relations simply corresponds to an intersection of branches of the spectrum of localized states and the parabolas $-p_{y}^{2} / 2 m$ and $-\left(p_{y}^{2}+\right.$ $\left.k^{2}\right) / 2 m$.

Figure 1 demonstrates the numerical results for the subbands of localized states $\varepsilon_{ \pm 1}\left(p_{y}\right)=\varepsilon_{ \pm 1}\left(-p_{y}\right)$ at various values of the SO coupling parameter $k$. It is evident that the upper branch of the spectrum terminates at certain values of the momentum $p_{y}= \pm p_{c}$. This occurs when $\varepsilon_{+1}$ reaches a value of $-p_{c}|k| / m$. In this case, $\xi_{-}$is equal to zero, and the corresponding wave function becomes


Fig. 1. Behavior of localized states as functions of $p_{y}$ for $\alpha=$ (a) $0.5 U_{0}$ and (b) $U_{0}$.
delocalized. It is easy to find the following explicit expression for $p_{c}$ :

$$
\begin{equation*}
p_{c}=\frac{U^{2}+4 k^{2}}{4|k|} \tag{8}
\end{equation*}
$$

For a given $U, p_{c}$ reaches its minimum value equal to $U$ at $|k|=U / 2$.

Figure 2 presents dependences of $\varepsilon_{ \pm 1}$ on $k$ at a fixed momentum $p_{y}$. Thus, the negative energy level of a $\delta$-shaped 1D well in a spinless problem is split by the SO interaction. This effect, as it must, depends essentially on the momentum $p_{y}$ of the free motion along the $y$ axis and vanishes at $p_{y}=0$. There is a critical momentum $p_{c}$ such that only electrons of one definite helicity remain bound in the well when $\left|p_{y}\right|>p_{c}$.
2. Three-dimensional system. Dresselhaus Hamiltonian. In this section, we consider the electron gas in a bulk noncentrosymmetric III-V semiconductor with the SO interaction in the presence of a one-dimensional $\delta$-function well $-U_{0} \delta(z)$. Such a system is described (in the coordinate system referenced to the


Fig. 2. Energies of localized states vs. the SO coupling constant for the momentum $p_{y}=$ (a) $0.5 m U_{0}$ and (b) $1.5 m U_{0}$. Localized states are absent in the discontinuity region in Fig. 2b.
principal crystal axes) by the Hamiltonian of the form [7, 8]

$$
\begin{gather*}
\hat{H}=\frac{\mathbf{p}_{\|}^{2}}{2 m}+\frac{p_{z}^{2}}{2 m}+\gamma\left[\left(\sigma_{y} p_{y}-\sigma_{x} p_{x}\right) p_{z}^{2}\right.  \tag{9}\\
\left.+\sigma_{z}\left(p_{x}^{2}-p_{y}^{2}\right) p_{z}+\sigma_{x} p_{x} p_{y}^{2}-\sigma_{y} p_{y} p_{x}^{2}\right]-U_{0} \delta(z),
\end{gather*}
$$

where $\mathbf{p}_{\|}=\left(p_{x}, p_{y}\right)$. The part of the Hamiltonian cubic in the momentum corresponds to the SO interaction and is characterized by the effective band parameter $\gamma$. It should be noted that the cubic terms in Eq. (9) are much smaller than the quadratic ones. We seek a solution in the form

$$
\begin{equation*}
\Psi(\mathbf{r})=\frac{e^{i \mathbf{p}_{1} \mathbf{r}_{\mathbf{1}}}}{\sqrt{S}}\binom{\Psi_{1}(z)}{\psi_{2}(z)}, \tag{10}
\end{equation*}
$$

where $S$ is the normalization area of the system in the $(x, y)$ plane and $\mathbf{r}_{\|}=(x, y)$. The $\psi_{1,2}$ functions obey the system of equations

$$
\begin{gather*}
-\psi_{1,2}^{\prime \prime}+2 m \gamma p_{ \pm} \psi_{2,1}^{\prime \prime} \mp i 2 m \gamma\left(p_{x}^{2}-p_{y}^{2}\right) \psi_{1,2}^{\prime}  \tag{11}\\
\pm i 2 m \gamma p_{x} p_{y} p_{\mp} \psi_{2,1}-2 m U_{0} \delta(z) \psi_{1,2}=2 m \varepsilon \psi_{1,2}
\end{gather*}
$$

where now the prime designates differentiation with respect to $z, \varepsilon=E-p_{\|}^{2} / 2 m$, and $p_{ \pm}=p_{x} \pm i p_{y}$. The $\psi_{1,2}$ functions must obey conditions similar to (6)

$$
\begin{gather*}
\psi_{1,2}(+0)=\psi_{1,2}(-0) ; \\
\psi_{1,2}^{\prime}(+0)-\psi_{1,2}^{\prime}(-0)+2 U \psi_{1,2}(0)  \tag{12}\\
+2 m \gamma p_{ \pm}\left[\psi_{2,1}^{\prime}(+0)-\psi_{2,1}^{\prime}(-0)\right]=0 .
\end{gather*}
$$

The characteristic equation for system (3) has the form

$$
\begin{gather*}
\left(\lambda^{2}+2 m \varepsilon\right)^{2}+4 m^{2} \gamma^{2}\left[\lambda^{2}\left(p_{x}^{2}-p_{y}^{2}\right)^{2}-p_{\|}^{2} \lambda^{4}\right.  \tag{13}\\
\left.-p_{x}^{2} p_{y}^{2} p_{\|}^{2}-4 p_{x}^{2} p_{y}^{2} \lambda^{2}\right]=0 .
\end{gather*}
$$

Consider first the case $p_{x}=p_{y}=p_{\|} / \sqrt{2}$. In this case, Eq. (13) has the roots

$$
\begin{align*}
& \lambda_{1,2}= \pm \sqrt{\frac{-4 m \varepsilon+\delta p_{\|}^{2}}{2(1-\delta)}} \equiv \pm \xi_{+},  \tag{14}\\
& \lambda_{3,4}= \pm \sqrt{\frac{-4 m \varepsilon-\delta p_{\|}^{2}}{2(1+\delta)}} \equiv \pm \xi_{-} . \tag{15}
\end{align*}
$$

Here, $\delta=2 m \gamma p_{\|} \ll 1$, which corresponds to the smallness of the cubic term mentioned above. At $\varepsilon<0$ and $|\varepsilon|>p_{\|}^{2} \delta / 4 m$, the roots of the characteristic equation are real. Localized states should be sought similar to Eq. (4). For the coefficients $A_{1,2}$ and $B_{1,2}$, we again obtain a system of equations. The spectrum is determined from the condition that the determinant of this system equals zero. The roots of the determinant are found analytically, and we obtain

$$
\begin{equation*}
\varepsilon_{ \pm 1}\left(p_{\|}\right)=-\frac{2\left(m U_{0}\right)^{2}+p_{\|}^{2}\left(\delta^{2} \mp \delta\right)}{4 m(1 \mp \delta)} \tag{16}
\end{equation*}
$$

for two subbands. The $\varepsilon_{-1}$ subband for all $p_{\|}$values corresponds to a localized state, whereas the $\varepsilon_{+1}$ subband describes localized states only when $\varepsilon_{+1}<-\delta p_{\|}^{2} / 2$, because otherwise $\xi_{\text {- becomes imaginary. Thus, the }}$ upper branch has a termination point, which is determined by the equation

$$
\begin{equation*}
4 m \gamma^{2} p_{\|}^{4}-2 \gamma p_{\|}^{3}+m U_{0}^{2}=0 \tag{17}
\end{equation*}
$$

Taking into account that $\delta=2 m \gamma p_{\| \mid}$is small, we find the following expression for the longitudinal momentum at the termination point:

$$
\begin{equation*}
p_{\|}^{c}=\left(m U_{0}^{2} / 2 \gamma\right)^{1 / 3} . \tag{18}
\end{equation*}
$$

Note that the condition $2 m p_{\|}^{c} \gamma \equiv\left(2 m^{2} \gamma U_{0}\right)^{2 / 3} \ll 1$ must be satisfied and $p_{\|}^{c}$ must obviously be much smaller than the Brillouin momentum.

When the longitudinal momentum is directed along a cube edge [e.g., $\left.\mathbf{p}_{\|}=\left(p_{\|}, 0\right)\right]$, an analysis shows that
the bound level in the $\delta$ well is weakly split but the termination point is absent and delocalization does not occur.

The 3D problem is solved quite simply if the approximation proposed in [5] is used: $p_{\|} \ll\left|p_{z}\right|$, where $p_{z}$ is the imaginary momentum of the bound electron. In this approximation, only the first term is retained in the SO interaction in the Hamiltonian (9). The resulting Hamiltonian is diagonalized by the spinors of the form

$$
\begin{equation*}
\binom{\psi_{1}(z)}{\psi_{2}(z)}=\chi_{\mu}(z)\binom{1}{-\mu e^{-i \phi}} \frac{1}{\sqrt{2}}, \tag{19}
\end{equation*}
$$

where $\mu= \pm 1$ is the helicity, and $\varphi$ is the polar angle of the $\mathbf{p}_{\|}$vector. In this case, two independent 1 D equations arise for the $\chi_{\mu}(z)$ functions

$$
\begin{equation*}
\left[-d^{2} / d z^{2}+2 m_{\mu} U(z)\right] \chi_{\mu}=2 m_{\mu} \varepsilon \chi_{\mu} \tag{20}
\end{equation*}
$$

and two different effective masses correspond to the two helicities

$$
\begin{equation*}
\frac{1}{m_{\mu}}=\frac{1}{m}(1+\mu \delta), \quad(\delta \ll 1) \tag{21}
\end{equation*}
$$

One may try to obtain spin separation in, for example, the structure $\mathrm{Ga}_{x} \mathrm{Al}_{1-x} \mathrm{As}^{2} / \mathrm{A}_{3} \mathrm{~B}_{5} / \mathrm{Ga}_{y} \mathrm{Al}_{1-y} \mathrm{As}$. Such a "sandwich" is described in the band diagram by a nonsymmetrical rectangular well, which (as distinct from a symmetric one) may have no bound state. Therefore, by selecting band discontinuities that depend on the concentrations $x$ and $y$ at a given $\gamma$, it is possible to achieve the localization of particles of only definite helicity in the inner part of the heterostructure. It is well known that the first discrete level for an electron with mass $m_{\mu}$ appears in such a well under the condition

$$
\begin{equation*}
\sqrt{2 m_{\mu} a^{2} U_{2}}>\arctan \left(\sqrt{\frac{U_{1}-U_{2}}{U_{2}}}\right) \tag{22}
\end{equation*}
$$

where $U_{1,2}$ are the heights of the well walls $\left(U_{1}>U_{2}\right)$ and $a$ is the well width. From Eq. (22), it may be concluded that, if the inequalities

$$
\begin{gather*}
\sqrt{2 m a^{2} U_{2}}\left(1+\frac{\delta}{2}\right)>\arctan \left(\sqrt{\frac{U_{1}-U_{2}}{U_{2}}}\right)  \tag{23}\\
>\sqrt{2 m a^{2} U_{2}}\left(1-\frac{\delta}{2}\right)
\end{gather*}
$$

are satisfied, only an electron with the helicity $\mu=-1$ is localized.

Consider another example of two $\delta$ wells spaced at a distance $a$ from each other: $U(z)=-U_{0}[\delta(z)+\delta(z-$ $a)]$. Solving Eq. (20), we obtain the dispersion relation

$$
\begin{equation*}
\left(\kappa_{\mu}-m_{\mu} U_{0}\right)^{2}=\left(m_{\mu} U_{0}\right)^{2} e^{-2 \kappa a}, \tag{24}
\end{equation*}
$$

where $\kappa_{\mu}=\sqrt{-2 m_{\mu} \varepsilon}$. It follows from Eq. (24) that, under the condition

$$
\begin{equation*}
\left.\left.m U_{0} a(1-\delta)\right)<1<m U_{0} a(1+\delta)\right) \tag{25}
\end{equation*}
$$

two localized states exist for the helicity $\mu=-1$, whereas only one localized state exists for the other helicity value.
3. Magnetic field effect. As evident from the geometry of the problems under consideration, it is reasonable to investigate the case of $\mathbf{B}_{\|}$, that is, a field parallel to the surface or to the plane $z=0$ in the 3D problem. In the case of $\mathbf{B}_{\perp}$, particles are localized in the plane even without an additional lateral potential (e.g., in the representation of a given momentum). This case is beyond the scope of this work.

In the 3D problem with the Dresselhaus Hamiltonian, the field $\mathbf{B}_{\|}$significantly changes the orbital motion of electrons. Therefore, the Zeeman contribution can be disregarded (if the $g$ factor is small). On the contrary, in the two-dimensional case, $\mathbf{B}_{\|}$affects only the Zeeman contribution to the system energy.

The general case (arbitrary fields and an arbitrary longitudinal momentum) involves rather cumbersome calculations. Being interested here only in the qualitative aspects of the problem, we will again consider the approximation [5] $p_{x} l, p_{y} l \ll 1$, where $l$ is the wave function localization length along the $z$ axis, and, in addition, we will consider not too strong magnetic fields such that $l \ll L$, where $L=\sqrt{c / e B_{\|}}$is the magnetic length. Then, we arrive at the following system of equations for the spinor components $\psi_{1,2}$ (the vector potential gauge is selected so that $A_{y}=-B_{\|} z, A_{x}=A_{z}=0$ ):

$$
\begin{gather*}
{\left[-\frac{d^{2}}{d z^{2}}+\left(p_{y}-\frac{z}{L^{2}}\right)^{2}+U(z)\right] \psi_{1,2}} \\
+2 m \gamma\left[p_{ \pm} \frac{d^{2}}{d z^{2}} \mp i \frac{1}{L^{2}} \frac{d}{d z}\left(z \frac{d}{d z}\right)\right] \psi_{2,1}=2 m \varepsilon \psi_{1,2} \tag{26}
\end{gather*}
$$

where $\varepsilon=E-p_{x}^{2} / 2 m$. Owing to the assumptions made above, the last term on the left-hand side of Eq. (26) may be treated as a small perturbation. However, it is convenient here to include $p_{ \pm} d^{2} / d z^{2}$ into the main part of the Hamiltonian so that the perturbation operator comprises only one term

$$
\begin{equation*}
\hat{V}_{\text {pert }}=\frac{\gamma}{L^{2}} \delta_{y} \frac{d}{d z}\left(z \frac{d}{d z}\right) . \tag{27}
\end{equation*}
$$

We again consider the model $U(z)=-U_{0} \delta(z)$. The unperturbed part of the Hamiltonian is diagonalized using spinors given by Eq. (19). The functions $\chi_{\mu}(z)$ now satisfy the equation

$$
\begin{equation*}
\left[-\frac{d}{d z^{2}}+\left(p_{y}-\frac{z}{L^{2}}\right)^{2}-U_{0} \delta(z)\right] \chi_{\mu}=2 m_{\mu} \varepsilon \chi_{\mu} . \tag{28}
\end{equation*}
$$

Solutions of this equation are expressed in terms of the parabolic cylinder functions $D_{q_{\mu}}\left(\left(z-z_{0}\right) \sqrt{2} / L_{\mu}\right)$ and $D_{q_{\mu}}\left(-\left(z-z_{0}\right) \sqrt{2} / L_{\mu}\right)$, where $q_{\mu}=\left(\varepsilon / \omega_{c}\right) \sqrt{m_{\mu} / m}, \omega_{c}=$ $e B_{\|} / m c$, and $L_{\mu}=L \sqrt{m / m_{\mu}}$. At $U_{0}=0$, we immediately obtain the SO-split Landau spectrum

$$
\begin{equation*}
\varepsilon_{n, \mu}=\left(n+\frac{1}{2}\right) \omega_{c} \sqrt{\frac{m}{m_{\mu}}} \tag{29}
\end{equation*}
$$

Taking $U_{0}$ into account, we obtain the dispersion relation
$\frac{\sqrt{\pi}}{\Gamma\left(-q_{\mu}\right)}=m_{\mu} L_{\mu} U_{0} D_{q_{\mu}}\left(z_{0} \sqrt{2} / L_{\mu}\right) D_{q_{\mu}}\left(-z_{0} \sqrt{2} / L_{\mu}\right)$.
For the ground level $n=0$ [still disregarding perturbation (27)], we obtain

$$
\begin{equation*}
\varepsilon_{0, \mu}=\omega_{c} \sqrt{\frac{m_{\mu}}{m}}\left[\frac{1}{2}-\frac{m_{\mu} L_{\mu} U_{0}}{\sqrt{\pi}} \exp \left(-\sqrt{\frac{m_{\mu}}{m}}\left(p_{y} L\right)^{2}\right)\right] . \tag{31}
\end{equation*}
$$

Here, we used the fact that $m_{\mu}$ differs only slightly from $m$ and set $q_{\mu}=0$ for the ground state in the subscript of the $D_{q}(t)$ functions.

Finally, taking $\hat{V}_{\text {pert }}$ into account, in the first order, we obtain

$$
\begin{gather*}
E_{0, \mu}=\frac{p_{x}^{2}}{2 m}+\omega_{c} \sqrt{\frac{m_{\mu}}{m}} \\
\times\left[\frac{1}{2}-\frac{m_{\mu}^{3 / 4} m^{1 / 4} L U_{0}}{\sqrt{\pi}} \exp \left(-\sqrt{\frac{m_{\mu}}{m}}\left(p_{y} L\right)^{2}\right)\right]  \tag{32}\\
-\mu \gamma \sqrt{\frac{m_{\mu}}{m}} \frac{p_{y}^{2}}{2 p_{\|} L^{2}}
\end{gather*}
$$

for the two lowest subbands. It is evident from Eq. (32) that the SO interaction makes two contributions to the splitting of the Landau subbands: one exponentially depending on the momentum $p_{y}$ and the other one linear in the longitudinal momentum $p_{\|}$.

Thus, as should be expected, a magnetic field favors the localization of a particle near a short-range defect, which is represented in this case by a $\delta$-shaped well: both the $D_{q_{\mu}}$ functions decrease as their arguments increase. However, the localization radius and the particle energy depend essentially on the magnetic field, and these dependences are different for electrons differ-
ing in helicity. Hence, the corresponding occupation numbers are also different. Using this fact, the spin polarization in the system can be changed directionally.

The inclusion of the $x$-aligned magnetic field in the 2D system leads to a modification of the term with $\sigma_{x}$ in Eq. (1): $\alpha \sigma_{x} p_{y} \longrightarrow \sigma_{x}\left(\alpha p_{y}-g \mu_{B} B / 2\right)$ ( $g$ is the $g$ factor and $\mu_{B}$ is the Bohr magneton). Hence, it immediately follows that the spectrum of localized states in the presence of the magnetic field is given by the equation

$$
\begin{equation*}
E_{\mu}^{(B)}\left(p_{x}, p_{y}\right)=\frac{p_{y}^{2}}{2 m}+\varepsilon_{\mu}\left(p_{x}, p_{y}-g \mu_{B} B / 2 \alpha\right) \tag{33}
\end{equation*}
$$

where $\varepsilon_{\mu}\left(p_{x}, p_{y}\right)$ is determined by the solution of the problem in the absence of the magnetic field.

The case of $\mathbf{B} \| y$ when the characteristic equation for $\xi_{ \pm}$becomes a complete fourth-order equation involves much more cumbersome calculations. We leave this problem for a more comprehensive analysis elsewhere.
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#### Abstract

The pressure dependences of the thermoelectric power $S$ of Ce samples were measured at pressures $P$ from 0 to 20 GPa in a synthetic diamond cell. The dependence of $S$ on $P$ was found to be nonmonotonic both in the region of transitions from the fcc $(\gamma)$ phase to the modified fcc $(\alpha)$ phase followed by the transition to the body-centered monoclinic ( $\alpha^{\prime \prime}$ ) and the tetragonal ( $\varepsilon$ ) phases at pressures of about $1,5-6$, and $12-15 \mathrm{GPa}$, respectively, and in the stability region of these phases. The thermoelectric power sign was found to be positive for all high-pressure Ce phases. The found $S(P)$ dependence was compared with the published computational data on the electronic structure of the cerium phases. Cerium was taken as an example to demonstrate the advantage of the thermoelectric studies over other methods of investigation of phase transitions. © 2005 Pleiades Publishing, Inc.


PACS numbers: 05.70.Fh, 62.50.+p, 72.20.Pa, 81.40.Vw

In rare-earth metals, the formation of crystal structures depends clearly either on the atomic number in the lanthanum series or on pressure [1-5]. Cerium is the first metal in the lanthanum series and has only one $f$ electron in its electron shell. A change in the cerium electronic structure upon pressure-induced phase transitions and, in particular, the behavior of the $f$ band are of great interest for understanding the general regularities in the formation of electronic structures of lanthanides and types of crystal lattices appearing in them at normal and higher pressures. For this reason, although the high-pressure phase transitions in cerium have been studied in numerous works [1-16], they are still being intensively studied both theoretically and experimentally by various transition methods [4, 13, 14].

Under normal conditions, cerium crystallizes in the fcc lattice (Fm3m) [3-5]. The isostructural $\gamma \longrightarrow \alpha$ transition [1-5] that occurs in cerium at room temperature and $P \approx 0.8 \mathrm{GPa}$ is accompanied by a noticeable (16-17\%) change in volume. It is not yet fully understood and is one of the most intriguing phenomena. The transition was detected from the jumps in the volume and electrical resistance and from changes in the lattice constant and elastic modulus [1-15]. At higher pressures ( $5-7 \mathrm{GPa}$ ), further sequential phase transitions occur in the body-centered monoclinic $\alpha^{\prime \prime}$ phase ( $C 2 / m$ ) or the uranium $\alpha$ phase (distorted variants of the fcc lattice) and thereupon (at $12-17 \mathrm{GPa}$ ) in the body-centered tetragonal $\varepsilon$ phase ( $14 / \mathrm{mmm}$ ) [3-5].

In the initial fcc structure, the electronic configuration of cerium is $4 f^{1} 5 d^{1} 6 s^{2}$. Models in which only the charge or spin instability is taken into account cannot
account for the isostructural $\gamma \longrightarrow \alpha$ transition in cerium $[4,9,13]$. In the first case, a $4 f^{1}$ electron is localized in the initial phase and delocalized in the new phase and, hence, is involved in the bond formation. In the second model, the $4 f^{1}$ electron is assumed to be localized in both phases, while the phase transition occurs due to the spin-fluctuation energy [4, 9, 13]. Indeed, in contrast to the $\alpha$ phase, antiferromagnetism was found in $\gamma$-Ce, in agreement with the relativistic band calculations showing that the $f$ band in the initial cerium phase is split into two narrow bands with different spin polarizations [15]. Recent synchrotron and neutron studies have shown that the isostructural transition at 0.8 GPa in cerium is caused by the appreciable changes not only in the electronic and magnetic but also in the phonon subsystems [4].

Various methods for studying phase transitions detect changes in a certain (electron, phonon, or magnetic) subsystem. In cerium, strong changes in the first two subsystems occur even before the isostructural phase transition [1-4, 11, 13]. For instance, the compressibility [1], neutron diffraction, and ultrasonic [11, 13] data suggest that the bulk modulus in cerium is approximately halved prior to the phase transition, which correlates with the observed softening of the longitudinal phonon modes. An approximately twofold increase is also observed for the thermoelectric power [8] that characterizes the structure of the electron bands. A similar large change in the electrical resistivity of cerium (a decrease by half) occurs only upon the $\gamma \longrightarrow \alpha$ phase transition, while, in the pressure range from 0 to 0.8 GPa , where both the elastic modulus and thermoelectric power change strongly, the resistivity


Fig. 1. Pressure dependence of the thermoelectric power $S$ obtained for Ce sample no. 3 at $T=293 \mathrm{~K}$ in three consecutive cycles of an increase in pressure. The arrows indicate structural phase transitions, and the shaded regions correspond to the pressure ranges where these transitions are completed according to the data obtained in [1-15]. Inset: the thermoelectric signal vs. the temperature difference for the Ce samples: curves 1 and 3 are obtained at the beginning of the first and second cycles, respectively (at $P \approx 0 \mathrm{GPa}$ ), and curves 2 and 4 are for the end of these cycles (at $P \approx$ 20.1 and 21.6 GPa , respectively).


Fig. 2. Pressure dependence of the electrical resistance $R$ obtained for a Ce sample at $T=293 \mathrm{~K}$. Inset: the portion of the $R(P)$ curve obtained after subtracting the linear slope $(a \times P)$, where $a=-0.596 \Omega / \mathrm{GPa}$.
increases only by about $5 \%$ [2, 4, 6-8]; i.e., it only slightly reflects the behavior of the electronic and crystal structures under pressure.

A method for studying phase transitions in semiconductors at high pressures up to 30 GPa was developed in [17-19]. This method also proved to be quite efficient for the detection of changes occurring in the electronic subsystems of metallic phases, in which the conductivity is caused by the charge carriers from several bands (e.g., electrons and holes) [18, 19]. We used this method to study phase transitions in the pressure range from 0 to 20 GPa for cerium, in which $f, d$, and $s$ electrons can contribute to the conductivity [14]. The aim of this work was to perform thermoelectric measurements over a broad pressure range, where several structural modifications occur, so that one could compare the values of $S$ and the corresponding pressure coefficients for each phase and gain qualitative information on the change in the electronic structure.

Cerium of type "ÉO" was studied. Structural certification of the material was carried out using an IVV-2M nuclear reactor by neutron diffraction analysis at the wavelength $\lambda=1.532 \AA$ (see, e.g., [20]). The diffraction spectra corresponded to the fcc structure with the lattice constant $a=1.1534 \pm 0.0004 \AA[15]$.

The dependences $S(P)$ and $R(P)$ of the thermoelectric power and electrical resistance, respectively, were measured for microsamples $(\sim 0.2 \times 0.2 \times 0.05 \mathrm{~mm})$ in conducting high-pressure synthetic diamond cells [1719]. The alternative methods of studying thermoelectric power in a chamber with a compressible capsule [21] and in transparent diamond cells with implanted contacts [22] are as yet restricted by a hydrostatic pressure of 12 GPa . The pressure in the compressible spacer made from lithographic stone was determined using calibration graphs constructed by recording phase transitions in reference materials, $\mathrm{ZnSe}, \mathrm{CdTe}$, etc., with an error of about $10 \%$ [17-19]. To create the temperature gradient, one of the anvils was heated. The temperature at fixed anvil points was measured using thermocouples [17-19]. The procedure for measuring the quantities $S(P)$ and $R(P)$ was the same as in [17-19]. Measurements were made using an automated setup that allowed simultaneous recording of the pressure, temperature differences, thermoelectric signal, sample compression, and other parameters of the experiment [18, 19]. The errors in determining the $S(P)$ and $R(P)$ did not exceed 20 and $5 \%$, respectively. The change in the sample volume upon compression was disregarded. The accuracy of determining the thermoelectric power was monitored by measurements performed for special purity grade lead, whose thermoelectric power $S \approx$ $-1.27 \mu \mathrm{~V} / \mathrm{K}$ is close to zero [23, 24].

The pressure dependence of the thermoelectric power of the Ce samples has a pronounced nonmonotonic character (Fig. 1) and reflects the changes occurring in their electronic structure. In the initial $\gamma$ phase, $S$ increases with $P$ by a factor of 1.3-2 (Fig. 1). These
results are in agreement with the results obtained at hydrostatic pressures below 9 GPa [8]. The $S(P)$ dependence correlates with the behavior of the cerium electrical resistance $R(P)$ [1, 2, 4-8], but the thermoelectric power changes upon much stronger phase transitions (Figs. 1, 2, and [8]). Note that, in the majority of works where the electrical resistance of Ce was measured, the samples were preliminary deformed [1, 2, 4]. In the pressure ranges $1-2$ and $5-6 \mathrm{GPa}$, where, according to the data from [3-5], the structural phase transitions occur, the thermoelectric power decreases (upon the first transition) or increases (upon the second transition) sharply (Fig. 1 and [8]). The transition at $P \geq$ 6 GPa occurs presumably to the monoclinic body-centered phase $\alpha^{\prime \prime}$ [3, 4, 25]. In [4], the effect of elastic stresses on the shift of phase-stability boundaries was considered in the framework of the group theoretical approach to demonstrate that the transition to the $\alpha$ uranium phase is energetically favorable at high temperatures in the samples without intrinsic elastic stresses, whereas the "cold" sample compression (as in our case) initiates transition to the monoclinic body-centered phase, which is confirmed by the experiment [4, 25]. Above 12 GPa , the sign of $d S / d P$ changes and the thermoelectric power decreases with increasing pressure, while at $P \geq 15 \mathrm{GPa}$, where the $R(P)$ curve also has kink (Fig. 2), $S$ depends slightly on the pressure (Fig. 1). The change in the sign of the pressure coefficient for $S$ at 12 GPa can be attributed to the onset of the phase transition to the tetragonal phase that is completed above 15 GPa , in accordance with the data of the synchrotron and x-ray studies $[3,5]$.

The general expressions for the electrical conductivity $\sigma$ and thermoelectric power $S$ have the form

$$
\begin{gather*}
\sigma=-\int \sigma(E)(\partial f / \partial E) d E \\
S=-\left(k_{0} /|e|\right) \int\left[E-E_{\mathrm{F}}\right] / k_{0} T[\sigma(E) / \sigma](\partial f / \partial E) d E \tag{1}
\end{gather*}
$$

Here, $f$ is the distribution function, $E_{\mathrm{F}}$ is the Fermi energy, $k_{0}$ is the Boltzmann constant, $e$ is the electron charge, $T$ is the temperature, and $E$ is the electron energy. In the case of metallic conductivity, Eq. (1) transforms to the well-known formula $S \approx$ $-\left.\left(k_{0} / e\right)\left(\pi^{2} / 3\right) k_{0} T[d \ln (\sigma(E) / d E)]\right|_{E=E_{\mathrm{F}}} \quad[23,24,26,27]$. In the low- and high-pressure cerium phases, $s$ -,$d$-, and $f$-band electrons contribute to the total conductivity $\sigma$. These contributions are determined by the type of the electronic structure of the phases with different crystal lattices and depend on the charge-carrier mobility and the density of electronic states in the indicated bands [23, 24, 26, 27]. For instance, in a two-band metal with carriers from the $s$ and $d$ bands, $S \approx$ $-\left.\left(k_{0} / e\right)\left(\pi^{2} / 3\right) k_{0} T\left[3 / 2 E_{\mathrm{F}}-\left(1 /\left(N_{d}(E)\right) \partial N_{d}(E) / \partial E\right)\right]\right|_{E=E_{\mathrm{F}}}$, where $N_{d}(E)$ is the density of states in the $d$ band [23, $24,26]$. The second term in the square brackets is due to the electron scattering on the $d$-band carriers and strongly influences the thermoelectric power magni-
tude and sign [23, 24]. For a nearly empty $d$ band, this expression accounts for the positive sign of the thermoelectric power [23, 24]. In cerium, there is also the nearempty $f$ band where the main compression-induced changes occur [14], which manifested in the thermoelectric power behavior. According to Eq. (1), the conductivity is determined by the contribution from all the electron bands and, hence, changes slightly with pressure. Note that the signs of the pressure coefficients for the thermoelectric power and conductivity are opposite in the body-centered monoclinic structure above 6 GPa : $S$ increases (Fig. 1 and [8]) while $R$ decreases with increasing pressure [6-8].

The density of electronic states was calculated for different high-pressure cerium phases in [14]. It was found that the Fermi level in the $\alpha$ phase lies at the side of the van Hove peak in the density of states, while, in the other phases, it lies in the pseudogap region, which ordinarily corresponds to the higher structural stability. The density of states calculated in [14] for different bands near the Fermi level explains the strong pressure dependence of the cerium thermoelectric power (Fig. 1). In [14], the structural instability of cerium was explained by the degeneracy of the hybridized $p d f$ states near the Fermi level and the transition was presumably attributed to the Peierls lattice distortion.

One can see from the data obtained in this work that, both upon the phase transitions and in the phase-stability regions, the cerium thermoelectric power, which is determined by $s, d$, and $f$ electrons, is much more sensitive to a change in the electronic subsystem than electrical resistance. Earlier [28-32], it was shown that the thermoelectric power is highly sensitive to the pres-sure-induced electronic transitions in semiconductors, conducting ceramics, and other materials. This proves that the thermoelectric power method offers advantages over other methods for studying the phase transitions and electronic structure of high-pressure phases.
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#### Abstract

The anomalously wide energy range for the formation of long-lived negative molecular ions during electron capture by fullerene molecules is explained by the excitation of collective electron (plasma) oscillations in these molecules. A model for such excitations for fullerenes $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ is proposed on the basis of the ThomasFermi model. This model provides good correlation between the experimental curves of resonant electron capture and the theoretical energy dependences of the density of plasma oscillation modes. © 2005 Pleiades Publishing, Inc.


PACS numbers: 61.46.+w, 71.45.Gm

## INTRODUCTION

In contrast to dissociative electron capture by polyatomic molecules, which is observed for the entire variety of organic compounds in the energy range $0-15 \mathrm{eV}$, nondissociative attachment of electrons leading to the formation of long-lived (mass-spectrometrically detected) negative molecular ions (NMIs) may occur either at thermal energies of electrons $\left(\mathrm{SF}_{6}^{-}[1,2]\right.$ and others) or at epithermal energies [ 3,4 ] below $3-4 \mathrm{eV}$; at these energies, NMI peaks are observed simultaneously for several resonances.

At the same time, the first experiments on electron capture by $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ fullerene molecules [5-7] have already revealed an extremely wide electron energy range ( $0-15 \mathrm{eV}$ ) in which NMIs are formed in the gaseous phase. In this case, a narrow "thermal" resonance with a peak near 0 eV and a broad bell-shaped band with a complex structure and several local peaks are clearly observed (see, e.g., Fig. 1). Such a particular interaction of electrons with fullerenes (and some of their derivatives [8]) may be associated with the excitation of collective electron oscillations in fullerene molecules [9]. An incident excess electron spends its entire energy on exciting such plasma oscillations and, when its energy becomes close to zero, is captured by a molecule. A similar mechanism of the formation of longlived NMIs for molecules is known as the Feshbach resonance with the electronic and/or vibrational excitation of a target molecule under the condition of positive electron affinity in the ground or electron-excited state [2]. However, the absolute values of energies in these two cases differ substantially: the energy of collective
electron excitations may be many times higher than the energy of the electronic and vibrational transitions.

It should be noted that experiments on electron impact [10-12] also revealed the excitation of collective electron oscillations, which is responsible for the dissociative ionization and fragmentation of neutral and charged fullerenes by high-energy ( $0.01-1 \mathrm{keV}$ ) electrons. The plasmon contribution in the effective cross section for the process was manifested in experi-


Fig. 1. Experimental curves for the effective yield of resonant electron capture (a) $\mathrm{C}_{60}$ and (b) $\mathrm{C}_{70}$ fullerene molecules, and (c) and (d) the respective distribution functions for plasma oscillation modes.
ments in the form of a structureless resonance band in the energy range $10-50 \mathrm{eV}$, whose position, shape, and width weakly correlated with the charge state of the fullerene ion and its mass [12]. At the same time, it is well known that the intensity and localization of this band must depend on the number of valence (collectivized) electrons in the fullerene molecule, while the band shape may be determined by the predominance of certain plasma modes manifested under various experimental conditions of their excitation [13]. Such a possibility of separating plasma modes in fullerenes can be realized in negative ion mass spectrometry when the excitation is executed by low-energy electrons through the mechanism of resonant electron capture [5, 7], which are "softer" than that in experiments on electron impact, where the energy resolution is relatively low.

This study is aimed at developing a quantitative model of plasma oscillations in fullerene molecules during electron capture that would take into account the geometrical parameters of the fullerene skeleton and the nonuniformity of the electron density distribution over the surface of the molecule. As a result, it would become possible to explain the experimental data on the resonant capture of electrons by $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ fullerenes on the basis of theoretical calculations of the distribution functions for plasma oscillation modes.

## EXPERIMENT

The interaction of free fullerene molecules with electrons was studied experimentally using a laboratory negative ion mass spectrometer in the regime of resonant capture of electrons [7]. The idea of the method was described in detail in $[2,3]$ and, as applied to fullerenes, is as follows. A collimated $\mathrm{C}_{60}$ molecular beam generated due to sample heating (to 600-700 K) is fed to the ionization chamber where it perpendicularly intersects an energy-controlled electron beam (030 eV ) whose energy distribution has an FWHM of no worse than 0.4 eV . Negative ions formed as a result of electron capture are mass selected by a static magnetic analyzer. The method implies the recording of so-called effective-yield curves, which describe the dependence of the ion current on the energy of ionizing electrons for all the negative ions formed in the process. The mass spectrum itself is the complete set of such curves. In contrast to the mass spectrum for other "ordinary" polyatomic molecules, the fullerene mass spectrum has a single peak of a molecular ion with the corresponding set of isotopic peaks. Typical experimental curves for the resonant capture of electrons by $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ fullerene molecules are shown in Figs. 1a and 1b.

## MODEL

The simplest model applied to these objects is the hydrodynamic model of surface plasmons [14]. In this model, electrons are treated as a charged liquid on the surface of a fullerene molecule. If we consider that the
electron concentration $N$ on the surface of the fullerene molecule does not change with increasing the number of carbon atoms (in the first approximation, the sizes of hexagons and pentagons can be regarded as constant), while the radius of the fullerene molecule is proportional to $\sqrt{N}$, the energy of surface plasmons in accordance with this model must be proportional to $N^{-1 / 4}$. The dependence of the energy range of the NMI formation on the number of atoms must be the same. Indeed, for $\mathrm{C}_{n}$ fullerene series, where $n=60,70,76,78,84$, and 90 , the peak of the high-energy resonance is shifted towards lower energies with increasing the number of atoms. However, the range of the formation of NMIs in this case increases from $\sim 13 \mathrm{eV}$ for $\mathrm{C}_{60}$ to $\sim 20 \mathrm{eV}$ for $\mathrm{C}_{90}$. These differences in the position of the distribution peak and in the range of formation may be due to the fact that the model does not take into account the geometrical factors, which depend on the shape of the molecule as well as on the electron distribution over its surface (only the $\mathrm{C}_{60}$ molecule can be treated as spherical). Apparently, it is the disregard of the geometrical factors that complicates the application of the approaches [15, 16] for explaining the experimental data on the resonant capture of electrons even for $\mathrm{C}_{60}$. In the model proposed below for the excitation of plasma oscillations in fullerene molecules, both the asphericity of the shape and the nonuniformity of the distribution of electrons over the surface are taken into account when describing the motion of the electron liquid in the field of the positively charged ions of the fullerene skeleton.

Our consideration is based on microscopic quantum hydrodynamics for fermions [17, 18]. It is known that the solution of systems of equations in quantum hydrodynamics may form an infinite chain of unclosed equations. Following [17, 18], we introduce the ThomasFermi model to close the systems of equations. In this case, the continuity and momentum balance equations take the form

$$
\begin{gather*}
\frac{\partial n(\mathbf{r}, t)}{\partial t}+\nabla(n(\mathbf{r}, t) \mathbf{v}(\mathbf{r}, t))=0 \\
m_{e}\left(\frac{\partial}{\partial t}+\mathbf{v}(\mathbf{r}, t) \nabla\right) v^{\alpha}(\mathbf{r}, t)  \tag{1}\\
+\nabla^{\alpha}(W(\mathbf{r}, t)-e \Phi(\mathbf{r}, t))=0
\end{gather*}
$$

Here, $\Phi(\mathbf{r}, t)$ is the total potential of the field of electrons and ions, $\mathbf{v}$ is an analogue of the velocity in classical hydrodynamics, and $W(\mathbf{r}, t)$ is the energy in the Thomas-Fermi model. If we consider the surface electron density $\sigma(\mathbf{r}, t)$ rather than the volume electron density $n(\mathbf{r}, t), W(\mathbf{r}, t)$ can be represented (disregarding the exchange and spin corrections) in the form

$$
\begin{equation*}
W(\mathbf{r}, t)=\frac{\hbar^{2}}{4 \pi m_{e}} \sigma(\mathbf{r}, t) \tag{2}
\end{equation*}
$$

In the stationary case $(v=0)$, system (1) is transformed into the Thomas-Fermi equation

$$
\begin{equation*}
W(\mathbf{r})-e \Phi(\mathbf{r})=0 \tag{3}
\end{equation*}
$$

Spherical fullerene $\mathbf{C}_{60}$. We treat the $\mathrm{C}_{60}$ molecule as a sphere with carbon ions rigidly fixed on its surface and having the coordinates $\theta_{k}, \varphi_{k}=\Omega_{k}(d \Omega=\sin \theta d \theta d \varphi)$. For the surface distribution of electrons, $n(\mathbf{r}, t)=\delta(\mathbf{r}-$ $R) \sigma(\mathbf{r}, t)$ and solution of Eq. (3) in the stationary case has the form

$$
\sigma_{0}(\Omega)=\sigma_{0}+\frac{1}{R^{2}} \sum_{l m} \phi_{l m}^{60} \xi_{l} Y_{l m}(\Omega)
$$

where $Y_{l m}(\Omega)$ is a Legendre spherical function and

$$
\begin{gathered}
\sigma_{0}=\frac{N}{4 \pi R^{2}}, \quad \phi_{l m}^{60}=\sum_{k=1}^{N} Y_{l m}^{*}\left(\Omega_{k}\right) \\
\xi_{l}=\left[1+(2 l+1) \frac{a_{\mathrm{B}}}{4 R}\right]^{-1}
\end{gathered}
$$

where $a_{\mathrm{B}}$ is the Bohr radius. For nonstationary processes, the solution for the surface electron distribution density is sought in the form

$$
\sigma(\Omega, t)=\sigma_{0}(\Omega)+\sum_{l m} \sigma_{l m}(t) Y_{l m}(\Omega)
$$

where $\sigma_{l m}(t)=\sigma_{l m} e^{i \omega_{l m} t}$. Solutions of system (1) give the eigenfrequencies of plasma-type oscillations,

$$
\begin{equation*}
\omega_{l m}^{2}=\omega_{p}^{2} \frac{l(l+1)}{2 l+1} 4 \pi \lambda_{m}^{(l)} \tag{4}
\end{equation*}
$$

where $\lambda_{m}^{(l)}$ are the eigenvalues of the matrix

$$
A_{m_{1} m_{2}}^{(l)}=\frac{1}{N} \sum_{k=1}^{N} Y_{l m_{1}}\left(\Omega_{k}\right) Y_{l m_{2}}^{*}\left(\Omega_{k}\right)
$$

for a certain $l$ value. Expression (4) was derived under the condition that $\xi_{l} \sim 1$. This condition imposes a constraint in $l \ll 2 R / a_{\mathrm{B}}-1 / 2=L_{\max } \sim 11$. For $l>L_{\text {max }}$, we obtain complex values for frequencies, which corresponds to the damping of plasma oscillations.

Spheroidal fullerene $\mathbf{C}_{70}$. Let us consider a $\mathrm{C}_{70}$ molecule in a spheroid (confocal, $c=$ const is the focus) coordinate system $x=c \sqrt{\left(\mu^{2}-1\right)\left(1-v^{2}\right)} \cos \varphi, y=$ $c \sqrt{\left(\mu^{2}-1\right)\left(1-v^{2}\right)} \sin \varphi, z=c \mu v$. For $\mu=\mu_{0}=1 / \varepsilon$, we obtain $\varepsilon=0.561$ and $R / c=1.462$; i.e., the $\mathrm{C}_{70}$ molecule has the spheroid shape, i.e., a sphere extended along the $z$ axis with eccentricity $\varepsilon$. In the case of the surface distribution of electrons, the potentials of the fields of electrons and ions for $\mu=\mu_{0}$ have the form

$$
\Phi^{e}\left(\mu_{0}, \Omega\right)=8 \pi e^{2} c g\left(\mu_{0}\right)
$$

$$
\begin{aligned}
& \times \sum_{l m} \frac{(-1)^{m}}{2 l+1} \sigma_{(0) l m}\left(\mu_{0}\right) \Theta_{l m}\left(\mu_{0}\right) Q_{l m}\left(\mu_{0}\right) Y_{l m}(\Omega) \\
& \Phi^{\mathrm{ion}}\left(\mu_{0}, \Omega\right)=\frac{8 \pi e^{2}}{c} g\left(\mu_{0}\right) \\
& \times \sum_{l m} \frac{(-1)^{m}}{2 l+1} \phi_{l m}^{70}\left(\mu_{0}\right) \Theta_{l m}\left(\mu_{0}\right) Q_{l m}\left(\mu_{0}\right) Y_{l m}(\Omega)
\end{aligned}
$$

respectively. Here, $e$ is the electron charge;

$$
\begin{aligned}
& \Theta_{l m}\left(\mu_{0}\right)=\sqrt{\frac{2 l+1}{2} \frac{(l-m)!}{(l+m)!}} P_{l m}\left(\mu_{0}\right) \\
& Q_{l m}\left(\mu_{0}\right)=\sqrt{\frac{2 l+1}{2} \frac{(l-m)!}{(l+m)!}} K_{l m}\left(\mu_{0}\right)
\end{aligned}
$$

where $P_{l m}\left(\mu_{0}\right)$ and $K_{l m}\left(\mu_{0}\right)$ are the associated Legendre functions of the first and second kind, respectively;

$$
\phi_{l m}^{70}\left(\mu_{0}\right)=\frac{1}{\sqrt{\mu_{0}^{2}-1}} \sum_{k=1}^{70} \frac{Y_{l m}^{*}\left(\Omega_{k}\right)}{\sqrt{\mu_{0}^{2}-v_{k}^{2}}}
$$

$\left(Y_{l m}(\Omega)=\Theta_{l m}(v) \frac{e^{i m \varphi}}{\sqrt{2 \pi}}, \Omega=\langle v, \varphi\rangle\right)$. The steady-state solution of Eq. (3) has the form

$$
\sigma_{0}(\Omega)=\frac{1}{c^{2}} \sum_{l m} \phi_{l m}^{70}\left(\mu_{0}\right) \xi_{l m}\left(\mu_{0}\right) Y_{l m}(\Omega)
$$

where

$$
\begin{gathered}
\xi_{l m}\left(\mu_{0}\right) \\
=\left[1+(2 l+1) \frac{(-1)^{m} a_{\mathrm{B}}}{8 \pi e^{2} c g\left(\mu_{0}\right) \Theta_{l m}\left(\mu_{0}\right) Q_{l m}\left(\mu_{0}\right)}\right]^{-1} .
\end{gathered}
$$

For nonstationary processes, we seek the surface distribution of electrons in the form

$$
\sigma(\Omega, t)=\sigma_{0}(\Omega)+\sum_{l m} \sigma_{l m}\left(\mu_{0}, t\right) Y_{l m}(\Omega)
$$

where $\sigma_{l m}\left(\mu_{0}, t\right)=\sigma_{l m}\left(\mu_{0}\right) e^{i \omega_{l m} t}$. Undamped plasmatype oscillations can be determined from the solution of system (1) as

$$
\begin{align*}
& \omega_{l m}^{2}=\omega_{p}^{2} 8 \pi\left(\frac{R}{c}\right)^{3}\left[l(l+1)+\frac{m^{2}}{\mu_{0}^{2}-1}\right]  \tag{5}\\
& \times \frac{(-1)^{m}}{2 l+1} \Theta_{l m}\left(\mu_{0}\right) Q_{l m}\left(\mu_{0}\right) A_{l m}\left(\mu_{0}\right)
\end{align*}
$$

Here,

$$
A_{l m}\left(\mu_{0}\right)=\frac{1}{\sqrt{\mu_{0}^{2}-1}} \frac{1}{N} \sum_{k=1}^{70} \frac{\left|Y_{l m}\left(\Omega_{k}\right)\right|^{2}}{\sqrt{\mu_{0}^{2}-v_{k}^{2}}} .
$$

Expression (5) was derived under the condition that $\xi_{l m}\left(\mu_{0}\right) \sim 1$. Otherwise, solutions of system (1) are damped.

## DISCUSSION

According to the model proposed above, the process of electron capture by the fullerene molecule can be described as follows. If the energy of the incident electron is equal or close to the energy of a certain plasma mode, it excites this mode, loses its energy, and is then captured with zero energy by the molecule. Each vibrational mode has its own energy distribution and the distribution functions may overlap. Consequently, the electron with a fixed energy can excite one of several possible modes. Obviously, the larger the number of different modes in a given energy range, the higher the probability of the NMI formation and, hence, the higher the intensity of a signal when recording the experimental curves of the effective ion yield.

To compare the experimental data with the results of calculations, it is necessary to plot the frequency (or energy) dependence $g(\omega)$ of the vibrational mode density for plasmons. To this end, it is necessary to numerically solve the system of equations (1), to obtain a set of eigenfrequencies $\omega_{l m}$ of oscillations, to replace them by Gaussians $\Gamma$ with the standard deviation equal to the width of the electron distribution, and to sum over the entire energy range, $g(\omega) \approx \sum_{l m} \Gamma\left(\omega-\omega_{l m}\right)$.

The results of numerical calculations of plasma oscillation mode density are presented in Figs. 1c and 1 d together with the corresponding experimental curves for the resonant capture of electrons by molecules of $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ fullerenes. It is seen that these curves correlate: the ranges of NMI formation for both types of fullerenes, as well as the positions of the main peaks and other local singularities, coincide with each other. Some discrepancy between the experimental and theoretical curve is observed only in the low-energy range, especially for $\mathrm{C}_{60}$ (Fig. 1a). According to our calculations, the lowest energy of the vibrational mode for $\mathrm{C}_{60}$ is approximately equal to 2.55 eV . The cross section for the NMI formation is a nonlinear function of the electron energy: as the energy decreases, the time of the interaction between the electron and molecule (and, hence, the formation cross section) increases [1, 2], which leads to a relative increase in the density of lowenergy plasma modes. The narrow peaks on the experimental curve in the range of thermal energies ( $\leq 2 \mathrm{eV}$ ) are associated with the presence of the so-called singleparticle resonances [2] that do not belong to collective excitations and, hence, are ignored in our model.

The above general approach to studying collective vibrations of fullerenes is not limited to the $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ molecules. Higher fullerene molecules with substantial deviation from the spherical shape, as well as fluorinated and hydrogenated fullerenes, will be investigated experimentally and theoretically in our future works.
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#### Abstract

Possible acoustic modes in a superfluid 2D gas of hydrogen atoms adsorbed on the surface of liquid helium at $T \leqq 0.1 \mathrm{~K}$ are considered depending on the oscillation frequency and times of energy and momentum transfers both between 2D subsystems of hydrogen atoms and ripplons and into the bulk liquid or substrate. Analogues of the usual and second sounds are realized in 2D hydrogen at high frequencies. In the case of weak coupling with the bulk liquid and substrate, ripplons provide an addition to the normal hydrogen component, which leads to a change in the speed of the second sound. In the most interesting range of low frequencies, an analogue of the fourth sound is realized, when ripplons and the normal hydrogen component are immobile and only the superfluid hydrogen component moves. In this case, when the rate of heat transfer into the bulk liquid is much lower than the sound frequency, oscillations of the temperature of hydrogen can be observed in phase with density oscillations. Methods for exciting acoustic modes are discussed. © 2005 Pleiades Publishing, Inc.


PACS numbers: 03.75.Kk, 67.40.Pm, 67.65.+z, 68.03.Kn, 68.43.Pq

The two-dimensional superfluidity [1, 2] observed in helium films with a thickness of several atomic layers [3] must also take place in a Bose gas. One of the good examples of a 2D Bose gas with weak interaction is the gas of electron and nuclear spin-aligned hydrogen atoms that occupy the only bound state with an energy of $E_{a}=-1.14 \mathrm{~K}$ in the absorption potential on the liq-uid-helium surface ( $2 \mathrm{D} \mathrm{H} \downarrow$ ). A high phase-space density of 2D H $\downarrow$ required for the observation of superfluidity can be reached, e.g., in a miniature magnetic trap [4]. In this case, it is, however, difficult to directly detect $2 \mathrm{D} \mathrm{H} \downarrow$. Wide opportunities for observing and studying the transport processes on the liquid-helium surface involving 2D $\mathrm{H} \downarrow[5]$ are opened by experiments on the thermal compression of 2D hydrogen with direct diagnostics by ESR spectroscopy [6, 7]. Thus, the question of possible experimental manifestations of the superfluidity of 2D hydrogen arises. This question is a part of the more general problem of a 2D superfluid Bose gas on the surface of a superfluid Bose liquid.

First of all, in a superfluid gas it is natural to expect the appearance of several types of oscillations similar to the first (usual), second, etc., sounds. Acoustic modes on the helium surface involving 2D atomic hydrogen can be analyzed using quantum surface hydrodynamics. This approach ensures the transition from the microscopic consideration of capillary waves to the description in terms of the 2D gas of elementary excitations, ripplons [8]. The features associated with the superfluidity of $2 \mathrm{D} \mathrm{H} \downarrow$ can be described in the framework of two-fluid hydrodynamics similarly to the bulk superfluid helium [9]. The difference is that normal
motion involves not only the normal hydrogen component but also ripplons.

It is necessary to emphasize that the interaction of hydrogen with ripplons leads to the formation of two types of mixed elementary excitations [10], which are combinations of ripplons with hydrogen quasiparticles. Therefore, strictly speaking, hydrogen and ripplons should be treated as hydrogen-like and ripplon-like excitations, respectively. The basic contribution to the interaction comes from the process of the emission or absorption of a ripplon by a hydrogen atom, where the atom in the initial or final state has zero momentum, i.e., is in a quasi-condensate. In the surface Hamiltonian, terms quadratic in the creation (annihilation) operators of ripplons and above-condensate hydrogen quasiparticles correspond to this process. Terms of third and higher orders describe the relaxation processes responsible for the nonzero width of mixed terms and their interaction. The elementary-excitation spectra appreciably differ from the pure hydrogen and pure ripplon spectra when the initial terms are sufficiently close to each other. For the case under consideration, this condition corresponds to energies several times higher than thermal energy, whereas hybridization disappears in the long-wavelength limit. As a result, the real effect of hybridization on the thermodynamics and kinetics of the surface is insignificant [10].

Key quantities for the problems under consideration are the characteristic times of the transfer of the longitudinal momentum from the hydrogen system to ripplons ( $\tau_{\mathrm{HR}}$ ) and from ripplons into the substrate or bulk liquid ( $\tau_{\mathrm{R}}$ ). The $\tau_{\mathrm{HR}}$ value was calculated in the Boltz-
mann limit by Zimmerman and Berlinsky [11]. It is natural to assume that the result for degenerate hydrogen can be significantly different and requires individual consideration. The rate of momentum transfer both from ripplons to phonons of bulk helium and into the substrate was measured by Mantz et al. [12] and calculated in [13].

The relation between $\tau_{\mathrm{HR}}$ and $\tau_{\mathrm{R}}$ can be arbitrary, because the temperature dependences of the quantities differ from each other and $\tau_{\mathrm{R}}$ depends on the character of the surface [13]. In particular, according to [11], $\tau_{\mathrm{HR}}$ decreases from $6 \times 10^{-7}$ to $10^{-8} \mathrm{~s}$ when the temperature increases from 40 to 150 mK . At the same time, $\tau_{\mathrm{R}}$ for the film is nearly independent of the temperature for $T \lesssim 150 \mathrm{mK}$ [12] but depends strongly on the film thickness $[13,14]$ and the substrate roughness scale [13].

The hydrodynamic description of oscillations is obviously applicable only if the oscillation frequency is much lower than the frequencies of quasiparticles forming the 2 D gas. The validity of this condition can easily be verified because the frequency $\Omega_{T} \sim T / \hbar \sim 10^{10} \mathrm{~s}^{-1}$ of a thermal ripplon, as well as the elementary excitations in 2D $\mathrm{H} \downarrow$, is sufficiently high.

Further, hydrodynamics is based on the assumption of local thermodynamic equilibrium, which we supplement with the assumption of the equilibrium of each of the individual subsystems. In turn, this means that the thermal equilibrium within a subsystem is established much faster than energy and momentum exchange with other subsystems and the thermostat (bulk liquid or substrate). Such an assumption is quite justified for 2D hydrogen. Indeed, in the free-particle limit, $T \ngtr m c^{2}$, where $c$ is the speed of sound, the relaxation is determined by interatomic collisions. The frequency of elastic collisions between hydrogen atoms is equal to $\tau_{\mathrm{HH}}^{-1} \approx \sigma \times 3.5 \times 10^{-4} \mathrm{~cm}^{2} / \mathrm{s}$ [5], which is much higher than $\tau_{\mathrm{HR}}^{-1}$ over the entire density range under consideration. In the opposite, acoustic limit, $T \ll m c^{2}$, equilibrium in $2 \mathrm{D} \mathrm{H} \downarrow$ is established due to interaction between phonons. The relaxation time due to the spontaneous decay of a phonon into two phonons, similar to the decay of phonons in superfluid helium, is estimated as $\tau^{-1} \sim \hbar k_{T}^{4} / m \sigma$ [15]. For the density $\sigma=2 \times 10^{13} \mathrm{~cm}^{-2}$ and temperature $T=0.1 \mathrm{~K}$, the wave vector of a thermal phonon is equal to $k_{T}=T / \hbar c=3.2 \times 10^{6} \mathrm{~cm}^{-1}$; thereby, $\tau \sim 3 \times 10^{-10} \mathrm{~s}$.

The thermal relaxation of ripplons is likely caused by the $\mathrm{R} \leftrightharpoons \mathrm{R}+\mathrm{R}$ process [16]. In the case of its inefficiency [17], it is more correct to consider the interaction of hydrogen with the thermostat through ripplons and to determine the corresponding nonequilibrium distribution of ripplons from the kinetic equation. Nevertheless, the thermodynamic description of ripplons remains meaningful when $\tau_{\mathrm{HR}} \ll \tau_{\mathrm{R}}$ or $\tau_{\mathrm{HR}} \gg \tau_{\mathrm{R}}$. In these two important limiting cases, the distribution of
ripplons remains thermal and their temperature and velocity coincide with, respectively, the temperature and velocity of the hydrogen or the substrate.

In view of the above discussion, the linearized transport equations for the 2D system are written omitting the dissipative terms responsible for longitudinal heat conduction, diffusion, and viscosity. The continuity equation for hydrogen [18] has the form

$$
\begin{equation*}
\dot{\rho}_{\mathrm{H}}+\operatorname{div} \mathbf{j}_{\mathrm{H}}=0 \tag{1}
\end{equation*}
$$

Here, as usual, the dot over the symbol stands for the time derivative; $\mathbf{j}_{\mathrm{H}}=\rho_{n} \mathbf{v}_{n}+\rho_{s} \mathbf{v}_{s}$ is the hydrogen flux, where $\mathbf{v}_{n}\left(\mathbf{v}_{s}\right)$ and $\rho_{n}\left(\rho_{s}\right)$ are the velocity and mass density of the normal (superfluid) components, respectively, and $\rho_{\mathrm{H}}=m \sigma=\rho_{n}+\rho_{s}$ is the total density, where $m$ is the hydrogen atomic mass.

The equation of motion for the normal hydrogen component has the form

$$
\begin{equation*}
\rho_{n} \dot{\mathbf{v}}_{n}+\nabla P_{\mathrm{H}}+\frac{\rho_{n}}{\tau_{\mathrm{HR}}}\left(\mathbf{v}_{n}-\mathbf{v}_{\mathrm{R}}\right)=0 \tag{2}
\end{equation*}
$$

where $P_{\mathrm{H}}$ is the 2D hydrogen pressure, includes the momentum transfer from the hydrogen to ripplons in the $\tau$ approximation, and the last term on the left-hand side should be treated as the formal definition of the corresponding time constant $\tau_{\mathrm{HR}}$.

The equation of motion for ripplons including the momentum transfer into the substrate is similar:

$$
\begin{equation*}
\rho_{\mathrm{R}} \dot{\mathbf{v}}_{\mathrm{R}}+\nabla P_{\mathrm{R}}-\frac{\rho_{n}}{\tau_{\mathrm{HR}}}\left(\mathbf{v}_{n}-\mathbf{v}_{\mathrm{R}}\right)+\frac{\rho_{\mathrm{R}}}{\tau_{\mathrm{R}}} \mathbf{v}_{\mathrm{R}}=0 \tag{3}
\end{equation*}
$$

The equation of motion for the superfluid hydrogen component has the usual form

$$
\begin{equation*}
\dot{\mathbf{v}}_{s}+\nabla \mu_{\mathrm{H}}=0 \tag{4}
\end{equation*}
$$

The specific chemical potential $\mu_{\mathrm{H}} \approx \sigma \tilde{U} / m$ of hydrogen is determined primarily by $\mathrm{H}-\mathrm{H}$ interaction, because under the superfluidity conditions $\sigma \Lambda^{2} \gtrsim 7$ [19, 20], and, therefore, the thermal contribution to $\mu_{\mathrm{H}}$ that is about $T \mathrm{e}^{-\sigma \Lambda^{2}}$ is exponentially small (here, $\Lambda=$ $\sqrt{2 \pi \hbar^{2} / m T}$ is the thermal wavelength of the hydrogen atom and $\tilde{U}$ is the mean-field parameter generally depending on the density [20]).

Heat transfer from hydrogen to ripplons [11] and from ripplons to the film bulk [21] is described by the following equations of energy conservation:

$$
\begin{align*}
& T_{\mathrm{H}}\left(\dot{S}_{\mathrm{H}}+\operatorname{div} S_{\mathrm{H}} \mathbf{v}_{n}\right)+K_{\mathrm{HR}}\left(T_{\mathrm{H}}-T_{\mathrm{R}}\right)=0  \tag{5}\\
& T_{\mathrm{R}}\left(\dot{S}_{\mathrm{R}}\right.\left.+\operatorname{div} S_{\mathrm{R}} \mathbf{v}_{\mathrm{R}}\right)-K_{\mathrm{HR}}\left(T_{\mathrm{H}}-T_{\mathrm{R}}\right)  \tag{6}\\
&+K_{\mathrm{RP}}\left(T_{\mathrm{R}}-T_{0}\right)=0
\end{align*}
$$

Here, $T_{0}$ is the temperature of the liquid in the film bulk and $K_{\mathrm{HR}}$ and $K_{\mathrm{RP}}=5.3 T^{17 / 3} \mathrm{~W} \mathrm{~cm}^{-2} \mathrm{~K}^{-20 / 3}$ [21] are the heat conductivities of the hydrogen-ripplon and rip-plon-phonon contacts, respectively.

Assuming that deviations of the thermodynamic quantities from their steady values, as well as $\mathbf{v}_{n}, \mathbf{v}_{s}$, and $\mathbf{v}_{\mathrm{R}}$, are small, excluding the velocities from Eqs. (1)(6), and substituting the solution in the form of the plane wave $\exp (i \omega t-i \mathbf{k r})$, we arrive at the system of three equations for the amplitudes of the oscillations of the hydrogen density $\rho_{\mathrm{H}}^{\prime}$ and temperatures $T_{\mathrm{H}}^{\prime}$ and $T_{\mathrm{R}}^{\prime}$. The condition of the consistency of these three equations yields, as usual, the relation between the frequency $\omega$ and wave number $k$. However, this general dispersion relation containing terms up to $\omega^{6}$ and $k^{6}$ is very lengthy.

The results turn out to be transparent in some limiting cases. In particular, in the high-frequency limit, when $\omega \tau_{\mathrm{HR}} \gg 1$ and $\omega \tau_{\mathrm{R}} \gg 1$ simultaneously, terms describing the momentum transfer, i.e., containing $\tau_{\mathrm{HR}}$ and $\tau_{\mathrm{R}}$, can be omitted. The heat transfer rate is usually not higher than the momentum transfer rate. Correspondingly, under this condition, the quantities $K_{\mathrm{RP}} / \omega S_{\mathrm{R}}$ etc., are also small [in particular, $K_{\mathrm{RP}} / S_{\mathrm{R}}=1.6 \times$ $\left.10^{5}(T / 0.1 \mathrm{~K})^{13 / 3} \mathrm{~s}^{-1}\right]$. Therefore, the hydrogen and ripplons are coupled neither with each other nor with the substrate, and the system of Eqs. (1)-(6) is split into two independent systems. In this case, Eqs. (3) and (6) describe the propagation of the second surface sound (i.e., a ripplon density wave or, identically, a temperature wave) with a velocity of $u_{\mathrm{R}}=S_{\mathrm{R}} / \sqrt{\rho_{\mathrm{R}}\left(\partial S_{\mathrm{R}} / \partial T\right)} \propto$ $T_{\mathrm{R}}^{1 / 3}$ [22]. The remaining four equations describe two different oscillation modes in 2D $\mathrm{H} \downarrow$, which are 2D analogues of the usual and second sounds. As usual, excluding the velocities from these equations and expressing $\Delta \mu$ and $\Delta P$ in terms of the increments of the density and temperature of hydrogen [23], we arrive at the following system of equations:

$$
\begin{gather*}
\ddot{\rho}-c^{2} \Delta \rho-S \Delta T=0,  \tag{7}\\
B \ddot{\rho}-c^{2} \frac{\rho_{s}}{\rho} \Delta \rho-\frac{\rho_{n}}{S}\left(\frac{\partial S}{\partial T}\right) \ddot{T}=0 . \tag{8}
\end{gather*}
$$

Here, all quantities without subscripts refer to hydrogen, $c^{2}=(\partial P / \partial \rho)_{T}$ is the speed of the usual sound in 2D
$\mathrm{H} \downarrow$, and $B=1-\frac{\rho_{n}}{S}\left(\frac{\partial S}{\partial \rho}\right)$.
Substituting again the solution in the form of a plane wave, we obtain the following equation for the oscillation propagation velocity $u=\omega / k$ :

$$
\begin{equation*}
u^{4}-u^{2}\left[c^{2}+\frac{B S^{2}}{\rho_{n}(\partial S / \partial T)}\right]+\left(\frac{\rho_{s}}{\rho}\right) c^{2} \frac{S^{2}}{\rho_{n}(\partial S / \partial T)}=0 . \tag{9}
\end{equation*}
$$

Under these conditions, the fraction of the overcondensate hydrogen component approaches $\xi=m \tilde{U} / 4 \pi \hbar^{2} \simeq$ 0.14 [20, 24]; i.e., it is sufficiently low, and the elementary excitations are Bogoliubov quasiparticles, whose energy $\hbar \omega_{k}$ and wavenumber $k$ are related by the known relation $\hbar \omega_{k}=\left(\epsilon_{k}^{2}+2 \sigma \tilde{U} \epsilon_{k}\right)^{1 / 2}$, where $\epsilon_{k}=\hbar^{2} k^{2} / 2 m$. For low temperatures, in addition to the zeroth term $\sigma^{2} \tilde{U} / 2$, long-wavelength excitations with the phonon-like dispersion relation, $\omega_{k} \approx c k$, where $c^{2}=\sigma \tilde{U} / m$, make the basic contribution to the hydrogen energy. The expansion of the hydrogen pressure $P_{\mathrm{H}}=-F_{\mathrm{H}}$, where $F_{\mathrm{H}}$ is the free energy of the unit area, in powers of the ratio $\theta=$ $T / m c^{2}$ is

$$
\begin{equation*}
P_{\mathrm{H}} \simeq \frac{1}{2} \sigma^{2} \tilde{U}\left[1+2 C \xi \theta^{3}+\xi O\left(\theta^{5}\right)\right] \tag{10}
\end{equation*}
$$

where $C=\int_{0}^{\infty}\left(e^{x}-1\right)^{-1} x^{2} d x \simeq 2.404$. It is easy to estimate that the second and subsequent terms in the square brackets are appreciably smaller than the first term under the superfluidity conditions. From Eq. (10), we obtain the hydrogen entropy in the form $S_{\mathrm{H}}=\left(\partial P_{\mathrm{H}} / \partial T\right)_{\mu} \simeq$ $\left(\partial P_{\mathrm{H}} / \partial T\right)_{\sigma} \simeq 3 C \xi \sigma \theta^{2}$; therefore, $B=1+\rho_{n} / \rho$. Note that $S_{\mathrm{H}}$ is comparable with the entropy of ripplons; $S_{\mathrm{R}} \approx$ $1.52 \times 10^{-2} T^{4 / 3} \mathrm{erg} / \mathrm{cm}^{2} \mathrm{~K}^{7 / 3}$. Then, since $\left(\partial P_{\mathrm{H}} / \partial \rho\right)_{S} \approx$ $\left(\partial P_{\mathrm{H}} / \partial \rho\right)_{T} \simeq c^{2}$, the speed of the first and second sounds in superfluid 2D hydrogen are expressed as [25]

$$
\begin{gather*}
u_{\mathrm{H} 1}^{2} \approx c^{2}=\sigma \tilde{U} / m  \tag{11}\\
u_{\mathrm{H} 2}^{2} \approx \frac{\rho_{s} S_{\mathrm{H}}^{2}}{\rho_{n} \rho}\left(\frac{\partial S_{\mathrm{H}}}{\partial T}\right)^{-1} \simeq \frac{3}{2} C \xi\left(\frac{\rho_{s}}{\rho_{n}}\right) \theta^{3} c^{2} \tag{12}
\end{gather*}
$$

respectively. It is interesting that the speed of the usual sound, as was expected, is determined only by interaction and is independent of temperature. At the same time, $u_{\mathrm{H} 2}^{2}$ is proportional to $T^{3 / 2}$ and inversely proportional to density. In particular, for $T \longrightarrow 0$, the fraction of the normal component tends to $\xi$ and the ratio of the speeds is equal to

$$
\begin{equation*}
u_{\mathrm{H} 2} / u_{\mathrm{H} 1} \simeq 1.9 \theta^{3 / 2} . \tag{13}
\end{equation*}
$$

Then, let us analyze the case of weak coupling between ripplons and the substrate, $\tau_{\mathrm{HR}} \ll \tau_{\mathrm{R}}$. Such a situation may be realized, e.g., on the surface of a bulk liquid or macroscopically thick films, as well as for a very smooth substrate; i.e., when the ripplon momentum relaxation is mainly due to interaction with phonons of the liquid in the absence of hydrogen. In this case, the choice of the oscillation frequency can ensure the condition $\tau_{\mathrm{HR}} \omega \ll 1 \ll \tau_{\mathrm{R}} \omega$, under which ripplons simply represent the contribution to the normal density of hydrogen component similarly to the contribution of a small ${ }^{3} \mathrm{He}$ impurity in superfluid helium to the normal (phonon at low temperatures) density. In
this case, the total entropy $S$ is conserved, the temperatures of the hydrogen and ripplons coincide with each other, and, instead of Eq. (9), we obtain

$$
\begin{equation*}
u^{4}-u^{2}\left(A c^{2}+B u_{2}^{2}\right)+\left(\rho_{s} / \rho\right) c^{2} u_{2}^{2}=0 \tag{14}
\end{equation*}
$$

Here, $u_{2}$ differs from $u_{\mathrm{H} 2}$ by changing the entropy of hydrogen and the normal density $\rho_{n}$ to the total entropy of the hydrogen-ripplon mixture and $\rho_{n}^{\prime}=\rho_{n}+\rho_{\mathrm{R}}$, respectively. The factor $A=1-\left(\rho_{\mathrm{R}} / \rho_{\mathrm{H}}\right)\left(\rho_{n} / \rho_{n}^{\prime}\right)$ differs slightly from unity, because $\rho_{R} \ll \rho_{H}$ for the case under consideration. Thus, the speed of the usual sound is again approximately equal to $c$, and the speed of the second sound, as expected, is given by the expression

$$
\begin{equation*}
u_{\mathrm{HR} 2}^{2} \approx \frac{\rho_{s} S^{2}}{\rho_{n}^{\prime} \rho}\left(\frac{\partial S}{\partial T}\right)^{-1} \tag{15}
\end{equation*}
$$

Finally, let us address the most interesting case of extremely low frequencies, $\omega \tau_{\mathrm{R}} \ll 1$ and $\omega \tau_{\mathrm{HR}} \ll 1$. In this case, the ripplons and the normal hydrogen component are immobile, i.e., $\mathbf{v}_{n}=\mathbf{v}_{\mathrm{R}}=0$, which is similar to the case of the propagation of the fourth sound [9] involving only the superfluid hydrogen component. In this case, continuity equation (1) takes the form

$$
\begin{equation*}
\dot{\rho}_{\mathrm{H}}+\rho_{s} \operatorname{div} \mathbf{v}_{s}=0 \tag{16}
\end{equation*}
$$

This equation, together with Eq. (4) and the expression for the chemical potential $\mu_{\mathrm{H}}$, provides the wave equation

$$
\begin{equation*}
m \ddot{\sigma}-\frac{\rho_{s} \tilde{U}}{m} \Delta \sigma \tag{17}
\end{equation*}
$$

Thus, the speed of the fourth sound is given by the expression

$$
\begin{equation*}
u_{4}^{2}=\frac{\rho_{s} \tilde{U}}{m^{2}}=\frac{\rho_{s}}{\rho_{\mathrm{H}}} c^{2} \tag{18}
\end{equation*}
$$

The fast transfer of the longitudinal momentum into the substrate does not imply that the heat transfer is also fast since there exist the elastic channel of the relaxation of the longitudinal momentum of ripplons [13]. Therefore, for $\omega \gg K_{\mathrm{RP}} / S_{\mathrm{R}}=1.6 \times 10^{5}(T / 0.1 \mathrm{~K})^{13 / 3} \mathrm{~s}^{-1}$, the temperatures of the hydrogen and ripplons do not remain constant. According to the conditions, $\omega \ll \tau_{\mathrm{HR}}^{-1} \sim$ $K_{\mathrm{HR}} / S_{\mathrm{H}}$; i.e., the heat transfer between the hydrogen and ripplons is sufficiently fast and, therefore, $T_{\mathrm{H}} \approx T_{\mathrm{R}}$. In this case, summing Eqs. (5) and (6), we see that the total entropy of the 2D system is conserved; i.e.,

$$
\begin{equation*}
d S=\frac{\partial S_{\mathrm{H}}}{\partial \sigma} d \sigma+\frac{\partial}{\partial T}\left(S_{\mathrm{H}}+S_{\mathrm{R}}\right) d T=0 \tag{19}
\end{equation*}
$$

From this condition, we obtain the relation between the amplitudes of oscillations of the hydrogen density and temperature in the acoustic wave:

$$
\begin{equation*}
\frac{\delta \sigma}{\sigma} \simeq\left[2+\frac{\sigma \tilde{U}^{2}}{3 C \xi T}\left(\frac{\partial S_{\mathrm{R}}}{\partial T}\right)\right] \frac{\delta T}{T} \tag{20}
\end{equation*}
$$

It is interesting to note that the oscillations of the hydrogen density and temperature are in-phase, because the derivative $\left(\partial S_{\mathrm{H}} / \partial \sigma\right)_{T}$ is negative. Finally, for extremely low frequencies $\omega \ll K_{\mathrm{RP}} / S_{\mathrm{R}}$, the temperature remains constant and equal to the substrate temperature.

In conclusion, note that the problem of a method for exciting and detecting oscillations is of particular importance for experiments. At high frequencies, when hydrogen (with or without ripplons) is isolated from the substrate, the excitation of oscillations in $2 \mathrm{D} \mathrm{H} \downarrow$ by modulating the temperature or velocity of the substrate is impossible. The efficient modulation of the density of hydrogen itself at a frequency $\omega$ by means of ESR is possible only for $\omega T_{2} \leqslant 1$, because the induced recombination of hydrogen atoms is due to transverse relaxation with a time constant $T_{2}$. Indeed, in the absence of transverse relaxation, the precession of spins is coherent and any pair of atoms thereby remains in the triplet state, where recombination is impossible. The problem of a mechanism and transverse relaxation rate in quasicondensed (locally coherent) 2D hydrogen is closely connected with the aforementioned problem of establishing thermal equilibrium. The classical estimate of the rate of transverse relaxation due to dipole-dipole interaction upon elastic atomic collisions yields $T_{2}^{-1} \sim$ $\sigma \times 10^{-6} \mathrm{~cm}^{2} / \mathrm{s}[6,26]$, which is comparable with the momentum transfer rate $\tau_{\mathrm{HR}}^{-1}$ into ripplons. Therefore, high-frequency oscillations can be excited by ESR only when the coupling of ripplons with the substrate is weak. Moreover, it is known that the dissipation of a 2D superflow increases with both the oscillation frequency and superfluid velocity [3]. According to the above consideration, the fourth sound realized at low frequencies is a most promising tool for experimental observation of superfluidity in 2D H $\downarrow$. "Oscillations" with $\omega=0$, i.e., a steady flow of the superfluid component, present a specific kind of the fourth sound. In particular, this mode must be substantial for the formation of the instability of the ESR spectrum of 2D hydrogen [6].
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## REFERENCES

1. V. L. Berezinskiĭ, Zh. Éksp. Teor. Fiz. 59, 907 (1970) [Sov. Phys. JETP 32, 493 (1970)]; Zh. Éksp. Teor. Fiz. 61, 1144 (1971) [Sov. Phys. JETP 34, 610 (1972)].
2. J. M. Kosterlitz and D. J. Thouless, J. Phys. C 5, L124 (1972).
3. D. J. Bishop and J. D. Reppy, Phys. Rev. B 22, 5171 (1980).
4. A. I. Safonov, S. A. Vasilyev, I. S. Yasnikov, et al., Phys. Rev. Lett. 81, 4545 (1998).
5. A. I. Safonov, A. A. Kharitonov, and I. I. Lukashevich, J. Low Temp. Phys. 138 (1/2) (2005).
6. S. A. Vasilyev, A. I. Safonov, J. Järvinen, et al., Phys. Rev. Lett. 89, 153002 (2002).
7. S. A. Vasilyev, J. Järvinen, A. I. Safonov, and S. Jaakkola, Phys. Rev. A 69, 023610 (2004).
8. K. R. Atkins, Can. J. Phys. 31, 1165 (1953).
9. I. M. Khalatnikov, An Introduction to the Theory of Superfluidity (Nauka, Moscow, 1965; Addison-Wesley, Redwood City, 1988).
10. M. W. Reynolds and G. V. Shlyapnikov, Phys. Lett. A 207, 105 (1992).
11. D. S. Zimmerman and A. J. Berlinsky, Can. J. Phys. 61, 508 (1983).
12. I. B. Mantz, D. O. Edwards, and V. U. Nayak, Phys. Rev. Lett. 44, 663 (1980); 44, 1094(E) (1980).
13. A. I. Safonov, S. S. Demukh, and A. A. Kharitonov, Pis'ma Zh. Éksp. Teor. Fiz. 79, 362 (2004) [JETP Lett. 79, 304 (2004)].
14. I. B. Mantz, D. O. Edwards, and V. U. Nayak, J. Phys. Colloq. 39, C6-300 (1978).
15. E. M. Lifshitz and L. P. Pitaevskiŭ, Course of Theoretical Physics, Vol. 9: Statistical Physics (Nauka, Moscow, 1978; Pergamon, New York, 1980), Part 2, pp. 161-165.
16. W. F. Saam, Phys. Rev. A 8, 1918 (1973).
17. P. Roche, M. Roger, and F. I. B. Williams, Phys. Rev. B 53, 2225 (1996).
18. In contrast to a usual gas mixture, the continuity equation is not valid for the hydrogen-ripplon mixture, because the number of ripplons is not conserved.
19. N. Prokof'ev and B. Svistunov, Phys. Rev. A 66, 043608 (2002).
20. U. Al Khawaia, J. O. Andersen, N. P. Proukakis, and H. T. C. Stoof, Phys. Rev. A 66, 013615 (2002).
21. M. W. Reynolds, I. D. Setija, and G. V. Shlyapnikov, Phys. Rev. B 46, 575 (1992).
22. A. F. Andreev and D. A. Kompaneets, Zh. Éksp. Teor. Fiz. 61, 2459 (1972) [Sov. Phys. JETP 34, 1316 (1972)].
23. Hereinafter, we ignore a very weak, no stronger than logarithmic, dependence of $U$ on the hydrogen density (see, e.g., [24]).
24. Yu. Kagan, B. V. Svistunov, and G. V. Shlyapnikov, JETP Lett. 42, 209 (1985).
25. When deriving Eqs. (11) and (12), only corrections linear in the ratio $\left(u_{\mathrm{H} 2} / c\right)^{2} \ll 1$ are retained. The linear correction to $u_{\mathrm{H} 1}^{2}$ is equal to $2 u_{\mathrm{H} 2}^{2}\left(\rho_{n} / \rho_{s}\right)$ and, therefore, can be omitted. At the same time, the correction to $u_{\mathrm{H} 2}^{2}$ that has the same magnitude but opposite sign is significant.
26. I. Shinkoda and W. N. Hardy, J. Low Temp. Phys. 85, 99 (1991).

Translated by R. Tyapaev

# Density of States Anomalies in Hybrid Superconductor-Ferromagnet-Normal Metal Structures ${ }^{\text {II }}$ 

A. A. Golubov ${ }^{1}$, M. Yu. Kupriyanov ${ }^{2}$, and M. Siegel ${ }^{\mathbf{3}}$<br>${ }^{1}$ Faculty of Science and Technology, University of Twente, The Netherlands<br>${ }^{2}$ Nuclear Physics Institute, Moscow State University, Moscow, 119992 Russia<br>${ }^{3}$ Institute for Micro- and Nanoelectronic Systems, Karlsruhe University, D-76187 Karlsruhe, Germany<br>e-mail: a.golubov@tn.utwente.nl, mkupr@pn.sinp.msu.ru, m.siegel@ims.uni-karlsruhe.de Received January 25, 2005


#### Abstract

The results of calculations of the spatially-resolved density of states (DOS) in an $\mathrm{S}(\mathrm{F} / \mathrm{N}$ ) bilayer are presented ( S is a superconductor, F is a metallic ferromagnet, N is a normal metal) within quasiclassical theory in the dirty limit. Analytical solutions are obtained in the case of thin F, N layers which demonstrate the peculiar features of DOS in this system. The dependences of the minigap and the DOS peak positions on the exchange energy and parameters of the layers are studied numerically. © 2005 Pleiades Publishing, Inc.


PACS numbers: 74.50.+r, 74.80.Dm, 75.30.Et

In the past few years, there was a noticeable interest to the Josephson junctions with ferromagnetic barriers due to possibility to realize the $\pi$-junctions having the phase difference $\pi$ in the ground state. The $\pi$-states in SFS junctions were first predicted by [1-3] and realized experimentally by Ryazanov et al. [4, 5] in $\mathrm{Nb} / \mathrm{CuNi} / \mathrm{Nb}$ structures and later by other groups [610] using different ferromagnetic barriers. These experiments stimulated further theoretical activity (see [11] for the review). In particular, Josephson structures composed from arrays of 0 - and $\pi$-Josephson junctions should exhibit extraordinary characteristics [12, 13]. Such arrays were recently realized in zigzag HTS/LTS structures [14].

The purpose of the present paper is to study spatially resolved electronic density of states (DOS) in the structure of $\mathrm{S}(\mathrm{FN}$ ) type ( S is superconductors, F is a metallic ferromagnet, N is a normal metal), consisting of a bulk superconductor with ferromagnetic and normal layers on the top of it, which is a generic system for 0 - and $\pi$-junctions connected in parallel.

DOS in SF bilayers (a ferromagnet coupled to a superconductor) was studied quite extensively before. Two new features were predicted compared to SN systems: spin splitting and spatial oscillations of DOS in a ferromagnet [15-21]. The effect of spatial oscillations was quite extensively discussed in the theoretical literature in different models [15-18] and observed experimentally [22]. This effect is closely related to $0-\pi$ transitions. The effect of splitting is relevant for thin ferromagnetic layers and was studied theoretically in [19, 20]. In the present work, we discuss an interplay

[^5]between the oscillations and splitting in a more complex $S(F / N)$ structure.

The geometry of the structure is shown in Fig. 1. We assume that the dirty limit conditions are fulfilled in all metals, F is a weak monodomain ferromagnet with the exchange energy $H$ much smaller than the Fermi energy, and the interfaces are not magnetically active. In this case, spin-dependent corrections to the resistivities can be neglected and the $\mathrm{S}(\mathrm{F} / \mathrm{N})$ structure is described by the following spin-independent suppression parameters:

$$
\begin{gather*}
\gamma_{B F}=R_{B F} \mathscr{A}_{B F} / \rho_{F} \xi_{F}, \quad \gamma_{F}=\rho_{S} \xi_{S} / \rho_{F} \xi_{F},  \tag{1}\\
\gamma_{B N}=R_{B N} \mathscr{A}_{B N} / \rho_{N} \xi_{N}, \quad \gamma_{N}=\rho_{S} \xi_{S} / \rho_{N} \xi_{N},  \tag{2}\\
\gamma_{B}=R_{B} \mathscr{A}_{B} / \rho_{N} \xi_{N}, \quad \gamma=\rho_{F} \xi_{F} / \rho_{N} \xi_{N} . \tag{3}
\end{gather*}
$$

Here, $R_{B F}, R_{B N}$, and $R_{B}$ are the specific resistivities of the SF, SN, and NF interfaces, respectively; $\rho_{S, F, N}, D_{S, F, N}$, and $\xi_{S, F, N}$ are the resistivities, the diffusion constants, and the coherence lengths of the $\mathrm{S}, \mathrm{F}$, and N layer and


Fig. 1. The geometry of the structure.
the coherence lengths, where $\xi_{S, F, N}=\sqrt{D_{S, F, N} / 2 \pi T_{c}}$ and $T_{c}$ is the critical temperature of the superconductor.

Under the above assumptions, the problem can be solved in the framework of the Usadel equations [23]. To simplify it further, we assume that $S$ is a bulk superconductor and $\gamma_{N} \ll \gamma_{B N}, \gamma_{F} \ll \gamma_{B F}$ so that the rigid boundary conditions

$$
F_{S}=\frac{\Delta}{\sqrt{\omega^{2}+\Delta^{2}}}, \quad G_{S}=\frac{\omega}{\sqrt{\omega^{2}+\Delta^{2}}}
$$

are valid for superconductor. Here, $\Delta$ is the magnitude of the order parameter in S electrode, $F_{S}$ and $G_{S}$ are the Green's functions, $\omega=\pi T(2 n+1)$ are the Matsubara frequencies.

Let us choose the $x, y$ axes as shown in Fig. 1 and use the $\theta$ parametrization $G=\cos \theta, F=\sin \theta$, then the Usadel equations have the form

$$
\begin{equation*}
\xi_{F, N}^{2} \frac{\pi T_{c}}{\tilde{\omega}}\left\{\frac{\partial^{2}}{\partial x^{2}} \theta_{F, N}+\frac{\partial^{2}}{\partial y^{2}} \theta_{F, N}\right\}-\sin \theta_{F, N}=0 \tag{4}
\end{equation*}
$$

where $\tilde{\omega}=\omega+i H$ in F and $\tilde{\omega}=\omega$ in N .
The boundary conditions at the $\mathrm{SF}(y=0,-\infty<x \leq$ $0)$, SN $(y=0,0 \leq x<\infty)$, and FN $\left(x=0,0 \leq y \leq d_{F}, d_{N}\right)$ interfaces have the form [24]

$$
\begin{gather*}
\gamma_{B(F, N)} \xi_{F, N} \frac{\partial}{\partial y} \theta_{F, N}=-\sin \left(\theta_{S}-\theta_{F, N}\right), \quad y=0,  \tag{5}\\
\gamma_{B} \xi_{F} \frac{\partial}{\partial x} \theta_{F}=\sin \left(\theta_{N}-\theta_{F}\right), \\
x=0,0 \leq y \leq d_{F}, d_{N},  \tag{6}\\
\xi_{N} \frac{\partial}{\partial x} \theta_{N}=\gamma \xi_{F} \frac{\partial}{\partial x} \theta_{F}, x=0,0 \leq y \leq d_{F}, d_{N},
\end{gather*}
$$

where $\sin \theta_{S}=\Delta / \sqrt{\omega^{2}+\Delta^{2}}$ and $\cos \theta_{S}=\omega / \sqrt{\omega^{2}+\Delta^{2}}$. At the free interfaces, the boundary conditions are

$$
\begin{gather*}
\frac{\partial}{\partial y} \theta_{F, N}=0, \quad y=d_{F, N}  \tag{7}\\
\frac{\partial}{\partial x} \theta_{F, N}=0, \quad 0 \leq y \leq d_{F}, \quad x \longrightarrow \mp \infty \tag{8}
\end{gather*}
$$

We will consider the limit of thin F and N layers $d_{F, N} \ll \xi_{F, N}$. In this case, one can neglect both the derivative on $x$ and nongradient items in Usadel equations (4) and substitute the resulting solutions

$$
\begin{gathered}
\theta_{F, N}(x, y)=\theta_{F, N}(x) \\
-K_{F, N}(x) \frac{d_{F, N}}{\xi_{F, N}^{2}} y+K_{F, N}(x) \frac{y^{2}}{2 \xi_{F, N}^{2}},
\end{gathered}
$$

$$
K_{F, N}(x)=\left\{\frac{\tilde{\omega}}{\pi T_{c}} \sin \theta_{F, N}-\xi_{F, N}^{2} \frac{\partial^{2}}{\partial x^{2}} \theta_{F, N}\right\},
$$

into boundary conditions (5). Then, the problem is reduced to the one-dimensional equations for lateral variations of $\theta_{N, F}$ in the $x$-direction:

$$
\begin{equation*}
\zeta_{N, F}^{2} \frac{\partial^{2}}{\partial x^{2}} \theta_{N, F}-\sin \left(\theta_{N, F}-\theta_{N, F}( \pm \infty)\right)=0, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{N, F}( \pm \infty)=\arctan \frac{\pi T_{c} \sin \theta_{S}}{\tilde{\omega} \tilde{\gamma}+\pi T_{c} \cos \theta_{S}} \tag{10}
\end{equation*}
$$

the decay lengths $\zeta_{N}$ and $\zeta_{F}$ are

$$
\begin{equation*}
\zeta_{N, F}=\xi_{N, F} \sqrt{\frac{\pi T_{c} \tilde{\gamma} \cos \theta_{N, F}( \pm \infty)}{\left(\tilde{\omega} \tilde{\gamma}+\pi T_{c} \cos \theta_{S}\right)}} \tag{11}
\end{equation*}
$$

and we have taken for simplicity equal barrier parameters for F and N

$$
\begin{equation*}
\gamma_{B N} \frac{d_{N}}{\xi_{N}}=\gamma_{B F} \frac{d_{F}}{\xi_{F}} \equiv \tilde{\gamma} . \tag{12}
\end{equation*}
$$

The general solution of Eq. (9) has the form

$$
\begin{gather*}
\theta_{N, F}(x)=\theta_{N, F}( \pm \infty) \\
+4 \arctan \left[\left(\tan \frac{\theta_{N, F}(0)-\theta_{N, F}( \pm \infty)}{4}\right) \exp \left\{\mp \frac{x}{\zeta_{N, F}}\right\}\right] . \tag{13}
\end{gather*}
$$

The integration constants $\theta_{N}(0)$ and $\theta_{F}(0)$ in (13) have to be determined from the boundary conditions (6) at $x=0$ and can be found analytically in the limit of large transparency of the FN interface when $\theta(x)$ is continuous at $x=0$ :

$$
\theta_{N}(0)=\theta_{F}(0)=\theta(0)
$$

From (11), it follows that the effective decay length in normal metal, $\zeta_{N}$, is a real quantity and equals to $\zeta_{N}=$ $\xi_{N} \sqrt{\gamma}$ for small $\omega$ and tends to $\zeta_{N}=\xi_{N} \sqrt{\pi T_{c} / \omega}$ with $\omega$ increase. The effective decay length $\zeta_{F}$ in ferromagnet at low $\omega \ll \Delta, H / \tilde{\gamma}$ is given by $\zeta_{F}=$ $\xi_{F} \sqrt{\tilde{\gamma} / \sqrt{1-\tilde{\gamma}^{2}\left(H / \pi T_{c}\right)^{2}}}$, i.e., it becomes complex for sufficiently strong exchange field $H>\pi T_{c} / \tilde{\gamma}$.

Below, we consider several limiting cases.
Identical $\mathbf{F}$ and $\mathbf{N}$ metals. Assume for simplicity that the F and N materials differ by the existence the


Fig. 2. The total DOS in an SF bilayer for various values of $\tilde{\gamma} h$ as indicated in the figure.
exchange field in $\mathrm{F}\left(\gamma=1, \xi_{F}=\xi_{N}=\xi\right)$, then, from (6) for $\theta(0)$, we have

$$
\begin{gather*}
\theta(0)=2 \arctan \frac{\sin \frac{\theta_{N}(\infty)}{2}+g \sin \frac{\theta_{F}(-\infty)}{2}}{\cos \frac{\theta_{N}(\infty)}{2}+g \cos \frac{\theta_{F}(-\infty)}{2}},  \tag{14}\\
g=\frac{\zeta_{N}}{\zeta_{F}} .
\end{gather*}
$$

Identical $\mathbf{F}$ metals with antiparallel direction of magnetization. The results can be easily generalized to the case of an $S(F / F)$ structure with two identical ferromagnetic films having opposite magnetization directions (antiferromagnetic configuration)

$$
\begin{equation*}
\theta(0)=2 \arctan \frac{g^{*} \sin \frac{\theta_{F}^{*}(-\infty)}{2}+g \sin \frac{\theta_{F}(-\infty)}{2}}{g^{*} \cos \frac{\theta_{F}^{*}(-\infty)}{2}+g \cos \frac{\theta_{F}(-\infty)}{2}} . \tag{15}
\end{equation*}
$$

Using the solutions obtained above, one can calculate the spatially resolved DOS in $S(F / N)$ and $S(F / F)$ structures.

DOS in $S(F / N)$ and $S(F / F)$ proximity systems. The DOS for each spin direction is given by

$$
\begin{equation*}
N(\varepsilon)=\frac{N_{0}}{2} \operatorname{Re} G(\omega \longrightarrow-i \varepsilon+\delta), \tag{16}
\end{equation*}
$$

where $N_{0}$ is the total DOS for both spins at the Fermi surface in the normal state and $G(\varepsilon-i \delta)=\cos \theta(\varepsilon-i \delta)$ is the retarded Green's function. The total DOS is found by summing over both spin projections, i.e., $N^{\text {total }}=$ $N(H)+N(-H)$.

DOS in $\mathbf{N}$ and F metals far from the $\mathrm{F} / \mathrm{N}$ interface. In a normal metal far from the $\mathrm{F} / \mathrm{N}$ interface $(x=\infty)$, the total DOS is given by

$$
\begin{gather*}
N_{N}(\varepsilon)=N_{0} \operatorname{Re} \frac{\tilde{\varepsilon}_{N}}{\Omega_{N}}, \quad \Omega_{N}=\sqrt{\tilde{\varepsilon}_{N}^{2}-\Delta^{2}} \operatorname{sgn}(\varepsilon)  \tag{17}\\
\tilde{\varepsilon}_{N}=\varepsilon\left(1+\tilde{\gamma} \sqrt{\Delta^{2}-\varepsilon^{2}} / \pi T_{c}\right)
\end{gather*}
$$

It is well known (see $[25,26]$ ) that DOS in a F/N bilayer has a minigap at $\varepsilon_{g}<\Delta$, which depends on the value of $\tilde{\gamma}$, and $N_{N}(\varepsilon)$ has the peaks at $\varepsilon=\varepsilon_{g}$ and $\varepsilon=\Delta$. The minigap $\varepsilon_{g}$ characterizes the strength of superconducting correlations induced into N metal due to the proximity effect.

In SF bilayers, modifications of DOS due to spin splitting of energy levels were investigated in [19, 20]. The DOS per spin projection in the F layer has the form

$$
\begin{gather*}
N_{F \uparrow, F \downarrow}(\varepsilon)=\frac{N_{0}}{2} \operatorname{Re} \frac{\tilde{\varepsilon}_{F \uparrow, F \downarrow}}{\Omega_{F \uparrow, F \downarrow}}, \\
\Omega_{F \uparrow, F \downarrow}=\sqrt{\tilde{\varepsilon}_{F \uparrow, F \downarrow}^{2}-\Delta^{2}} \operatorname{sgn}(\varepsilon \mp H),  \tag{18}\\
\tilde{\varepsilon}_{F \uparrow, F \downarrow}=\varepsilon+\tilde{\gamma}(\varepsilon \mp H) \sqrt{\Delta^{2}-\varepsilon^{2}},
\end{gather*}
$$

which demonstrates the energy renormalization due to the exchange field. In particular, it follows from (18) that now there are two minigaps in the spectrum $\varepsilon_{g \uparrow}$ and $\varepsilon_{g \downarrow}$ and $\varepsilon_{g \uparrow} \leq \varepsilon_{g} \leq \varepsilon_{g \downarrow}$.

The total DOS in a F/N bilayer $N_{\text {tot }}(\varepsilon)=N_{F \downarrow}(\varepsilon)+$ $N_{F \uparrow} \uparrow(\varepsilon)$ is shown in Fig. 2. It is clearly seen that, at $h=$ $H / \pi T_{c}<1 / \tilde{\gamma}$, there are three peaks in DOS located at $\varepsilon_{g \downarrow}, \varepsilon_{g \uparrow}$, and $\Delta$, respectively. At $h=1 / \tilde{\gamma}$, the low-energy singularity is shifted to the Fermi level, and for $h>1 / \tilde{\gamma}$, the first peak disappears resulting in only two singularities in the DOS at $\varepsilon=\varepsilon_{g} \uparrow$ and $\varepsilon=\Delta$. Note that the total DOS at low energies depends nonmonotonously on $H$ even in a thin F-layer, even though spatial oscillations are absent across the layer. Equation (18) yields $N_{F \uparrow, F \downarrow}(\varepsilon=0)=\left(N_{0} / 2\right) \operatorname{Re}\left(\tilde{\gamma} h \operatorname{sgn}(h) / \sqrt{\tilde{\gamma}^{2} h^{2}-1}\right)$. For $\tilde{\gamma} h<1$, the total $\operatorname{DOS} N(0)=0$ due to the minigap in F , while for $\tilde{\gamma} h \geq 1$, the total low-energy DOS increases sharply, exceeds unity, and saturates at $N(0)=N_{0}$ for $\tilde{\gamma} h \gg 1$.

DOS at the F/N interface. At $x=0$ and for identical transport parameters on the F and N metals from (14), (16), we obtain

$$
\begin{equation*}
N_{F \uparrow, F \downarrow}(\varepsilon)=\frac{N_{0}}{2} \operatorname{Re} \frac{-i \tilde{\varepsilon}_{N}-i \tilde{\varepsilon}_{F \uparrow, F \downarrow}+2 \tilde{\varepsilon}_{F N}}{\Omega_{F \uparrow, F \downarrow}+\Omega_{N}+2 \sqrt{\Delta^{2}-\tilde{\varepsilon}_{F N}^{2}}} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varepsilon}_{F N}=\sqrt{\frac{\Omega_{N} \Omega_{F \uparrow, F \downarrow}-\tilde{\varepsilon}_{N} \tilde{\varepsilon}_{F \uparrow, F \downarrow}-\Delta^{2}}{2}} \tag{20}
\end{equation*}
$$

and $\Omega_{N}, \tilde{\varepsilon}_{N}$ and $\Omega_{F \uparrow, F \downarrow}, \tilde{\varepsilon}_{F \uparrow, F \downarrow}$ are defined by (17) and (18), respectively.


Fig. 3. Spin-resolved DOS: comparison of FS, FN, and $\mathrm{S}(\mathrm{FN})$ for $\tilde{\gamma} h=0.5$.

It follows from Eq. (19) that, similar to the case of the SF bilayer considered above, the minigap exists if $\tilde{\gamma} h<1$. With increasing exchange field, the total DOS at $\varepsilon=0$ becomes nonzero if $\tilde{\gamma} h>1$ is given by simple expression

$$
\begin{equation*}
N(0)=N_{0} \sqrt{\tilde{\gamma}^{2} h^{2}-1} / \tilde{\gamma} h . \tag{21}
\end{equation*}
$$

DOS at the F/F interface. At $x=0$, we have

$$
\begin{gather*}
N(\varepsilon) / N_{0}=\operatorname{Re} \frac{-2 i \tilde{\varepsilon}_{N}+2 \tilde{\varepsilon}_{F F}}{\Omega_{F \uparrow}+\Omega_{F \downarrow}+2 \sqrt{\Delta^{2}-\tilde{\varepsilon}_{F F}^{2}}},  \tag{22}\\
\tilde{\varepsilon}_{F F}=\sqrt{\frac{\Omega_{F \uparrow} \Omega_{F \downarrow}-\tilde{\varepsilon}_{F \uparrow} \tilde{\varepsilon}_{F \downarrow}-\Delta^{2}}{2}} .
\end{gather*}
$$

It can be shown that DOS at the F/F interface given by Eq. (22) coincides exactly with the total DOS for the F/N interface, $N_{F \uparrow}(\varepsilon)+N_{F \downarrow}(\varepsilon)$, where $N_{F \uparrow}(\varepsilon)$ and $N_{F \downarrow}(\varepsilon)$ are given by Eq. (19). In particular, the minigap exists if $\tilde{\gamma} h \leq 1$, and at $\tilde{\gamma} h>1$, the $\operatorname{DOS}$ at $\mathrm{F} / \mathrm{F}$ is determined by Eq. (21).

The results of calculations from Eq. (19) at low temperatures $T \ll T_{c}$ are shown in Figs. 3 and 4 for $\tilde{\gamma} h=0.5$ and $\tilde{\gamma} h=2$, respectively, together with the DOS for SF $(x \longrightarrow-\infty)$ and $\mathrm{SN}(x \longrightarrow \infty)$ bilayers.

There are four characteristic energies in the system: $\varepsilon_{g \downarrow}, \varepsilon_{g}, \varepsilon_{g} \uparrow$, and $\Delta$. Here, $\varepsilon_{g \downarrow}$ is the minigap for the spindown subband SF bilayer at $x \longrightarrow-\infty$. It follows from Eq. (19) that $N_{F \downarrow}(\varepsilon)=0$ at $\varepsilon \leq \varepsilon_{g \downarrow}$ and becomes nonzero at $\varepsilon>\varepsilon_{g \downarrow}$, i.e., $\varepsilon_{g \downarrow}$ is the minigap for the spin-down subband in $\mathrm{S}(\mathrm{FN})$ at $x=0$. However, contrary to SF case, $N_{F \downarrow}(\varepsilon)$ has no peak $\varepsilon=\varepsilon_{g \downarrow}$ but grows continuously from zero value.

For the spin-up subband, the minigap in $N_{F \uparrow( }(\varepsilon)$ is not equal to the gap $\varepsilon_{g \uparrow}$ in the spin-up subband in SF


Fig. 4. Spin-resolved DOS: comparison of FS, FN, and $\mathrm{S}(\mathrm{FN})$ for $\tilde{\gamma} h=2$.
bilayer at $x \longrightarrow-\infty$. Instead, $N_{F \uparrow( }(\varepsilon)$ the gap value is determined by $\varepsilon_{g}$, the minigap in SN bilayer at $x \longrightarrow \infty$. The formal reason is that, in the interval $\varepsilon \geq \varepsilon_{g}, \Omega_{N}$ becomes an imaginary number and both numerator and denominator in Eq. (19) are complex, thus leading to nonzero DOS in this energy range. Similar to the spindown case, there is no peak in $N_{F \uparrow}(\varepsilon)$ at the gap energy $\varepsilon=\varepsilon_{g}$, while the peak occurs at $\varepsilon=\varepsilon_{g \uparrow}$ (see Fig. 3). With further increase of energy, there is a sharp peak in DOS at $\varepsilon=\Delta$ followed by saturation at $N_{0} / 2$ for $\varepsilon \gg \Delta$.

For $h \tilde{\gamma}>1$, the minigap at $N_{F \downarrow}(\varepsilon)$ vanishes and the structure of DOS becomes different, as illustrated in Fig. 4 for the case $h \tilde{\gamma}=2$. The main qualitative difference from the previous case is that the spin-down and total DOS are gapless for $h \tilde{\gamma}<1$.

The total DOS at the F/N interface at $x=0$ (which coincides with the total DOS in the F/F case), is shown


Fig. 5. The total DOS in $\mathrm{S}(\mathrm{FN})$ for various values of $\tilde{\gamma} h$ as indicated in the figure.
in Fig. 5 for various values of $h \tilde{\gamma}$. One can see that the gap is closed at $h \tilde{\gamma}=1$, and the broad zero-energy DOS peak is formed with further increase of $h$ until lowenergy states become continuously filled at $h \tilde{\gamma} \gg 1$.

In conclusion, we have studied theoretically the spa-tially-resolved DOS in the $\mathrm{S}(\mathrm{FN})$ structures and in S(FF) structures with antiparallel magnetization directions. Analytical solutions were obtained in the case of thin F, N layers which demonstrate the peculiar features of DOS in this system. We have illustrated the results numerically and have studied the dependences of the minigap and the DOS peak positions on the exchange energy and parameters of the layers.

This work was supported in part by Russian Ministry of Education and Science and by the Russian Foundation for Basic Research (project no. 04-02-17397a).
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#### Abstract

A new class of non-carbon nanotubes based on Group III and Group V elements (aluminum and phosphorus, respectively) is considered. The equilibrium geometry, energy characteristics, and electronic structure of the AIP nanotubes were calculated using the density functional theory. These calculations demonstrated that the AlP nanotubes are energetically stable structures. It was found that a low strain energy (approximately $0.01-$ 0.07 eV ) is required for rolling a two-dimensional hexagonal AIP structure into a tube. The AIP nanotubes are found to be wide-band-gap semiconductors with a band gap of $2.05-3.73 \mathrm{eV}$ with direct (for the zigzag type) or indirect (for the armchair type) transitions between the top of the valence band and the bottom of the conduction band. The band gap of these nanotubes increases with the tube diameter, approaching the band gap of a two-dimensional hexagonal AlP layer. © 2005 Pleiades Publishing, Inc.


PACS numbers: 61.48.+w, 73.20.At, 73.22.-f

The synthesis of carbon nanotubes in 1991 [1] caused a burst of activity by both experimenters and theorists. It was found $[2,3]$ that these structures exhibit a set of properties useful for potential applications. More recently, it was found that carbon is not the only element capable of forming nanotube structures. In 1992, the first non-carbon nanotubes were synthesized based on layered molybdenum disulfide and tungsten disulfide [4]. This discovery stimulated a variety of theoretical studies and experiments (e.g., see reviews [5-7]) on searching for and synthesizing new possible non-carbon nanotube structures that are geometrically similar to carbon nanotubes.

Among the whole variety of non-carbon materials, III-V semiconductors have attracted major attention because of their potential applications. Boron-nitrogen (BN) nanotubes were the first type of theoretically predicted non-carbon nanotubes geometrically similar to carbon nanotubes [8, 9]. However, these nanotubes were synthesized by an arc discharge only in 1995 [10]. Recently, a variety of non-carbon nanotubes, including nanotubes based on Group III and Group V elements, have been theoretically predicted [11-16] and synthesized [17-20]. As a rule, the classification proposed previously [21] for carbon nanotubes is used for describing non-carbon nanotubes composed of hexagons.

It is well known that diamond-structured carbon and a BN crystal with the zinc-blende structure are dielectrics with nearly equal energy gaps ( $E_{\mathrm{g}} \sim 5.5 \mathrm{eV}$ ). However, the electronic properties of their quasi-one-dimensional forms (nanotubes as the graphene plane rolled
into a cylinder) are essentially different. Thus, carbon nanotubes can be either conducting or semiconducting depending on their helicity [21,22], whereas BN nanotubes are dielectrics with an energy gap of about 5.5 eV , which is nearly independent of the helicity of BN nanotubes [8]. It was found that the electronic structure of other classes of non-carbon nanotubes based on Group III and Group V elements ( GaN and AlN ) [11, 12] is also different from the electronic structure of carbon nanotubes.

In this work, using density functional theory (DFT), we simulated the geometric structure and calculated the electronic properties of a new class of non-carbon nanotubes based on aluminum (Al) and phosphorus (P), elements of Groups III and V, respectively. It is well known that an AIP crystal with the zinc-blende structure is a semiconductor with an energy gap of 2.45 eV and an indirect transition between the valence band and the conduction band. Therefore, it is of interest to determine the energetic stability of AIP nanotubes and to calculate their electronic structure in order to estimate their potential applications in nanotechnology.

The calculations were performed using DFT [23], which is commonly applied to calculate the electronic structures and geometric and energetic properties of various materials. This theory has been successfully used to study the properties of a variety of non-carbon nanotube structures $[8,9,11,12,14,15]$. The computations were performed using the ABINIT code [24] involving a plane-wave basis and pseudopotentials. This program is based on an efficient algorithm of fast Fourier transforms (used for converting wave functions


Fig. 1. Examples of AIP nanotubes: (a) zigzag $(6,0)$ and (b) armchair ( 4,4 ). Open and closed circles indicate aluminum and phosphorus atoms, respectively.
between the direct and reciprocal spaces) [25], the conjugate gradient method [26], and the potential-based conjugate gradient algorithm for the determination of the self-consistent potential [27] and total energy and for the optimization of the geometric configuration of the system.

The calculations were performed in the generalized gradient approximation using the Perdew-Burke-Ernzerhof parameterization [28]. Norm-conserving nonlocal pseudopotentials were used to describe electrons in the atomic framework [29-31]. The required basis set of plane waves was specified by the kinetic energy cutoff parameter (so-called cutoff energy) equal to 60 Ry . Test calculations demonstrated that the use of a higher cutoff energy changed the total energy by less than 1 meV .

We performed the test calculations of the equilibrium geometry, unit-cell parameter, and phonon frequencies at the point $\mathbf{q}=\Gamma$ of the reciprocal space of an AlP crystal with the zinc-blende structure. The results of these calculations allowed us to conclude that the pseudopotentials used are applicable to the subsequent calculations. The calculated Al-P bond length of $2.34 \AA$ and the unit-cell parameter of $5.50 \AA$ are in excellent agreement with the experimental values of 2.36 and $5.45 \AA$, respectively [32]. The calculated frequency of a transverse optical mode at the point $\Gamma$ was equal to 13.25 THz , which is also consistent with the experimental value of 13.17 THz . Thus, these pseudopotentials are suitable for calculating new AlP structures. The atomic coordinates and unit-cell parameters were optimized using the BFGS method [33] until the forces acting on the atoms and the mechanical stresses in the cell became lower than $2.5 \times 10^{-3} \mathrm{eV} / \AA$ and $3 \times$ $10^{-3} \mathrm{GPa}$, respectively. During the geometry optimization of nanotubes, 6 k points in the Brillouin zone were used. For each particular calculated structure, it was
found that a further increase in the number of $k$ points changed the total energy by less than 1 meV . The Monkhorst-Pack method [34] was used for the generation of $k$ points.

We began our study with the determination of the equilibrium geometry of AIP nanotubes. The calculated average length of the Al-P bond in the nanotubes was $2.30 \AA$, which is shorter than the experimental bond length of $2.36 \AA$ [32] in a crystal of AIP with the zinc-blende structure. Similarly to other types of nanotubes composed of Group III and Group V elements [35], AlP nanotubes exhibited distorted tubular structures in which aluminum and phosphorus atoms were shifted inward to the axis and outward to the nanotubes, respectively. Figure 1 shows the optimized structures of AlP nanotubes of the zigzag $(6,0)$ and armchair $(4,4)$ types (Figs. 1a and 1b, respectively). Here, the notation of nanotube types [armchair $(n, n)$ and zigzag $(n, 0)$ ] is equivalent to the notation for carbon nanotubes [21], as well as to that used previously for the description of non-carbon nanotubes [8]. It can be seen in Fig. 1 that these nanotubes consist of two cylindrical layers, in which the inner and outer cylinders are composed of aluminum and phosphorus atoms, respectively.

Since a nanotube is a graphene layer rolled into a cylinder, we simulated and calculated the cohesive energy of a graphene-like layer composed of Al and P . An AlP supercell containing 96 atoms in the atomic plane was used for the geometry optimization of this layer. In the calculation of an equilibrium geometry, we used $18 k$ points equivalent to a $6 \times 6 \times 1$ mesh of $k$ points generated by the Monkhorst-Pack method [34]. To evaluate the stability of this graphene-like AIP layer, we calculated its cohesive energy $E_{c}$. We compared this energy with the value of $E_{\mathrm{c}}$ calculated for an AlP crystal. The cohesive energy of the AlP crystal is $-8.57 \mathrm{eV} /$ atom, which is consistent with both the experimental value of $-8.41 \mathrm{eV} /$ atom and other ab initio data [36]. The value of $E_{\mathrm{c}}$ calculated for a two-dimensional AIP graphene-like structure was $-7.63 \mathrm{eV} /$ atom, which is higher than $E_{\mathrm{c}}$ for the AlP crystal by $0.94 \mathrm{eV} / \mathrm{atom}$. This difference between the cohesion energies of the crystalline and two-dimensional forms is also significant in comparison with analogous differences for GaN ( $0.36 \mathrm{eV} /$ atom ) [11] and AlN ( $0.68 \mathrm{eV} /$ atom) [12] structures. Thus, we can conclude that the graphene-like AIP structure is less energetically stable than the AlP crystal. The calculated Al-P bond length in the two-dimensional structure was $2.30 \AA$, which is shorter than the corresponding value calculated for the crystal of AIP ( $2.34 \AA$ ).

At the next stage, we determined the strain energies $E_{\text {str }}$ required for the formation of nanotube structures with different diameters from a corresponding flat prototype. This energy $E_{\text {str }}$ can be calculated as the difference between the specific energies of AlP in a flat atomic layer and a nanotube. Figure 2 demonstrates the dependence of the strain energy $E_{\text {str }}$ of AlP nanotubes
on the mean diameter $D$. It can be seen in Fig. 2 that the energy $E_{\text {str }}$ decreases with increasing the diameter of the nanotubes. The best power approximation of these data was provided by $E_{\mathrm{str}} \sim 10.71 / D^{2.31}$ (dashed line in Fig. 2) for the armchair nanotubes and $E_{\text {str }} \sim 10.66 / D^{1.46}$ (solid line in Fig. 2) for the zigzag nanotubes. It can be seen that these relationships deviate from a characteristic law of $1 / D^{2}$; however, the numerical coefficients are nearly equal. This property indicates that the bending moduli of two types of AlP nanotubes are nearly identical.

The table summarizes the main parameters (diameter, Al-P bond length, and strain energy) of several AlP nanotubes. The tabulated results of the calculations indicate that the zigzag-type nanotubes exhibited somewhat lower energies (by approximately 0.005$0.01 \mathrm{eV} / \mathrm{AlP}$ ) at equal nanotube diameters. This result is consistent with conclusions drawn for BN and GaN nanotubes [11,35], in which the zigzag type is energetically the most favorable. Thus, we can conclude that the zigzag-type nanotubes composed of Group III and Group V elements are energetically preferable. However, this energy difference for AlP nanotubes is insignificant ( $\sim 0.01 \mathrm{eV} / \mathrm{AlP}$ ).

It is also of interest to compare the electronic structure of AlP nanotubes (quasi-one-dimensional systems) with the band structure of the AlP crystal. For this purpose, we calculated the electronic structure of an AlP crystal with the zinc-blende structure. The calculations demonstrated that this crystal is a semiconductor with a band gap equal to 1.54 eV and an indirect transition between the top of the valence band and the bottom of the conduction band. This value is lower than the experimental value of 2.45 eV by 0.91 eV . This is a wellknown problem of the DFT method, which underestimates the energy gap $E_{g}$. The gap can be corrected by the addition of a quantity obtained by calculating an


Fig. 2. Specific strain energy $E_{\text {str }}$ of AlP nanotubes vs. the mean diameter $D$.
energy gap for known semiconductors to the calculated value of $E_{\mathrm{g}}$ and comparing this $E_{\mathrm{g}}$ with the experimental value [37]. Note that the value of $E_{\mathrm{g}}$ obtained by this method is an approximate value, which is close to the true value. The use of this method allowed us to considerably shorten the computation time, as compared with the quasiparticle GW approximation, which is more accurate but more resource-consuming [38]. In this case, this addition is 0.91 eV . Figure 3 shows the electronic densities of states and the electronic band structures of the nanotubes (a) $(6,0)$ and (b) $(4,4)$. It is seen in Fig. 3 that these structures are wide-band-gap semiconductors with band gaps of 1.77 and 2.48 eV (2.61 and 3.39 eV after corrections), respectively, with direct [for the AlP nanotube $(6,0)$ ] and indirect [for the AlP nanotube $(4,4)]$ transitions between the top of the valence band and the bottom of the conduction band. The table also summarizes the energy gaps of AlP nanotubes depending on the nanotube diameters. As is seen in the table, the band gap of AIP nanotubes behaves

Main parameters (inner diameter $D_{\mathrm{in}}$, outer diameter $D_{\text {out }}$, Al-P bond length, strain energy $E_{\text {str }}$, band gap $E_{\mathrm{g}}$, and corrected band gap $E_{\mathrm{g}}^{\mathrm{cor}}$ ) of AlP nanotubes

| Structure | $D_{\text {in }}, \AA$ | $D_{\text {out }}, \AA$ | Al-P bond length, $\AA$ | $E_{\text {str }}, \mathrm{eV} / \mathrm{AlP}$ | $E_{\mathrm{g}}, \mathrm{eV}$ | $E_{\mathrm{g}}^{\mathrm{cor}}, \mathrm{eV}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| slab | - | - | 2.30 | 0.00 | 2.82 | 3.73 |
| $(4,0)$ | 4.64 | 5.94 | 2.31 | 0.065 | 1.14 | 2.05 |
| $(6,0)$ | 7.06 | 8.21 | 2.30 | 0.017 | 1.77 | 2.68 |
| $(7,0)$ | 8.94 | 9.98 | 2.30 | 0.018 | 1.98 | 2.89 |
| $(8,0)$ | 9.56 | 10.62 | 2.30 | 0.023 | 2.02 | 2.93 |
| $(10,0)$ | 12.08 | 13.00 | 2.29 | 0.034 | 2.11 | 3.02 |
| $(4,4)$ | 8.08 | 9.24 | 2.30 | 0.013 | 2.48 | 3.39 |
| $(5,5)$ | 10.53 | 11.54 | 2.29 | 0.024 | 2.56 | 3.47 |
| $(6,6)$ | 12.11 | 13.52 | 2.29 | 0.044 | 2.63 | 3.54 |
| $(7,7)$ | 14.88 | 15.66 | 2.29 | 0.043 | 2.68 | 3.59 |
| $(8,8)$ | 16.94 | 17.43 | 2.29 | 0.059 | 2.70 | 3.61 |
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Fig. 3. Electronic density of states (DOS) and electronic band structure of (a) zigzag (6,0) or (b) armchair (4,4) AlP nanotubes. The Fermi level $E_{\mathrm{F}}$ was taken to be zero.
analogously to that of other nanotube structures. Namely, the band gap increases with the tube diameter, approaching the band gap of a flat layer. A detailed calculation of the electronic structure of AlP nanotubes demonstrated that they are wide-band-gap semiconductors and the zigzag and armchair types are characterized by direct and indirect transitions between the top of the valence band and the bottom of the conduction band, respectively. Note that this result is analogous to the results obtained for GaN [11] and AlN [12] nanotubes.

Thus, according to the $a b$ initio calculations, we can conclude that AIP nanotubes are stable structures and a low strain energy $E_{\text {str }}($ about 0.1 eV ) is required for the formation of these nanotubes. It is also evident that the electronic properties of AlP nanotubes and carbon nanotubes [22] are essentially different. For example, the energy gap $E_{\mathrm{g}}$ for the carbon nanotube $(8,0)$ is about 0.8 eV , whereas $E_{\mathrm{g}}$ is 2.93 eV for the AlP nanotube $(8,0)$. The energy gap $E_{\mathrm{g}}$ in AlP nanotubes is also smaller than $E_{\mathrm{g}}$ in BN nanotubes by approximately 2.2 eV . In other words, the AlP nanotubes proposed above are new nanotube materials with properties intermediate between carbon and BN nanotubes. The geometric structure of AlP nanotubes allowed us to con-
sider them as corrugated or composed of two sublattices of aluminum and phosphorus atoms, respectively. A structural deformation of these tubes can result in the appearance of an additional polarization of the entire structure. All of the above factors may be favorable for the use of AIP nanotubes in nanoelectronic devices.

We are grateful to Wu Rongqin for placing pseudopotentials at our disposal. The calculations were performed by S.V.L. at the Russian Joint Supercomputer Center of Russia and at the Computer Research Center, Moscow State University. This work was supported in part by the Russian Foundation for Basic Research (project nos. 04-03-96501 and 05-03-328876) and the Russian Academy of Sciences (program "Fundamental Problems of the Physics and Chemistry of Nanosized Systems and Materials").
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#### Abstract

We propose a theory of low temperature thermal transport in nanowires in a regime in which competition between a phonon and flexural modes governs the relaxation processes. Starting with the standard kinetic equations for two different types of quasiparticles, we derive a general expression for the coefficient of thermal conductivity. The underlying physics of thermal conductance is completely determined by the corresponding relaxation times, which can be calculated directly for any dispersion of quasiparticles, depending on the size of a system. We show that, if the considered relaxation mechanism is dominant, then at small wire diameters the temperature dependence of thermal conductivity experiences a crossover from $T^{1 / 2}$ to $T^{3}$-dependence. Quantitative analysis shows reasonable agreement with resent experimental results. © 2005 Pleiades Publishing, Inc.


PACS numbers: $63.20 . \mathrm{Kr}, 63.22 .+\mathrm{m}, 65.40 .-\mathrm{b}$

Low-dimension materials have attracted considerable attention in recent years, particularly in view of their potential applications in electronic devices [1, 2]. Many theoretical and experimental studies of nanowires and nanotubes are centered on the properties of electronic transport. However, it is now realized that the thermal properties of nanomaterials are also important for applications [3-5]. It is of special interest to increase thermal conductance in micro- and nanodevices $[1,6,7]$. In this paper, we study thermal transport in nonmetallic systems, in which heat is transported by thermal excitations only. In addition to the practical importance of such studies, thermal transport in nanowires is interesting from the fundamental point of view. Recent theoretical [8] and experimental [9] findings proved the existence of a quantum of thermal conductance in ballistic regime, which is similar to a quantum of electronic conductance. The state of experimental and theoretical understanding of thermal transport in nanoscale systems is comprehensively discussed in review [10]. Recently, D. Li et al. [11] reported an accurate measurement of lattice thermal conductivity in silicon nanowires for a wide range of temperatures and wire diameters. They demonstrated a significant influence of the system size not only on the magnitude of the thermal conductivity coefficient, but also on its temperature dependence. It is well known that, for large enough diameters of the wire and diffusive phononboundary scattering, the thermal conductivity coefficient at low temperatures is proportional to $T^{3}$. But for small values of the wire diameters, experiment [11] shows a clear crossover from cubic to near linear dependence on the temperature. In the present paper,

[^6]we consider one particular relaxation mechanism that can explain the observed crossover.

Recently, Mingo [12] carried out an accurate numerical study of the thermal conductance of silicon nanowires to explain the decrease of the thermal conductivity coefficient with wire diameter observed in the experiment. He assumed that all the effects can be explained by the reconstruction of the phonon dispersion, where realistic phonon modes obtained from MD simulations were applied to general expression of the thermal conductivity coefficient. His numerical analysis shows excellent quantitative agreement with experiment [11] for large enough diameters at high temperatures. As the system size becomes smaller, the approach fails to describe a sharp decrease of thermal conductance as well as qualitative change of its temperature dependence. This is likely because Matheissen's rule has been used for evaluation of the phonon lifetime, which has rather restricted range of applicability (see, e.g., [13] and references therein).

As was noted in [14], a decrease of the temperature increases the characteristic phonon wavelength and reduces the scattering probability at the boundary surface. This leads to a modification of the phonon spectrum. For ideal wires, this is represented by a set of branches with energies proportional to a one-dimensional (1D) momentum directed along the wire. Thus, the standard theory of thermal conductance in dielectrics and semiconductors has to be modified to account for low dimensionality effects as well as phonon spectrum modification at low temperatures. Thus, to understand thoroughly the physical processes occurring inside the nanowires with decreasing sizes, we need an analytical theory to account for different mechanisms
explicitly, such as dispersion reconstruction and restricted geometry.

To approach the problem, we consider sufficiently low temperatures in which the quasiparticle states of "acoustic" branches are thermally populated $(\epsilon \longrightarrow 0$ when $p \longrightarrow 0$ ). The corresponding acoustic branches have the following dispersion relations [14, 15]:

$$
\begin{equation*}
\epsilon_{1}=u_{1} p_{1}, \quad \epsilon_{2}=u_{2} a p_{2}^{2}, \tag{1}
\end{equation*}
$$

where $\epsilon_{i}$ stands for the energy of a quasiparticle, $p_{i}$ is the corresponding momentum, $a$ is the wire diameter, and $u_{1}$ and $u_{2}$ are the characteristic velocities. The first expression in Eq. (1) is the phonon dispersion, and the second expression is the dispersion of the flexural mode. The nature of flexural modes comes from the fact they are analogous to the bending modes of classical elasticity theory or to the antisymmetric Lamb waves of a free plate [16]. The appearance of such a mode is just a direct consequence of restricted geometry, and under some conditions it can be considered as the only size effect in thermal transport properties. Strictly speaking, there are two modes for each type of dispersion, but we do not account for them separately since their contributions are qualitatively the same. Consequently, we need to solve the kinetic problem for a two-component gas of quasiparticles. It is well known [13, 17-20] that using a simple Callaway formula to estimate the thermal conductivity coefficient in two-component systems sometimes leads to serious confusions. Simple summation of the relaxation rates, as is done in the majority of theoretical works, is questionable under many physical conditions. The dependence of the kinetic coefficients on different relaxation times is much more complicated in reality. An accurate method for calculation of the diffusion coefficient in a two-component gas of quasiparticles was proposed in [20]. Here, we extend this formalism to the thermal conductance problem. To start with, we consider a system of two types of quasiparticles. Their kinetics is described by equations for corresponding distribution functions $f_{i}$ :

$$
\begin{equation*}
v_{i} \frac{\partial f_{i}}{\partial z}=\sum_{j=1}^{2} C_{i j}\left(f_{i}, f_{j}\right)+C_{i 3}\left(f_{i}\right), \quad i=1,2 \tag{2}
\end{equation*}
$$

where $C_{i j}\left(f_{i}, f_{j}\right)$ is the collision integral of thermal excitations and $C_{i 3}\left(f_{i}\right)$ is the collision integral describing the scattering processes between quasiparticles and scatterers; $v_{i}=\partial \epsilon_{i} / \partial p_{i}$ is the group velocity of the corresponding thermal excitation. The main purpose of our theory is to obtain analytic expressions of thermal conductance, which are applicable to quasiparticles with arbitrary dispersion relations. In other words, the explicit dispersion relations in Eq. (1) are needed only at the last stage when calculating corresponding relaxation times and thermodynamic quantities. As usual, we seek a pefturbative solution of system (2) in the form

$$
\begin{equation*}
f_{i}=f_{i}^{(0)}+\delta f_{i}, \tag{3}
\end{equation*}
$$

where $f_{i}^{(0)}$ is the local equilibrium Bose-function and $\delta f_{i} \ll f_{i}^{(0)}$ represents a small deviation from the equilibrium. The perturbation term can be conveniently chosen to be $\delta f_{i}=-g_{i} \partial f_{i}^{(0)} / \partial \epsilon_{i}$ with $g_{i}$ the new target functions. After the standard linearization procedure, Eq. (2) can be written in the following matrix form:

$$
\begin{equation*}
\left|\phi_{\mathrm{k}}\right\rangle \frac{1}{T} \frac{\partial T}{\partial z}=\hat{\mathscr{C}}|g\rangle \tag{4}
\end{equation*}
$$

where

$$
\left|\phi_{k}\right\rangle=\left|\begin{array}{l}
\epsilon_{1} v_{1} \\
\epsilon_{2} v_{2}
\end{array}\right\rangle, \quad|g\rangle=\left|\begin{array}{c}
g_{1} \\
g_{2}
\end{array}\right\rangle .
$$

The two-dimensional (2D) collision matrix $\hat{\mathscr{C}}$ can be decomposed into a sum of three terms, corresponding to different relaxation mechanisms- $\hat{\mathscr{C}}=\hat{\mathscr{I}}+\hat{\mathscr{S}}+$ $\hat{U}$ —where $\hat{\mathscr{I}}$, with matrix elements $\mathscr{I}_{i j}=C_{i k} \delta_{i j}+$ $C_{i j}\left(1-\delta_{i j}\right)(k \neq i)$, describes the relaxation due to interaction between quasiparticles of different types; $\hat{\mathscr{S}}$ $\left(\mathscr{S}_{i j}=C_{i i} \delta_{i j}\right)$ describes collisions between identical quasiparticles; and $\hat{U}\left(थ_{i j}=C_{i 3} \delta_{i j}\right)$ describes all the other relaxation mechanisms, including scattering on defects, boundaries, umklapp processes, etc. Here, $C_{i j}$ represent linearized collision operators [20].

Let us define the scalar product of two-dimensional bra- and ket-vectors as follows [20]:

$$
\begin{equation*}
\langle\phi \mid \chi\rangle=\sum_{k=1,2}\left(\phi_{k} \mid \chi_{k}\right)=-\sum_{k=1,2} \int_{k}^{*} \chi_{k} \frac{\partial f_{k}^{(0)}}{\partial \epsilon_{k}} d \Gamma_{k}, \tag{5}
\end{equation*}
$$

where ( $\phi_{k} \mid$ and $\mid \chi_{k}$ ) are the correspondent one-component vectors and $d \Gamma$ is the element of phase volume. Under this condition, the collision operator $\hat{\mathscr{C}}$ becomes hermitian. System (4) is a system of nonuniform linear integral equations. According to the general theory of integral equations, the target solution $|g\rangle$ must be orthogonal to the solution of corresponding uniform equations $\hat{\mathscr{C}}\left|\phi_{\text {uni }}\right\rangle$. It is therefore convenient to write the formal solution of (4) so that the orthogonality condition $\left(\left\langle g \mid \phi_{\text {uni }}\right\rangle\right)$ is imposed explicitly in the solution. For this purpose we define the projection operator $\hat{\mathscr{P}}_{n}$ onto the subspace orthogonal to the vector $\left|\phi_{\text {uni }}\right\rangle, \hat{\mathscr{P}}_{n}=1-$ $\hat{\mathscr{P}}_{c}, \hat{\mathscr{P}}_{c}=\left|\phi_{\text {uni }}\right\rangle\left\langle\phi_{\text {uni }}\right|$. As a result, the formal solution of system (4) can be written in the form

$$
\begin{equation*}
|g\rangle=\hat{\mathscr{P}}_{n}\left(\hat{\mathscr{C}}^{-1}\right) \hat{\mathscr{P}}_{n}\left|\phi_{\kappa}\right\rangle \frac{1}{T} \frac{\partial T}{\partial z} \tag{6}
\end{equation*}
$$

The heat flux density due to thermal excitations of different types is given by the expression $Q=$ $\sum_{k=1,2} \int \epsilon_{k} v_{k} f_{k} d \Gamma_{k}$. Using relation (3) and the definition of scalar product (5), $Q$ can be rewritten as $Q=$ $\left\langle\phi_{k} \mid g\right\rangle$. On the other hand, the effective thermal conductivity coefficient is defined by the relation $Q=$ $-\kappa_{\text {eff }} \partial T / \partial z$. Comparing the above two expressions for Q and using formal solution (6), we obtain

$$
\begin{equation*}
\kappa_{\text {eff }}=-\frac{1}{T}\left\langle\phi_{\mathrm{k}}\right| \hat{\mathscr{C}}^{-1}\left|\phi_{\mathrm{k}}\right\rangle . \tag{7}
\end{equation*}
$$

To derive an exact and analytical expression for thermal conductivity coefficient (7), it is necessary to introduce a complete set of orthonormal 2D vectors $\left|\psi_{n}\right\rangle(n=1,2$, $3, \ldots$ ) belonging to an infinite-dimensional Hilbert space with scalar product (5). In principle, the particular choice of the basis is not essential, but for convenience of calculations it is useful to specify at least four of them. It is convenient to chose the first of them as corresponding to the total momentum of quasiparticles and the second as orthogonal, but still linear in momentum [20]:

$$
\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{\mathrm{\rho}}}\left|\begin{array}{c}
p_{1}  \tag{8}\\
p_{2}
\end{array}\right\rangle, \quad\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{\rho \rho_{1} \rho_{2}}}\left|\begin{array}{c}
\rho_{2} p_{1} \\
-\rho_{1} p_{2}
\end{array}\right|,
$$

where $\rho_{i}=\left(p_{i} \mid p_{i}\right)$ is the normal density of the $i$ th component, $\rho=\rho_{1}+\rho_{2}$. The third and the fourth vectors correspond to the energy flux,

$$
\left|\psi_{3}\right\rangle=\frac{1}{\mathcal{N}_{\mathrm{K} 1}}\left|\begin{array}{c}
\psi_{\mathrm{\kappa} 1}  \tag{9}\\
0
\end{array}\right|, \quad\left|\psi_{4}\right\rangle=\frac{1}{\mathcal{N}_{\mathrm{K} 2}}\left|\begin{array}{c}
0 \\
\psi_{\mathrm{K} 2}
\end{array}\right\rangle,
$$

where

$$
\begin{equation*}
\psi_{\mathrm{k} j}=\frac{1}{\sqrt{T}}\left(\epsilon_{j} v_{j}-\frac{S_{j} T}{\rho_{j}} p_{j}\right), \tag{10}
\end{equation*}
$$

and $\mathcal{N}_{\mathrm{k} j}=\sqrt{\left(\Psi_{\mathrm{k} j} \mid \Psi_{\mathrm{k} j}\right)}$ is the corresponding normalization coefficient. The partial entropy of quasiparticle subsystem $S_{j}$ in Eq. (10) is given by the relation

$$
\begin{equation*}
S_{j}=\frac{1}{T}\left(\epsilon_{j} v_{j} \mid p_{j}\right) . \tag{11}
\end{equation*}
$$

Formally, the kinetic problem of a two-component quasiparticles system can be solved in the above basis set. The inversion of the operator matrix $\hat{\mathscr{C}}$ in Eq. (7) is similar to the procedure described in [20]. The final result contains infinite-dimensional nondiagonal matrices. To obtain closed form expressions, we must use some approximations, a correct $\tau$-approximation [19] or Kihara approximation [20-23]. In some physical situations, we are able to obtain closed analytical expressions. It is rigorously proved in [20] that, in the case of quasi-equilibrium within each subsystem of quasiparti-
cles, the corresponding transport coefficient can be obtained in close analytical form. This is a reliable approximation when the low temperature relaxation is mainly governed by defect scattering processes. The approximation formally implies that all the matrix elements of matrix $\hat{\mathscr{S}}$ in Eq. (7) tend to infinity. The thermal conductivity coefficient in this case can be obtained in the form $\kappa_{\text {eff }}=\kappa_{F}+\kappa_{D}$. Here we separate the flux part of thermal conductivity coefficient $\kappa_{F}=\tau_{F} S^{2} T / \rho$ with $S=S_{1}+S_{2}$, which approaches infinity when the quasiparticles do not interact with scatterers, and the diffusive part $\kappa_{D}=\tau_{D}\left(S_{1} T / \rho_{1}-S_{2} T / \rho_{2}\right)^{2} \rho_{1} \rho_{2} / T \rho$. The corresponding relaxation times are given by

$$
\begin{equation*}
\tau_{D}=\left\{\frac{\rho_{1}}{\rho} \tau_{23}^{-1}+\frac{\rho_{2}}{\rho} \tau_{13}^{-1}+\tau_{12}^{-1}+\tau_{21}^{-1}\right\}^{-1}, \tag{12}
\end{equation*}
$$

and

$$
\begin{align*}
\tau_{F} & =\tau_{D}\left(\frac{S_{1}}{S} \tau_{23}^{-1}+\frac{S_{2}}{S} \tau_{13}^{-1}+\tau_{12}^{-1}+\tau_{21}^{-1}\right)^{2}  \tag{13}\\
& \times\left(\tau_{13}^{-1} \tau_{23}^{-1}+\tau_{12}^{-1} \tau_{23}^{-1}+\tau_{21}^{-1} \tau_{13}^{-1}\right)^{-1} .
\end{align*}
$$

Relaxation times contained in formulas (12) and (13) are defined by

$$
\begin{equation*}
\tau_{k j}^{-1}=\frac{1}{\rho_{k}}\left(p_{j}\left|C_{k j}\right| p_{j}\right) . \tag{14}
\end{equation*}
$$

We emphasize that these are not actual scattering times, which are momentum dependent, but relaxation times associated with the corresponding scattering mechanisms. Once we obtain the particular scattering rate $v_{k j}\left(p_{k}\right)$ from standard scattering theory, we can replace the true collision operator $C_{k}$ with $v_{k j}\left(p_{k}\right)$, so that the corresponding relaxation time can be calculated by

$$
\begin{equation*}
\tau_{k j}^{-1}=\rho_{k}^{-1} \int p_{k}^{2} v_{k j}\left(p_{k}\right) \frac{\partial f_{k}^{(0)}}{\partial \epsilon_{k}} d \Gamma_{k} . \tag{15}
\end{equation*}
$$

As can be seen from the derived formulas, the coefficient of thermal conductivity contains different relaxation times in a rather nontrivial combination. If one component (say set $S_{2}=0, \rho_{2}=0$ ) drops out, we recover the usual result, $\kappa_{F}^{(1)}=\tau_{13} S_{1}^{2} T / \rho_{1}$. For phonons with linear dispersion $\epsilon=v p, \kappa_{F}$ reduces to the well-known result $\kappa_{F}^{\mathrm{ph}}=C_{\mathrm{ph}} v^{2} \tau_{13} / 3$, where $C_{\mathrm{ph}}=3 S_{\mathrm{ph}}$ is the heat capacity of phonon gas.

The main advantage of our approach is its universality. In fact, up to this point we have not restricted ourselves to any particular dimensionality of the system or any quasiparticles dispersion. All the necessary information is contained in the corresponding relaxation times and thermodynamic quantities. This formalism allows us to analyze contributions from different relaxation mechanisms to the total thermal conductivity
coefficient. Given the dispersion relations of quasiparticles, we can easily calculate all the quantities contained in (12) and (13).

With Eqs. (12) and (13), we are able to address the competition between relaxation processes of the flexural and phonon modes. Glavin [14] noted that such a competition can be essential at extremely low temperatures if the dominant relaxation mechanism is elastic scattering on defects, where, he argued, the thermal conductivity coefficient would scale as $T^{1 / 2}$. Our approach allows us to study this competition comprehensively. In particular, we predict a strong dependence of the temperature scaling exponent on the wire diameter. The standard Fermi golden rule approach [14] gives the momentum dependent scattering rates for different $\operatorname{modes} v_{13}=W_{13} \frac{p^{1 / 2}}{u_{1}^{3} a^{3 / 2}}, v_{23}=W_{23} \frac{1}{p u_{2}^{3} a^{3}}$, where $W_{k j}$ are the corresponding scattering amplitudes, which depend on the physical properties of particular material. Using Eq. (15), it is easy to show that the corresponding relaxation times scale as

$$
\begin{equation*}
\tau_{13}^{-1} \propto a^{-3 / 2} T^{1 / 2}, \quad \tau_{23}^{-1} \propto a^{-5 / 2} T^{-1 / 2} . \tag{16}
\end{equation*}
$$

Different temperature dependences of relaxation times lead to a strong competition between two physically different mechanisms of thermal conductivityflux and diffusive. The dominance of one over the other strongly depends on the wire diameter at a given temperature. To make some specific conclusions, let us summarize the approximations done and specify the range of validity of the proposed theory. We consider a situation in which thermal excitations are multiply scattered elastically while being transferred through the wire, so that other scattering mechanisms are strongly suppressed by interaction with defects. Only for this case were we able to drop relaxation within each subsystem of identical quasiparticles to obtain closed expressions (12) and (13). The influence of the boundary is accounted for in the dispersion of the flexural mode and in the dimensionality of the system. The range of temperature is supposed to satisfy the relation $T<\Delta \epsilon$, where $\Delta \epsilon \sim 1 / a$ is the characteristic value of the frequency gap between the adjacent phonon branches. For a larger temperature, we cannot use acoustic modes (1) only, but need to account for higher branches.

In Fig. 1, we compare our theoretical results with the experimental data from [11]. We have chosen the unknown parameters $W_{13}=1.2 \times 10^{-44} \mathrm{~m}^{5} \mathrm{~s}^{-4}$ and $W_{23}=$ $0.9 \times 10^{-44} \mathrm{~m}^{5} \mathrm{~s}^{-4}$ to fit data for $a=22 \mathrm{~nm}$. Deviations from the experimental data for large diameters and temperatures show the restriction of the applicability of our initial approximations. They arise from the Debye approximation and simplified dispersion expression. Additionally, when the diameter of the wire increases, the mechanism we consider becomes less dominant. To be more precise, we need to include higher excitation branches as well as other relaxation mechanisms. How-


Fig. 1. Thermal conductivity coefficient calculated from Eqs. (12) and (13) for different values of nanowire diameter. Experimented data are from [11].


Fig. 2. Comparative contribution from flux and diffusive parts of thermal conductivity for a $2-\mathrm{nm}$ wire.
ever, our approach allows us to understand the physics of the processes in the region under consideration. It is clear that the observed crossover is the result of competition between $\kappa_{F} \propto T^{1 / 2}$ and $\kappa_{D} \propto T^{3}$. For smaller diameters, $\kappa_{F}$ is strongly dominant in a wide range of temperatures as shown on Fig. 2 for wire diameter $a=$ 2 nm . Figure 3 demonstrates a complete crossover from $T^{1 / 2}$ to $T^{3}$ dependence for a nanowire of $a=30 \mathrm{~nm}$. It can be seen that the $T$ dependence between 20 and 40 K is nearly linear, which was observed in experiment [11]. It should be noted that $T^{3}$ dependence of $\kappa_{D}$ cannot be interpreted by simple analogy with the bulk case. It comes not from a specific heat directly, but from differ-


Fig. 3. Crossover from $T^{1 / 2}$ - to $T^{3}$-dependence of $\kappa_{\text {eff }}$ for a $30-\mathrm{nm}$ wire.
ent sources, including competition of the relaxation times in Eqs. (12) and (13).

In summary, we derived the general analytical expressions (12) and (13) to explicitly calculate the contributions of different scattering mechanisms to the total relaxation of the system. The simple expressions clarify the essential effects leading to the observed behavior of the thermal conductivity coefficient. It is clear that the particular dispersion laws (and their reconstruction) affect scattering rates and thermodynamic quantities. Restricted geometry and low dimensionality lead to additional scattering mechanisms. Note the information about dimensionality is naturally included in the particular form of phase space element $d \Gamma_{i}$. Such a formalism helps to distinguish effects from different scattering mechanisms. When applied to a regime in which phonon modes compete with flexural ones, our theory agrees favorably with the available experimental data. Furthermore, we showed that the thermal conductivity coefficient changes from approximately $T^{1 / 2}$-dependence to $T^{3}$-dependence with increasing temperature. In view of our theoretical results, it will be useful to investigate smaller diameters or lower temperatures with fixed diameters in experiment to better reveal the crossover from $T^{3}$ - to $T^{1 / 2}$-dependence.
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#### Abstract

We present a model to realise a probabilistic quantum teleportation of two-particle mode entangled state through the four-photon quantum channel. Four modes of the two-photon mode entangled state are directly transferred to other spatial four modes of the quantum channel with success probability of $50 \%$. The quantum protocol operates in space of photon number states. A Bell state measurement with four beam splitters and four pairs of detectors in the teleportation protocol is accomplished in the fourfold coincidence basis. © 2005 Pleiades Publishing, Inc.


PACS numbers: 03.65.Ud

Quantum teleportation, proposed by Bennett et al. [1], is the process that transmits an unknown two-state particle from a sender (Alice) to a receiver (Bob) via a quantum channel with help of sending some classical information to Bob. In original scheme [1], such a quantum channel has been represented by a Bell maximally entangled state or Einstein-Podolsky-Rosen (EPR) pair. Experimental realization of the quantum teleportation protocol by a partial set of Bell measurements has been performed in [2] with success probability of $50 \%$. The main difficulty with any optical approach is that nonlinear interactions between individual photons are required in order to implement the quantum teleportation protocol that operates with $100 \%$ efficiency [3]. The Bell-state measurement being inherently nonlinear is required for the $100 \%$ teleportation [4].

Quantum teleportation of a qubit occupying only one optical mode via one-photon1 quantum channel was studied in [5]. Experimental realisation of the quantum teleportation of one mode qubit through the one-photon quantum channel is reported in [6]. Problems of quantum teleportation by employing Green-berger-Horne-Zeilinger (GHZ) quantum channel [7] have been studied in [8]. More general questions of quantum teleportation of two qubits involving noisy quantum channels are involved in [9]. One should be noted the work [10], in which quantum teleportation protocol of $N$-particle entangled state via $N+1$-particle quantum channel has been developed.

As pointed out by Bennett et al. [1] in their original proposal for quantum teleportation, entanglement can be transferred through teleportation of two modes one of the particles forming the entangled state. This

[^7]method, known as entanglement swapping [11], provides only partial teleportation of entanglement. We propose an alternative method in which the two-photon mode entangled state is directly transferred from one place to another. We use four-photon quantum channel to perform the teleportation protocol for the two-photon mode entangled state unlike [8-10]. We make use of the number state representation to perform the total teleportation of the two-photon mode entangled state (all four modes of the state are teleported). One should be noted, it was recently recognised in [12] that spatial encoding is easier, for example, to manipulate and construct universal quantum gates unlike the standard method for encoding qubits in optics in which polarization degrees of freedom of single photon are used. The source of the mode entanglement may consist of two non-collinear degenerated on frequency spontaneous parametric down converters with type-I phase matching (SPDCI) [13]. Quantum teleportation utilizing such four-photon quantum channel is not required special detectors distinguishing between one- and two-photon number states. The teleportation scheme of the entangled state through the four-photon quantum channel may be really performed in practice unlike teleportation schemes based on the GHZ quantum channel [8-10].

We employ setup shown in figure for the teleportation of entanglement. As in the standard teleportation scheme [1], our scheme (figure) consists of three distinct parts: the source station that generates a quantum channel (it is not shown in figure), Alice's station where a Bell state measurement is performed and its result is sent away through the classical communication channel, and Bob's station where the signal from Alice is read and a suitable unitary transformation with output


The experimental scheme realizes quantum state teleportation of unknown two-photon qubit by the four-photon quantum channel (1). White side of the beam splitter indicates the surface from which a sign change in exiting mode occurs upon reflection. The use of this beam splitter phase convention is convenient but not essential. PS means $\pi$-phase shifter in the output sixth mode. Bob's modes are shown at lower part.
state is performed. The four-photon mode entangled state

$$
\begin{gather*}
\left|\Xi_{1}^{\left.\left(56785^{\prime} '^{\prime} 78^{\prime}\right)^{\prime}\right\rangle}\right\rangle \\
=\frac{1}{\sqrt{2}}\{|11110000\rangle+|00001111\rangle\}_{56785^{\prime} \cdot 678^{\prime}} \tag{1}
\end{gather*}
$$

is utilized as a quantum channel which is shared by Alice (modes 5, 7, 5' and 7' in figure belong to Alice) and Bob (modes 6, 8, 6 ' and 8 ' in figure). Here, the numbers in the subscripts of the states (Eq. (1)) are referred to the optical modes of 1 the photons [14]. For example, the state $|11110000\rangle_{56785^{\prime} 678^{\prime}}$ in Eq. (1) is a tensor product of one-photon number states where the modes 5, 6, 7 , and 8 are occupied by four photons while other residuary modes $5^{\prime}, 6^{\prime}, 7^{\prime}$ and $8^{\prime}$ have zero photons. An unknown two-photon mode entangled state $\left|\Psi_{1}^{(1234)}\right\rangle=$ $\{\alpha|100\rangle+\beta|0011\rangle\}_{1234}$ with amplitudes $\alpha$ and $\beta$ satisfying condition $|\alpha|^{2}+|\beta|^{2}=1$ must be teleported to Bob. According to figure, the first, second, third, and fourth modes of the teleported state $\left|\Psi_{1}^{(1234)}\right\rangle$ are mixed with fifth, seventh, fifth prime, and seventh prime modes of the quantum channel (figure). Then, the input tensor product of six photons is given by

$$
\left|\Psi_{1}^{(1234)}\right\rangle\left|\Xi_{1}^{\left(56785^{\prime}\left(6^{\prime} 7^{\prime} 8^{\prime}\right)\right.}\right\rangle
$$

$$
\begin{gather*}
=\frac{1}{2}\left\{\left|\Xi_{1}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle\right. \\
\times\{\alpha|1100\rangle+\beta|0011\rangle\}_{6866^{\prime} 8^{\prime}}+\left|\Xi_{2}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle, \\
\{\alpha|1100\rangle-\beta|0011\rangle\}_{6868^{\prime}}+\left|\Xi_{3}^{\left(12573455^{\prime} 7^{\prime}\right)}\right\rangle  \tag{2a}\\
\times\{\alpha|0011\rangle+\beta|1100\rangle\}_{6866^{\prime} 8^{\prime}}+\left|\Xi_{4}^{1257345^{\prime} 7}\right\rangle, \\
\{\alpha|0011\rangle-\beta|1100\rangle\}_{6868^{\prime}},
\end{gather*}
$$

where we introduce the following four-photon mode entangled states

$$
\begin{align*}
& \left|\Xi_{1}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \\
& =\frac{1}{\sqrt{2}}\{|11110000\rangle+|00001111\rangle\}_{1257345^{\prime} 7},  \tag{2b}\\
& \left|\Xi_{2}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \\
& =\frac{1}{\sqrt{2}}\{|11110000\rangle-|00001111\rangle\}_{1257345^{\prime} 7},  \tag{2c}\\
& \left|\Xi_{3}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \\
& =\frac{1}{\sqrt{2}}\{|11000011\rangle+|00111100\rangle\}_{12573455^{\prime} 7},  \tag{2d}\\
& \left|\Xi_{4}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \\
& =\frac{1}{\sqrt{2}}\{|11000011\rangle-|00111100\rangle\}_{12573457^{\prime}} . \tag{2e}
\end{align*}
$$

The states in the modes $6,8,6$ and $8^{\prime}$ is the teleported state while the states $\left|\Xi_{i}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle(i=1-4)$ of the ancillary photons must be subjected to the Bell state measurement to end up the teleportation protocol [1]. Straightforward calculations based on the quantum theory of the beam splitter yield the following outcomes of the states (2b)-(2e)

$$
\begin{align*}
& \left|\Xi_{1}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \longrightarrow \frac{1}{2 \sqrt{2}}\{|22000000\rangle+|00220000\rangle \\
& -|20020000\rangle-|02200000\rangle+|00002200\rangle  \tag{3a}\\
& +|00000022\rangle-|00002002\rangle-|00000220\rangle\}_{1257345^{\prime} T} \text {, } \\
& \left|\Xi_{2}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \longrightarrow \frac{1}{2 \sqrt{2}}\{|22000000\rangle+|00220000\rangle \\
& -|20020000\rangle-|02200000\rangle+|00002200\rangle  \tag{3b}\\
& -|00000022\rangle+|00002002\rangle+|00000220\rangle\}_{12573455^{\prime} 7}, \\
& \left|\Xi_{3}^{\left(12573455^{\prime} 7^{\prime}\right)}\right\rangle \longrightarrow \frac{1}{2 \sqrt{2}}\{|11001100\rangle+|11000011\rangle \\
& +|00111100\rangle+|00110011\rangle-|10011001\rangle
\end{align*}
$$

$$
\begin{align*}
& -|10010110\rangle-|01101001\rangle-|011001110\rangle\}_{12573455^{\prime}}, \\
& \left|\Xi_{4}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle \longrightarrow-\frac{1}{2 \sqrt{2}}\{|11001001\rangle+|11000110\rangle \\
& \quad+00111001+|00110110\rangle-|10011100\rangle  \tag{3d}\\
& -|10010011\rangle-|01101100\rangle-|01100011\rangle\}_{1257345^{\prime} 7^{\prime} \cdot}
\end{align*}
$$

We have four different outcomes that can be grouped into two separate groups, namely, first group involves the outcomes characterized by simultaneous clicks in two different detectors (two bits of information Eqs. (3a), (3b)). The states $\left|\Xi_{1}^{\left(1257345^{\prime} 7\right.}\right\rangle$ and $\left|\Xi_{2}^{\left(1257345^{\prime} 7\right)}\right\rangle$ (first group) result in the outcomes different only by sign from each other. Thus, the teleportation protocol in figure fails when two detectors simultaneously register four photons as the outcomes of the first group (Eqs. (3a), (3b)) are not distinguishable from each other. Unlike the outcomes of the first group, a Bell state measurement of the states of the second group $\left|\Xi_{3}^{\left(1257345^{\prime} '^{\prime}\right)}\right\rangle$ and $\left|\Xi_{4}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle$ projects the states on coincidence registration of four photons in four detectors (four bits, Eqs. (3c), (3d)). It is easy to check the outcomes (3c), (3d) are distinguishable from each other. Thus, when two pairs of detectors register a particular combination of four coincidences, Alice knows which state $\left(\left|\Xi_{3}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle\right.$ or $\left.\left|\Xi_{4}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle\right)$ correspond to it and, consequently, which state Bob has in his hands and Alice must inform him about it using classical communication [1].

To end up the teleportation protocol, one should define what state is considered to be successfully teleported. Let us consider the quantum teleportation performance to be successful if the following state $\{\alpha|0011\rangle+\beta|1100\rangle\}_{6866^{\prime}}$ occurs at Bob's station. If Bob is informed about outcome corresponding to the state $\left|\Xi_{3}^{\left(1257345^{\prime} 7\right)}\right\rangle$, he must do nothing. Other possible case corresponds to the outcomes following from the input state $\left|\Xi_{4}^{\left(1257345^{\prime} 7^{\prime}\right)}\right\rangle$. To restore the teleported state in the case, Bob must apply corresponding unitary transformations in one of the output modes. In our case, it is sufficient to make use of the $\pi$-phase shifter, for example, in the mode 6 to restore the teleported state. Since the states forming second group represents one second of the entire initial photon state ( 2 a ), the success probability for the entanglement teleportation using the quantum channel (1) is $50 \%$ also as in original proposal [1].

One should say some words about a possibility to generate quantum channel (1) for the quantum teleportation. From the "no cloning theorem" [15], we know the conversion $(\alpha|0\rangle+\beta|1\rangle) \longrightarrow(\alpha|0\rangle+\beta|1\rangle)(\alpha|0\rangle+$ $\beta|1\rangle)$ is forbidden while the following operation $(\alpha|0\rangle+$ $\beta|1\rangle) \longrightarrow(\alpha|00\rangle+\beta|11\rangle)$ is allowed. To construct the quantum channel (1), we must make use of a quantum encoder operating on the mode entangled states [13] and whose output in a probabilistic way $(\alpha|00\rangle+$
$\beta|11\rangle) \longrightarrow(\alpha|0000\rangle+\beta|1111\rangle)$ will be given by the state (1) in the case of quantum optics.

In conclusion, we have proposed a method to realize a probabilistic quantum teleportation of two-photon mode entangled state through the four-photon quantum channel (1). This method is based only on a few linear optics elements, namely four balanced beam splitters, eight photodetectors and postselection. The maximum success probability of the teleportation protocol is $50 \%$. To achieve the quantum teleportation protocol, fourfold coincidences are required to be performed that are fully available with the present technology.
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[^0]:    ${ }^{\text {II }}$ This article was submitted by the authors in English.

[^1]:    ${ }^{1}$ When including the nonlinear GW-coupling, it is, in principle, important to separate the coordinate components (indices $x, y, z$ ) from the tetrad components (indices $1,2,3$ ), since the difference is first order in $h_{+}, h_{\times}$. However, for notational convenience, we let indices $x, y, z$ denote tetrad components $1,2,3$ in equation (22) and henceforth.

[^2]:    ${ }^{2}$ Note that, from the Manley-Rowe relations, the pump wave must have the highest frequency for the growth rates to become real and positive. Thus, using the matching condition (20), we see that the shear Alfvén mode formally has a negative frequency. Furthermore, we note that the dispersion relations, together with the matching conditions, means that the pump mode cannot propagate purely along the magnetic field. Specifically, the wavevector matching implies $k_{x} C_{A} \approx 4.6 \mathrm{MHz}$, where $C_{A} \approx 300 \mathrm{~m} / \mathrm{s}$ for the given parameters.
    ${ }^{3}$ This can be seen by taking the limit $\omega_{c} \longrightarrow \infty$ of the expression, noting that $\left(\omega_{2}^{2}-k_{z 2}^{2} C_{A}^{2}\right)$ scales as $1 / \omega_{c}^{2}$ from the dispersion relation (15).

[^3]:    ${ }^{\text {II }}$ This article was submitted by the authors in English.
    ${ }^{1}$ For simplicity of notations, we do not take into account the anomalous dimension.

[^4]:    ${ }^{2}$ A modification suitable for the Minkowski space is to work in the Hamiltonian formalism [4].
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