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Partial wave analysis of the reactions   ππ, ηη , ηη ' in the region of invariant masses 1900–2400 MeV
indicates the existence of four relatively narrow tensor–isoscalar resonances f2(1920), f2(2020), f2(2240),
f2(2300), as well as the broad state f2(2000). The determined decay couplings of the broad resonance
f2(2000)  π0π0, ηη , ηη ' satisfy the relations appropriate to those of a tensor glueball, while the couplings
of other tensor states do not, thus verifying the glueball nature of f2(2000). © 2005 Pleiades Publishing, Inc.

PACS numbers: 12.38.–t, 12.39.–MK, 14.40.–n
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In [1], a combined partial wave analysis was per-
formed for the high statistics data on the reactions

  π0π0, ηη , ηη ' taken at antiproton momenta
600, 900, 1150, 1200, 1350, 1525, 1640, 1800, and
1940 MeV/c together with data obtained for a polarized
target in the reaction   π+π– [2] that resulted in
the determination of a number of isoscalar resonances
fJ with J = 0, 2, 4 (for a review, see [3–5]). In the 02++-
sector, five states are required to describe the data [1, 3]:

(1)

The resonance f2(1920) was observed earlier in the
spectra ωω [6–8] and ηη ' [9, 10] (see also compilation
[11]). For the broad tensor–isoscalar resonance in the
region around 2000 MeV, the recent analyses give the
following: M = 1980 ± 20 MeV, Γ = 520 ± 50 MeV in
pp  ppππππ [12] and M = 2050 ± 30 MeV, Γ =
570 ± 70 MeV in π–p  φφn[13]. Following [1, 12,
13], we denote the broad resonance as f2(2000).

The description of data in the reactions  
π0π0, ηη , ηη ' is illustrated in Fig. 1. In Figs. 2 and 3,
one can see the differential cross sections   π+π–,
while Fig. 4 presents the polarization data. In Fig. 5, we
show cross sections for   π0π0, ηη , ηη ' in the
3P2  and 3F2  waves (dashed and dotted curves)

¶ This article was submitted by the authors in English.
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Resonance Mass MeV( ) Width MeV( )
f 2 1920( ) 1920 30± 230 40±
f 2 2000( ) 2010 30± 495 35±
f 2 2020( ) 2020 30± 275 35±
f 2 2240( ) 2240 40± 245 45±
f 2 2300( ) 2300 35± 290 50.±
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p p
p p p p
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and total (J = 2) cross section (solid curve), as well as
the Argand plots for the 3P2 and 3F2 wave amplitudes at
invariant masses M = 1.962, 2.050, 2.100, 2.150, 2.200,
2.260, 2.304, 2.360, and 2.410 GeV.

Partial wave analysis [1, 3] together with recent data
for γγ  KSKS [14] and reanalysis of φφ spectra [13]
have clarified the situation with f2 mesons in the mass
region 1700–2400 MeV. Based on these data, there was
performed in [15] a systematization of the nonexotic f2

mesons on the (n, M2) trajectories, where n is the radial
quantum number of the  state. The systematization
in [15] shows us that the broad resonance f2(2000 ± 30)
is an extra state for the (n, M2) trajectories, being appar-
ently the lowest tensor glueball. However, the statement
about the glueball nature of f2(2000) was based on indi-
rect arguments:

(i) The leading Pomeron trajectory αP(M2) = αP(0) +
(0)M2 has the following values for the intercept and

slope: α(0) . 1.10–1.30 and (0) . 0.15–0.25 (see,
for example, [16–18]). For the tensor glueball, these
Pomeron parameters give M . 1.7–2.5 GeV.

(ii) In the lattice calculations, a close value was
obtained, namely, M . 2.2–2.4 GeV [19].

(iii) The large width of f2(2000) can be considered a
signature of the glueball origin of this state. An exotic
state appearing in a set of  resonances accumulates
their widths, thus transforming into a broad resonance
[20]. The phenomenon of width accumulation has been
studied in [21, 22] for the scalar glueball f0(1200–
1600), and, much earlier, this phenomenon was
observed in nuclear physics [23–25].

Direct arguments for the glueball nature of f2(2000)
can be provided by the relations between decay cou-

qq

αP'

αP'

qq
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Fig. 1. Angular distributions in the reactions   ππ, ηη , ηη ' and their fit to resonances of Eq. (1).p p
pling constants, and, for a tensor glueball, such rela-
tions were presented in [15]. In [1, 3], the extraction of
the decay couplings fJ  ππ, ηη , ηη ' was not per-
formed; in the present paper, we fill in this gap. The

  π0π0, ηη , ηη ' amplitudes provide us with the
following ratios for the f2 resonance couplings,  :

gηη : gηη ':

p p
g

π0π0
(2)

f 2 1920( ): 1 : 0.56 0.08 : 0.41 0.07,±±
f 2 2000( ): 1 : 0.82 0.09 : 0.37 0.22,±±
f 2 2020( ): 1 : 0.70 0.08 : 0.54 0.18,±±
f 2 2240( ): 1 : 0.66 0.09 : 0.40 0.14,±±
f 2 2300( ): 1 : 0.59 0.09 : 0.56 0.17.±±
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Fig. 2. Differential cross sections for the reaction   π+π– at proton momenta 360–1300 MeV and their fit to the resonances
of Eq. (1). (E) and (H) refer to experimental data [2] of Eisenhandler et al. and Hasan et al., correspondingly.

p p
These ratios are to be compared with those given in
[15].

In the leading terms of the 1/Nc expansion [26],
there exist definite ratios for the glueball decay cou-
plings. The next-to-leading terms in the decay cou-
plings give the corrections of the order of 1/Nc (see, for
example, [4]); numerical calculations of diagrams tell
us that the 1/Nc factor leads to a smallness of the order
JETP LETTERS      Vol. 81      No. 9      2005
of 1/10, and, thus, we neglect these terms. For the tran-
sition tensor glueball  π0π0, ηη , ηη ', the relations in
the leading terms of the 1/Nc expansion read as follows
(see table in [15]):

(3)
g

π0π0
glueball( ) : gηη

glueball( ) : gηη '
glueball( )

=  1 : θcos
2 λ θsin

2
+( ) : 1 λ–( ) θ θ.cossin
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Fig. 3. Differential cross sections for the reaction   π+π– at proton momenta 1350–2230 MeV and their fit to the resonances
of Eq. (1).

p p
Here, θ is the mixing angle for η – η' mesons: η =
cosθ – sinθ and η' = sinθ + cosθ, where

 = (  + )/ . We neglect a possible admixture
of the gluonium component in η and η' (according to
[27], the gluonium admixture in η is less than 5%, and,

nn ss nn ss

nn uu dd 2
in η', it is less than 20%). For the mixing angle θ, we
use θ = 37°.

The suppression parameter λ determines the relative
production probability of strange quarks by a gluon

field:  :  :  = 1 : 1 : λ with 0 ≤ λ ≤ 1. The datauu dd ss
JETP LETTERS      Vol. 81      No. 9      2005
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Fig. 4. Polarization in   π+π– and its fit to the resonances of Eq. (1).p p

1

provide us with the following values of this parameter:
λ . 0.5 [28] for central hadron production in hadron–
hadron high-energy collisions, λ = 0.5–0.8 [29] for the
decay of tensor mesons, and λ = 0.5–0.9 [30] for the
decays of 0++ mesons.

For (λ = 0.5, θ = 37°), Eq. (3) gives us 1 : 0.82 : 0.24,
and, for (λ = 0.85, θ = 37°), correspondingly, 1 : 0.95 :
0.07. Consequently, the relations between the coupling
JETP LETTERS      Vol. 81      No. 9      2005
constants  : gηη : gηη ' for the glueball are as fol-

lows:

(4)

We see from (2) that precisely the coupling constants of
the broad f2(2000) resonance are inside the intervals:

g
π0π0

2++glueball g
π0π0 : gηη  : gηη '

=  1 : 0.82–0.95( ) : 0.24–0.07( ).
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Fig. 5. Cross sections and Argand plots for 3P2 and 3F2 waves in the reaction   π0π0, ηη , ηη '. The upper row refers to

  π0π0: we demonstrate the cross sections for 3P2 and 3F2 waves (dashed and dotted lines, correspondingly) and total (J = 2)

cross section (solid line) as well as Argand plots for the 3P2 and 3F2 wave amplitudes at invariant masses M = 1.962, 2.050, 2.100,

2.150, 2.200, 2.260, 2.304, 2.360, and 2.410 GeV. The figures on the second and third rows refer to the reactions   ηη  and
  ηη '.

p p

p p

p p
p p
0.82 ≤ gηη/  ≤ 0.95 and 0.24 ≥ gηη '/  ≥ 0.07.

Hence, it is just this resonance, which can be consid-
ered a tensor glueball, with λ being fixed in the interval
0.5 ≤ λ ≤ 0.7.

Taking into account that there is no room for
f2(2000) on the (n, M2) trajectories [15], it becomes
clear that this resonance is indeed the lowest tensor
glueball.

g
π0π0 g

π0π0
 We are grateful to A.V. Anisovich, D.V. Bugg,
L.G. Dakhno, M.A. Matveev, and V.A. Nikonov for
useful discussions. This work was supported by the
Russian Foundation for Basic Research (project
no. 04-02-17091).
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Magnetic Quantum Beating of Gamma Radiation
on 181Ta Nuclei
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A frequency–time variant of gamma resonance spectroscopy is suggested with the use of quantum interference
on Mössbauer transitions induced under the conditions of gamma magnetic resonance. Calculations are per-
formed for the 181Ta nucleus. It has been shown that the coherent dynamics of nuclear spins is essential for the
formation of the time harmonics of the absorption spectrum. © 2005 Pleiades Publishing, Inc.

PACS numbers: 61.18.Fs
Investigation of the effects of quantum interference
in the gamma range is one of the urgent tasks of modern
Mössbauer spectroscopy. These effects were previously
sought by traditional (stationary) methods for measur-
ing frequency spectra. At present, we focus on the fre-
quency–time regime of measurements. The 181Ta iso-
tope is most convenient for realizing this method.
Mössbauer experiments with the 181Ta nucleus (6.2-
keV transition) were carried out as early as in the 1970s
[1–3]. However, unclear separation of Mössbauer spec-
tral lines of the 181Ta nucleus owing to a considerable
(more than an order of magnitude) inhomogeneous
broadening hampered the use of the advantage of this
isotope, which is determined by a small spontaneous
width W0 = 2"/τ = 0.0064 mm/s. At the same time, fea-
tures of gamma resonance spectroscopy of nonlinearly
excited spin systems [4–6] were demonstrated with this
isotope. In some cases, this spectroscopy allows for the
separation of narrow lines with spontaneous width
(e.g., by using the gamma magnetic resonance method
[7, 8]). This method is based on the separation of spin
packets whose superfine fields are in resonance with the
rf magnetic field used in the regimes of scanning and
frequency modulation [7–9].

In this work, we suggest a spectroscopy based on the
use of harmonics arising in the absorption spectrum
when gamma magnetic resonance is excited due to
quantum magnetic beating associated with the interfer-
ence of Rabi states. The possibility of their generation
was analyzed in [10], and a detailed theory was devel-
oped more recently in [11]. At the same time, the fre-
quency–time method was used in [12] to observe quan-
tum beating of gamma radiation that are induced by
ultrasonic Doppler modulation. In that work, the time
harmonics of a spectrum was observed using a time–
amplitude converter. Experiments on the induction of
gamma magnetic resonance harmonics have not yet
been carried out. Only observations of the magnetic
0021-3640/05/8109- $26.00 0424
modulation of gamma radiation for low frequencies are
known [13–15]. Experiments on the detection of har-
monics with a frequency of several tens of megahertz
that are in resonance with the nuclear Larmor frequen-
cies of the 57Fe nucleus were not carried out, because
the time–amplitude converter must trigger with sub-
nanosecond accuracy in such experiments. At the same
time, the 181Ta nucleus can have Larmor frequencies of
several megahertzs, which are acceptable for time
experiments. Another motivation for this investigation
is the determination of the significance of the interfer-
ence between the Rabi states of the ground and excited
isomer levels of a Mössbauer nucleus [11, 16].

The spectrum of harmonics will be analyzed using
the results obtained in [11]. The intensity of the emis-
sion or absorption of gamma rays in a thin source or an
absorber, respectively, is given by the expression

(1)

Here,

(2)

Γexp = ΓS + ΓA; F = 1 + 2iξ, where ξ is the interference
factor between a nuclear internal-conversion absorp-

P f s( )τ 2L 1+
2Ie 1+
----------------Re F

g1 e1,
∑±=

× p p'( )εei p p'–( )Ψd p M Q–,
L Θ( )d p M,

L Θ( )ei Ωt φ+( )χ̂
p p', 1±=

∑

×
Sg1 e1,

M( ) βg βe,( )Sg1 e1,
M Q–( ) βg βe,( )Γ exp

i aee1 agg1– MΩ D–+[ ] Γ exp/2+
---------------------------------------------------------------------------------.

Q 2L–=

2L

∑

Sg1 e1,
M Q–( ) βg βe,( )

=  dg1g
Ig( )

βg( )C Ig L Ie; g M Q– e, ,, ,( )de1e
Ie( )

βe( ).
g e,
∑
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tion and photoelectric absorption (ξ = –0.08 for 181Ta
[17]); χpp' is the polarization density matrix; τ = σ0nzf (A)

is the effective width of the absorber; and d(…) are the
Wigner functions. The effective angles βr and ar (r = g
or e) are determined by the equations

(3)

where D is the Doppler shift and e = 0 or 1 for the elec-
tric or magnetic gamma transitions, respectively, whose
quantum numbers for the ground and excited states are
denoted by the subscripts g and e, respectively. The
remaining notation is standard.

Calculations were performed for experimental data
reported by Voœtovetskiœ et al. [16, 18]. For a thin
source, the gamma magnetic resonance spectrum
includes the zeroth, first, and second harmonics, and
Eq. (1) is represented as

(4)

Figure 1 shows the Mössbauer spectra calculated
under the conditions of exciting gamma magnetic reso-
nance. These spectra reproduce, at least, qualitatively,
the absorption spectra obtained in [18]. This agreement
corroborates the validity of the theory under consider-
ation. We emphasize that the Mössbauer spectra shown
in Figs. 1b and 1d for a frequency of 3 MHz that is in
resonance with the Larmor frequency of the excited
level are rather smeared and are not suitable for accu-
rate measurements of the parameters of the material of
an isotope matrix.

ar βrsin w1r/2,=

ar βrcos w0r Ω,–=

P Pst P1' Ωt φ+( )cos P1'' Ωt φ+( )sin+ +=

+ P2' 2Ωt φ+( )cos P2'' 2Ωt φ+( ).sin+

Fig. 1. Stationary spectrum of the 181Ta nucleus for a con-
stant field H0 = 3.4 kOe (a) in the absence of a variable field
and in the presence of an rf magnetic field with frequency
Ω = (b) 3, (c) 4, and (d) 3 MHz and amplitude H1 = (b) 180,
(c) 150, and (d) 150 Oe.
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The intensities of spectral lines for a weak rf mag-
netic field are a power function of the rf magnetic field
strength, with an exponent that is equal to the order of
the harmonic, and the shape of the lines is characterized
by the shape of curves determined by the same-order
derivative of the Lorentz shape function with respect to
the Doppler shift [19]. Hence, for the chosen values H1
= 150 and 300 Oe, the intensities of the spectral lines of
the second harmonic are much less than those of the
first harmonic. However, as the rf magnetic field
increases, the first harmonic is saturated much faster
than the second harmonic [11].

The spectral structure of the lines of the first har-
monic is more pronounced than in the static case. The
Ω dependence of the first harmonic shows that the
intensity of the spectral lines is maximal at a frequency
of 2.3 MHz, which lies between the nuclear Larmor fre-
quencies of the ground (1.7 MHz) and excited (3 MHz)
states (see Fig. 2b). This behavior indicates the domi-
nant role of quantum interference between the mag-
netic Rabi states of the isomer levels of the nucleus.

The sharp dependence of the shape of the first-har-
monic line can be used to more accurately measure the
spectral parameters. Figure 3 shows that the difference
between the first-harmonic spectra when the constant
magnetic field (H1 = 150 kOe) changes by 2 and 5% is
comparable to the intensity of the spectral lines. More-
over, the first harmonic spectra, as well as ultrasonic
Doppler modulation, allow for precise measurement of
the isomer shift [20].

This work shows that the accuracy of spectroscopic
measurements can be improved by using additional
time characteristics that arise when interference pro-
cesses are induced. This improvement is expected to be

Fig. 2. Spectrum of the real part of the first-harmonic ampli-
tude  for a constant field H0 = 3.4 kOe and variable

field H1 = 150 Oe with frequency Ω = (a) ωg = 1.7 MHz,
(b) 2.3 MHz, (c) ωe = 3 MHz, and (d) 4 MHz.

P1'( )
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10

10

10

–10

–10
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most pronounced for the 181Ta nucleus, which is a
promising isotope for developing gamma laser schemes
[21].

This work was supported in part by the Russian
Foundation for Basic Research (project no. 04-02-
16939).
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Neutron Diffraction at a Moving Grating 
as a Nonstationary Quantum Phenomenon
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The observation of the discrete energy spectrum in a new experiment on the diffraction of ultracold neutrons at
a moving phase grating is reported. The results are in quantitative agreement with theoretical predictions and
can be treated as additional evidence of the validity of the plane-wave representation of the initial neutron state.
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Introduction. The diffraction of neutrons at diffrac-
tion gratings and other macroscopic objects has been
repeatedly observed in experiments [1–11]. In addition
to the demonstration of the validity of the basic predic-
tions of quantum mechanics, these works promote the
appearance of a new generation of neutron interferom-
eters [12, 13]. More recently, it was shown that the
well-known phenomenon of neutron diffraction can
have surprising features in some cases. As was shown
in [14], a grating moving across a beam of slow neu-
trons is a nonstationary quantum device that signifi-
cantly changes the energy spectrum of neutrons inci-
dent on it. Ioffe [15] suggested the use of moving grat-
ings in a neutron interferometer, which can considerably
increase the sensitivity of the interferometer. The dis-
crete spectrum arising when ultracold neutrons (UCNs)
diffract at a moving grating was recently observed in an
experiment reported in [16]. Soon after that, it was
shown that the moving grating with a variable spatial
period could serve as a quantum time lens for UCNs
[17, 18]. In this paper, we report on the results of a new
experiment on the diffraction of UCNs at the moving
grating. This experiment already allows for quantitative
comparison with theory.

Moving diffraction grating as a nonstationary
quantum device. We briefly present the formulation
and solution of the corresponding diffraction problem
[14]. A plane wave Ψ(z, t) = exp[i(kz – ωt)] is incident
on a periodic structure—a diffraction grating that has
the spatial period L, is situated in the XY plane, and
moves along the Y axis with a velocity V. Solving the
diffraction problem in the moving coordinate system
where the grating is at rest, and passing then to the lab-
0021-3640/05/8109- $26.000427
oratory coordinate system, we obtain the wavefunction
of the resulting state in the form

(1)

where

(2)

and θ(y) is a complex transmission function of one ele-
ment of the grating. Diffraction leads to the appearance
of the discrete spectrum

(3)

and the difference of the energy from the initial energy
is attributed only to a change in the longitudinal z com-
ponent of the wavenumber. Assuming that the spatial
frequency of the grating is small, L–1 ! k, and neglect-
ing the third term in the radicand in Eq. (1), we obtain
the following relation for the z components of the wave
vectors:

(4)
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Thus, for small diffraction angles,

(5)

Figure 1 illustrates the difference between the diffrac-
tion situations for the immovable and moving gratings.

Measurement of the neutron diffraction spec-
trum for the moving grating is carried out with the
same spectrometer [19] as was used in the experiment

Ψ z y t, ,( ) a j i k jz q jy ωjt–+( )[ ] .exp
j

∑=

Fig. 1. Diffraction situations: (1) the immovable grating,
(2) the coordinate system moving with the grating, and
(3) the moving grating in the laboratory coordinate system.

Fig. 2. Concept of the experiment. Neutrons pass through
the rotating ring grating with radial grooves. The grating
profile is shown in the lower panel.
reported in [16]. The basic spectrometric element of the
instrument is a neutron interference filter (NIF) [9, 20–
23], which is an analog of the Fabry–Perot interferom-
eter. Figure 2 illustrates the concept of the experiment.
Instead of a rectilinearly moving grating, we use a
rotating grating prepared on the surface of a silicon disk
150 mm in diameter and 0.6 mm thick. On the periph-
ery of a ring disk with an average diameter of 12 cm and
width of 2 cm, radial grooves are made. The disk with
the grating can be rotated about the vertical axis by a
motor. Ultracold neutrons are incident on the grating,
passing through a ring slit and an NIF monochromator.
This monochromator passes neutrons with a narrow
spectrum of vertical velocities (∆v /v  ≈ 0.02) with a
maximum of 4.52 m/s, which corresponds to Ez =

m /2 = 107 neV. The angular period of the structure
is equal to 3.325 × 10–4 rad. The width of a groove is
equal to half the period. Owing to refraction in silicon,
waves passing through different elements of the grating
differ in phase. The corresponding phase difference is

(6)

where n is the index of refraction of silicon. The groove
depth d was equal to 0.14 µm and is chosen such that
the phase difference for 107-neV neutrons is ∆ϕ = π.
For the normal incidence of neutrons on the grating, the
phase of the transmission function θ(y) changes step-
wise by π over half the period. The Fourier coefficients
corresponding to such a π modulation of the phase are

(7)

where s is an integer. We note that the line with the ini-
tial energy "ω (j = 0) is absent in the resulting spec-
trum.

Neutrons that have passed through the grating enter
a vertical mirror neutron guide. Moving downward
along it, they are accelerated in the Earth’s gravitational
field, changing their energy by 1.025 neV per centime-
ter of the height. The second interference filter, serving
as an analyzer, is placed in a special carriage inside the
neutron guide. By varying the vertical position of the
analyzer, one could scan the neutron spectrum by a
comparatively narrow (∆v /v  ≈ 0.02) line of the ana-
lyzer. In order to compensate for the gravitational
change in the UCN energy, the filter transmission max-
imum corresponds to an energy of 127 neV. Neutrons
that have passed through the analyzer are detected by a
detector. Strictly speaking, the spectrometer is sensitive
to the vertical component of the wave vector rather than
to the total energy of the neutron. However, this is a
component that changes when the grating moves in the
horizontal plane.

The count rate of the detector is measured as a func-
tion of the analyzer position. If the grating is at rest, the
corresponding scanning curve is the convolution of the
spectral functions of the monochromator f(E) and ana-
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lyzer η(E). The scanning curve for the rotating grating
has the form

(8)

where ξ = mg∆H, g is the gravitational acceleration,
and ∆H is the distance between the filters.

Experimental results. Figure 3 shows the experi-
mental scanning curves obtained for the grating rota-
tion frequencies 7, 60, 80, and 99 Hz. These curves are
approximated by the function

(9)

under the assumption that the scanning curve for the
immovable grating is the sum of a linearly increasing
background and a Gaussian with its center at ξc and a
standard deviation σ.

The approximation functions are shown in Fig. 3 by
solid lines. Figure 4 shows experimental data for the
splitting parameter ∆. They lie on the straight line ∆ =
Bν, where ν is the grating rotation frequency. Compar-
ing the slope Bexp = (7.48 ± 0.05) × 10–2 cm s with the
theoretical value Bth = 4π2"(mgα)–1 = 7.605 × 10–2 cm s,
where α is the angular period of the grating, we con-
clude that the experimental splitting of the spectrum
agrees with the calculation within an accuracy of 2%.
Small deviations can likely be attributed to methodical
causes.

Fitting also provides estimates of the amplitudes A.
Their values are given in Fig. 3. We emphasize that the
scanning curve for a rotation frequency of 7 Hz must
differ slightly from the curve for the immovable grat-
ing. On the contrary, this curve for a frequency of 99 Hz
is the sum of only two Gaussians with the amplitudes
A|a1|2, because the energy of neutrons corresponding to
higher-order lines is beyond the measurement range. A
comparison of the experimental A values for these two
curves provides the degree of agreement between the
amplitudes a1 and their theoretical values. The relative
intensity thus obtained for the first-order waves is

 = 0.383(8). Calculation taking into account a
weak edge effect caused by the oblique incidence of

neutrons onto the moving grating [24] yields  =
0.403. The diffraction efficiency of the grating is five
percent less than the theoretical estimate, because the
grating profile is not ideal.

Widths of the energy peaks and the transverse
coherence length of a free neutron. The above consid-
eration was based on the commonly accepted plane-
wave representation of the neutron wavefunction.
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Although any serious reason to doubt the validity of
this representation is absent, its experimental verifica-
tion is of interest. A finite transverse coherence length

Fig. 3. Experimental scanning curves and corresponding
approximation functions.

Fig. 4. Splitting parameter ∆ vs. the grating rotation fre-
quency.
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of a neutron is likely possible only in nonlinear theory.
The properties of the nonlinear Schrödinger equation
have been studied in many works (see, e.g., [25, 26]),
and certain predictions of nonlinear quantum theory
have been verified in experiments [7, 27].

The assumption that the front of a wave incident on
a grating is limited is equivalent to the concept of the
limited linear dimension of the grating, and the corre-
sponding problem is typical of diffraction theory (see,
e.g., [28]). In this case, in each diffraction order j, the
momentum transfer qj, which is parallel to the grating
plane, is characterized by a certain distribution func-
tion. Correspondingly, the energy spectrum from the
moving grating is also smeared.

For definiteness, we consider the Gaussian distribu-
tion p(y) = exp(–y2/2ζ2) for the wave-front intensity and

take the width l = 2 ζ of this distribution as the char-
acteristic transverse coherence length. It is easy to show
that the energy spectrum of the resulting state has the
form

(10)

where

(11)

This spectrum is the sum of the equidistant Gaussians
with the relative intensity |aj |2 and standard deviation ε,
which is proportional to the grating velocity. In view of
the spectral measurements, we note that the spectrome-
ter resolution function that has the standard deviation
σ0 is convolved now with spectrum (10) rather than
with Dirac δ functions, and the standard deviation of
this convolution is

(12)

Analysis of experimental data that is based on
Eqs. (10)–(12) yields the estimate ζ > 2.5 × 10–3 cm.
Correspondingly, the transverse dimension of the
coherent front is estimated as l > 7 × 10–3 cm.

Discussion and conclusions. Strictly speaking, the
spectrometric experiment described above is not a dif-
fraction experiment, because the initial width of the
angular distribution of neutrons is several orders of
magnitude larger than the diffraction angle. It is likely
more correct to describe this experiment in terms of a
periodic (phase in this case) modulation of the neutron
wave rather than in terms of diffraction. This modula-
tion occurs when a periodic structure moves rapidly
across the wave propagation direction. In this case, the
moving grating serves as a nonstationary quantum
device similar to a quantum chopper or, more precisely,
a modulator [29–34]. The analogy becomes more obvi-
ous if the spatial period L and grating velocity V in
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Eqs. (1), (2), and (5) for the wavefunction increase such
that the modulation period T = L/V remains constant. In
the high velocity limit, Eq. (5) coincides with a formula
describing a state formed by the modulator [33, 34].

The experimental data are in satisfactory agreement
with the prediction of the theory based on the plane
wave representation for the front of the initial wave.
The minimum estimate, 7 × 10–3 cm, for the transverse
coherence length is three orders of magnitude larger
than the neutron wavelength.

We emphasize that the Gaussian shape of the spatial
distribution of the initial-wave intensity was assumed
only for simplicity and definiteness when calculating
the transverse coherence length. A semiqualitative
lower estimate obtained for it experimentally depends
only slightly on the shape of the wave packet. At the
same time, the Gaussian spatial distribution of the
wavefunction of a particle (“Gausson”) appears in the
model of nonlinear quantum mechanics with logarith-
mic inhomogeneity [25]. Experimental results were
analyzed by the authors of [7] in order to verify this
model. From their upper estimate for the nonlinear term
in the Schrödinger equation, one can determine the
minimum transverse size of the neutron Gausson. This
model-dependent estimate is three times larger than the
result of our work.

A considerably larger neutron coherence length, l >
2 mm, was given in [9]. This result is also based on the
absence of the broadening of the diffraction line. How-
ever, the estimate of those experimental data that is
obtained by the above method taking Eq. (12) into
account is comparable with our result in accuracy.

One of us (A.I.F.) is grateful to B.M. Bolotovskiœ for
stimulating discussions. This work was supported by
INTAS, grant no. 00-00043.
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Nucleon–Nucleon Correlations in the (g, p–p) and (g, p–pp) 
Reactions on the 12C Nucleus
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The photoproduction of negative pions on the carbon nucleus in the (γ, π–p) and (γ, π–pp) reactions has been
studied experimentally. The measurements are interpreted using a model of the formation of an intermediate
∆ nuclear state (∆ nucleus) that decays with the emission of a pion and a nucleon. © 2005 Pleiades Publish-
ing, Inc.

PACS numbers: 21.30.+y, 25.20.Lj
The (e, e'p) reaction induced by high-energy elec-
trons scattered on nuclei is a basic tool for studying the
single-particle nuclear structure. The application of this
reaction to analysis of nucleon–nucleon correlations
appeared to be inefficient, because cross sections are
small in a kinematic region where correlation effects
are large, and it is difficult to identify reaction mecha-
nisms associated with correlations of various natures.

In recent years, a more direct method has been
widely used to acquire information on nucleon–
nucleon correlations in nuclei. The existence of a corre-
lated nucleon pair implies the possibility of the simul-
taneous knockout of both these nucleons. The study of
nucleon–nucleon correlations in the (e, e'pp) and (e,
e'np) reactions is promising, as was shown in a number
of theoretical works (see references in [1]) and as was
corroborated in experiments [2–4]. Nevertheless, fur-
ther experimental investigations, including those with
other particles initiating a reaction, are evidently neces-
sary.

The (γ, πN) reaction on nuclei for small energies and
momenta transferred to the residual nucleus is similar
in many respects to the (e, e'p) reaction and is satisfac-
torily explained in the quasifree approximation. The
most substantial feature of the (γ, πN) reaction is a
closer connection of pion photoproduction with
nucleon resonances. Two experiments were carried out
at the Tomsk synchrotron in order to analyze the cross
section for the (γ, πN) reaction on light nuclei in a kine-
matic region where manifestations of short-range
nucleon–nucleon correlations could be expected. The
cross section for the (γ, π0p) reaction on a number of
nuclei in the ∆(1232) region was measured in [5], and
the cross section for the 12C(γ, π–p) reaction was mea-
sured in the second resonance region in a similar exper-
0021-3640/05/8109- $26.00 0432
iment [6]. The most interesting result of those works,
which has not yet been finally interpreted, is the obser-
vation of a peak in the dependence of the reaction cross
section on the proton emission angle in the region of
large momentum transfers. This peak is absent in the
experimental cross sections for the (e, e'p) reaction.

In this work, in order to analyze the mechanism of
pion–proton pair photoproduction for high momenta of
the residual nucleus and to acquire information on
nucleon–nucleon correlations in nuclei, we study the
reactions

(1)

(2)

in overlapping kinematic regions. The experiment was
carried out in a bremsstrahlung beam from the Tomsk
synchrotron at the maximum energy Emax = 500 MeV.
The experimental setup included a channel for detect-
ing a negative pion and two channels for detecting pro-
tons in coincidence with a pion in complanar geometry.

Pions with a mean momentum of 224 MeV/c were
detected by a strongly focusing magnetic analyzer [7],
which was placed at an angle of 76° with respect to the
photon beam axis. The solid angle of the analyzer was
equal to 3 × 10–3 sr, the momentum acceptance was
equal to 24%, and the measurement accuracy for the
pion momentum was ~1.4%.

Two proton channels are (∆E, E) scintillation spec-
trometers. The first spectrometer detected protons in
the energy range Tp = 30–140 MeV with an accuracy of
3–5 MeV. The angular acceptance was equal to 58°, the
solid angle was equal to 0.16 sr, and the measurement
accuracies for the polar and azimuth proton emission
angles were equal to 2.5°–3° and 2°, respectively. The

C12 γ π– p,( ),

C12 γ π– pp,( )
© 2005 Pleiades Publishing, Inc.
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methods for calibrating and monitoring the work of the
first spectrometer are similar to those described in [8].
The second spectrometer was placed at an angle of 35°
with respect to the photon beam axis in the half-plane
of the pion channel and detected protons in the energy
range 10–120 MeV. The solid angle of the second spec-
trometer was equal to 0.06 sr, and the polar and azimuth
proton emission angles were measured with an accu-
racy of 2°.

The measured yield d4Y/dEpdΩpdEπdΩπ of the
12C(γ, π–p)X reaction is related to the differential cross
sections for the 12C(γ, π–p)11C and 12C(γ, π–pp)10B reac-
tions by the respective relations

Here, Eγ and Ep are the photon energy and the total pro-
ton energy, respectively, and f(Eγ) is the bremsstrahlung
spectrum normalized as

Figure 1a shows the differential yield of the
12C(γ, π–p) reaction as a function of the polar proton-
emission angle θp. This yield is averaged over the range
60–140 MeV of the proton energy Tp. The dashed line
in Fig. 1a is the theoretical yield of the 12C(γ, π–p)11C
reaction as calculated in the quasifree plane-wave
approximation. In the kinematic region under consider-
ation, as the polar proton-emission angle θp increases in
the range 40°–140°, the mean momentum pr of the
residual 11C nucleus in the ground state varies from 60
to 600 MeV/c. As is seen, when the angle θp increases
to ~70° (pr . 300 MeV/c), the measured yield of the
reaction decreases exponentially, in complete agree-
ment with the calculation. However, with a further
increase in θp, the behavior of the differential yield
changes abruptly and a minimum is formed. The same
qualitative angular dependence of the cross section was
obtained in [5, 6]. A mechanism of formation of pion–
proton pairs may be common for reactions on various
nuclei and different energy ranges. It is natural to
assume that an additional channel of the photoproduc-
tion of pions opens and that the residual nucleus disin-
tegrates in this channel, such that two nucleons are free.

The substantial properties of the differential cross
section for multiparticle nuclear reactions are satisfac-
torily reproduced by phase-space models (see, e.g., [9,
10]). The simplest model, which is shown by the dotted
line in Fig. 1a and in which the amplitude of the

d4Y
dEpdΩpdEπdΩπ
-----------------------------------------

d3σπp Eγ( )
dEpdΩpdΩπ
------------------------------- f Eγ( ) ∂Eγ

∂Eπ
--------- ,=

d4Y
dEpdΩpdEπdΩπ
-----------------------------------------

=  Eγd Ωp'

d5σπpp Eγ( )
Ep Ωp Eπ Ωπ Ωp'ddddd

-------------------------------------------------- f Eγ( ).d∫

f Eγ( )Eγ Eγd∫ Emax.=
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12C(γ, π–pp) reaction is constant over the entire range of
its definition, cannot reproduce the angular dependence
of the cross section. The diagram shown in Fig. 2a illus-
trates an apparently dominant reaction mechanism
where a pion is produced due to the interaction of a
photon with the neutron of a correlated np pair. The fea-
ture of this pion-production mechanism is a low
momentum pB of the residual 10B nucleus and, there-
fore, a low total momentum pnp = –pB of the np pair.

In view of nucleon–nucleon correlations, another
important quantity that characterizes the reaction

mechanism is the relative momentum  = (p2 – pn)/2
of the particles in the np pair before interaction. Short-
range correlations most strongly distort the wavefunc-

prel

Fig. 1. Differential yield of the 12C(γ, π–p) reaction vs. the
polar proton-emission angle for (a) Tp > 60 MeV and

(b) Tp > 60 MeV and  > 260 MeV/c. Experimental

points are obtained in this work, the dashed line is the quasi-
free yield of the 12C(γ, π–p)11C reaction, the dotted line is
the phase-space yield of the 12C(γ, π–pp) reaction, the short
dashed line corresponds to the mechanism shown in Fig. 2b,
the dash–dotted line with one (two) point corresponds to the
mechanism shown in Fig. 2c excluding (including) the
blocking of final states due to the Pauli exclusion principle,
and the solid line corresponds to the mechanism shown in
Fig. 2d.

pp*

)
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tion of the relative motion of a pair of nucleons in the
distance range corresponding to Fourier components
with momenta exceeding ~400 MeV/c. Hence, the
effect of correlations can be expected in a kinematic

Fig. 2. Diagrams illustrating mechanisms of the
12C(γ, π−pp)10B reaction.

Fig. 3. Distribution of events over the polar emission angle
θp of the proton and its energy Tp for the (a) 12C(γ, π–p) and

(b) 12C(γ, π–pp) reactions.
region where the momentum prel is higher than this esti-
mate.

The distribution of detected events over the kinetic
energy Tp and the polar angle θp of the emission of the
first proton is shown in Figs. 3a and 3b for reactions (1)
and (2), respectively. The dashed line in Fig. 3a bounds
the region of small θp angles, beyond which the differ-
ential yield of the quasifree production of pions is no
more than 0.01 µb/(MeV sr)2. For the available statis-
tics, the probability of the 12C(γ, π–p)11C reaction event
to the right of this line is very low. The solid line in
Fig. 3a is the boundary of the region where the momen-
tum pnp of a correlated np pair is no more than the Fermi
momentum and the relative momentum prel is higher
than 450 MeV/c. Similar boundaries in Fig. 3b are cal-
culated with the additional inclusion of the acceptance
of the second proton spectrometer. According to Fig. 3,
for energies Tp higher than 80 MeV, bounded kinematic
regions, as well as detected events, are almost com-
pletely separated. This separation indicates that events
correspond to different mechanisms of the production
of pions and corroborates the assumption that the
12C(γ, π−p) reaction events in Fig. 3a in the region of
large proton-emission angles are attributable primarily
to the two-nucleon knockout mechanism.

The kinematic region separated in Fig. 3 by the solid
line is traditionally associated with nucleon–nucleon
correlations in the nuclear ground state. Since mecha-
nisms of the manifestation of short-range correlations
in the reactions of quasifree electron scattering and
pion photoproduction are similar to each other, their
possible contribution to the 12C(γ, π–p)11B reaction for
large proton-emission angles must be two or three
orders of magnitude less than that in the quasifree peak,
which is much less than the measured value. The ratio
of the cross sections measured for reactions with one
and two protons also differs from the value expected on
the basis of electron scattering data [11, 12]. This dif-
ference is explained by the difference between similar
mechanisms of two-nucleon knockout for the pion pho-
toproduction that are associated with two-particle
exchange meson and isobar currents. The second cause
of this difference is the contribution of additional mech-
anisms of the reaction that are associated with the spec-
ificity of particles involved in the reaction. One such
mechanism is shown in Fig. 2b, where nucleon–
nucleon correlation is attributed to the final state inter-
action, the propagation of a ∆ isobar in the nucleus. The

relative momenta  and  for the diagrams shown

in Figs. 2a and 2b are related to each other as  =

 – 2q, where q is the momentum transfer in the pion
rescattering. In the angular range θp = 40°–70°, the

mean value of the relative momentum  varies from
100 to 200 MeV/c, which does not contradict the inde-
pendent-particle oscillator shell model. The yield of the

prel
a( ) prel

b( )

prel
b( )

prel
a( )

prel
b( )
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12C (γ, π–pp) reaction calculated by this model is shown
by the short dashed line in Fig. 1a. The reaction ampli-
tude included the wavefunction of the nucleon pair in
the momentum representation and takes into account
the mass distribution of the ∆ isobar. The normalization
was performed using the data on the 12C (γ, π+p) reac-
tion [8, 13], whose yield for low momenta of the resid-
ual nucleus is attributed to the final-state rescattering.
As is seen, according to this model, the reaction yield is
concentrated primarily in the range of small θp angles.
Two-proton events in Fig. 3b to the left of the dashed
line bounding the region of the quasi-free production of
π–p pairs are possibly attributable to rescattering. How-
ever, it is impossible to explain the measurement data
for large proton emission angles in the framework of
this model.

The reaction mechanism that is represented by the
diagram in Fig. 2c and in which two pions are formed,
one of which is absorbed with the emission of a proton,
was previously used in [14] to explain data on the pho-
toproduction of single pions on the deuteron. The angu-
lar dependence of the yield according to this model is
shown by the dashed–dotted line in Fig. 1a. The reac-
tion amplitude is constructed similarly to the preceding
model. The calculated yield well reproduces experi-
mental data for large proton emission angles but over-
estimates the contribution of the two-nucleon reaction
in the region of the quasi-free peak of the yield and does
not reproduce the minimum in the angular dependence.

The yield minimum near θp . 70° may result from
the suppression of the reaction at small angles between
the pion and proton scattering directions. If a detected
pion–proton pair is a product of the decay of a ∆ isobar,
the strong angular correlation of the yield can be
explained by mechanisms of the suppression of the for-
mation of the isobar with a low mass or high momen-
tum. One of possible suppression mechanisms is asso-
ciated with the blocking of final states by the Pauli
exclusion principle. The calculation that includes this
factor and is shown by the dashed–double-dotted line in
Fig. 1a does not significantly improve the agreement.

Another interpretation of the data is associated with
the reaction mechanism represented by the diagram
shown in Fig. 2d. Before the discussion of this model,
we note that the second maximum in the reaction yield
is observed for pion–proton scattering angles close to
180°. This maximum is located in the region where the
total momentum of the pion–proton pair is minimal.
Another remarkable feature of the reaction mechanism
with the production of two pions is that a nucleon
formed after the absorption of the pion can get a con-
siderable part of the photon momentum. As a result, the
∆ isobar is formed at rest with respect to the residual
nucleus and is captured by the nucleus, with the forma-
tion of a short-lived bound state decaying with the
emission of a pion and a proton.

The possibility of existing bound ∆N- and ∆-nuclear
states was widely discussed in the 1970s [15–17]. Some
JETP LETTERS      Vol. 81      No. 9      2005
works were stimulated by the results of the experiment
in [18], where the 4He(γ, π–p) reaction was studied.
Experimental data obtained in [18] for a residual-
nucleus momentum of 200 MeV/c could not be
explained in the quasi-free approximation. The theoret-
ical estimates of the possibility of such states existing
are contradictory [16, 17]. Since that time, conclusive
experimental evidence of the existence or absence of
such states has not been obtained. Our next model is
based on the assumption that such states exist. The solid
line in Fig. 1a is the calculation in the model repre-
sented by the diagram shown in Fig. 2d. The reaction
amplitude includes, in addition to the wavefunction of
the neutron–proton pair, the momentum wavefunction
of the ∆ isobar bound in the nucleus. We suppose that
baryons bounded in the nucleus cannot significantly
change the spatial state over the isobar lifetime. For this
reason, we take the nucleon oscillatory wavefunction
for the 12C nucleus as the radial wavefunction of the
isobar. As is seen, the model of the reaction proceeding
through an intermediate ∆ nuclear bound state well
reproduces the angular dependence of the yield. Since
the isobar momentum depends on the opening angle
between the pion and proton, the angular dependence
of the reaction yield presents the momentum distribu-
tion of the isobar in the nucleus with a maximum at an
opening angle close to 180°, where the isobar momen-
tum is minimal.

Figure 1b shows the angular dependence of the yield
for events in which the proton momentum in the c.m.s.
of the pion–proton pair exceeds 260 MeV/c. This is the
region of the high-energy slope of the isobar mass dis-
tribution. As is seen, in complete agreement with the
proposed model, the angular distribution narrows and
its center of gravity is shifted towards larger θp angles.
In this kinematic region, the energy of both protons
from the 12C(γ, π–pp) reaction is sufficiently high.
Hence, the blocking of final states by the Pauli exclu-
sion principle is inefficient. Angular-distribution nar-
rowing that differs from the prediction of the model
described by the diagram in Fig. 2c is attributed to the
suppression of the formation of the isobar with a high
momentum due to the dynamics of the isobar in the
nucleus. Such behavior of the angular distribution of
the reaction yield is additional evidence of the ade-
quacy of the model with the intermediate ∆-nuclear
bound state.

The basic results of this work are as follows. The
12C(γ, π–pp) and 12C(γ, π–p) reactions have been exper-
imentally studied. The irregularity in the angular
dependence of the differential yield of pion–proton
pairs for large proton-emission angles has been
explained. This irregularity is attributed to reaction
channels where the residual nucleus has disintegrated.
Analysis of the data provides evidence of the existence
of a ∆-nuclear bound state (∆ nucleus) that decays with
the emission of a pion and a nucleon.
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On the Mechanism of Noncoalescence in a Droplet Cluster
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Experimental data are presented, from which it follows that the mechanism of noncoalescence in a cluster of
drops is not attributable to the electrostatic charging and the presence of surfactants. The Stokes force acting
upon drops of the cluster in a convective plume amounts to a fraction of a percent of the drop weight. New
effects are described, which provide evidence for a fast proper rotation of drops in the cluster. Estimates show
that this rotation is explained in terms of the hypothesis of a thermocapillary nature of the noncoalescence phe-
nomenon. © 2005 Pleiades Publishing, Inc.

PACS numbers: 44.25.+f, 47.55.Dz
Although investigations into droplet clusters [1, 2]
are only just beginning, several directions can already
be outlined in which the results are especially important
and expected with considerable interest from the stand-
point of both basic science and applications. First, each
drop in such a cluster is a dissipative structure of a new
type, and the whole cluster can be considered as a dis-
sipative superstructure.1 Second, the phenomena in
droplet clusters provide a basis for the development of
new methods for highly precise dosing of liquids [3]
and imaging flows in liquids and gases [4]. Third, the
processes in droplet clusters must be taken into consid-
eration in solving some thermophysical, physicochem-
ical, and other problems. Fourth, there is an interesting
analogy: drops in a cluster, like atoms in a crystal, are
arranged at a certain distance from each other, and a
tendency to attraction arises when this distance
increases, and to repulsion when it decreases. This
behavior suggests that droplet clusters can be consid-
ered as model systems analogous to Bragg bubble crys-
tals [5]. Successful developments in any of the above
directions are impossible without a correct understand-
ing of the nature of the observed phenomena, in partic-
ular, of the mechanism of noncoalescence of drops in a
cluster.

The results presented below were obtained using an
experimental setup analogous to that described previ-
ously [1], except that the clusters were induced in this
study with the aid of a heating element embedded in the
cuvette bottom (Fig. 1). Modification of the cuvette
design was aimed at providing more convenient condi-
tions for the microscopic examination of a droplet clus-
ter. This was achieved by minimizing the amplitude of
horizontal movements of the cluster and by decreasing
the intensity of evaporation of the liquid layer. How-

1 Drops are also stable outside the cluster, but a highly ordered
cluster structure is an important manifestation of complicated
interactions in such a system of drops.
0021-3640/05/8109- $26.00 0437
ever, a rather unexpected consequence of this modifica-
tion of the cuvette design was a qualitative change in
the structure of a convective plume, namely, a toroidal
vortex appeared around the heating element (Fig. 1).
Experiments with the modified cuvette revealed new
effects, which seem to offer a key to the uncovery of the
mechanism of noncoalescence in a droplet cluster.

Theoretically, the stability of a droplet cluster with
respect to coalescence can be related to several factors,

Fig. 1. Schematic diagrams showing the design and com-
parative characteristics of the (left side) original and (right
side) modified experimental cuvettes (the solid curve T is
the temperature profile; dashed arrows indicate the convec-
tive plume structure): (1) ebonite cuvette case; (2) beam of
white light heating a 8 × 10-mm region on the substrate sur-
face [1]; (3) duralumin cuvette case; (4) built-in heating
element (nichrome wire wound on a copper rod 1 mm in
diameter); (5) Teflon thermal insulation sleeve; (6) toroidal
vortex.
© 2005 Pleiades Publishing, Inc.
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including (i) electrostatic charges, (ii) surfactants,
(iii) aerodynamic effects due to flows in the convective
plume, and (iv) thermocapillary flows in the drops [1].
This study was based on simple experiments that pro-
vided clear, unambiguously interpretable qualitative
results. The calculations were only intended to estimate
the effects by order of magnitude.

Electrostatic mechanism. The assumption con-
cerning the possible charging of drops and a liquid pool
surface was one of the first checked. For this purpose,
clusters were induced above the surface of an electro-
conducting liquid (water) contained in a grounded all-
metal cuvette. It was established that grounding did not
influence the cluster. For this reason, the electrostatic
mechanism of noncoalescence was already rejected
in [1].

Surfactants. The question of the possible role of
surfactants in the mechanism of noncoalescence was
also posed in [1], but then it did not receive an unam-
biguous answer. The new data show evidence that sur-
factants cannot account for the noncoalescence. Indeed,
the video images2 of clusters observed using a micro-
scope positioned in the horizontal plane clearly indicate
(due to a mirror surface of the liquid) that the distance
(H) from the bottom surface of the drop to the top sur-
face of the liquid layer was comparable with the drop
diameter (D) (Fig. 2). Therefore, the distance H is sev-
eral orders of magnitude greater than the radius of
action of intermolecular forces.

Stokes mechanism. As is known [1], the stability of
a droplet cluster with respect to coalescence is directly
determined by the convective plume. A drop entering

2 One such image is presented in Fig. 2.
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Fig. 2. Distance from the drop to the liquid surface versus
the drop diameter. Data obtained from video images of the
clusters monitored in the course of slow (quasi-stationary)
heating of the water layer leading to the growth of droplet
clusters.
into the typical cluster (Fig. 2: water, R = 40 µm; ρ =
103 kg/m3) has a weight of

(1)

This weight must be equilibrated by the counteracting
Stokes force3 

(2)

where µg and v f are the dynamic viscosity and velocity,
respectively, of a wet airflow streamlining the drop
(µg . 18.5 × 10–6 Pa s) [6]. Upon substituting drop
weight (1) into formula (2), we conclude that equilib-
rium is possible at v f = 190 mm/s. Then, the question
arises: what is the real plume flow velocity in the region
of cluster localization?

Estimates can be based on several complementary
sources of data:

(i) vapor flow velocity (measurements of the time
required for the evaporation of a known volume of liq-
uid showed that the vapor flow velocity in our experi-
ments could not exceed 0.25 mm/s even under the

3 Strictly specking, the drop weight has to be compared to the ver-
tical component of the Stokes force. However, on the level of
rough estimates (by order of magnitude) we can restrict our con-
sideration to a simply measured characteristic such as the abso-
lute flow velocity.

Fg
4
3
---πR3ρg 2.7 10 9–  N.×= =

FS 6πµgRv f ,=

1.0

0.5
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h, mm

(a)

Fig. 3. (a) A photograph (exposure 1/20 s) showing the
structure of flows in the convective plume imaged with the
aid of a laser beam. (b) A plot summarizing the results of
measurements of the flow velocity in the convective plume.
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(a) (b)

Fig. 4. Photographs of the tandem effects of the (a) first and (b) second kinds imaged with a microscope in the vertical and nearly
horizontal positions. Envelopes indicate the drop tandems, and dashed lines show the axes of rotation.
favorable condition that evaporation proceeded only
from the surface of the heating element);

(ii) horizontal motions of individual drops (their
velocity reached 0.3 mm/s);

(iii) images of the convective plume velocity field
(Fig. 3a).

A clear correlation between the data of independent
v f determinations (Fig. 3b) unambiguously indicates
that the real velocity of airflows streamlining the cluster
does not exceed 1 mm/s. In this case, the Stokes force
amounts to a fraction of percent of drop weight (1).

More important evidence against the assumption of
a predominating role of the Stokes mechanism of the
noncoalescence is a clearly manifested “attachment” of
the cluster to the liquid layer surface, which would be
difficult to explain in the presence of a vertical gradient
of the plume flow velocity. Indeed, if this were the case,
a drop displaced upward (for any reason) would occur
under the action of a Stokes force by far exceeding the
drop weight. Such a drop must be unavoidably carried
away by the convective plume.

Thermocapillary mechanism. Previously, a
hypothesis was formulated [1] according to which
drops in a cluster feature intense thermocapillary flows.
These flows create individual protective shells of
entrained gas around the drops. The thermocapillary
mechanism of noncoalescence is well known in the
case of relatively large drops of nonvolatile liquids [7,
JETP LETTERS      Vol. 81      No. 9      2005
8], but it is unclear whether it can be realized in micro-
drops of the clusters under consideration.

An answer to this question could be provided by
observations of the internal liquid flows, but the very
small dimensions of the drops studied (which were
comparable with or smaller than the particles tradition-
ally used for the flow imaging) and the impossibility of
introducing imaging particles into the drops make such
experiments extremely difficult.

Under such conditions, a breakthrough was pro-
vided by experiments with a modified cuvette, which
revealed new (previously unobserved) phenomena
manifested by tandem effects of the first and second
kinds. A tandem effect of the first kind consists in that
rotating drops approach each other in the toroidal vor-
tex and combine to form tandems. Occurring in a clus-
ter, such a tandem occupies a position in which the axis
of rotation of the drops is perpendicular to centrifugal
flows in the convective plume (Fig. 4a). The tandem
lives for 10–12 s and then separates into two indepen-
dent drops. A tandem effect of the second kind is
observed when a drop ejected by the toroidal vortex
“saddles” another drop in the cluster (Fig. 4b). Such
tandems usually come into motion, whereby the “rider”
drop is always shifted in the direction opposite to the
direction of motion. The lifetime of a tandem of the sec-
ond kind also does not exceed several seconds.

The tandem effects play a key role in solving the
problem of noncoalescence, since their presence is evi-
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dence of a fast proper rotation of drops about radial per-
pendicular horizontal axes (Fig. 4). Taking into account
conclusions (following from the Bernoulli equation)
concerning the position and the direction of rotation
(determined by the toroidal vortex, Fig. 1) of a “rider”
drop in the tandem, it is possible to determine the direc-
tion of rotation of drops in the cluster (Fig. 5).

Let us try to explain the rotation of drops in a cluster
in terms of the thermocapillary mechanism. Assuming
that the temperature monotonically varies over the drop
surface from maximum (Tmax) to minimum (Tmin) and
taking into account the geometry of the convective
plume, we can expect that the position of the point of
minimum temperature will be shifted by a certain dis-
tance ∆L relative to the vertical axis of the drop (Fig. 5),
while the point of maximum temperature occurs in the
region where the drop surface is closest to the layer.
Now, we can readily estimate the order of magnitude of
the thermocapillary forces (FTC) caused by this temper-
ature distribution. Consider a point Ti spaced by ∆L
from the vertical axis of the drop in the direction oppo-
site to the direction toward Tmin (Fig. 5). The tempera-
ture of the drop surface at this point falls in the interval
Tmax > Ti > Tmin, and the resulting thermocapillary force is

(3)

where  is the temperature coefficient of surface ten-

sion (for water,  = 0.145 mN/(m K) [9]) and L is the
length of a circle with radius R.

Assuming that the difference Ti – Tmin does not
exceed 0.01 K and that ∆L = 0.1L, we obtain, for the
typical cluster (R = 40 µm), FTC = 3.3 × 10–10 N. This
force is capable of imparting to the drop the angular
acceleration4 

4 The angular acceleration can be determined by considering the
drop as a rigid ball with water density and mass m.

FTC σT' L ∆L–( ) Tmax Tmin–( ) Tmax Ti–( )–( )=

=  σ'T L ∆L–( ) Ti Tmin–( ),

σT'

σT'

Fig. 5. Schematic diagram illustrating the kinematics of a
droplet cluster and the development of thermocapillary
forces (see text for explanation). Dotted circles indicate the
shells of gas entrained by drops rotating with the angular
velocity ωd.

Tmin

max
(4)

A more difficult task is to calculate the angular
velocity ωd of the stationary rotation of the drop, since
this would require a mathematical model taking into
account processes both in the drops and in the sur-
rounding gaseous medium. However, a threshold (but
by no means limiting) ωd value can be estimated from
the following considerations. A half-period of the drop
rotation (τd) must not exceed the characteristic time (τa)
for the relaxation of temperature inhomogeneities by
means of conductive heat transfer:

(5)

For a typical water drop (R = 40 µm; thermal diffusiv-
ity, 1.615 × 10–7 m2/s [10]), τd amounts to 10 ms, which
corresponds to ωd ~ 3.1 × 102 rad/s and a linear velocity
of the drop surface (v d) on the order of 12.6 mm/s.
According to formula (4), this threshold velocity can be
reached within 4 ms, which implies that the tempera-
ture fluctuation on the drop surface will unavoidably set
it in motion.

The proper rotation of drops explains some appar-
ently contradictory properties of droplet clusters, such
as their “attachment” to the liquid layer surface
observed simultaneously with stability with respect to
coalescence. According to the Bernoulli equation, the
proper rotation of drops creates a region of decreased
pressure beneath, whereas the condition of sticking to
the drop surface accounts for the conservation of a gas-
eous boundary layer preventing the drops from coales-
cence.

Progress in the development of methods for the
imaging of clusters and image processing gives us
hopes that the accuracy of measurements will soon
increase to the level necessary for the direct observation
of the drop rotation as manifested in the structure of
clusters and, probably, in their deformation. Appar-
ently, investigations into the statistically reliable struc-
tural features of droplet clusters may provide one of the
main sources of experimental data necessary to confirm
or reject the hypothesis concerning the thermocapillary
mechanism of noncoalescence of a droplet cluster.

In conclusion, it should be noted that the thermocap-
illary hypothesis of noncoalescence might admit
intriguing extrapolations. In particular, the drops in
aerosols under certain conditions can be also expected
to exhibit proper rotations of a thermocapillary nature.

I am grateful to A.N. Aksenov for technical assis-
tance in preparation of the manuscript.
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A concept of the magnetic implosion of quasi-spherical liners, concentration of their kinetic energies, conver-
sion of energy into thermal radiation, confinement of its energy in the cavity of an emitting plasma shell in the
“double liner”/“dynamic hohlraum” system, and the irradiation of a spherical target is proposed for the physics
of high energy densities and inertial confinement fusion. The radiation intensity on the target was shown to
increase considerably due to capture of radiation in the process of converting the kinetic energy of the liner into
radiation. The dynamics of the liners and the generation of radiation are simulated by the ZETA code using a
physical model developed for a nonequilibrium plasma in a cylindrical geometry. The effect of the instability
and inhomogeneity of the liners on confinement of radiation energy is estimated. © 2005 Pleiades Publishing,
Inc.

PACS numbers: 52.58.Lq, 52.59.Qy
1. Introduction. Magnetic implosion of plasma lin-
ers in powerful electric generators creates a dense high-
temperature plasma of multiply charged ions and pro-
duces intense thermal radiation, which is useful for the
physics of high-energy densities and inertial confine-
ment fusion (ICF). In the concept that was proposed in
[1] for the generation and confinement of thermal x-ray
radiation in a “double liner” (DL), radiation is emitted
due to the collision of an external cylindrical plasma
liner with an internal liner. The internal liner can be hol-
low [1] or filled with a low-density material [2].

At high collision velocities of the liners (V > 4 ×
107 cm/s), the generation of radiation occurs primarily
as a transformation of their kinetic energy into thermal
energy through a strongly radiative shock wave. Due to
the high optical density of the external liner, radiation
is partially trapped inside the liners. As a result, the
radiation intensity increases within the liner, where a
target is placed [1]. Such a scheme of using plasma lin-
ers is also called “dynamic hohlraum” (DH) because of
its property of confining radiation that is generated in
the process of dynamic impact of liners [2].

This DL/DH concept is confirmed by the experi-
mental results obtained on the Angara-5 generator [3–
5] and Z-machine accelerator [6–8]. It was shown that
intense thermal x-ray radiation is generated at the
instant of the collision of liners, is confined inside
them, and increases considerably due to trapping in the
shell. It is necessary to mention the outstanding results
that were obtained in experiments with DH at a current
of 20 MA on the Z-machine [6]: the brightness temper-
ature was higher than 215 eV, and the energy absorbed
0021-3640/05/8109- $26.00 0442
by the 1.7-mm spherical target was more than 20 kJ [7].
These results exceed the respective previous results of
indirect laser-driven compression. The energy of
absorbed radiation is insufficient for ignition of fusion.
It is necessary to increase the kinetic energy of the liner
so as to achieve a brightness temperature higher than
250 eV and a target illumination e ~2.5 MJ/cm2 [1, 9]
that are needed for ICF. A planned increase in the cur-
rent up to 26 MA in the ZR-machine [10] has to double,
in comparison with [6, 7], the kinetic energy of the liner
and the target illumination. These parameters are still
insufficient to ignite the thermonuclear target in the
cylindrical layout of implosion. However, such energet-
ics could be considered as preliminary for fast ignition
by a laser with a relatively low power [9].

In our opinion, another way is the change from
cylindrical to spherical implosion of the liners. This
change will allow additional kinetic energy to be con-
centrated in the axial direction and a higher symmetry
of the flux irradiating the target to be obtained. The
magnetic field of the current that flows on the liners is
determined by the distance from the axis of the system,
i.e., by the cylindrical coordinate. The cylindrical sym-
metry of magnetic forces prevents the direct realization
of spherical implosion. However, three-dimensional
implosion that is close to spherical geometry can be
realized by initially redistributing the substance in the
liners. The direct spherical compression of the DT fuel
by a magnetic field was considered earlier in [11]. This
work is devoted to the study of the quasi-spherical
implosion of the liners in the DL/DH scheme.
© 2005 Pleiades Publishing, Inc.
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2. Implosion of liners and radiation confinement
in the plasma. The DL scheme for generating and con-
fining radiation [1, 3, 12] is based on the following
main ideas. The external liner accumulates kinetic
energy during implosion by magnetic pressure of the
current that flows on the liner. When the velocity V ~
5 × 107 cm/s is reached, the external liner collides with
the internal one and is squeezed together with a strong
magnetic field that is nearly frozen in it. The pressure of
the compressed magnetic field induces a strong shock
wave in the substance of the internal liner. This wave
generates intense thermal radiation that penetrates into
the cavity inside the liner and illuminates a target. The
external liner confines this radiation, preventing its
escape outside. For effective screening, the external
liner has to be made of a material with a large atomic
number Z @ 1. The internal liner should be made of a
composition of light and heavy elements, so that it can
generate intense radiation and simultaneously transit
the thermal radiation of the shock wave into the interior
[13]. Due to the transparency of the internal liner, the
spectral structure of the radiation that is generated by
the shock wave is determined by the spectrum of the
radiating substance. This radiation is absorbed and
thermalized and, acquiring a spectrum close to the
Planck spectrum, fills the cavity inside the liner. Radia-
tion is the main factor in both energy redistribution and
formation of the state of the plasma layer during the
process of liner collision.

The proposed scheme was theoretically considered
in detail in [1, 12] and, as mentioned above, was tested
experimentally for the case of cylindrical liners [3, 4, 6,
7]. Moreover, the change from the cylindrical to quasi-
spherical implosion of liners can obviously give an
additional gain in concentrating the kinetic energy of
the liner and in confining the radiation energy. How-
ever, in the cylindrically symmetric magnetic field, the
quasi-spherical implosion of the liner requires profiling
the distribution of its mass.

We consider the stage of the magnetic acceleration
of the liner in the approximation that the thickness of
the shell (on the order of the skin depth [14]) is much
less than its radius. Let the current I(t) flow on this thin
shell and create an azimuthal magnetic field Bϕ = 2I/cr
near the surface of the shell. Here, r is the distance from
a point on the shell to the axis of symmetry and c is the
speed of light (the Gauss system of units is used). For
spherical coordinates, where R is the radius and θ is the
polar angle, r = Rsinθ (it is natural to assume azimuthal
symmetry). In this case, the Lorentz force j × B is per-
pendicular to the surface of the shell. The radial com-

ponent  of the shell velocity is described by the equa-
tion

(1)

Ṙ

mṘ̇
I2

c22πR2 θsin
2

-------------------------------,–=
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where m(θ) is the mass of the liner per unit surface area.
The implosion of the initially spherical liner further
proceeds spherically if the angular dependence of the
mass distribution in the liner has the form

(2)

For distribution (2), the implosion of the liner is self-
similar, so the quantity µ = const = m4πR2sin2θ remains
constant. In this case, Eq. (1) can be immediately
solved for an arbitrary time dependence of the current
I(t). Assuming zero initial velocity, we obtain

(3)

where R0 = Rt = 0 is the initial radius of the liner. The
kinetic-energy density per unit surface area of the liner
is

(4)

A comparison shows that, due to the axial cumulation
in the quasi-spherical implosion under identical other
conditions (current, compression ratio), this density is
higher than the value for the cylindrical case [12] by the
ratio of (R0 – R)/R to ln(R0/R).

Let us consider the stage of collision between the
external and internal liners. In the ideal case, where the
external liner has a large optical depth and the internal
liner is almost transparent, the effective temperature of
radiation coincides with the plasma temperature, and
the transfer of radiation energy flux density F from the
internal liner through the external one can be described
in the approximation of radiative heat transfer. Due to a
relatively high rate of radiation transfer processes, we
consider the quasi-stationary case, where the radiation
flux through the external liner is constant:

(5)

Here, σ is the Stefan–Boltzmann constant and l is the
Rosseland-averaged free path of photons The tempera-
ture dependence of this path for the tungsten plasma has
the form l ∝  Tη with η ~ 3.6 in the range 175 eV < T <
300 eV [12]. The plasma-density dependence of the
Rosseland path in the approximation of local thermo-
dynamic equilibrium (LTE) is close to the inversely
proportional function l ∝  1/ρ. Passing to spherical vari-
ables, which are natural for the case under consider-
ation, and taking into account the azimuthal symmetry

m θ( ) θ.sin
2–∝

µ R0 R–( )c2 2 I2 t'( ) t' t,dd

0
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0

t
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1
2
---mṘ
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of the flux F = (FR, 0, Fθ), we obtain the following equa-
tion from equation of radiative heat transfer (5):

(6)

After the substitution of the power dependence for the
Rosseland path l ∝  Tη/ρ and Φ = Tη + 4, this equation
becomes linear with respect to the function Φ and, for
a density that is constant along the radius of the external
liner (from R = Rin to R = Rout) but inhomogeneous in
the angle θ as ρ ∝  1/sin2θ according to mass distribu-
tion (2), has a solution in the form of hypergeometric
polynomials. As a result, the expression for tempera-
ture, which is symmetric with respect to the equatorial
plane, has the form

(7)

Here, Ψn(R) and ψn(cos2θ), are the nth harmonics of the
solutions of the radial and angular parts of the equation
after separation of variables, respectively; ψn(x) is the
hypergeometric polynomial; Φ0(R) is the spherically
symmetric component corresponding to the solution of
the radial part of Eq. (6) in the equatorial plane for θ =
π/2, where the liner mass and, accordingly, the optical
path are minimal for the case under consideration. The
spherically symmetric part is dominant in distribution
(7), and, since η + 4 @ 1, the angular dependence of
temperature distribution is weak. This property corre-
sponds to the well-known fact that radiative heat trans-
fer leads to strong isotropization of the radiative field in
a cavity, and that the temperature is determined by the
most optically thin part of the cavity wall. For this rea-
son, we will ignore the anisotropy of the temperature
distribution in our further estimations of the radiation
temperature in the cavity of the liners. Then, the radial
part of equation (6) for θ = π/2 is

R2Φ0 = 0.

Its solution, which relates the radiation temperatures
inside [Tin = T(Rin)] and outside [Tout = T(Rout)] the liner,
can be written, by analogy with the cylindrical case
[12], from the condition that the flux of the radiation
energy on the outer boundary of the shell, at R = Rout,

corresponds to the blackbody law, FR = σ :

(8)

Here, ∆R = Rout – Rin is the thickness of the liner, α =
3(η + 4)/16, and lin and lout are the Rosseland paths in
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  .=
the inner and outer layers of the external liner with tem-
peratures Tin and Tout, respectively. From the condition
of the conservation of energy flux, the temperature Tout
is determined by the radiation power of the shock wave
[1, 12] in the quasi-steady blackbody approximation:

(9)

where ρin is the density of the internal liner. It is neces-
sary to point out that the approximation of the radiative
heat transfer is valid if lin ! ∆R. Even in this case, as
was shown in [12], the criteria of LTE are not well sat-
isfied, and, generally speaking, numerical solution
should be considered for the case of the absence of
LTE. However, relation (8) between the temperatures is
valid with satisfactory accuracy even in the cylindrical
case [12, 15] if the temperature is thought of as the radi-
ation temperature.

Comparison of Eqs. (8) and (9) with the respective
expressions for the double cylindrical liner [12, 15]
shows that the confinement of the radiation energy is
more effective in the spherical case than in the cylindri-
cal one. This is due to both the algebraic relation
∆R/Rin > ln(Rout/Rin) and the absence of the open ends of
the liner, which must be closed with materials having
high albedo for thermal x-ray radiation. Evaluation of
solution (8) shows the gain in the flux illuminating the
target due to trapping of radiation by the external liner
[1]. The effect of radiation amplification increases with
the optical thickness of the liner.

In the framework of this simple model, the change
from cylindrical to spherical implosion is estimated to
give a gain factor of four to five in the flux irradiating
the target. This model disregards the implosion instabil-
ity of the liner. However, as was demonstrated in the
numerical calculations in [16], the quasi-spherical
implosion is more sensitive to instability, because the
liners are curved and the initial mass distribution over
the angle θ is nonuniform. Though these two factors
seem to compensate each other (the larger mass is
placed at the smaller radius from the axis of symmetry)
and, thus, the initial long-wave disturbances are elimi-
nated, for shorter wave modes of the Rayleigh–Taylor
instability, they create additional perturbations in com-
parison with the cylindrical case.

A computer simulation including the entire variety
of the processes of magnetic implosion in the radiative
liners is needed to estimate the effect of the plasma
dynamics of the liners and to determine more accurate
initial parameters of the liners and the power of the flux
irradiating the target.

3. Dynamics of quasi-spherical implosion and
generation of radiation. The radiative-magnetohydro-
dynamic code ZETA [17, 18] was used to simulate
DL/DH with the parameters of an electric generator,
which are close to the parameters of the ZR-machine.
The ZETA code combines a two-dimensional two-tem-

σTout
4 8

3
---ρinV3 Rin

Rout
-------- 

 
2

,≈
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perature (temperatures of electrons and ions) MHD
model and the multigroup radiative transfer. Radiative
transfer is described by the equations for spectral inten-
sity Iω in the quasi-stationary approximation: (W∇ )Iω =
jω – kωIω. The opacity κω and emissivity jω of the
plasma, as well as the equation of state for the plasma,
are calculated by the THERMOS code [19] in the
mean-ion model, in which all possible levels and tran-
sitions are taken into account. The energy levels of ions,
cross sections, and other quantities are calculated on
the basis of the relativistic Hartree–Fock–Slater model.

After several preliminary calculations, the layout
shown in Fig. 1 was chosen as the variant for analyzing
the effect of implosion dynamics and generation of
radiation. The external tungsten liner is located
between the electrodes, which have the beam angle 90°,
i.e., 45° < θ < 135°. To maintain a good electrical con-
tact of the electrodes with the liner for R < 0.6 cm, the
electrodes are inclined from the radial direction at an
angle that is slightly less than the angle of thermal scat-
tering of the internal liner after its collision with the
external one. Accordingly, the distance between the
electrodes is varied from 2.8 cm to 6 mm. To reduce the
effect of instability, the nested double-shell external
liner was chosen. The outer spherical shell has radius
R01 = 2 cm and the mass per unit length at the equator
M1 = 5.65 mg/cm [the mass density per unit area of the
shell m(π/2) = 0.45 mg/cm2 or µ = 22.6 mg]. The inner
spherical shell has radius R02 = 1 cm with the mass per
unit length at the equator M2 = 2.85 mg/cm. The angu-
lar distribution of the mass of the shells corresponds to
dependence m(θ) ∝  sin–2θ (2). We note that the simpli-
fied analytical model outlined above for the spherical
implosion is easily generalized to the case of the pres-
ence of an intermediate shell if the perfectly inelastic
collision of the shells is assumed (this assumption is
valid due to the low thermal pressure and the fast diffu-
sion of the magnetic field in the strongly radiating
plasma [14, 18]) and if momentum conservation in the
collision is used. The internal liner is spherical with
radius R2 = 2.4 mm, thickness 0.3 mm, and mass per
unit length at the equator M1 = 10.6 mg/cm. The angu-
lar distribution of the internal-liner mass corresponds to
Eq. (2) in the angular range 45° < θ < 135° and is con-
stant beyond this range. The inner liner is made mainly
of a material transparent to x-ray radiation (low-density
plastic, in this variant) with an addition of 5–10% of
tungsten. The outer part of the liner is made of tungsten
to protect the inner liner from the intense thermal scat-
tering induced by the radiation of the outer liner at the
stage of implosion and to ensure a more effective con-
version of the kinetic energy into radiation at the stage
of collision. A spherical target should be placed in the
center of the cavity of the internal liner (to simplify the
simulation, the target is not introduced into the model,
because it requires special consideration and a detailed
computational grid).
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Implosion dynamics in which the evolution of MHD
instabilities is taken into account (to this end, random
±5% disturbances are imposed on the density and shape
of the liners), the collision of the liners, and the gener-
ation and transfer of radiation are studied in the simula-
tion. The main optimization parameters are the value
and distribution of the energy density of thermal radia-
tion in the central cavity of the liners. For simplicity, the
target is not considered in the calculations. The evolu-
tion of the plasma density is represented in Fig. 2 at the
four stages of the process: during implosion of the
external shell (at the beginning of collision between the
outer and inner liners of the external shell), before the
collision of the liners, during the process of the colli-
sion, and before pinching of the DH. The pulse of cur-
rent in the liners and the power of radiation are shown
in Fig. 3 as functions of time. The current pulse starts
with the 100th ns. Several peaks are observed in the
curve of the radiation power. The first of them, with a
height of 20 TW at 228 ns, coincides with the instant of
collision between the outer and inner shells of the
nested external liner. The shell has accumulated 0.8 MJ
of kinetic energy to this time, and this result is in good
agreement with the simple acceleration model given by
Eq. (4). The second peak (75 TW) at 249 ns begins with
the collision of the external and internal liners. The col-
lision lasts 6–7 ns and the radiation power increases to
165 TW at 256 ns. At this instant, the formed DH col-
lapses, producing the peak of radiation, and creates the
pinch that generates the last peak of 320 TW at 261 ns.

In the process of the DH collapse, thermal radiation
fills the volume of the liner, and its intensity increases,
due to the effect of trapping, from 240 TW/cm2 at
250 ns to 550 TW/cm2 at 256 ns. The brightness tem-
peratures of the radiation at these instants correspond to

 ≈ 220 eV and  ≈ 270 eV, respectively. Then, dur-
ing pinching, the emissivity increases to 1450 TW/cm2
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Fig. 1. Layout of the quasi-spherical DL/DH in the axial
section view: the electrodes (at the bottom and top), the
nested double-shell external liner, and the spherical internal
liner with the target inside it.
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Fig. 2. Density evolution in the DL/DH: the axial section views at 225, 242, 249, and 252 ns. The target was not included in the
calculation.
at 261 ns. In our opinion, extremely intense radiation
just before pinching can also be used for irradiation of
a well-formed target and for obtaining the effect sharp-
ening. We also note that the earlier pinching of the
plasma near the electrodes (between the electrodes and
the internal liner) gives rise to additional radiation
fluxes, which, becoming isotropic in plasma, also irra-
diate the target and affect it in the same manner as a
double-end hohlraum [2].

The effect of instabilities arising during the implo-
sion of the liners is seen in Fig. 2. In the process of
implosion, the outer part of the plasma shell is not
homogeneous, because the Rayleigh–Taylor MHD
instability [18] deforms it. Nevertheless, the diffusion
of the magnetic field and the radiative transfer flatten
the distortion of the density. When the plasma of the
outer shell is decelerated during the collision of the
shells of the external liner, the distorted outer layers of
the plasma enter into the bulk of the liner, concentrating
the kinetic energy in spite of the losses of it in the col-
lision and reducing the negative effect of instability on
the efficiency of the energy conversion and confine-
ment of radiation. It should be noted that, since the
degree of compression is low and the short-wave modes
are smoothed by diffusion, the initial random 5% dis-
turbances were barely seen against developing regular
inhomogeneities associated with both the initial spher-
ical curvature of the liners and the distribution of their
masses in the angle θ. Despite the distortion of the
plasma layer affected by instability, radiative transfer
smoothes the radiation distribution in the cavity of the
DL/DH.

For more effective conversion, the substance of the
liner should have the minimum Rosseland path at given
temperature and density, as is seen from the estimate by
Eq. (8). At high temperatures and for large Z, the line
absorption takes place in the narrow bands of the spec-
trum, and there are transparent regions that are charac-
terized by a long free path of photons and through
which photons escape due to multiple reemission.
Using heavy (Z > 80) and relatively light (Z = 64, 67,
…) elements as components of a mixture, one can close
the transparent bands of the spectrum and minimize the
Rosseland paths. The brightness temperature of the
liner that is made of such a mixture can be increased by
JETP LETTERS      Vol. 81      No. 9      2005
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more than 20% [12]; i.e., the intensity of radiation can
be more than doubled.

The above calculations show that, despite the insta-
bility of the liner implosion, the change to quasi-spher-
ical geometry considerably increases the intensity of
radiation inside the DL/DH, as compared with the
cylindrical case for the same energies of the pulse gen-
erator. The regular behavior of the implosion instability
allows for the possible future optimization of the distri-
bution of the liner masses. The choice of the materials
for the liners is also a potential way of improving the
scheme.

We are grateful to our colleagues, Prof.
V.G. Novikov and A.D. Solomyannaya, for the compu-
tations and tables of atomic data and to A.Yu. Kruk-
ovskiœ and V.S. Zakharov for assisting in the develop-
ment of the computer code and in the calculations.
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A clear physical model is proposed for phase transitions in a dusty plasma. According to this model, the formation
of plasma dust crystals is associated with the nonlinear effect of the collective attraction of dust particles. The non-
linear collective attraction between negatively charged dust particles corresponds to large charges of dust particles
used in the available experiments. This concept provides a new physical model of crystallization that is attributable
to the capture of dust particles in an attractive potential well rather than to the strong interaction between them.
Calculation using this model yields the depth of the attractive potential well and the critical coupling constant in
good agreement with the available experimental data. © 2005 Pleiades Publishing, Inc.

PACS numbers: 52.27.Lw
1. A main mystery of plasma dust crystals discov-
ered in experiments [1–7] is that the observed values of
the critical coupling constant are inconsistent with any
physical and theoretical estimates of this quantity. The
critical coupling constant is the ratio of the mean
energy of the Coulomb interaction between dust parti-
cles to the critical transition temperature Td, cr and is

given by the expression Γcr = (4πnd/3)1/3 e2/Td, cr,
where Zd is the charge number of dust particles,
(3/4πnd)1/3 is the mean distance between dust particles,
and nd is the concentration of dust particles. The Γcr val-
ues observed in experiments [1–3] for rf discharges at a
pressure near 1 torr and in a dense plasma [4–7] are
close to 103–104 and 3–10, respectively. At the same
time, the only available numerical simulation of strong
interaction for a so-called single-component plasma
model [8] yields values of 150–170. Since the observed
Γcr values are large, the common opinion is that the for-
mation of dust crystals is possible in strongly interact-
ing systems.

In this work, a new physical model is proposed, in
which interaction is collective rather than strong and
dust particles in phase transitions are localized in a
shallow attractive potential well, which arises due pri-
marily to the nonlinear screening of large charges of
dust particles. The balance between nonlinear screen-
ing at short distances and collective attraction at large
distances determines the mean interparticle distances
corresponding to the values observed in the transition to
the crystalline state. It is shown that this model explains
most observations in both a low-density plasma [1–3,
7] and a dense plasma [4, 5] and yields Γcr values and
interparticle distances that are very close to observable
values. A certain role of strong interactions in this
model is that they prevent the penetration of particles
into the region of strong interactions. The main role in

Zd
2
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the formation of the crystalline state belongs to weak
interactions beyond the region of strong interactions.
These weak interactions for the available experiments
are collective and include a relatively shallow attractive
well, where dust particles can be localized when a dust
crystal is formed. The strong character of the interac-
tions is manifested in nonlinear screening for large
charges of dust particles (Zd values measured in the
available crystallization experiments are ≈103–104).
This nonlinear screening physically means that the
electrostatic potential φ at short distances around dust
particles satisfies the strong-nonlinearity condition
|eφ| @ Ti (where Ti is the ion temperature in energy
units) and that nonlinearity is expanded at distances
much larger than the linear Debye screening radius

λDi =  (in most experiments, the ion tem-
perature is much lower than the electron temperature,
τ = Ti/Te ≈ 10–2 ! 1). At the same time, it is shown that
the size of the nonlinear-screening region is less than
the size at which collective attraction is manifested [9].
Therefore, the appearance of collective attraction
whose range is larger than the nonlinear screening size
is determined by the efficiency of nonlinear screening.
As is shown in this work, nonlinear screening is very
strong and determines the amplitude of collective
attraction beyond the nonlinear-screening region. Such
an effect corresponds to nonlinear collective attraction
and has the same characteristic sizes as the previously
discovered effect of linear collective attraction [9], but
nonlinearity determines much stronger collective
attraction than that observed in [9].

The nonlinearity of screening is governed by the
parameter

(1)

Ti/4πnie
2

β z
τ
-- a
λDi

-------; z
Zde2

aTe

----------,= =
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where a is the radius of a dust particle and the dimen-
sionless charge z of dust particles is always about 1
(according to the concept of the wake potential of dust
particles, but it is equal to about 2–4 in experiments).
For β ~ 1, the nonlinear radius is equal to the radius of
linear screening. In experiments [1–3, 7] and [4, 5], β is
about 50 and 2–5, respectively; i.e., nonlinearity is
always strong, and the concept of linear screening can-
not be used to interpret experiments. Radical change in
the character of screening was discovered in [9, 10].
This change, so-called overscreening, is associated
with collective effects and is manifested as the reversal
of the sign of the polarization charge around dust parti-
cles. Thus, this behavior leads to the attraction between
dust particles and to their pairing. In this work, we
prove that nonlinear screening significantly increases
collective attraction, which leads to the crystallization
model explaining the critical values Γcr of the coupling
constant that are observed in the available experiments.

2. It has long been known that large charges in a
plasma are screened nonlinearly. Strong nonlinearity is
most often considered in a model known as Gurevich’s
model [11], in which the ion polarization charge ρi is

proportional to . A simple analytical expression that
well approximates the solution of Poisson equations
with a nonlinear potential [11] was proposed in [12].
For dust particles whose charge is equal to –Zde, this
expression has the form

(2)

Beginning with the second of Eqs. (2), all distances r
are measured in the linear Debye radius λDi =

 and R is the nonlinear screening radius
measured in λDi.

According to Eqs. (2), the nonlinear screening
radius for β @ 1 is much larger than λDi. The result
obtained in [12] is easily generalized for arbitrary non-
linearity ρi ∝  φν with 0 < ν < 1:

(3)

The coefficient d(ν) is given in the form of an approxi-
mate analytical expression obtained using numerical
results [13] for the range 0.1 < ν < 0.8. The range of
nonlinear screening increases with both β and ν.
Expression (3) will be used below to obtain the ampli-
tude of nonlinear collective attraction.

3. As was mentioned in [9], collective attraction
arises because a constant source of ionization is

φ

φ r( )
Zde2

r
----------ψ r

λDi

------- 
  ;–=

ψ r( ) 1 r
R
---– 

  4

; R 3.6β1/5.= =

Ti/4πnie
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ψ r( ) 1 r
R β ν,( )
------------------– 
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1 ν–
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R β ν,( ) d ν( )β
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required in order to ensure balance of energy and
plasma particles in a system whose size is much larger
than the mean free path of ions. This source produces
additional electrons and ions between two interacting
dust particles. These electrons quite easily leave the
region between dust particles, whereas ions are decel-
erated due to friction on either dust or neutral atoms.
Under the condition β @ 1, which is satisfied in the
available experiments, friction on neutral atoms domi-
nates. Under the above conditions, screening at dis-
tances larger than the nonlinear screening radius can be
described in the linear approach, in which, however, the
plasma flux F absorbed by dust particles is taken into
account in addition to the electrostatic polarization field
E. Fields E and F are related to each other, because a
decrease in the polarization charge due to the flux to
dust particles changes the polarization field E, and the
polarization changes fluxes and the field F. As a result,
in the simplest case of linear screening, two exponents
appear at large distances instead of one exponent (as in
an ordinary plasma with Debye screening). As was
shown in [7], for the most experimentally interesting
case, where the ionization rate is proportional to the
electron concentration, the index of the first exponen-
tial is real [ψ ∝  exp(–λ1r)], and the index of the second
exponential is imaginary [i.e., this exponential is repre-
sentable as ψ ∝  cos(λ2r)]. Therefore, a system of attrac-
tive wells appears:

(4)

The relation between λ1 and λ2 is determined by the

coupling constant  of the two fields E and F near
interacting dust particles (see [9]). Here, we attribute
this coupling constant to friction on neutral particles,
because it dominates in the available experiments for
β @ 1. We also introduce the ionization factor αion,
assuming that the number of electron–positron pairs
created by the ionization source over the mean free path
is equal to αionne/n0, where ne is the local electron con-
centration and n0 is the plasma concentration far from
interacting particles. Such a relation represents the
basic features of ionization in all experiments where
dusty plasma crystals are observed. Moreover, the con-
dition τ = Ti/Te ! 1 for the electron and ion tempera-
tures is satisfied in all experiments. In this case, calcu-
lations provide the following expressions for the cou-
pling constant and coefficients λ1 and λ2:

(5)

(6)

(7)
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In contrast to the expressions derived in [9], the cou-
pling constant of two fields is determined by friction of
ions on neutral particles rather than on dust. As was
shown in [13], friction with dust decreases by two or
three orders of magnitude as β increases from 1 to 100.
Therefore, friction on neutral particles is responsible
for the effect of collective attraction for β @ 1 (expres-
sions obtained in [9] well describe collective attraction
for β ! 1, when friction occurs primarily on dust). The
nature of collective attraction does not change signifi-
cantly when one friction force is exchanged for the
other frictional force and remains the same as in [9].
The model is considerably simplified, because collec-
tive constants given by Eqs. (5)–(7) in the case under
consideration are independent of the nonlinear parame-
ter β governing nonlinear screening (3).

4. The amplitudes of nonlinear collective attraction,
which is discussed in this work, are determined by non-
linear screening in the limit where nonlinear effects
become weak and solution (3) is transformed into solu-
tion (4). The physical condition for such a transforma-
tion is the equality of the potential energy of the
screened charge to the mean thermal energy of ions (for
τ ! 1, nonlinearity is almost completely associated
with the ion plasma component). In real calculations,
the amplitudes A and B in Eq. (4) are obtained from the
joining conditions for the potential and field at the dis-
tance R(β, ν)(1 – ∆(β, ν)), where ∆ is the solution of the
transcendental equation

(8)

The quantity ∆ characterizes the relative difference
between the nonlinear radius R and the distance at
which nonlinear screening is transformed into linear
screening with characteristic form (4), which is deter-
mined by collective effects. Calculations show that the
nonlinear screening radius R(β, ν) increases, for β ≈
0.5, from 2λDi to 5.5λDi when ν increases from 0.1 to
0.7 and increases with β, reaching (7–11)λDi for β =
100. Numerically solving Eq. (8), we conclude that
R(β, ν)(1 – ∆(β, ν)) values are approximately identical
for all ν values and are close to λDi, but they become
different with an increase in β and lie in the range (3.9–
5.5) × λDi for β = 100. The coefficients A and B obtained
from the joining conditions for both the potential and
the field determine both unknown constants and
thereby completely determine the plasma flux to a dust
particle. According to the corresponding results, in con-
trast to the case β ! 1 [9], the coefficient B is negative
over a wide region of the parameters; i.e., it describes
attraction. Previously, in [9], attraction for the case β !
1 arose only because the cos(λ2r) term (whose coeffi-
cient is always positive) in Eq. (4) is sign-alternating.
Thus, nonlinear screening substantially changes the
character of attraction at large distances. For β @ 1,
according to the joining condition, the negative coeffi-
cient B maximal in absolute value reaches a value near

∆ β ν,( )( )
2

1 ν–
------------ 

 

1 ∆ β ν,( )–
---------------------------------- d ν( )β

2
3 ν–
------------–

.=
–0.4 for small ν values near 0.1 and small β ≈ 1. The
negativity of the coefficient B means that the first max-
imum of the attractive potential can arise immediately
over the nonlinear screening radius. However, with an
increase in β, B values remaining negative decrease in
absolute value, whereas the coefficient A always
increases from 1 for β ≈ 1 to about 10 for β = 100. This
behavior means that, with an increase in β, the possibil-
ity of the appearance of the first potential well immedi-
ately over the nonlinear screening radius disappears at
large β values, and the first potential well at large β val-
ues is determined by the alternating term containing a
cosine in solution (4). The ratios of characteristic dis-
tances in Eq. (4) to the nonlinear screening radius are
determined by the relations  = λ1(1 – ∆(β, ν)) and

 = λ2(1 – ∆(β, ν)). According to calculations, both
these quantities decrease as β increases: the exponential
screening length divided by λDi decreases from a value
of about 1 for β ≈ 1 to 0.1 for β = 100, and R2 decreases
from a value of about 10 for β ≈ 1 to a value of about 3
for β = 100. As a result, the position of the first mini-
mum changes stepwise as β increases. Using these
results, one can determine the first attractive minimum,
its distance divided by the nonlinear radius R, and the
attraction energy divided by e2/R. The distance of
the first minimum changes stepwise as β increases,
because the negativity of the coefficient B is compen-
sated by the increasing coefficient A, and the first min-
imum appears only when cos(λ2r) is negative. For lower
β values, the distance of the first potential minimum is
quite close to R and the attraction potential energy is high
and decreases as β increases. The jump in the position of
the first minimum occurs at β ≈ 10. The attraction poten-
tial energy is quite high before this jump and is equal to
about –0.2 in dimensionless units [for Zd ≈ 3 × 103, R(1 –
∆) ≈ 3], and it is equal to 10–30 eV after the jump. After
the jump, the potential well depth first increases with β
and then decreases. This depth is much less than the value
before the jump and may be near the transition tempera-
ture to the crystalline state. The attraction-energy jump
that occurs as β increases is of interest for interpretation
of the simultaneous observation of different crystalline
structures in different sections of a discharge in the early
works devoted to dusty plasma crystals [2].

5. It is natural to attribute the appearance of crystals
in the presence of potential minima to the localization
of particles in these minima. In this case, the distances
of potential minima are expected to be close to the
interparticle distances in the crystal lattice. This is the
case according to estimates.

The coupling constant Γcr = (4πnd/3)1/3 e2/Td, cr is
another measuring parameter. If particles are localized
in the attractive potential well, we arrive at the simple
relation (see also [14])

(9)
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R2
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Zd
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Zd
2
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1
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where ψmin(β, ν) is the screening factor at the potential-
well minimum. Explicit Γcr values that can be com-
pared to experiments have not yet been obtained. Fig-
ure 1 shows Γcr(β, ν) calculated as a function of β for
various ν values. The appearance of sharp peaks corre-
sponds to the disappearance of the first potential mini-
mum or the disappearance of interaction, which must
always occur when repulsion is changed to attraction.
The peaks in Γcr are shifted towards larger β values as ν
increases or τ decreases. For τ = 0.01, peaks disappear
for any ν values. The results presented in the figure
completely explain large Γcr values observed in most
experiments with the transition to a crystalline state

Fig. 1. Coupling constant Γcr calculated with a/λin = 0.3 vs.
the nonlinear parameter β for τ = Ti/Te = (a) 0.1 and (b) 0.03
and for the nonlinearity degree of the screened potential ν =
(thick solid line) 0.1, (dotted line) 0.3, (dashed line) 0.5,
(dash–dotted line) 0.7, and (thin solid line) 0.9 (close to
Yukawa screening). The peak of Γcr appears because the
first potential minimum, which is attributed to nonlinear
screening at small distances, disappears and the potential
minimum at large distances appears due to the alternating
sign of the collective interaction. As is seen, as ν increases,
the peaks are shifted towards larger β values and the maxi-
mum for τ = 0.1 and 0.03 disappears at ν = 0.9 and 0.7,
respectively.
JETP LETTERS      Vol. 81      No. 9      2005
[1−3, 7] in rf discharges and relatively small Γcr values
4–10 in experiments at high pressures [4, 5]. The calcu-
lated positions of the potential minima correspond to
the observed interparticle distances after the transition
to the crystalline state.

The clear physical model of crystallization that is
proposed in this work will provide considerably deeper
insight into the new state of matter discovered in exper-
iments in which plasma crystals are observed. More-
over, this model can be used to predict new physical
phenomena and new states that could be observed in
future experiments.

In the framework of the above model, three basic
conditions are required for plasma crystallization:

(i) Systems must be open with substantially variable
charge and collective interaction.

(ii) Screening of dust charges must be substantially
nonlinear.

(iii) Sizes of a system must be much larger than the
mean free path of ions with respect to absorption on
dust particles.

These conditions are satisfied in most of the avail-
able experiments.
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Single crystals of a noncentrosymmetric orthorhombic pyroelectric ferrimagnet Ga2 – xFexO3 with a Curie tem-
perature within 260–345 K have been grown by the flux method. It has been found that the electrical properties
of the single crystals varied over a broad range from 105 to 1013 Ω cm depending on the presence of transition-
metal oxide impurities. The dispersion relations for all three principal dielectric functions of orthorhombic
GaFeO3 have been determined in the range 0.7–5.4 eV by spectroscopic ellipsometry. The spectra of the dielec-
tric functions of the orthorhombic Ga2 – xFexO3 crystals are compared with the spectra of the trigonal crystals.
The Faraday effect and second-harmonic generation are studied, and the law of the transition to the paramag-
netic state has been determined. The crystallographic and magnetic contributions to the second-harmonic gen-
eration are analyzed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.65.Ky, 75.50.Gg, 78.20.–e
Materials and multiphase heterostructures charac-
terized by several coexisting order parameters are
referred to as multiferroics [1] and have been known
since the 1960s [2, 3]. Although they demonstrate inter-
esting physical phenomena such as magnetoelectric
and piezomagnetic effects, attempts at designing
devices based on these effects proved to be unsuccess-
ful because of the small values of their cross suscepti-
bilities between different order parameters. However,
some works have recently reported about “giant” cross
susceptibilities in multiferroics [2–5]. This would open
up real possibilities for the practical use of these mate-
rials in magneto- and optoelectronics. At present, the
inquiries into multiferroics are based, on the one hand,
on a more advanced technological base and, on the
other, on the possibility of theoretical and ab initio pre-
dictions of materials and structures with predetermined
physical properties. It is also worth noting that, since
early works on multiferroics, the physical methods of
investigation have become much more elaborated, so
that there is a real possibility to study phenomena that
were inaccessible and even unknown 30–40 years ago.
As an example, we mention the spectroscopic studies of
optical harmonic generation in multiferroics [6].

In this work, we report optical and magneto-optical
properties of a multiferroic Ga2 – xFexO3 [7] that is an
interesting object for physical study and can become a
basis for new promising materials because of its high
transition temperature to the paramagnetic state and, as
0021-3640/05/8109- $26.00 0452
a consequence, because the electric and magnetic order
parameters interact in it at room temperature. The spe-
cific feature of this material is that, depending on the
value of x, its crystal structure and physical properties
change. Of the greatest interest are the compositions
with concentration 0.7 ≤ x ≤ 1.4, which crystallize in
the noncentrosymmetric pyroelectric Pc21n structure
[8] with the spontaneous polarization directed along the
y axis. Such materials are ferrimagnets (magnetic space
group Pc21n) [9, 10] with the ferrimagnetic moment
directed along the z axis. The Curie temperature TC sig-
nificantly depends not only on the concentration of
magnetic iron ions Fe3+, increasing with x, but also on
the preparation technique [9–11]. For instance, the
Curie temperature of the single crystals grown by the
“flux” method is considerably higher than for crystals
grown by the floating zone method.

To prepare single crystals with the highest TC, we
applied the flux method. To reduce the possible varia-
tions in the basic composition of the grown single crys-
tals, we chose fluxes based on sodium tetramolybdate
90 wt % (Na2O + 4MoO3) + 10 wt % Ga0.5Fe1.5O3. In
this case, the iron distribution coefficient between the
crystal and the flux is close to unity. Depending on the
growth temperature and the additions of bivalent (Co,
Ni, Cu, Zn) or trivalent (Cr, Sc, La) metal oxides, TC of
the grown crystals varied in the range from 260 to 345
K. An unexpected fact was that, upon the introduction
of bivalent metal oxides into the flux, the electrical
© 2005 Pleiades Publishing, Inc.
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resistivity increased from 106–107 to 1013 Ω cm. Upon
the introduction of titanium dioxide (TiO2), the resistiv-
ity decreased to 105 Ω cm. The impurities of trivalent
metal oxides showed no effect.

The structure of prepared single crystals was moni-
tored by the x-ray method, and the obtained unit-cell
parameters were in agreement with the literature data
[8, 11]. The fact that the crystal structure is noncen-
trosymmetric was also confirmed by analyzing the tem-
perature dependences of the damping of elastic vibra-
tions excited by the electrical (sample inside capacitor)
and magnetic (sample inside coil) methods in polished
spheres with a diameter of 1–2 mm [12]. Figure 1
shows the temperature dependences obtained for the
relative amplitudes of piezoelectric (Apiezo) and mag-
netic (Amag) signals, for the reciprocal Q factor Q–1 of
the piezoelectric signal, the logarithm of resistance
logR, and the frequency f of the elastic oscillations of
one of the samples obtained from the flux with addi-
tions of cobalt oxide (Co/Fe = 6 at. %).The magnetic
signal disappears in the region of TC, while the ampli-
tude of the piezoelectric signal rapidly decreases at
temperatures above 400 K. The disappearance of the
piezoelectric signal is accompanied by the deterioration
of the Q factor of elastic vibrations.

We now discuss the optical properties. The linear
polarization Pi(ω) in the electric field Ej(ω) of the light
wave can be written in the form

(1)

where the tensors , , and  describe the opti-
cal and magneto-optical susceptibilities and the linear
magneto-optical spatial dispersion, respectively. The
superscripts (i) and (c) indicate that the tensor is invari-
ant or noninvariant under time reversal, respectively

[13]. For the magnetic point group m'2'm, the  ≠

 ≠  and  ≠  components are nonzero.

The result that the  has three independent tensor
components is quite obvious for a biaxial crystal. The

fact that  ≠  indicates that the spontaneous mag-
neto-optical effect should be observed for the light
propagation along the z axis, along which the ferrimag-
netic moment is aligned. However, in contrast to the
Faraday effect in isotropic media, where the natural
waves are circularly polarized, the natural waves prop-
agating along the z axis in orthorhombic crystals are
polarized elliptically below TC. Note that the magnetic
symmetry allows for the magnetoelectric effect with
the tensor components of the xy ≠ yx type, which was
observed in [14] and interpreted as the manifestation of
the toroidal momentum. The possibility of new nonre-
ciprocal optical effects in GaFeO3 was pointed out in
[15]. The observation of the optical magnetoelectric
effect was reported in [16].
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The expression for the nonlinear polarization Pi(2ω)
can be written in the form

(2)

where the tensors  and  account for the optical
second harmonic generation of the crystalline and mag-
netic nature, respectively. These tensors have nonzero
components of the type [11, 13, 17]

(3)

(4)

Note that the occurrence of the magnetic second-har-
monic components directly follows from the noncen-

trosymmetry of the crystal structure. The tensor 
has only odd components in the x indices and is identi-
cal to the tensor of the piezomagnetic effect [13], which
is probably responsible for the appearance of the mag-
netic acoustic signal Amag (Fig. 1).

In the general case, the linear and nonlinear proper-
ties of transition-metal oxides in the optical range are
determined by the electronic transitions in magnetic
ions in the crystal field, by the charge-transfer transi-
tion, and by interband transitions. In order to reveal the
main features of the electronic structure of the multifer-
roic Ga2 − xFexO3, we carried out an ellipsometric study
in the range 0.7–5.4 eV for several differently oriented
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Fig. 1. Temperature dependences of the (a) relative ampli-
tudes of piezoelectric Apiezo and magnetic Amag signals, the
reciprocal Q factor Q–1 of the piezoelectric signal, and
(b) logarithm of resistance logR and frequency f of elastic
vibrations in the GaFeO3 single crystal prepared from a
melt with additions of cobalt oxide.
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Fig. 2. Absorption coefficients k and refractive indices n vs.
the photon energy E for three principal light polarizations.
Inset: the spectral dependences of (a) birefringence ∆nzx =
nz – nx, (b) dichroism ∆kzx = kz – kx, as calculated from
transmission ellipsometry, and (c) absorption.

Fig. 3. (Points) Spectral dependences of the dielectric func-
tions ε' and ε'' of GaFeO3 for three principal polarizations
and (dotted lines) their decomposition into main oscillators.
Numerals indicate the positions of the main transitions in
electron volts.
GaFeO3 samples. This allowed us to determine the
dielectric functions ε = ε' – iε'' for the three principal
axes of the orthorhombic crystal (Figs. 2, 3). Figure 2
shows the spectra of the absorption coefficients ki and
refractive indices ni. Two maxima are clearly seen in the
region of weak absorption (inset in Fig. 2). They are
typical for the majority of trivalent iron oxides and can
reliably be assigned to the localized transitions from the
ground 6A1 state to the 4T1 (~1.5 eV) and 4T2 (~2.0 eV)
levels [18]. The feature near 1.25 eV is likely due to the
splitting of the 4T1 level by the trigonal component aris-
ing in the crystal field as a result of displacement of the
Fe3+ ions along the polar axis y [16]. The feature in the
region of 2.5 eV was assigned to the 6A1  4A1, 4E
transition.

The dielectric functions ε' and ε'' and their decom-
position in several oscillators are shown in Fig. 3 for the
three principal directions. The decomposition is per-
formed in the Lorentz model according to the formula

(5)

where the term bE is introduced to take into account the
transitions occurring at energies higher than the energy
range under study. With the object of revealing trends in
the variations of dielectric functions of the Ga2 – xFexO3
system with changes in the gallium/iron ratio, the ellip-
sometric study was carried out for single crystals of the
composition Ga0.25Fe1.75O3 that crystallize in the trigo-
nal structure of the α-Fe2O3 hematite type. The dielec-
tric functions of this uniaxial material and their decom-
position in the main oscillators for two principal light
polarizations are shown in Figs. 4b and 4c. The com-
parison of these results with the dielectric functions for
GaFeO3 (Fig. 3) allows the following conclusions to be
drawn.

(i) The spectral decomposition for Ga0.25Fe1.75O3
gives a more structured pattern than for GaFeO3. This
result is understandable because the iron ions in trigo-
nal Ga0.25Fe1.75O3 are situated in the equivalent crystal-
lographic positions, while, in the orthorhombic
GaFeO3, they occupy three nonequivalent octahedral
positions [8]. The results of calculation of the electronic
structure of the iron ion in the octahedral cluster of oxy-
gen ions in the cubic-field approximation [19] are pre-
sented in Fig. 4a.

(ii) An increase in the concentration of iron ions
results in a noticeable low-energy shift of the main
absorption maximum and an increase in its intensity. In
Ga0.25Fe1.75O3, the main maximum is situated near
3.0 eV and has intensity ε'' ~ 6.2 (E || z) and 8.2 (E ⊥  z),
whereas the main maximum in GaFeO3 is positioned at
3.6 eV (E || x, z) and 3.9 eV (E ⊥  y) and has intensity
ε'' ~ 4.5–5.

(iii) Noteworthy also is a considerable increase in
the intensity of localized 6A1  4A1, 4E transitions

ε ε0 bE
f j

E j
2 E2– iEγ j–

----------------------------------,∑+ +=
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near 2.5 eV in Ga0.25Fe1.75O3. This is caused by the
strengthening of mixing of the 3d-states with the
allowed electric-dipole charge-transfer transitions
because of their high intensity and proximity to the
localized transitions.

The study of spontaneous optical rotation was car-
ried out on a plate 60-µm thick whose normal was
directed along the y axis. The wave vector was perpen-
dicular to the x axis and made an angle α ~ 20° with the
y axis (the direction of the light beam in the sample was
~10°), and the magnetizing field was directed along the
z axis. Due to birefringence, the rotation of the polariza-
tion plane observed in this geometry is not the true
Faraday effect that is determined by the βxy ≠ βyx com-
ponents. The temperature dependences of the residual
rotation angle θF of the polarization plane are shown in
Fig. 5. The effect disappears at T . 260 K, which we
identify as the Curie temperature of the sample. The
hysteresis loops for θF for several temperatures are pre-
sented in the inset in Fig. 5.

The second-optical-harmonic generation, which is
related to the crystallographic and magnetic contribu-
tions by formula (2), was studied on the same sample
and in the same geometry as for the Faraday effect. Ear-
lier, the second-harmonic generation was studied only
for GaFeO3 crystals prepared by the floating zone
method and having TC ~ 200 K [17, 20]. A change in the
magnetic contribution to the second-harmonic genera-
tion is clearly seen from the temperature dependence of

the magnetic contrast  of the sec-

ond-harmonic signal (Fig. 5). One can see that the tem-
perature dependences of the linear rotation of the polar-
ization plane and the nonlinear magnetic contrast obey
the power law (1 – T/260.0(4))0.37(4); i.e., this sample
undergoes transition to the paramagnetic state at TC .
260 K. The azimuthal dependences for a photon energy
of ~1.54 eV are shown in Fig. 6 for the opposite field
directions ±H || z and two polarizations of the second
harmonic. Using Eq. (2) and Eqs. (3) and (4) for the
tensor components of nonlinear susceptibility and per-
forming appropriate coordinate transformations [21],
we arrive at expressions describing the dependences of
the second-harmonic intensities on the azimuth ϕ of
pump polarization:

(6)

(7)

The results of calculations by formulas (6) and (7) are
shown in Fig. 6 by hatched regions. When calculating,

I2ω +H( ) I2ω H–( )–

I2ω +H( ) I2ω H–( )+
-----------------------------------------------

I ||x
2ω A ϕcos

2
B αsin

2
C αcos

2
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2
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+ d 2ϕ αsinsin 2;

I ⊥ x
2ω a ϕ b αsin

2
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2
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2
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2
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2
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Fig. 4. (a) Main transitions in iron oxides calculated in the
cubic-field approximation [19] and (b), (c) (points) spectra
of the dielectric functions ε' and ε'' of the uniaxial crystal
Ga0.25Fe1.75O3 and (dotted lines) their decomposition into
main oscillators for the principal light polarizations.

Fig. 5. Temperature dependences of (open circles) the rota-
tion θ of the polarization plane and (closed circles) the mag-
netic contrast of the second harmonic. The solid line is the
function (1 – T/260.0(6))0.37(4). Inset: the field dependences
of the rotation of the polarization plane for several temper-
atures.
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Fig. 6. Azimuthal dependences of second-harmonic intensities for the E2ω || x and E2ω ⊥  x polarizations in a field ±H || z for several
temperatures. The solid lines are calculations by formulas (6) and (7).
we took into account a small misorientation of the crys-
tal axes about the laboratory coordinate systems. We
attribute the discrepancy between the experimental and
calculated dependences to the disregard of the influence
of strong birefringence.

In summary, the optical and magneto-optical prop-
erties of a noncentrosymmetric orthorhombic orthofer-
rite GaFeO3 that has TC in the range 260–345 K and is
grown by the flux method have been studied in this
work. The dielectric functions for the three principal
crystallographic axes have been obtained over a broad
spectral range. The comparison of these spectra with
the spectra of trigonal Ga0.25Fe1.75O3 has shown that an
increase in the concentration of the Fe3+ ions gives rise
to the low-energy shift of the fundamental absorption
edge. Since the iron ions in orthorhombic GaFeO3

occupy three nonequivalent crystallographic positions,
the pattern of charge-transfer transitions is more pro-
nounced in trigonal Ga0.25Fe1.75O3, where Fe3+ ions
occupy only equivalent positions. The study of the
magneto-optical Faraday effect and second-harmonic
generation in a magnetic field allows for the determina-
tion of the transition law to the paramagnetic state for
GaFeO3.
We are grateful to A.V. Kimel, V.V. Pavlov, and
P.A. Usachev for stimulating discussions. This work
was supported by the Russian Foundation for Basic
Research and the European Program DYNAMICS.
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Scattering Involving LO Phonons in Tunneling
to the 2D Electron System of a Delta Layer
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Tunneling to both one and two or three subbands of the 2D electron system of a delta-doped layer is observed
in Al/δ-GaAs structures. The energy positions of 2D subbands in one sample are varied due to the diamagnetic
shift or persistent tunneling photoconductivity. The change of the sign of a step in tunneling conductivity is
observed at the threshold of the emission of an LO phonon when a successive subband is involved in tunneling.
An increase in conductivity (positive step) is observed for inelastic intrasubband electron–phonon scattering. A
decrease in conductivity (negative step) is observed when the ordinary processes of inelastic tunneling are sup-
plemented by intersubband transitions of electrons that have tunneled in 2D electron systems with the emission
of an LO phonon. © 2005 Pleiades Publishing, Inc.

PACS numbers: 73.20.Mf, 73.20.At, 73.40.Gk
Recent experiments show that the interaction
between electrons and LO phonons in GaAs 2D elec-
tron systems leads to appreciable intersubband polaron
effects. In optical experiments on AlGaAs/GaAs struc-
tures with two quantum wells separated by a barrier
transparent for tunneling [1, 2], bound electron–
LO-phonon modes involving intersubband transitions
were observed. The presence of these modes was indi-
cated by the effect of “anticrossing” of terms that was
found in [2]. Pinning and anticrossing, which are char-
acteristic of an intersubband polaron, were previously
observed for 2D levels in the quantum well of the delta
layer in the tunneling spectra of the Al/δ-GaAs struc-
ture [3]. The LO-phonon lines detected in these struc-
tures for bias U = ±εLO/e, where εLO = 36.5 meV is the
LO-phonon energy in GaAs, changed noticeably when
tuning intersubband energies near the polaron reso-
nance [4]. It was also shown that, as the filling of levels
in the 2D electron system of the delta layer increases, a
new type of phonon lines is manifested [5] due to a
decrease in the tunneling conductivity when reaching
the emission threshold for an LO phonon.

Intersubband interaction involving LO phonons was
considered as the most probable cause of the appear-
ance of the new type of lines [5]. It remained unclear
which parameters of the spectrum of the 3D electron
system determine this appearance. The enhancement
predicted in [6] for plasmon–phonon modes due to the
closeness of intersubband energies in δ-GaAs to εLO

can also affect the shape of the phonon line. In this
work, we try to determine a mechanism of electron–
phonon interaction that is responsible for a decrease in
0021-3640/05/8109- $26.00 0458
conductivity over the threshold of LO-phonon emission
when tunneling to the 2D electron system.

We study Al/δ-GaAs structures manufactured by
molecular beam epitaxy at the Institute of Radio Engi-
neering and Electronics, Russian Academy of Sciences
[3]. The distance between the Al/GaAs interface and
the δ-doping (Si) layer is equal to about 20 nm. The tun-
neling spectra of the Al/δ-GaAs transitions are mea-
sured at a temperature of 4.2 K. The U dependence of
the logarithmic derivative S = dlnσ/dU of the tunneling
conductivity σ = dI/dU is used as the tunneling spec-
trum. This choice provides a common scale for the tun-
neling characteristics of transitions with different σ val-
ues. We take three samples (1, 2, and 3), in which an
electron tunneling to the 2D electron system for U =
−36.5 mV can enter one subband and two or three sub-
bands. In this case, the Fermi level EF m of the metal is
higher than the Fermi level EFδ in the delta layer by εLO.
The energies EiF = Ei – EFδ of the three lower subbands
for these samples as measured from EFδ can be deter-
mined [3] from the tunneling spectra shown in Fig. 1.
As is known, the tunneling conductivity from 3D to 2D
states is proportional to the density of states in the 2D
electron system, and the positions of smooth minima in
curves S(U) = dlnσ/dU correspond to the subband ener-
gies in the delta layer [3]. At a temperature of 4.2 K, the
energies of the first three levels are E0F = –19, –21, and
–61 meV; E1F = 36, 18, and –7.5 meV; and E2F = 76, 44,
and 28 meV for samples 1, 2, and 3, respectively (see
Fig. 1).

In order to determine the background curve and to
separate the optical phonon lines from the tunneling
spectra, we use the polynomial approximation of the
© 2005 Pleiades Publishing, Inc.
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spectrum Sph near the phonon singularity (Fig. 2). The
part of the Sph(U) curve that contains the singularity
(displacement range ±6 mV from the center of the line
for U = –36.5 mV) is excluded from the approximation
range. Then, the background curve Sbkg is obtained by
the least-squares method, as is shown in Fig. 2. The
alternative cubic spline determination of Sbkg that was
proposed in [7] was shown to provide close results. The
phonon line ∆Sph is separated by the difference ∆Sph =
Sph – Sbkg = d(lnσph – lnσbkg)/dU. Assuming that the tun-
neling conductivity σph = ∆σph + σbkg, where ∆σph !
σbkg, is change induced in conductivity by the electron–
phonon interaction, we obtain ∆Sph . d(∆σph/σbkg)/dU.
Hence, the integration of ∆Sph with respect to dU yields
the relative change ∆σph/σbkg in the tunneling conduc-
tivity near the phonon line (lower line in Fig. 2).

The phonon line for sample 3 in Fig. 2 corresponds
to unusual processes of electron–phonon interaction in
tunneling, because conductivity decreases at the thresh-
old |eU| = εLO [5]. This behavior corresponds to a neg-

Fig. 1. Tunneling spectra S = dlnσ/dU for three Al/δ-GaAs
samples. U < 0 corresponds to tunneling to the δ layer. The
arrows show the positions of two-dimensional subbands in
the tunneling spectra. Thin lines in panel (a) correspond to
the positions of subbands after the illumination of sample 1
by the radiation of an GaAs light diode to the saturation of
the effect of persistent tunneling photoconductivity. The
dashed vertical straight lines indicate the bias |U | =
36.5 mV, which corresponds to the threshold of the LO-
phonon emission in tunneling.

1

2

3
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ative step in the U dependence of ∆σph/σbkg (see Fig. 2,
where ∆σ* < 0 is the step value). As is known (see, e.g.,
[8]), inelastic processes with the emission of an LO
phonon lead to an increase in conductivity above the
threshold, and ∆σ* > 0 in this case. Such lines were
observed in samples 1 and 2 (see Fig. 1). In what fol-
lows, we will be interested in the dependence of the
step height ∆σ* in the tunneling conductivity on the
position of the bottom of the subband closest to the
energy EFδ + εLO. We will show that the change in the
sign of ∆σ* can be observed in a sample by varying the
positions of 2D subbands by external actions.

As was shown in [9], the energy positions of 2D
subbands in the delta layer can be changed due to the
effect of persistent tunneling photoconductivity
(PTPC). After illumination of the sample by the photo-
diode (for time t), unoccupied levels (Ei – EFδ > 0) are
concentrated near the ground state. In particular,
according to Fig. 1, the bottom of the subband E1F is
located at a distance εLO from EFδ, i.e., at the threshold

Fig. 2. Separation of the phonon line from the tunneling
spectrum of sample 3 shown in Fig. 1c. Open circles indi-
cate the range that is excluded from the Sph(U) curve when
determining the background Sbkg(U). The lower panel
shows the relative tunneling conductivity ∆σph/σbkg(U)
obtained by integrating the phonon line ∆σph(U) = Sph –
Sbkg with respect to U. The negative step ∆σ* in the tunnel-
ing conductivity is also shown.
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of the phonon emission, and the tunneling current for
U = –36.5 mV is determined primarily by current to the
subband E0. After illumination to saturation of the
PTPC effect, E1F(t) decreases below the threshold to
22 meV (see Fig. 1) and electrons tunnel from the metal
to two subbands of the 2D electron system.

The dependence of ∆σ* on E1F(t) for sample 1 is
shown in Fig. 3. It is seen that the step in conductivity
becomes negative when E1F(t) decreases below the
emission threshold for an optical phonon. The same,
but weaker, effect is observed in sample 2 for the sub-
band E2, where E2F(t = 0) > εLO. A similar dependence
of ∆σ* on E2F(t) for sample 2 is also shown in Fig. 3. In
this case, for E2F(t) < εLO, electrons tunnel to three sub-
bands of the 2D electron system. However, EiF at which
the step sign changes is close to εLO for both samples.
The subband E2 in sample 3 is located below the thresh-
old (see Fig. 1c), and here ∆σ* is negative. The pres-
ence of the magnetic field B|| parallel to the delta layer
leads to the displacement (due to the diamagnetic shift)
of the level E2 towards higher energies. When E2F(B||)
increases to εLO, the step height ∆σ* decreases to zero
(see Fig. 3).

The above results show that the new phonon line
with ∆σ* < 0 appears in the tunneling spectrum of the
Al/δ-GaAs structure when a successive subband of the
2D electron system—E1 for sample 1 or E2 for samples
2 and 3—is involved in the tunneling process. In this
case, electrons in the 2D electron system can pass from
this subband to unoccupied states above the Fermi level

Fig. 3. Step height ∆σ* in tunneling conductivity vs. the
energy EiF. The squares are ∆σ*(E1F) for sample 1. The
insets show the ∆σph/σbkg(U) dependences at the character-
istic points of the ∆σ*(E1F) curve for this sample. The tri-
angles are ∆σ*(E2F) for sample 2. In both samples, the posi-
tions of the subbands are varied due to the light-diode illu-
mination (persistent tunneling conductivity regime). The
closed circles (squares) correspond to sample 3 (1), where
E2F (E1F) increases due to the diamagnetic shift in the mag-
netic field B||.

∆σph/σbkg

E1F, E2F (meV)
of the lower subband, with the emission of an LO
phonon. This is the subband E0 for the first two sam-
ples, because the intersubband distance in sample 2 is
E21 < εLO. In sample 3, transitions can occur to both E0
and E1, which is below the Fermi level for B|| = 0.

The sign change observed in the conductivity step
can be explained in the model proposed in [10]. In this
model, the electron–phonon interaction is described by
the electron self-energy Σ = ΣR + iΣI. The real part ΣR
of this function is the energy that the electron gains in
the process of interaction with a phonon, and the imag-
inary part ΣI is related to the electron–phonon scatter-
ing frequency. As was shown in [10], ΣI makes a step
contribution to the tunneling conductivity (for |eU| =
εLO).

If electron–phonon interaction is localized in one of
the electrodes of the tunnel junction (in the 2D electron
system in our case), the ΣI contribution is a decreasing
(negative) step in conductivity (∆σ* < 0). In [10], such
behavior was attributed to an increase in reflectivity
from the electrode–barrier interface, when the electron
tunnels to a dissipative medium. The dissipative
medium is the 2D electron system: the electron that has
tunneled to, e.g., the E1 subband can emit a phonon and
pass to the lower subband E0. If the interaction region
includes the tunneling barrier (the GaAs layer between
the metal and delta layer), the ΣI contribution corre-
sponds to an increasing step in conductivity (∆σ* > 0).
This case corresponds to the opening of a new (inelas-
tic) channel for electron tunneling to the 2D electron
system.

In the simplest case, that of the electron tunneling to
one subband E0 for eU = –εLO, only intrasubband
inelastic scattering with the emission of an LO phonon
is possible. These processes can occur in both the tun-
neling barrier and the 2D electron system (see Fig. 4a).
Therefore, the contribution ∆σintra from inelastic elec-
tron–phonon scattering to the tunneling conductivity
must correspond to a positive step. In this case,
∆σph/σbkg can be written as ∆σintra/σbkg, where ∆σintra >
0. When the second subband E1 (E1–E0 > εLO) is
involved in the tunneling charge transfer (see Fig. 4b),
the contribution ∆σinter < 0 from intersubband transi-
tions E01 in the 2D electron system is added to conduc-
tivity. In this case, relative conductivity is determined
by both contributions: ∆σph/σbkg = (∆σintra +
∆σinter)/σbkg. When |∆σinter | becomes larger than ∆σintra,
∆σ* becomes negative, which is the case in experiment
(see the curve for sample 1 in Fig. 3).

In conclusion, we emphasize that the observation of
the change of the step sign in the tunneling conductivity
at the threshold of the LO-phonon emission was possi-
ble due to a high intersubband energy (E01 > εLO) for the
occupied and unoccupied levels in the delta layer. This
effect is most pronounced for the transition from tun-
neling to one subband to tunneling to two subbands of
the 2D electron system (sample 1 in Figs. 1a and 3). In
JETP LETTERS      Vol. 81      No. 9      2005
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addition, as is seen in the ∆σ*(E2F) curves in Fig. 3,
∆σintra and ∆σinter apparently depend on the spectral
parameters and screening effects in the 2D electron sys-
tem. Quantitative comparison with the model requires
calculation of intrasubband and intersubband contribu-
tions to the phonon line shape. Unfortunately, such cal-
culations have not yet been performed for the 2D elec-
tron system. However, the change of the step sign in
tunneling conductivity that is found in this work cor-
roborates the electron–phonon interaction model of
tunneling to the 2D electron system. We emphasize
that, in addition to the ΣI contribution, a peak must be
observed in ∆σph/σbkg(U) at eU = –εLO. This peak is
associated with the logarithmic singularity in the real
part ΣR of the self-energy [8, 10] and is clearly seen in
Fig. 3 when the conductivity step height decreases
almost to zero (see the lower right inset in Fig. 3).

Fig. 4. Scheme of tunneling to (a) one and (b) two subbands
of the 2D electron system. In the latter case, intersubband
transitions to the 2D electron system with the emission of an
LO phonon are added to intrasubband inelastic processes
involving LO phonons.
JETP LETTERS      Vol. 81      No. 9      2005
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Observation of Commensurability Oscillations of Thermopower 
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Commensurability oscillations of thermopower in a square antidot lattice are observed. The oscillations are
attributed to the geometrical resonances of the classical electron motion in a magnetic field and are much more
pronounced than the corresponding magnetoresistance oscillations. The off-diagonal component of the ther-
mopower tensor (the Nernst–Ettingshausen effect) changes sign at resonances. Additional measurements of
magnetoresistance verify the correctness of the method used for thermopower measurements and provide infor-
mation on the temperature distribution in the sample. © 2005 Pleiades Publishing, Inc.

PACS numbers: 73.23.Ad, 73.50.Jt, 73.50.Lw
A periodic lattice of artificial circular scatterers
(antidots) in a two-dimensional (2D) electron gas with
a high mobility of charge carriers is an example of the
solid-state electron Sinai billiards. The classical motion
of electrons in such billiards can be considered ballistic
and described in terms of the dynamical chaos theory.
The commensurability oscillations of magnetoresis-
tance, which are experimentally observed in antidot lat-
tices in magnetic fields when the cyclotron radius of an
electron is commensurable with the lattice period or
some other characteristic size of the lattice (geometri-
cal resonances) [1–3], reflect the fundamental property
of dynamical chaos, namely, the presence of stability
regions in the phase space [3–5]. The presence of stable
regular trajectories of electrons also leads to some other
effects observed in experiments and related to semi-
classical electron transport, such as the nonlocal [6] and
nonlinear [7] effects. The classical chaos also manifests
itself in the phenomena caused by quantum interfer-
ence, for example, the weak localization [8] and the
Aharonov–Bohm effect [9, 10]. These observations
called for a revision of the theories describing the quan-
tum corrections to conductivity in systems with dynam-
ical chaos [11].

Until the present time, the transport properties of
electron billiards were mainly studied on the basis of
magnetoresistance measurements, whereas the other
kinetic coefficient, namely, the thermopower, was given
much less attention. However, the thermopower, being
related to the derivative of conductivity with respect to
energy, gives additional information on the transport
phenomena in such systems and also reveals some new
aspects of dynamical chaos that cannot be detected by
magnetoresistance measurements. This was success-
fully demonstrated in the recent study of mesoscopic
0021-3640/05/8109- $26.00 0462
fluctuations of thermopower in an open (with a conduc-
tance @e2/h) antidot lattice [12]. In closed systems
(with a conductance ~e2/h), the thermopower was stud-
ied for quantum point contacts [13], quantum dots [14],
and nanostructures with a Coulomb blockade [15, 16].
One of the recent papers [17] considers the ther-
mopower of a high-mobility 2D electron gas in weak
magnetic fields. In our previous paper [18], we studied
the thermopower of a multiprobe ballistic conductor in
the form of a caterpillar-like Sinai billiard with the use
of the Landauer–Büttiker formalism generalized to the
case of thermomagnetic phenomena.

In the present paper, we report on an experimental
study of the diffusion thermopower in a two-dimen-
sional square lattice of antidots. The lattice was fabri-
cated on the basis of a 2D electron gas with electron
density Ns = (2–5) × 1011 cm–2 and mobility µ = (5–7) ×
105 cm2/V s in a GaAs/AlGaAs heterojunction by elec-
tron lithography and subsequent plasma etching. The
lattice, which had a period d = 0.9 µm and an antidot
radius a = 0.2–0.3 µm, covered a Hall bar with the
dimensions L × W = 9 × 6 µm2.

To measure the thermopower, we used the heating
current method: a heater in the form of a conducting
channel 12 µm in length and 2 µm in width was adja-
cent to the Hall bar (see the inset in Fig. 1), and a heat-
ing current of frequency f was passed through it. In such
a system, the Joule heat generated by the alternating
current locally raises the temperature of the electron
gas (the electron–electron collision time is much
smaller than electron–phonon collision time), and an
electron temperature gradient oscillating with a fre-
quency of 2f occurs along the sample. Hence, the volt-
age drop measured at this frequency is proportional to
© 2005 Pleiades Publishing, Inc.
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the thermopower of the antidot lattice. This method
measures the diffusion component of the thermopower
(without the phonon drag contribution), because only
the electron temperature increases while the tempera-
ture of the phonon subsystem remains virtually
unchanged [19].

In this study, we investigate both diagonal and off-
diagonal (the Nernst–Ettingshausen effect) compo-
nents of the thermopower tensor. For additional magne-
toresistance measurements, we used the same Hall bar.

The experimental dependences of magnetoresis-
tance and thermopower measured for a sample with
electron density N1 = 3.4 × 1011 cm–2 at T = 1.7 K are
shown in Fig. 1. The curve representing ρxx exhibits a
commensurability peak at B ≈ 0.21 T, which is accom-
panied by a small feature in ρxy. The peak corresponds
to the main commensurability condition 2Rc ≈ d, where
Rc is the cyclotron radius. In weaker magnetic fields B <
0.1 T, one more peak is observed: this peak is related to
the electron trajectories in the channel that are broken
by a magnetic field [4, 6, 20]. Both components of the

thermopower tensor  also exhibit commensurability
oscillations, which are more pronounced than the cor-
responding features of magnetoresistance. The stron-
gest anomalies (with a change of sign) are observed in
Sxy in magnetic fields corresponding to the peaks of ρxx.

It is well known that the thermopower is related to
the derivative of conductivity (resistivity) with respect
to energy according to the Mott relation, which can be
represented in the form

(1)

where k is the Boltzmann constant, e is the elementary
charge,  is the resistivity tensor, and the derivative is
taken at the Fermi energy. In its turn, the derivative of
resistivity with respect to energy can be expressed
through the derivative with respect to magnetic field, as
in [18]. Indeed, in the general form, the resistivity can
be obtained from the Kubo formula [21]:

(2)

Here, τ is the relaxation time in the system without anti-
dots and ν is the two-dimensional density of states. In
the presence of the antidot lattice with radius a and
period d, we obtain the following parametric formula
for the resistivity:

(3)

where Fαβ is a dimensionless function, l is the mean
free path due to residual impurities, and kF is the Fermi
wave vector. Taking into account that l does not depend
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on energy and assuming that a also does not depend on
energy (the hard wall model), we can represent the
derivative of resistivity with respect to energy as

(4)

Substituting Eq. (4) into Eq. (1), we obtain

(5)

This expression allows us to compare the experimen-
tally measured thermopower with the thermopower cal-
culated from the experimental magnetic-field depen-
dence of the resistivity tensor. The comparison is dis-
played in Fig. 2, where the dotted line represents the
dependence calculated from the measured ρxx(B) and
ρxy(B) using Eq. (5). In the case of Sxx(B), the measured
and calculated values of the thermopower in the vicin-
ity of the main commensurability peak qualitatively
coincide. In the case of the off-diagonal component Sxy

of the thermopower tensor, the calculated and measured
dependences prove to be qualitatively different. This
means that the hard wall model is inapplicable in the
case under consideration. A possible origin of the dis-
crepancy may be the dependence of the antidot radius
on energy because of the energy dependence of the
thickness of the depletion layer forming the antidot
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Fig. 1. (a) Magnetic-field dependence of the (solid line)
diagonal and (dotted line) off-diagonal components of the
magnetoresistance tensor (the bias current is I12 = 0.1 µA
and f = 7 Hz). (b) Magnetic-field dependence of (solid line)
the longitudinal thermopower measured between probes 7
and 8 and (dotted line) the transverse thermopower mea-
sured between probes 4 and 7 at a frequency of 2f (the heat-
ing current is I36 = 1 µA and f = 7 Hz). The inset shows the
geometry of the experimental sample.
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boundary. Strictly speaking, the aforementioned dis-
crepancy may also be related to the method of ther-
mopower measurement or the applicability of the Mott
relation to the case under study. To exclude these possi-
bilities, we performed additional independent measure-
ments of the derivative of conductivity with respect to
energy in order to compare them with the thermopower

Fig. 2. (a) Diagonal and (b) off-diagonal components of the
thermopower tensor (solid line) obtained from direct mea-
surements, (dashed line) calculated using Eq. (1) from the
magnetoresistance tensors  and  that were measured

for two states of the sample with close electron density val-
ues, and (dotted line) calculated using Eq. (5) from the
derivative of (B) with respect to magnetic field.

ρ̂1 ρ̂2

ρ̂

1/κ2 1/κ2

1/κ1

1/κ21/κ2

1/κ1

PH

T(x, y)–TL, mK
500

89

16

0

Fig. 3. Equivalent thermal circuit and the temperature dis-
tribution (on a logarithmic scale) in the sample region occu-
pied by antidots at B = 0 with a heating current applied to
the sample. The difference T(x, y) – TL decreases from
500 mK near the heater (probes 3–6, see the inset in Fig. 1)
to 6 mK (probe 2); PH = 2 × 10–10 W; the thermal conduc-
tivities of the unmodulated 2D electron gas conductors, κ1
and κ2, are equivalent to conductances 60 and 200 Ω ,
respectively.
dependences. We measured the resistivity tensors
( , ) for two states of the sample with slightly dif-
ferent electron concentrations N1 and N2 (N2 = 1.1N1),
which were obtained by illuminating the sample with
an LED. Then, the thermopower was calculated by
Eq. (1), where the derivative of  with respect to
energy was expressed through the derivative with
respect to electron density: d (B)/dE ≈ ν[ (B) –

(B)]/[N2 – N1]. The magnetic-field dependences of

the diagonal (B) and off-diagonal (B) compo-
nents of the thermopower tensor calculated in this way
are shown in Fig. 2 (the dotted lines). One can see that
they agree well with the measured thermopower for
both components of the thermopower tensor. This result
confirms the correctness of the experimental method
used for thermopower measurements and the validity of
the Mott relation in the case under study.

The dependences (B) and (B) obtained by us
carry important information on the temperature distri-
bution in the sample, which is necessary for converting
the measured thermal stresses to thermopower units.
The important parameters of this distribution are the
temperature difference between probes 7 and 8 (see the
inset in Fig. 1); ∆T78, which determines the scale for Sx;
and the average temperature gradient on the line con-
necting probes 4 and 7, ∇ xT|47, which determines the
scale for Sxy: V47(B) = Sxy(B)W∇ xT|47. The resulting val-
ues of these parameters, ∆T78 = 30 mK and ∇ xT|47 =

20 mK/µm, corresponding to the dependences (B)

and (B) in Fig. 2, were chosen for the best agree-

ment with the curves (B) and (B). At the same
time, the temperature distribution in the sample, T(x, y),
can be obtained from the solution to the heat conduc-

tion equation ∆T(x, y) = (T(x, y) – TL)/ , where LT is
the temperature relaxation length describing the energy
transfer to the phonon system. To determine this length,
we experimentally measured the thermopower between
probes 5 and 8, which are farther from the heater than
probes 4 and 7. The measurements showed that
V58(B) ≈ 0.2V47(B). This means that ∇ xT|58 ≈ 0.2∇ xT|47.
The latter relation was used as an additional condition
for the numerical solution of the heat conduction equa-
tion. The results of these calculations are shown in
Fig. 3 together with the boundary conditions used in the
calculations. The value obtained for LT is 11 µm, and
the parameters of interest are ∇ xT|47 = 27 mK/µm and
∆T78 = 26 mK. These values are close to the aforemen-
tioned scaling coefficients that bring the curves Sxx(B)

and Sxy(B) into best agreement with the curves (B)

and (B) (Fig. 2). It should be noted that the length LT

can be independently obtained theoretically from the
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equation NsdP/dTe = κ/ , where P = (Te) – (TL) is
the total power transferred from electrons to phonons.

As was shown theoretically, for Te & 2 K,  is deter-
mined by the screened piezoelectric interaction, which

yields  ∝  T5 [22]. The presence of anisotropy in the

phonon dispersion law [23] leads to the formula  ≈
270T5  (where T is measured in Kelvin, and NS, in

1011 cm–2 units). A similar (Te) dependence was
experimentally obtained for the 2D electron gas in a
GaAs/AlGaAs heterojunction, and it was shown that
the T5 behavior persists up to temperatures of 3 K and
higher [24]. The corresponding calculations for our
case estimate the temperature relaxation length as LT ≈
10 µm, which agrees well with the experimental esti-
mates of LT.

The main problem that arises in interpreting the
magnetotransport anomalies in systems with dynamical
chaos consists in revealing the stable electron trajecto-
ries responsible for the observed features. This problem
is usually solved by numerical simulation. A direct cal-
culation of kinetic coefficients by averaging the contri-
butions of all types of trajectories does not solve the
problem. Therefore, a sequential interpretation requires
a separate theoretical consideration, which, for the case
of magnetoresistance, can be found in, e.g., [4]. We
restrict our consideration to the contribution of stable
runaway electron trajectories responsible for the mag-
netoresistance anomalies [3] to the thermopower fea-
tures.

As is known, in a disordered conductor at low tem-
peratures, the thermopower is small, because, in the
presence of a temperature gradient, the quasielectrons
(above the Fermi level) and the quasiholes (under the
Fermi level) move in the same direction and the charges
carried by them virtually cancel each other. In systems
with dynamical chaos, in addition to the chaotic motion
of charge carriers, stable trajectories with anomalous
diffusion coefficients are present. In the hard wall
model, electrons are considered as particles moving
over arcs of cyclotron radius  in the intervals
between elastic collisions with the antidot boundaries.
Figure 4 shows the results of the numerical simulation
based on this model with Eqs. (2), (1), and (4), which
illustrate the fraction of stable runaway trajectories and
their contribution to the thermoelectric coefficients. It
should be noted that it is not quite correct to consider
the contribution of trajectories to the thermopower,
because, according to Eq. (1), the contribution of a
group of trajectories to the thermopower tensor is non-
additive, unlike the case of the thermoelectric tensor

 = . From Fig. 4, one can see that the fraction of
these trajectories is maximum at a certain magnetic
field (point B in Fig. 4a) corresponding to the resonant
cyclotron radius . In this case, both quasielectrons

LT
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and quasiholes move over stable runaway trajectories
and have anomalously high but close mobility values.
As a result, their contribution δexx to the diagonal com-
ponent of the thermoelectric tensor is small (Fig. 4b), as
in the case of a disordered conductor. However, some-
what off the resonance (point A in Fig. 4b), only quasi-
holes, whose energy and, hence, cyclotron radius are
smaller, move along the runaway trajectories, whereas
quasielectrons leave the resonance region and perform
a chaotic motion. Thus, the mobility of quasiholes
proves to be much higher than that of quasielectrons,
and the total charge transferred by the carriers proves to
be positive, which gives rise to a maximum of δexx at
point A in Fig. 4b. When the deviation from the reso-
nance is in the direction of higher magnetic fields (point
C), only quasielectrons remain in the resonance region,
while quasiholes perform a chaotic motion, which leads
to a negative value of δexx. As one can see from Fig. 4c,
δexy exhibits a more complex behavior as a function of
magnetic field. For a closer investigation of the role of
different types of trajectories in magnetotransport
anomalies of thermopower, a separate theoretical inves-
tigation of thermopower in systems with dynamical
chaos is necessary. Nevertheless, the above consider-
ation allows us to conclude that the anomalies observed
in the thermopower may be caused by the violation of
the quasielectron–quasihole symmetry near the geo-
metrical resonances.

Thus, we experimentally studied the diffusion com-
ponent of thermopower in a square lattice of antidots.

Fig. 4. Results of the numerical simulation of the magnetic-
field dependences of (a) the fraction and (b, c) the contribu-
tions of the runaway and close-to-runaway trajectories to
the (b) diagonal and (c) off-diagonal components of the
thermopower tensor.
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We found that both components of the thermopower
tensor exhibit commensurability oscillations that are
much more pronounced than the corresponding oscilla-
tions of magnetoresistance. The oscillations are stron-
gest in the off-diagonal component of the thermopower
tensor Sxy, where they are accompanied by a change in
sign of the thermopower near the resonances. On the
basis of the Kubo and Mott formulas in the framework
of the hard wall model of antidots, we determined the
relation between the thermopower tensor and the deriv-
ative of the resistivity tensor with respect to magnetic
field. The resulting expression qualitatively describes
the behavior of the diagonal component of the ther-
mopower tensor Sxx, whereas, in the case of Sxy, it dis-
agrees with the experiment. A possible origin of this
disagreement is the energy dependence of the thickness
of the depletion layer forming the antidot boundary. A
comparative analysis of thermopower and magnetore-
sistance measurements allowed us to determine the
parameters characterizing the temperature distribution
in the sample and also to verify the correctness of the
method of thermopower measurements and the validity
of the Mott relation for the case under study.
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We show that a π-conjugated polymer chain can demonstrate weak intermolecular charge transfer in the elec-
tronic ground state. Poly[2-methoxy-5-(2'-ethyl-hexyloxy)-1,4-phenylene vinylene]/2,4,7-trinitrofluorenone
(MEH-PPV/TNF) donor–acceptor films have been studied by optical absorption, Raman, infrared spectros-
copy, and differential scanning calorimetry. The factors influencing weak intermolecular charge transfer in
π-conjugated chains are discussed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 82.35.Cd, 78.30.Jw, 78.40.Me
1. Introduction. As is well known for small aro-
matic conjugated molecules, they can easily form inter-
molecular charge-transfer (CT) complexes in the elec-
tronic ground state with a molecule having a higher
electron affinity (see, e.g., [1, 2]). Such CT complexes
were widely studied in the 1950s–1960s, and their
properties were successfully interpreted in the frame-
work of the Mulliken model of weak CT interaction
suggesting mixing of the ground-state wavefunctions
[3]. These CT complexes usually have characteristic
optical absorption in the visible range corresponding to
a CT band. As was recently shown, relatively large
π-conjugated molecules such as fullerenes or phthalo-
cyanines can also form a ground-state CT complex [4,
5]. Nonconjugated polymers demonstrate CT interac-
tion in the electronic ground state as well; e.g., polyvi-
nylcarbazole CT complexes have been thoroughly stud-
ied since the 1970s [6, 7]. Intramolecular CT com-
plexes of a conjugated polymer have been reported
recently for polythiophene [8], where weak CT occurs
from a polymer unit cell to the covalently bonded
acceptor molecule.

At the same time, to our best knowledge, there is no
reliable evidence in the literature reporting noticeable
intermolecular CT interaction of a π-conjugated poly-
mer chain in the electronic ground state, although a
number of types of donor–acceptor blends and bilayers
of π-conjugated polymers with low-molecular (e.g., [9,
10]) and high-molecular [11–14] acceptors, including
fullerenes [15, 16] and nanotubes [17], have been stud-
ied. It was demonstrated that donor–acceptor blends of
conjugated polymers and organic electronic acceptors,

¶ This article was submitted by the authors in English.
0021-3640/05/8109- $26.00 0467
e.g., MEH-PPV/C60 [15], MEH-PPV/tetracyanoquin-
odimethane (TCNQ) [9], do not usually demonstrate
ground-state CT. Despite early studies of poly(3-
octylthiophene)/C60 films that showed nonadditive fea-
tures in the optical absorption spectrum [18, 19], their
vibrational IR spectra did not show any signs of nonad-
ditivity [20]. Note that nonadditivity in the optical
absorption spectrum of a donor–acceptor blend could
result from other reasons, e.g., acceptor (donor) aggre-
gation. At the same time, vibrational spectroscopy data
could give strong evidence of CT complex formation,
since CT interaction should result in frequency shifts of
the donor (acceptor) vibrational bands, which are the
most sensitive to redistribution in the π-electron den-
sity.

In our recent studies, MEH-PPV blended with low-
molecular organic acceptors, TNF or 1,5-dini-
troantraquinone (DNAQ), we have observed that both
the optical and IR transmission spectra of the blends are
nonadditive [21]. This could indicate CT interaction in
the electronic ground state, if the origin of the nonaddi-
tivity were established. In fact, phase separation typical
for donor–acceptor blends can increase light scattering,
thus giving an observable effect of nonadditivity. In this
letter, we show conclusive evidence for intermolecular
CT interaction between a π-conjugated polymer chain
and a low-molecular organic acceptor. We studied
MEH-PPV/TNF blends (Fig. 1) and show that a CT
absorption band appears in the optical absorption spec-
tra and several vibrational donor (acceptor) bands dem-
onstrate frequency shifts both in Raman and IR spectra.
Further evidence follows from differential scanning
calorimetry (DSC) data. We interpret these observa-
© 2005 Pleiades Publishing, Inc.
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tions as a result of partial ground-state CT in the donor–
acceptor pair, i.e., CT interaction.

2. Experimental. Drop-cast films of pristine MEH-
PPV (Sigma-Aldrich, MW = 125.000) and its blends
with TNF (Fig. 1) were prepared from different sol-
vents (chlorobenzene, toluene, cyclohexanone) with
MEH-PPV concentration in the range of 0.5–2 g/l and
by varying the molar ratio of the acceptor per polymer
unit chain in the range of 0.1–1. Films on glass sub-
strates and free-standing films were studied. All the
measurements were done in ambient conditions.

The optical absorption spectra were recorded using
a spectrophotometer (Hitachi 300). MEH-PPV/accep-
tor blends in a ratio of 1 : 1 had higher optical scattering

Fig. 1. Structural formula for MEH-PPV and TNF.

Fig. 2. Absorption spectra of 1 : 1 MEH-PPV/TNF (solid)
and pristine MEH-PPV (dashed) drop-cast films prepared
from chlorobenzene. Points show the sum of absorption and
scattering (circles) and only the scattering (squares) con-
tributing to the measured optical density of the 1 : 1 MEH-
PPV/TNF film by using a technique described in [22]. The
absorption and scattering data for the MEH-PPV/TNF
molar ratio within the range 0.1–1 fall between those of
pristine MEH-PPV and 1 : 1 MEH-PPV/TNF. The inset
illustrates the donor and acceptor energy levels; the arrow
indicates the CT complex absorption corresponding to the
electron transfer from the highest occupied orbital (HUMO)
of the donor (D) to the lowest unoccupied orbital (LUMO)
of the acceptor (A).
than pristine MEH-PPV films. To evaluate the contribu-
tion of scattering losses in the optical transmission
spectra, we measured the film transmission in narrow
and wide (0.25 sr) solid angles at several laser wave-
lengths (633, 810, 946 nm) [22]. The IR transmission
spectra of free-standing films of the blends and Raman
spectra of the same films lightly packed in a “cavity”
sample holder were recorded with 2-cm–1 resolution
using a Perkin–Elmer FTIR (Model 1720-X) spectro-
photometer furnished with a NIR-FT Raman attach-
ment. The backscattering geometry and a liquid nitro-
gen–cooled InGaAs detector were used for acquiring
Raman spectra at an excitation wavelength of 1064 nm.
DSC data were taken at a 10-K/min heating rate using
a Perkin-Elmer Series 7 DSC analyzer calibrated by
indium and zinc melting standards.

3. Experimental results. MEH-PPV/TNF films
have a substantial difference in color from that of pris-
tine polymer. The absorption spectra of the MEH-
PPV/TNF films are shifted to the red and have extended
absorption tails, as compared to pristine MEH-PPV,
that extend down beyond 1.5 eV (Fig. 2). Although
addition of the acceptor results in a noticeable increase
in the scattering losses (Fig. 2), they give the major con-
tribution to the measured optical density only for ener-
gies below 1.5 eV. Since TNF absorbs light mainly in
the ultraviolet spectral range, the observed optical
absorption below the absorption edge of pristine MEH-
PPV (Fig. 2) could be a consequence of noticeable
ground-state interaction of MEH-PPV chains with the
TNF molecules resulting from CT complex formation
(Fig. 2, inset). Increasing the optical scattering in
MEH-PPV/TNF blends compared to pristine MEH-
PPV films could result from the portion of the TNF
molecules that are not involved in CT interaction. In
fact, TNF crystallites are seen in 1 : 1 MEH-PPV/TNF
blends using an optical microscope. Note that the
appearance of a redshift and of an extended tail in the
MEH-PPV spectrum could be induced by two other
effects: aggregation of polymer chains [23] and/or pres-
ence of relatively long conjugated chains. However,
since the absorption tails observed for the blends were
too intense and redshifted, it is difficult to suppose that
either could result from blending of noninteracting
components.

Partial CT in the electronic ground state is expected
to induce shifts in the vibrational frequencies of both
the donor and acceptor [1]. Indeed, as Fig. 3 shows,
Raman bands of MEH-PPV at ~1550 and ~1580 cm–1,
corresponding to carbon–carbon (CC) stretching of the
phenyl ring, are redshifted by 3–4 cm–1 in the 1 : 1
MEH-PPV/TNF blend. The observed redshifts support
our assumption about partial CT from MEH-PPV to
TNF in the electronic ground state. As compared with
our case, doping of conjugated polymers, as has been
reported for p-doped PPV [24, 25], corresponds to full
CT and is capable of lowering the Raman frequencies
of phenyl ring CC stretching modes, which are strongly
JETP LETTERS      Vol. 81      No. 9      2005
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coupled with delocalized π electrons by up to a few tens
of wavenumbers.

Furthermore, we have found that a number of other
Raman and IR bands in the MEH-PPV/TNF blends are
not just a superposition of the corresponding spectra of
pristine MEH-PPV and TNF. Here, we discuss fre-
quency shifts relevant only to the TNF carbonyl C=O
vibration in the vicinity of ~1730 cm–1 observed both in
IR and Raman spectra (Fig. 4). The noticeable redshift
of the C=O band in TNF for a few wavenumbers is
explained by an increase in the electron density in the
conjugated system of TNF resulting from partial
ground-state CT. As is well documented for substituted
fluorenones [26], introduction of electronegative sub-
stituents into a fluorenone molecule tends to increase
the C=O frequency, and the increase can amount to up
to ~25 cm–1 within the series from aminofluorenone to
TNF. The observed redshifts of the C=O frequency in
MEH-PPV/TNF imply that the electronegative action
of nitro substituents could be partly compensated for by
extra electron density donated by MEH-PPV.

Thus, our vibrational studies indicate noticeable
mixing of the ground-state electronic wavefunctions of
MEH-PPV and TNF providing partial CT from the
donor to the acceptor. The observed shifts of vibrational
bands in the MEH-PPV/acceptor blends (by a few
wavenumbers) indicate the relatively weak CT interac-
tion typical of Mulliken CT complexes.

If a CT complex is formed, it can give an observable
effect in the DSC traces [27]. We have found that a
strong endotherm peak corresponding to the melting
point of the crystalline TNF phase decreased substan-
tially in 1 : 1 MEH-PPV/TNF films and fully disap-
peared in 1 : 0.2 MEH-PPV/TNF films (Fig. 5). Thus,
there is no evidence of the presence of the crystalline
acceptor phase in the 1 : 0.2 MEH-PPV/TNF film, and,
therefore, almost all the acceptor molecules are

Fig. 3. Raman spectra of pristine MEH-PPV (dashed), 1 :
0.2 MEH-PPV/TNF (dotted), 1 : 1 MEH-PPV/TNF (solid)
free-standing films in the region of the strongest Raman
band of MEH-PPV.
JETP LETTERS      Vol. 81      No. 9      2005
involved in some type of interaction with MEH-PPV.
We interpret these observations as a direct consequence
of intermolecular CT interaction between MEH-PPV
and TNF.

4. Discussion. As mentioned above, despite the
number of donor–acceptor blends of conjugated poly-
mers that have been studied by now, weak CT from a
π-conjugated polymer chain in its electronic ground
state has not been observed. At the same time, from the
very beginning of the study of the field of π-conjugated
polymers, they have been well known to be easily
doped by elements and inorganic compounds [28].
Apparently, this doping corresponds to full CT. It is
unclear why weak ground-state CT is not easy to

Fig. 4. Raman and IR spectra of pristine TNF (dashed) and
1 : 1 MEH-PPV/TNF (solid) free-standing films in the
region of the TNF C=O stretch vibration. The spectra are
offset vertically for clarity.

Fig. 5. DSC traces for neat TNF (dashed line), 1 : 1 MEH-
PPV/TNF film (bold solid line), 1 : 0.2 MEH-PPV/TNF
film (thin solid line), and pristine MEH-PPV polymer (dot-
ted line). All curves are normalized to equal sample weight
and are offset vertically for clarity.
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observe in π-conjugated polymers. We discuss here the
main factors influencing weak CT from a π-conjugated
chain. The important parameter controlling donor–
acceptor intermolecular CT is the difference between
the donor ionization potential and the acceptor electron
affinity (EA) [1]. The EA of TNF is about 2.2 eV [29],
which is within the range of EAs of acceptors studied
in blends with MEH-PPV in [9]. Therefore, the magni-
tude of EA alone does not determine the ground-state
CT in π-conjugated chains. On the other hand, accord-
ing to Mulliken’s model [1], intermolecular CT in the
electronic ground state depends on the overlapping of
the HOMO donor and the LUMO acceptor wavefunc-
tions. Since the wavefunction at an extended conju-
gated chain (donor) is strongly delocalized, noticeable
overlapping of the donor and acceptor wavefunctions
necessitates delocalization of the acceptor wavefunc-
tion as well. This could explain why such a strong
acceptor as TCNQ does not lead to ground-state CT in
MEH-PPV/TCNQ blends [9]. However, ground-state
CT was not observed for the acceptors longer and
shorter than TNF either [9]. One can suggest that the
TNF molecular orbital pattern provides for better over-
lapping with the corresponding MEH-PPV molecular
orbitals. Note that another acceptor, namely, DNAQ,
which has an EA and length similar to those of TNF,
seems to provide weak ground-state CT in MEH-
PPV/DNAQ blends as well. In these films, the CT band
was less intense and the frequency shifts in the vibra-
tional spectra were weaker [21] than in MEH-
PPV/TNF films.

5. Conclusions. Thus, we have given conclusive
evidence that a π-conjugated polymer can participate in
intermolecular ground-state CT interactions. MEH-
PPV/TNF films show optical absorption spectra
extending down to the near-IR spectral range, while the
vibrational spectra of the blends exhibit shifts of some
characteristic vibrational bands belonging to both the
donor and the acceptor. In addition, DSC studies of
MEH-PPV/TNF films indicate that the content of the
crystalline TNF phase in the blend is substantially
decreased. These observations have been interpreted as
results of CT interaction between MEH-PPV and TNF
in their electronic ground state. Our data are consistent
with the Mulliken model of intermolecular CT com-
plexes, which suggests noticeable mixing of the donor
and acceptor wavefunctions.
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Aerospace Research and Development via the Interna-
tional Science and Technology Center (grant
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The electrical conductivity of a C60 fullerene crystal is measured under the conditions of quasi-isentropic load-
ing by a diffuse shock wave to a pressure of 30 GPa at room temperature. Nonmonotonic behavior of the con-
ductivity of the samples with an increase in pressure is observed: first, conductivity increases by several orders
of magnitude and, then, decreases rapidly. An increase in conductivity is explained by a decrease in the band
gap under pressure, whereas a decrease in conductivity may be explained under the assumption that the energy
barrier of C60 polymerization decreases similarly to the band gap with an increase in pressure. As a result, the
rate of C60 polymerization at high pressures increases considerably (by more than seven orders of magnitude).
© 2005 Pleiades Publishing, Inc.

PACS numbers: 71.30.+h, 81.40.Vw
The study of the electrical properties of materials at
high pressures reveals rather nontrivial dependences of
conductivity on pressure [1], which reflect the complex
character of the change in the material state under com-
pression. The study of the electrical conducting proper-
ties of fullerene crystals is of obvious interest, because,
owing to the large size of fullerene molecules, the man-
ifestation of metallization can be expected at lower
pressures than in the case of hydrogen and other small
molecules [2].

Moreover, the exhaustive study of fullerenes, which
are used in numerous applications from medicine to
superconductors, is of obvious fundamental importance
for a deeper understanding of their properties. In partic-
ular, experiments on shock compression, where the dis-
tance between fullerene molecules in the lattice is
changed very rapidly, can ensure the determination of
the dynamics of chemical bonding between neighbor-
ing molecules.

In our previous work [3], we measured the conduc-
tivity σ of C60 fullerene crystals under the conditions of
quasi-isentropic loading by a spread shock wave to a
pressure of 15 GPa at two initial temperatures: T = 293
and 77 K. As a result, we observed a dramatic increase
(by more than six orders of magnitude) in σ in the pres-
sure range 0–15 GPa. When pressure was removed, the
initial σ value was restored. The results of that work
indicated a dramatic pressure-induced decrease in the
band gap of C60 crystals. However, the character of the
0021-3640/05/8109- $26.00 0471
temperature dependence of conductivity under loading
observed in our experiments favored the assumption
that the band gap did not vanish and that the sample at
a pressure of 15 GPa still was a semiconductor. X-ray
phase analysis showed that the C60 sample under these
conditions preserved its initial phase state when the
pressure was removed. Similar but weaker effects in the
conductivity behavior were also observed in experi-
ments on hydrostatic compression of C70 [4].

This study is aimed at measuring the conductivity of
C60 fullerene crystals at higher pressures in order to
answer the question of the possibility of metallization
of C60. In our experiments, we used the mode of multi-
stage quasi-isentropic compression of fullerene crystals
by a series of successive shock waves to provide for the
attainment of extremely high pressures without the con-
siderable overheating of the sample characteristic of
compression by a single shock wave. For example, the
change in the fullerene temperature behind the front of
a single shock wave with an amplitude of 30 GPa is
evaluated using the well-known compressibility of C60
crystals [5, 6] as 900 K, whereas the heating of the sam-
ple in the quasi-isentropic mode used in the present
experiments a priori does not exceed 100–150 K.

Experimental procedure. The schematic of the
experiments is shown in Fig. 1. The sample 1, a C60
crystal in the form of a rectangular 8 × 2 × 1-mm plate,
and a piezoresistive manganin pressure gauge 2 were
located between two 1-mm Teflon layers 3 and 4.
© 2005 Pleiades Publishing, Inc.
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Dynamic loading of the sample was produced by a
series of shock waves circulating between basis 5 and
reflector 6. The shock waves were generated by an
impact of steel plate 7 accelerated to a velocity of 2.0–
2.5 km/s by a special explosive device. 

The conductivity of the sample and the manganin
pressure gauge during impact was measured by record-
ing electrical signals on a TDS-7444A Tektonix digital
oscilloscope that were then processed on a computer.
The result of a typical measurement of the conductivity

Fig. 1. Schematic of the experiment: (1) C60 crystal, (2)
pressure gauge, (3, 4) Teflon layers, (5) basis, (6) reflector,
and (7) plate.

Fig. 2. Time dependence of (a) pressure P and (b) conduc-
tivity of the C60 crystal at the initial temperature T = 300 K.
The dashed line is the theoretical curve calculated with β' =
2.1 meV/GPa and β = 2.24 meV/GPa. 
of C60 during stepwise quasi-isentropic compression to
a final pressure of about 30 GPa is shown in Fig. 2 as
time dependences of sample conductivity σ and pres-
sure P measured by the manganin pressure gauge. It is
seen that the conductivity of the sample first increases
dramatically and, then, decreases gradually. It is impor-
tant that an increase in conductivity can be attributed to
an increase in pressure, whereas a decrease in conduc-
tivity is also observed in the region of nearly constant
pressure. It should be noted that the characteristic space
and time scales under the conditions of dynamic load-
ing are such that diffusion and chemical interaction
between the samples and the medium are absent, which
excludes an interpretation of the results by these
effects.

Discussion of the results. Fullerene C60 in the crys-
talline state is a semiconductor with a band gap Eg of
about 2 eV. The edge of the optical exciton absorption
corresponds to an energy of about 1.7 eV [7–9].

The C60 molecules in a crystal are bonded mainly by
van der Waals interactions, and, therefore, the com-
pressibility of C60 crystals under hydrostatic loading is
very high (the Young modulus equals 13.5 GPa [5, 6]).
Thus, a noticeable reduction of the distances between
the neighboring C60 molecules in a crystal takes place
even at moderate pressures. This reduction results in a
sharp increase in overlapping of electron shells and,
thus, to a sharp decrease in the band gap due to the
broadening of both filled (valence) and unfilled energy
bands. In the limiting case, the transition of the crystal
into the metallic state can be expected. 

Analysis of numerous data on the change in the opti-
cal absorption spectra of C60 crystals at hydrostatic
pressure [9–13] shows that the band gap decreases with
an increase in pressure with a coefficient β = dEG/dP of
about 70–100 meV/GPa. Under the assumption that the
Fermi level in the pure crystals used in experiments is
approximately in the middle of the band gap, the pres-
sure dependence of conductivity σ at a constant temper-
ature T is estimated as

(1)

where σ0 is conductivity at zero pressure. Figure 3
shows the pressure dependence log10(σ/σ0) obtained in
several experiments. It is seen that at the experimental
data for pressures P < 11 GPa are well described by
Eq. (1) with a β value of about 84 meV/GPa. For higher
pressures, the β value calculated formally as β =
−2kTd(log(σ/σ0))/dP from the slope of the dependence
shown in Fig. 3 decreases considerably, which, to some
extent, can be a consequence of a decrease in the com-
pressibility (increase in the Young modulus) of the crys-
tal because of a pronounced nonparabolicity of the
interaction potential between C60 molecules. 

However, the most important result of this study is
that, with an increase in the pressure above 20 GPa, the
conductivity does not further increase but rather begins

σ/σ0 βP/2kT–( ),exp=
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to decrease (Figs. 2 and 3). Unlike an increase in con-
ductivity that is obviously explained by an increase in
pressure, the decrease in conductivity is also observed
at a constant pressure, which indicates the occurrence
of a certain kinetic process developing in time (Fig. 2). 

Let us discuss the results. For interpretation of the
effect observed in this work, it is important that,
according to [14–17], at pressures exceeding P0 = 0.5–
1.0 GPa, the C60 polymer phase becomes dynamically
advantageous. This phase is characterized by the for-
mation of covalent bonds between C60 molecules. Thus,
with an increase in pressure, a decrease in the band gap
is accompanied by the appearance of the thermody-
namic conditions for the phase transition to the polymer
state. 

At the same time, it is well known that the polymer-
ization of C60 is a very slow thermally activated process
with a rather high energy barrier. An elementary act in
polymerization is the formation of bonds between
neighboring C60 molecules in the lattice (dimerization)
whose activation energy at a pressure P = 1 GPa is
~1.4 eV [18]. At pressures up to 1.5–2.0 GPa, polymer-
ization is observed only at temperatures exceeding
500–600 K and after a sufficiently long (dozens of min-
utes) keeping of samples at high pressures. For this rea-
son, we attempted to observe the insulator–metal tran-
sition in C60 crystals by using pulsed pressures, expect-
ing that polymerization did not occur under these
conditions.

Nevertheless, we believe that the only way to inter-
pret a decrease in sample conductivity at pressures P >
20 GPa is to assume a dramatic acceleration of the
polymerization process at pressures exceeding 15–
20 GPa. This assumption is based on the fact that the
activation energy of the dimerization of C60 molecules
is close to the energy of triplet exciton excitation. One
can assume that this closeness is not accidental and that
dimerization occurs if one of the molecules is excited to
the triplet state. Indeed, in terms of chemistry, a
fullerene molecule in an excited triplet state is a birad-
ical and, like other radicals, may be readily attached to
neighboring molecules along double bonds. This pic-
ture correlates with the well-known fact that the dimer-
ization and polymerization of optically excited C60

molecules occur at room temperature and zero pressure
[19–21]. In the primary reaction, an excited triple C60

molecule is apparently attached to a neighboring unex-
cited molecule, and they form a dimer in the triplet state
with only one C–C bond between the molecules.
According to the calculations by the density functional
method with the PBE density functional [22] in the
SBK basis [23] by the Priroda program [24], this pro-
cess results in an energy gain of about 0.23 eV. Taking
into account a decrease in the volume during such
dimerization, one can assume that this decrease may be
more considerable.
JETP LETTERS      Vol. 81      No. 9      2005
As the band gap decreases with an increase in pres-
sure, the thermodynamically equilibrium concentration
of excited triplet states also increases. At high pres-
sures, the concentration of triplet excitations may
increase so that their direct interaction becomes possi-
ble. If the spins are oriented oppositely, this interaction
leads (without any activation) to the simultaneous for-
mation of two C–C bonds between fullerene molecules
(annihilation of triplet excitons). Thus, the polymeriza-
tion process at high pressures may be considerably
accelerated and, thus, result in the conductivity drop
observed in the experiments. Using the effective rate
constant of the first order r, we may describe this pro-
cess in the first approximation as 

(2)

where r0 is the rate constant at P = 0 and β' is the coef-
ficient on the order of β. Thus, under compression, the
fraction of unpolymerized C60 would exponentially
decrease with time t as exp(–rt). Assuming for simplic-
ity that the conductivity of the C60 polymer phase is low
(e.g., on the order of σ0), one may write the time depen-
dence of conductivity at pressure P as

(3)

Although this relationship is rather crude (e.g., effects
associated with the features of the percolation of the
two phases are disregarded), it qualitatively agrees with
the experimental observations. The dashed line in
Fig. 2b is calculated by Eq. (3) under the assumption
that β' ≈ β ≈ 21 meV/GPa at pressures P > 15 GPa. 

Thus, the experimental data can be interpreted under
the assumption that the energy barrier of the polymer-

r/r0 β'P/kT–( ),exp=

σ/σ0 1 r td∫–( ) βP/2kT–( )exp 1–( ).exp+=

Fig. 3. Pressure dependence of conductivity σ for C60 crys-
tals under pulse loading. The squares indicate data taken
from [1], and triangles are data obtained in this study (see
Fig. 2).
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ization of C60 decreases with an increase in pressure to
the same extent as the band gap. 
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The Kondo semiconductor SmB6 doped with 1 at. % Fe has been studied by the EPR method. The ferromag-
netic ordering of iron ions observed at a relatively high temperature of 100 K is explained by their indirect
exchange via the polarization of the SmB6 matrix, which is enhanced owing to fluctuating-valence ions. © 2005
Pleiades Publishing, Inc.

PACS numbers: 71.27.+a, 75.20.Hr, 76.30.–v
Samarium hexaboride (SmB6) is a classical Kondo
insulator (i.e., a narrow-gap semiconductor) [1]. This
material has been studied by various methods during
the last two decades, but many aspects in the physics of
fluctuating valence remain unclear. This study is
devoted to the EPR analysis of a SmB6 single crystal
doped with iron ions (1 at. %). The single crystal was
grown using the solution–melt technique in the form of
a 1.5 × 1.5 × 0.3-mm wafer. Measurements were made
at a frequency of 1010 Hz in the range T = 1.6–300 K.

In the entire temperature range, the EPR spectrum
contains several lines. This spectrum belongs to iron
ions, since pure (undoped) SmB6 shows no signals in
this field range. For angles ϕ = θ = 0 (where ϕ and θ are
the angles of rotation of the magnetic field about the tet-
rad axis of the single crystal in the plane of the sample
and in a plane perpendicular to the plane of the sample,
respectively), the g factors of the EPR lines at T =
300 K are g1 = 2.22 + 0.04, g2 = 3.00, and g3 ~ 1.76. The
most intense line is the central one with g1, which
apparently corresponds to the unionized iron atom Fe0.
The electron structure of Fe0 is analogous to that of
Ni2+(3d8 3F) and, in the cubic field of MgO, gives a sin-
gle isotropic line with a g factor close to that observed
in Sm0.99Fe0.01B6 (gNi = 2.227) [2]. (The crystal struc-
ture of SmB6 is a simple cubic lattice analogous to that
of CsCl.)

Unionized iron atoms are quite rarely observed by
the EPR method. These atoms were observed for the
first time in silicon in 1955 and later by other authors
(see, e.g., [3]). Two other lines are equidistant from the
central line and depend on the angle of rotation of the
sample in the magnetic field (these lines are inter-
changed for ϕ = 90°). Apparently, some of the union-
0021-3640/05/8109- $26.00 0475
ized iron atoms are in local axisymmetric fields formed
from the initial cubic field.

The most interesting result of this study is the tem-
perature dependence of the positions and widths of
EPR lines. As the temperature decreases to 100 K, the
positions of the lines remain unchanged, but, below this
temperature, a sharp shift of the lines is observed
towards lower and higher fields at θ = 0 (see Fig. 1) and
90°, respectively. Such behavior is an indication of the
ferromagnetic ordering of the iron impurity. Below the
Curie temperature (about 100 K), spontaneous magne-
tization M0 appears and displaces the resonance field.
The temperature dependence of spontaneous magneti-

Fig. 1. Temperature dependence of the positions of EPR
(central and side) lines of unionized Fe0 atoms for angles
ϕ = θ = 0. The solid curves are the theoretical computations
by formula (3).
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)
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zation at low temperatures (as compared to the Curie
temperature) is determined by the excitation of mag-
nons and can be approximately described by the for-
mula ([4], p. 22)

. (1)

Although this formula is obviously invalid for an
ordered ferromagnet at temperatures close to the Curie
point, we have used it for a rough description of the
position of resonance lines at T < Tc (the grounds for
such a processing of the results and the reason for good
agreement with experiment will be given below).

Figure 2 shows the temperature dependence of
spontaneous magnetization plotted in accordance with
formula (1). We used these results for determining the
positions of resonance lines at temperatures below the
Curie point.

M0 T( ) M00 1 T /Tc( )3/2–( )=

Fig. 2. Temperature dependence of the spontaneous magne-
tization resulting from the ordering of iron ions as calcu-
lated by formula (1).

Fig. 3. Temperature dependence of the width of EPR lines
of unionized iron atoms. Points correspond to the experi-
ment, and the solid curve was obtained by formula (4)
according to the Landau theory.

(G
)

G
)

In the presence of ferromagnetism, the internal mag-
netic field differs from the external field due to demag-
netization factors. The demagnetization factor is zero
when the magnetic field is oriented in the wafer plane
and is equal to 4π for the direction perpendicular to the
wafer plane. In our geometry, the ferromagnetic reso-
nance frequency is given by

(2)

whence the position of resonance in the ferromagnetic
region is described by the formula

(3)

where HR0 is the resonance field at a high temperature
and M00 (= 239 G) was chosen so that a good agreement
with experiment was achieved.

The results of calculations based on formula (3) are
shown by solid curves in Fig. 1. It can be seen that the
agreement with experiment is quite satisfactory.

Analysis of the temperature dependence of the line-
width reveals that experimental linewidth can be deter-
mined exactly and reliably at room temperature only
for the central line. It is equal to 300 G and is virtually
independent of temperature; however, a spike is
observed near 100 K (Fig. 3). The resonance linewidth
is apparently determined by the dipole–dipole interac-
tion and, hence, is independent of temperature (it is dif-
ficult to answer at this stage why motion narrowing is
absent). However, a considerable contribution to the
linewidth comes from fluctuations of magnetization M
near the Curie temperature (~100 K). Since magnetiza-
tion M shifts the position of the resonance, fluctuations
of magnetization lead to broadening of the resonance
line. The mean square of magnetization fluctuations is
given by

(4)

i.e., the fluctuation of M is inversely proportional to the
square root of the temperature deviation from the Curie
point (see [5], Section 146, p. 528). In the scaling the-
ory (see [5], p. 542), the exponent –1 is replaced by
−1.4 [4]. Taking a value of 100 K for the Curie point,
we simulated the temperature behavior of the linewidth
in Fig. 3 on the basis of the Landau theory without
claiming an exact quantitative description of the results.

At a temperature near 100 K, ferromagnetic order-
ing takes place in the system of Fe ions. Since the
assumption that iron ions occupy regular positions in
the SmB6 crystal lattice is groundless, it is the ferro-
magnetism of a disordered system [6], which is analo-
gous in many respects to the ferromagnetism of the
PdFe and AuFe alloys. It is well known that the ferro-
magnetic transition in such systems occurs due to the
indirect exchange interaction between iron ions of the

ω gµB H0 H0 4πM0 T( )+( )[ ] 1/2,=

HR T( ) HR0
2 4π2M2 T( )+ 2πM T( ),–=

∆M( )2〈 〉
Tcχ
V

--------- Tc T– 1– ;∝=
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type V = V0(R/r)exp(–r/R), and the Curie point is deter-
mined by the percolation-theory conditions of forma-
tion of a “large cluster” of interacting ions (see [6]). It
should be noted that alloys of the PdFe type with a mag-
netic ion concentration of 1 at. % have Curie tempera-
tures on the order of tens of Kelvin (40 K for PdFe and
60 K for PdCo). Although ferromagnetic ordering is
observed in degenerate semiconductors due to the
exchange of magnetic ions via the Ruderman–Kittel–
Kasuya–Yosida (RKKY) interaction, we can hardly
expect that this mechanism is operative in a Kondo
semiconductor with a narrow gap, in which the conduc-
tion electron concentration decreases exponentially
with a decrease in temperature in the temperature range
where ferromagnetic ordering is observed.

The energy of the exchange interaction of an iron
ion having spin S0 with the surrounding fluctuating ions
is equal to

(5)

Averaging the spin of a matrix ion over the volume and
taking into account that the exchange integral decreases
rapidly (exponentially) with distance from the ion, we
arrive at the following approximate expression for the
potential of the interaction of the iron ion with its sur-
roundings:

(6)

At a temperature lower than the energy gap, the
main contribution to the magnetic susceptibility of a
Kondo semiconductor comes from the large Van Vleck
term reflecting the polarization of fluctuating ions. The
indirect interaction energy increases with the suscepti-
bility of the matrix, and, obviously, it is not surprising
that the ferromagnetic ordering of impurities occurs in
the region of the highest magnetic susceptibility.

Let us now consider the temperature dependence of
spontaneous magnetization following from the theory
of disordered ferromagnets. According to Korenblit and
Shender [6], this dependence is described by a function
that depends significantly on the parameter νR =
(4/3)πnR3 (n is the impurity ion concentration and R is
the characteristic range of the indirect interaction of
iron ions). Formula (1) quite closely approximates a
curve plotted in [6, Fig. 8] for νR = 5 × 10–3 (see Fig. 4).
This result justifies our procedure for finding the reso-
nance positions at temperatures below the Curie point.
Note that it would be more appropriate to find the
dependence M(T) from the positions of resonances and
use it to determine the parameter νR and, hence, the
range R. However, such a procedure for estimating νR

and R is not preferred for a large width of resonance
lines because of the indeterminacy associated with it.

Our estimates for νR = 5 × 10–3 and a concentration
of 1 at. % show that the characteristic range is R ~ 2–3 Å.
This value corresponds to the ranges R ~ 3–5 Å in

Ĥ J0i R0 Ri–( ) S0Si( ).∑–=

Ĥ Jχ r/R–( )S0.exp–≈
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Pd (Fe, Co, Mn) alloys [6]. However, from the Curie
temperature

(7)

where Uc ≈ U0S2, r0 = 0.87/n1/3, and S is the spin of
interacting ions, the interaction constant U0 is estimated
as U0 ≈ 3 × 105 K, which is an inordinately large value
compared to ~103 K for PdFe. In our opinion, this large
value is due to the high magnetic susceptibility of the
Kondo semiconductor, indicating a high density of
states in the narrow f band of samarium. Thus, the
matrix formed by valence-fluctuating ions intensifies
the indirect ion exchange between impurities and is
responsible for the high value of the Curie temperature.

Thus, we have observed the ferromagnetic ordering
of iron ions introduced as an impurity in the Kondo
semiconductor SmB6 at a relatively high temperature of
100 K and a small impurity ion concentration of about
1 at. %. This result can be attributed to the influence of
the samarium hexaboride matrix formed by fluctuating
valence ions. The ferromagnetic ordering of iron ions
takes place as a result of their indirect interaction
through polarization of the electron shells of matrix
ions surrounding iron ions, and the fluctuating valence
state facilitates such a polarization by weakening the
rigidity of the shells being polarized.

Following advances in spintronics, considerable
interest is being evinced in magnetic semiconductors
with a high Curie temperature [7]. We believe that
Kondo semiconductors have considerable promise as
such materials.

This work was supported by the Russian Foundation
for Basic Research (project nos. 03-02-17453 and 03-
02-16382).

Tc Uc
R
r0
---- 0.87

Rn1/3
------------– 

  ,exp=

Fig. 4. (Curve) The postulated temperature dependence of
spontaneous magnetization in comparison with (points) the
dependence calculated by Korenblit and Shender [6] from
the theory of disordered ferromagnets.
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The rearrangement of the local environments of copper and iron in the ternary alloy Al65Cu22Fe13 in transition
from a crystalline phase to a quasicrystalline phase has been studied by combined extended x-ray absorption
fine structure (EXAFS) and x-ray absorption near-edge structure (XANES) analysis. It has been found that the
nearest environment of copper retains symmetry characteristic of a crystal; however, a turn and small shifts of
copper matrix atoms causes a considerable rearrangement of aluminum atoms around iron. As a result, icosa-
hedral clusters with pentagonal symmetry are formed around iron atoms, and translational symmetry breaking
is accompanied by the transition of Al65Cu22Fe13 to a quasicrystalline state. © 2005 Pleiades Publishing, Inc.

PACS numbers: 61.10.Ht, 61.44.Br
Quasicrystals (quasiperiodic crystals) form a new
class of solids whose properties cannot be described in
terms of classical crystallography [1]. They are inter-
mediate in degree and character of order between amor-
phous and crystalline materials: in the absence of trans-
lational symmetry, they retain long-range order in the
spatial arrangement of atoms. Although all of the com-
ponents of quasicrystals are good metals, the density of
electronic states at the Fermi level exhibits a
pseudogap-like feature. The specific resistance of a
quasicrystalline phase is higher than the resistance of
alloys in both crystalline and amorphous states by more
than one order of magnitude because of electron local-
ization on stable atomic configurations (clusters),
which serve as deep potential well traps for valence
electrons [2]. The symmetry of clusters, in particular,
pentagonal symmetry, is noticeably different from the
symmetry of a matrix; this is indicative of the formation
of new short-range order [3]. The processes of local
atomic ordering in a transition from a crystalline to a
quasicrystalline state are not clearly understood. This is
primarily due to the weak sensitivity of integrated tech-
niques (x-ray diffraction analysis and neutron scatter-
ing) to local structure peculiarities. Obvious advantages
of x-ray absorption spectroscopy for studying local
structural ordering in quasicrystals have not been ade-
quately used.

To fill the above gaps, in this work, we performed a
comparative study of quasicrystalline and crystalline
Al–Cu–Fe phases of the same stoichiometric composi-
tion using combined extended x-ray absorption fine-
0021-3640/05/8109- $26.00 ©0479
structure (EXAFS) and x-ray absorption near-edge
structure (XANES) analysis. The aim of this study was
to determine the local mechanism of transition from a
crystalline to a quasicrystalline state. A combination of
the above two techniques allowed us not only to deter-
mine coordination numbers, interatomic distances, and
atomic species in the nearest environments of copper
and iron in a quasicrystal but also to refine the character
(symmetry) of their mutual arrangement.

Quasicrystalline Al65Cu22Fe13 samples were synthe-
sized by mixing electrolytically pure metal powders
and thermally treating the dried mixture in a vacuum at
800°C for 2 h. The prephase crystal samples resulted
from a thermal vacuum treatment at 500°C for 20 min.
According to x-ray diffraction analysis, an icosahedral
structure (i2213) or a tetragonal ω phase (ω2213)
accounted for more than 95% of the quasicrystalline or
prephase crystal samples, respectively.

The XAFS measurements above the K edges of cop-
per (8978.7 eV) and iron (7111.3 eV) were performed
at the E-4 station of the HASYLAB synchrotron center,
DESY. The use of a double crystal Si(111) monochro-
mator gave an energy resolution of ~1.2 or ~1.0 eV in
the Cu or Fe K-edge region, respectively. The tempera-
ture over the range 20–300 K was controlled with a
closed-cycle helium cryostat and kept constant to
within 1 K. The EXAFS spectra were processed using
the VIPER [4] and IFEFFIT [5] programs in accor-
 2005 Pleiades Publishing, Inc.
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dance with a standard procedure for the extraction and
Fourier analysis of the EXAFS function

(1)

where Nn is the coordination number; Rn is the average
radius of the nth coordination sphere; and σn is the stan-
dard deviation of the interatomic distance from its aver-
age value, referred to as the Debye–Waller factor. The

scale factor  takes into account multielectron effects.
The amplitudes fn(π, k) and the backscattering phases
2δ1(k) + φn(π, k) were calculated using the FEFF-8.20
program [6].

The use of a special procedure that allowed us to
increase the time of data acquisition with increasing the
photoelectron wave vector ~k2 together with measuring

χ k( ) S0
2 1

kRn
2

---------Nn f n π k,( )
n

∑–=

× 2kRn 2δ1 k( ) φn π k,( )+ +( )e
2σn

2
k

2–
,sin

S0
2

Fig. 1. (a) EXAFS function χ(k)k2 measured above the
K-absorption edge of Cu at 20 K and (b) the Fourier trans-
form |F(R)| of this EXAFS function. The solid, dotted, and
dashed lines correspond to the ω2213 crystal, the i2213
quasicrystal, and the simulation result for the quasicrystal,
respectively.

χ(
k)

k2
the spectra at low temperatures ensured a high signal-
to-noise ratio up to k ≈ 16 Å–1 (see Figs. 1a, 2a). This
procedure considerably improved the reliability of data
extracted from the EXAFS analysis, as compared with
previously published data [7, 8], which were obtained
in the analysis of shorter spectra to 12 Å–1.

Figures 1 and 2 show the experimental EXAFS
functions χ(k)k2 measured at T = 20 K above the K
edges of copper and iron and the magnitudes of the
Fourier transform |F(R)| of the EXAFS functions of a
crystal and a quasicrystal. Note that the positions of
|F(R)| maxima differ from the real positions of atoms
because of a phase shift of photoelectron backscatter-
ing (1). The true interatomic distances were extracted
by the simulation of experimental EXAFS functions.
The table summarizes the results of EXAFS analysis.
The main |F(R)| peaks for the crystalline and quasicrys-
talline phases were identified based on x-ray diffraction
analysis, which demonstrated that the structure of an
ω2213 prephase is close to the P4/mnc structure of a

Fig. 2. (a) EXAFS function χ(k)k2 measured above the
K-absorption edge of Fe at 20 K and (b) the Fourier trans-
form |F(R)| of this EXAFS function. The solid, dotted, and
dashed lines correspond to the ω2213 crystal, the i2213
quasicrystal, and the simulation result for the quasicrystal,
respectively.

χ(
k)

k2
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well-studied analog crystal of Al7Cu2Fe (for example,
see [9, 10]).

It can be seen in Fig. 1 that both the EXAFS func-
tions of the crystal and quasicrystal measured above the
K edge of copper and the magnitudes of the Fourier
transform of these functions are similar to each other. A
decrease in the |F(R)| maximum amplitudes in the
region 1.0–2.8 Å for the quasicrystalline sample is due
to a structural disorder in the nearest environment of
copper. Differences in a more distant region to ~3.5–
4.1 Å are more significant; however, the main peculiar-
ities are repeated with a shift of corresponding peaks
toward shorter distances.

An analysis of the spectra demonstrated that a
model that uses environmental parameters in a
prephase crystal at fixed coordination numbers and var-
ied interatomic distances adequately describes the local
environment of copper in the quasicrystal (see the
table). In this case, the best fit of a model spectrum to
the experimental one was achieved by the replacement
of some Al(4) atoms by iron atoms. The model ade-
quately describes not only the splitting of the first
sphere but also a maximum at a distance of ~2.7 Å (see
Fig. 1b). At the same time, the peak at 3.7 Å marked
with an arrow does not appear in model spectra because
it is due to multiple scattering effects. Thus, the EXAFS
analysis data suggest that the quasicrystal inherited a
local structure around copper atoms from the crystal
with a shift and splitting of the nearest coordination
spheres.

At the same time, the structure of the local environ-
ment of iron changes radically after the transition to a
quasicrystalline state. This change manifested itself in
a dramatic decrease in the amplitude of the experimen-
tal EXAFS function (Fig. 2a). The shape of the Fourier
transform of the EXAFS function of the quasicrystal is
more characteristic of an amorphous system (Fig. 2b).
The shape and position of the |F(R)| peak correspond-
ing to the nearest coordination sphere change, whereas
JETP LETTERS      Vol. 81      No. 9      2005
the next nearest environment spheres at distances of
~2.9 and ~4.5 Å are practically indistinguishable. This
behavior is indicative of both an atomic rearrangement
within the nearest sphere and a disorder in the arrange-
ment of atoms outside the nearest environment sphere
of iron within the quasicrystal.

Of course, these dramatic changes cannot be
described within the framework of a crystalline approx-
imation, as in the case of the analysis of the local envi-
ronment of copper. Previously [11], we found that the
best simulation of the experimental Fe K-edge EXAFS
function was achieved when the first coordination

Fig. 3. Schematic diagram of local structure rearrangements
in the formation of a quasicrystal: (a) the rotational dis-
placement of a copper subsystem (viewed along the c axis),
(b) the displacements of aluminum atoms to form an icosa-
hedral cluster around iron atoms, (c) the upper part of an
icosahedron around iron, and (d) the formation of a dodeca-
hedron around copper. A vacancy in the environment of
copper is indicated with an asterisk.
Parameters of the nearest environments of copper and iron atoms in a crystal and a quasicrystal of Al65Cu22Fe13 at T = 20 K. The
distances were measured to within 0.01 Å. X-ray diffraction data for an analog crystal of Al7Cu2Fe [10] are marked with an asterisk

K edge
Crystal Quasicrystal

atom N R*, Å R, Å atom N R, Å

Cu Al(1) 2 2.506 2.46 Al 2 2.47

Al(2) 2 2.516 2.53 Al 2 2.52

Cu(3) 2 2.610 2.59 Cu 2 2.64

Al(4) 2 2.620 2.59 Al(Fe) 2 2.59

Al(5) 2 2.710 2.69 Al 2 2.68

Cu(6) 1 3.023 3.02 Cu 1 2.83

Fe Al 1 2.447 2.33 Al 9 2.52

Al 4 2.475 2.45 Cu 3 2.59

Al 4 2.478 2.64
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sphere around iron was an icosahedron. However,
unlike Sadoc et al. [7] and Gomilsek et al. [8], who also
used an icosahedral environment, we found that, in
addition to aluminum atoms, copper atoms also entered
the nearest sphere. These copper atoms occupied the
positions of some aluminum atoms in the prephase
crystal (see the table). Correspondingly, as noted above,
iron atoms with the coordination number N ≈ 0.5 were
found in the positions of some aluminum atoms in the
nearest environment of copper within the quasicrystal.

Using the results of the combined EXAFS analysis
of the peculiarities of the local environments of copper
and iron, we propose the following mechanism of the
local structure ordering of an i2213 quasicrystalline
phase. In the transition from the crystal to the quasic-
rystal, the distance between the central atom of copper
and copper atoms located in 3-positions somewhat
increases and the distance to copper atoms in 6-posi-
tions decreases more significantly (see Fig. 3a and
the table). With the retention of the symmetry of the

Fig. 4. Shapes of the K-absorption edge in (solid line) a
crystal of the ω2213 prephase and (dotted line) an i2213
quasicrystal at 20 K for (a) copper and (b) iron. The dashed
lines indicate the results of a simulation for the quasicrystal.
local structure around copper atoms as a whole, the
described change in distances can result from a turn of
the squares of copper atoms (with a simultaneous
increase in the side of the square) toward the nearest
atoms of aluminum. Because the Cu–Al distances
remain almost unchanged after the transition to the qua-
sicrystalline phase, the aluminum atoms that sur-
rounded copper shifted, following copper atoms with
respect to iron, to form an icosahedral cluster of pentag-
onal symmetry with an iron atom at the center (see
Figs. 3b, 3c).

A study of the XANES K-edge shapes of copper and
iron shown in Figs. 4a and 4b, respectively, supports the
proposed mechanism. As is seen in Fig. 4a, the absorp-
tion-edge structure of copper changes only slightly
after the transition from the crystal to the quasicrystal.
The greatest changes are associated with an increase in
the amplitude of peak B and a decrease in the amplitude
of the main maximum C. The retention of the energy
positions of the main spectral singularities suggests a
similarity between the symmetries of the nearest envi-
ronments of copper atoms in the crystal and quasi-
crystal.

Changes in the shape of the absorption edge of iron
are more significant: along with a strong increase in the
amplitude of peak B, an energy shift of maxima A, C,
and D is observed, which is indicative of a symmetry
change in the local environment of iron.

The XANES spectra were simulated using the
FEFF-8.20 program [6], which is based on the ab initio
calculation of absorption spectra. The exact description
of the shape of an absorption edge was beyond the
scope of this work. We attempted to choose a model for
local environments that most adequately describes the
energy positions of the main spectral singularities at
reasonable cluster sizes.

In the shape analysis of the Cu K edge in a quasic-
rystal with the use of various clusters [12], a model in
which the first coordination sphere around copper
atoms is a dodecahedron was found to be most ade-
quate. The results of an optimum simulation are shown
in Fig. 4a as a dashed curve for a cluster of 57 atoms
with a size of 5.23 Å. An increase in the cluster size
results only in an increase in the running time and does
not significantly improve the quality of simulation. This
is additional evidence for the retention of symmetry
and a sufficiently high degree of order of the local envi-
ronment of copper in the quasicrystal.

The occurrence of several nonequivalent iron posi-
tions in a quasicrystal [13] makes an unambiguous sim-
ulation of the shape of the Fe K edge difficult. An icosa-
hedral model was found better. In this case, a local
character of ordering in the nearest environment of iron
was supported by the fact that satisfactory results were
obtained only with the use of sufficiently small clusters
of size 4.61 Å (43 atoms). An increase in the cluster size
resulted in an impairment of the simulation results. This
suggests a symmetry breaking and supports the
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EXAFS-based conclusion on structural disorder out-
side icosahedral clusters in the environment of iron.

Thus, a combined EXAFS and XANES analysis
above the K-absorption edges of copper and iron
allowed us to find characteristic changes of the local
structure upon a transition from a crystalline to a quasi-
crystalline state. Figure 3 schematically shows these
structural changes.

In accordance with the results of EXAFS analysis, a
turn of copper squares causes a rearrangement of alu-
minum atoms. This results in the formation of icosahe-
dral clusters around iron. These changes are described
as phases (a) and (b) in Fig. 3. Figure 3c shows the
upper part of an icosahedral cluster around iron and
Fig. 3d demonstrates the resulting cluster as a dodeca-
hedron formed around copper atoms in accordance
with the results of XANES analysis. Vertex positions 7
are close to the positions of Al in a crystal, whereas a
site in the plane saturated with copper is vacant. The
vacancy occurs at distances of .2.5 and .4.0 Å from
the nearest copper atoms.

The occurrence of a vacancy in the nearest environ-
ment of copper in the quasicrystal is consistent with the
results of quasielastic neutron scattering: fast (τ .
10 ps) local jumps of copper atoms to distances of .2.5
and .4.0 Å were detected [14]. In this case, the local
jumps of iron atoms were much slower (τ . 160 ps).

In conclusion, note that the mechanism proposed for
a local structural transition is consistent with conclu-
sions on an important role of copper in the formation of
electronic states on the Fermi surface in quasicrystal-
line Al–Cu–Fe [15]. Based on a study of x-ray photoe-
mission, Belin et al. [15] demonstrated that the Cu(3d)
states shift the densities of Al(3p) and Fe(3d) states
toward higher and lower binding energies, respectively;
this is favorable for the Fe 3d–Al 3p hybridization and
an integral decrease in the density of states with the for-
mation of a pseudogap on the Fermi surface.
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