
  

JETP Letters, Vol. 82, No. 3, 2005, pp. 101–104. From Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 82, No. 3, 2005, pp. 115–118.
Original English Text Copyright © 2005 by Vasiliev.

                                                                       
Determinant Formulas for Matrix Model Free Energy¶ 

D. Vasiliev
Alikhanov Institute for Theoretical and Experimental Physics, Moscow, 117218 Russia

Moscow Institute of Physics and Technology, Moscow, 117303 Russia
e-mail: vasiliev@itep.ru

Received June 17, 2005

The paper contains a new nonperturbative representation for the subleading contribution to the free energy of a
multicut solution for a Hermitian matrix model. This representation is a generalization of the formula proposed
by Klemm, Marino, and Theisen for a two-cut solution, which was obtained by comparing the cubic matrix
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this paper, I give a direct proof of their formula and generalize it to the general multicut solution. © 2005 Ple-
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1. INTRODUCTION

Interest in multicut solutions to matrix models was
inspired by the studies in 1 = 1 supersymmetric gauge
theories of Cachazo, Intrilligator, and Vafa [1] and
Dijkgraaf and Vafa [2–4], who proposed to calculate the
nonperturbative superpotentials of 1 = 1 SUSY gauge
theories in four dimensions using the matrix model
technique. These 1 = 1 theories contain the multiplet of
1 = 2 SUSY gauge theories but with a nontrivial tree
superpotential. The nonperturbative superpotential
could be obtained from the partition functions of the
one-matrix model (1MM) in the leading order in 1/N, N
being the matrix size. Higher genus corrections are
identified with certain holomorphic couplings of gauge
theory to gravity.

The authors of [5] proposed a new ansatz for ^1 in
the two-cut case (with absent double points) and made
a perturbative check. Their formula, in fact, comes from
the correspondence between the so-called topological

B-model on the local Calabi–Yau geometry  and the
cubic matrix model. Here, I give complete a proof of
this formula and generalize it to the multicut case.

We start with a definition of the matrix integral and
introduce all relevant constructions (for a complete
review of the subject, see [6] and references therein).
Consider the Hermitian one-matrix model:

(1)
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where V(X) = Xn, " = t0/N is a formal expan-
sion parameter and the integration goes over the N × N
matrices, DX ∝  .

The topological expansion of the Feynman diagram
series is then equivalent to the expansion in even pow-
ers of " for

(2)

Customarily, t0 = "N is the scaled number of eigenval-
ues. We assume the potential V(p) to be a polynomial of
the fixed degree m + 1.

The averages, corresponding to the partition func-
tion (1), are defined as usual:

. (3)

It is convenient to use their generating functionals: the
one-point resolvent

(4)

and the s-point resolvents (s ≥ 2)
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The genus expansion of the resolvent has the form

(6)

It satisfies the loop equation [7, 8]:

(7)

where […]– is the projector on the negative powers. In
genus zero, the loop equations have the solution

(8)

(9)

where Pm – 1 is an arbitrary polynomial of degree m – 1.
If curve (9) has n cuts, it can be represented in terms of
branching points µα:

(10)

In this article, I concentrate on the case with m = n
(without double points; i.e., M(λ) is a constant). Thus,

the full set of moduli is tI ≡ {Si, t0, tk}, i = , k =

, where occupancy numbers Si are defined as inte-
grals over A-cycles on the curve y,

(11)

To construct ^1, we also define the polynomials
HI(λ),

, (12)

and matrix σi, j ,
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It can be shown [6] that, for polynomials Hk(λ) ≡
λl – 1, k =  corresponded Sk,
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2. TWO-CUT CASE

According to paper [5], the holomorphic part of the
genus one B-model amplitude is, up to an additive con-
stant,

(15)

where  = (µ1 – µ2),  = (µ3 – µ4),  = (µ1 +

µ2), and  = (µ3 + µ4). On the other hand, there is an

answer for ^1 obtained directly from solving the loop
equations (7) for matrix model [9, 10] or using confor-
mal field theory technique [11, 12]:

(16)

which, in the two-cut case without double points, reads
as

(17)

where σ (13) is a 1 × 1 matrix. To obtain (15) from (17),
one should prove the following formula:

(18)

We can explicitly find the derivatives ∂Si/∂  (instead

of ∂ /∂Sj), keeping times tk constant. To do so, one
should first write ∂Si/∂µj, then make the change of vari-
ables from {µ1, µ2, µ3, µ4} to {t1, t2, , }. Then,

(19)

∂µk/∂  here are obtained by inverting the matrix

. After this, it is easy to rewrite (18) using

elliptic integrals:

(20)

where κ =  and Π(ν, κ) and K(κ)

are complete elliptic integrals of the third and first
kinds, respectively. To prove this statement, one can
rewrite the elliptic integrals of the third kind via the
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complete and incomplete elliptic integrals of the first
and the second kinds (these formulas can be found in
[13] (formulas (22), (24) from Chapter 13.8); note,
however, that, in [13], there is a misprint in these for-
mulas):

(21)

(22)

where k' = , θ ∈  [0, π/2]. In this case, one
should put sin2θ = (µ3 – µ1)/(µ4 – µ1).

The same computation can be performed for any

other partition of µi into the two sets  (without

changing σ), say, for  = (µ1 – µ3),  = (µ2 – µ4),

 = (µ1 + µ3), and  = (µ2 + µ4). It leads to the

same result (15); however, the perturbative calculation
in this case is irrelevant.

3. GENERALIZATION FOR n-CUT SOLUTION

A natural generalization of (15) is

(23)

where we have divided all the branching points into two

ordered sets  and  and performed a

linear orthogonal transformation of  to the quan-

tities  and , j = ,

(24)

To prove formula (23), one should calculate the
derivative of the branching points µj with respect to the
moduli {tK} ≡ {S1…Sn – 1, t0…tn} [6]:
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t0 starts with λn – 1. Therefore, one can find the deter-
minant:

(26)

Indeed, consider the left-hand side of (26):

(27)

The change of variables {S1, …, Sn}  {S1, …, Sn – 1,
t0} does not change the determinant. To obtain the Van-
dermonde determinant on the right-hand side of (26),
there should be, instead of the polynomials HK, polyno-
mials of degree 2n – i + 1, where i is the line number,
with unit leading coefficients. To this end, one should
multiply the matrix HK( ) by the block diagonal
matrix

(28)

This gives the factor (det )–1 = ( )–1. Lines from

1 to n + 1 contribute to n!, which can be omitted from
the free energy. The Vandermonde determinant ∆( )
then combines with the rational factors in the denomi-

nator to produce ∆ /∆(µ), where

∆  is the Vandermonde determinant for the supple-
mentary set of n branching points not entering the set

, whereas ∆(µ) is the total Vandermonde
determinant. Now, we should put M(µα) a constant
independent of α. Expanding the determinant in (23) by

each line and neglecting the additive constant ,

one obtains (16).
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one can rewrite (16) in a simpler form:

(30)

4. PERTURBATIVE FORMULA

We have also performed a perturbative check of (23)
for the three-cut case. It is easier to make the expansion
not in the moduli Si but in the difference of the branch-
ing points . In order to calculate det||∂{Si,
Sn}/∂{ }||, one should rewrite Si and σi, j in terms of

,  and expand them in :

(31)

(32)

where ck and  are the Taylor coefficients for 

and 1/ , respectively. It should be mentioned that
derivatives ∂{Si}/∂  are taken at tk constant, while,
in (31), Sk are functions of µ+, µ–. This problem is
solved by calculating the transition matrix from { ,

tk} to  and inverting it. We have performed this
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calculation up to (µ–)3 and found it to be in perfect
agreement with (16) (up to the additive constant already
mentioned).
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The self-action dynamics of three-dimensional wave packets whose width is on the order of the carrier fre-
quency is studied under fairly general assumptions concerning the dispersion properties of the medium. The
condition for the wave field collapse is determined. Self-action regimes in a dispersion-free medium and in
media with predominance of anomalous or normal group velocity dispersions are numerically investigated. It
is shown that, for extremely short pulses, nonlinearity leads not only to the self-compression of the wave field
but also to a “turn-over” of the longitudinal profile. In a dispersionless medium, the formation of a shock front
within the pulse leads to the nonlinear dissipation of linearly polarized radiation and to self-focusing stabiliza-
tion. For circularly polarized radiation, the wave collapse is accompanied by the formation of an envelope shock
wave. © 2005 Pleiades Publishing, Inc.

PACS numbers: 41.20.Jb, 42.65.–k
The development of optical methods for the genera-
tion of attosecond [1] and terahertz [2] pulses calls for
a theoretical study of the self-action dynamics of wave
fields whose spectral width is on the order of their car-
rier frequency. The approximation of a slowly varying
envelope of the wave field is insufficient for describing
the propagation of a femtosecond ionizing laser pulse
in the atmosphere, which is accompanied by a consid-
erable broadening of its spectrum [3]. One of the sim-
plest generalizations of the three-dimensional non-
linear Schrödinger equation for pulses with durations
of several periods of the field oscillations is as follows
[4–6]:

(1)

This equation describes the reflectionless propagation
of broadband radiation u(z, τ = t – z, r) along the z axis
with a group velocity, where r is a vector perpendicular
to the z axis. The parameters a, b, and γ determine the
low-frequency and high-frequency dispersions of the
medium and the dissipation of the radiation [4]. The
scale invariance of this equation allows its representa-
tion in form (1). The dimensionless coordinates are
expressed in terms of the respective characteristic (spa-
tial and temporal) scales of the problem. The field
u(r, z, τ) is dimensionless and normalized to the char-
acteristic nonlinear field. In the absence of dispersion in
the medium (a = b = 0), Eq. (1), in particular, describes
the self-action of shear acoustic wave fields [5]. As
applied to nonlinear acoustics, Eq. (1) represents a gen-
eralization of the modified Burgers equation to the case
of three-dimensional wave fields. For γ = 0 and a = 0,
Eq. (1) has the form of a generalized Kadomtsev–Petvi-

∂
∂τ
----- ∂u

∂z
------ 3u2∂u

∂τ
------ b

∂3u

∂τ3
--------– γ∂2u

∂τ2
--------–+ 

  au+ ∆⊥ u.=
0021-3640/05/8203- $26.00 0105
ashvili equation, which is used to describe the evolution
of finite-amplitude elastic waves in magnets [6].

For the electromagnetic radiation under consider-
ation, parameters a and b determine the group velocity
dispersion of the wave field in a wide frequency range
[7]. From the linear dispersion relation k = kz(ω) (kz is
the wave number, ω is the wave frequency, and u ~
exp(iωt – ikzz)), for the parameters of the group velocity
dispersion, we find ∂2k/∂ω2 = 6bω – 2a/ω3. From this
expression, one can see that, at a = 0 and b > 0, Eq. (1)
describes the self-action dynamics of ultrashort pulses
in a medium with a normal dispersion (∂2k/∂ω2 > 0).
The other limiting case with b = 0 and a > 0 corre-
sponds to a medium with an anomalous dispersion
(∂2k/∂ω2 < 0). By choosing the central frequency of the
broadband radiation, it is possible to control the role of
the dispersion in the dynamics of the system. In partic-
ular, for the central frequency  = (a/3b)1/4, the group
velocity dispersion proves to be zero.

Another distinctive feature of the equation under
consideration is related to the nonlinear term in Eq. (1).
In the framework of the slowly varying amplitude
approach, this term corresponds to a cubic nonlinearity.
As the pulse duration decreases, the dependence of the
group velocity on amplitude (the nonlinear dispersion)
becomes the governing factor. In the one-dimensional
case (∆⊥  = 0), this nonlinearity determines the modifi-
cation of the wave field profile and the shock front for-
mation. Evidently, self-compression of the wave packet
in the transverse direction should enhance wavebreak-
ing effects.

In this paper, we consider the space–time evolution
of non-one-dimensional packets of broadband radia-
tion. First, we derive a number of analytical relations,

ω
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which allow us to qualitatively analyze the characteris-
tic features of the self-action dynamics of wave fields
on the basis of Eq. (1). Then we present the results of
the corresponding numerical study.

1. We consider the conservative case (γ = 0) and pass
from Eq. (1) to the equation for the potential Φ of the
field u = Φτ. As a result, for the localized distribution of
Φ, by integrating Eq. (1), we obtain the equation

(2)

which is more convenient for the qualitative study of
the wave packet dynamics. We write the Lagrange
function density corresponding to Eq. (2):

(3)

This allows us to determine some integral relations that
are conserved in the process of evolution of the system:

(4)

(5)

The existence of these relations is associated with the
translational symmetry of the initial equation (z 
z + z0, τ  τ + τ0). They are a generalization of the
well-known expressions for the “energy” (the number
of quanta) and the Hamiltonian involved in the nonlin-
ear Schrödinger equation to the case of a broadband
pulse.

For the qualitative investigation of the dynamics of
three-dimensional wave packets, we use the method of
moments. For the subsequent consideration, the conti-
nuity equation is the initial point:

(6)

This equation is obtained by multiplying Eq. (2) by 2Φτ
and then transforming it to the divergent form. One of
the most informative relations can be obtained for the
characteristic transverse size of the axially symmetric
wave field:

∂2Φ
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2+ 
 –

∂
∂τ
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+ b
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--------Φτ

2 2div⊥ Φτ∇ ⊥ Φ( ) a
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----------.–+

ρ⊥
2
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2 Φτ

2 τ r⊥dd∫
I

------------------------------.=
Multiplying Eq. (2) by  and performing the corre-
sponding operations, we easily arrive at the equation

(7)

which describes the variation of the effective transverse
size of the wave field in the process of the evolution of
the system. In the absence of low-frequency dispersion
(a = 0), such an equation was obtained in [6].

First of all, it should be noted that, for a dispersion-
free medium (a = b = 0), the right-hand side of the equa-
tion is proportional to the Hamiltonian of the system,
which is given by Eq. (5) [5]. In this case, one can con-
clude that the wave field distributions corresponding to
H < 0 collapse in the transverse direction. The right-
hand side of Eq. (7) is also negative for the initial dis-
tributions whose spectrum lies in the region of the
anomalous group velocity dispersion (b  0). As in
the case of a quasi-monochromatic pulse, we also
obtain a collapse. A solution of Eq. (2) exists for finite
paths zk, and, for the regularization of the singularity
arising in this case, it is necessary to take into account
additional mechanisms (saturation of nonlinearity, non-
linear absorption, etc.). However, such a unique conclu-
sion cannot be made for the distributions whose spec-
trum is concentrated in the region of the normal group
velocity dispersion (a  0). For these distributions, it
is only possible to conclude that they are self-com-
pressed at the initial stage of the evolution of the sys-
tem. In the general case (a ≠ 0, b ≠ 0), wider possibili-
ties arise for nonlinearity amplification, as compared to
the case of a quasi-monochromatic wave packet, and
these possibilities require closer investigation. For
example, one of them is related to the choice of the cen-
tral frequency of radiation when the parameter of the
group velocity dispersion is equal to zero (∂2kz/∂ω2 =
0). Another possibility can be determined from Eq. (7).
One can see that, for the field distributions decreasing

as exp(− |τ|), the integral term in Eq. (7) van-
ishes. Thus, for the initial distributions containing a set
of regions with such field variations, Hamiltonian (5)
proves to be the same as that in a dispersionless
medium.

2. To illustrate the features of the self-action dynam-
ics of ultrashort pulses, we present the results of a
numerical simulation based on Eq. (1) for the processes
that occur in the system.

We consider the simplest case of a dispersionless
medium (a = b = 0). Figure 1a shows the evolution of
the field on the axis of the system. One can see that the
main process is the steepening of the wave field profile
within each of the half-periods and the formation of
shock waves. Unlike the quadratic nonlinearity, in the
“cubic” medium under consideration, a trapezoidal
rather than saw-tooth profile is formed. The absorption
at shock fronts proves to be so strong that the wave
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amplitude remains almost unchanged. At the same
time, the width of the wave field decreases noticeably
(Fig. 1b). To interpret these results, we use the fact that,
in the dispersion-free medium under study, the pulse
duration remains constant. This means that the pro-
cesses occur locally, as in a quasi-monochromatic wave
beam. In the nonlinear term, we can distinguish two
parts. One of them corresponds to the cubic nonlinear-
ity, which, in the conservative regime, leads to a self-
compression of the wave packet according to the same
law (7) as in the theory of self-focusing. The other
determines the linear absorption associated with the
wavebreaking of the profile and the formation of multi-
ple shock fronts. Evidently, for wave beams with a
characteristic transverse dimension much greater than
the wavelength, the self-focusing process proves to be
sufficiently slow compared to the rate of the shock
wave formation at every half-period of the field [5]. The
value of the nonlinear absorption in the case under
study can be determined by analogy with the case of
one-dimensional weak shock waves in hydrodynamics
[5, 8]. Considering the additive effect of these nonlin-
earities, we arrive at the nonlinear Schrödinger equa-
tion in the form

with an additional term describing the nonlinear dissi-
pation of radiation. The numerical solution of this equa-
tion, as well as the calculations of the corresponding
equation in the so-called aberration-free approximation
[5], leads to a noticeable transverse self-compression of
the wave field under conditions of a virtually constant
field amplitude at the axis of the system. Thus, the
absorption of ultrashort pulses of linearly polarized
radiation at internal shock waves fundamentally

i
∂ψ
∂z
------- ∆⊥ ψ ψ 2ψ iν ψ 2ψ+ + + 0=

Fig. 1. Dynamics of a linearly polarized field in a disper-
sionless medium (a = 0, b = 0): (a) the evolution of the lon-
gitudinal structure of the wave packet (r = 0) and (b) the
transverse distribution of the maximum-amplitude field (the
solid line represents the initial distribution, and the dashed

line corresponds to z = 4); u = 0.4 exp .
τ( )cos

0.3τ( )cosh
--------------------------- r
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200
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changes the character of the wave packet collapse: it
occurs without any field amplification.

3. The formation of multiple shock fronts hinders the
numerical simulation of the long-term evolution of the
system. The problem is simplified in the case of circu-
larly polarized waves u = u(x0 + iy0) (x0 and y0 are unit
vectors along the respective axes). Generalization (1)
for the wave field with a circular polarization leads to
the equation

(8)

This equation can be derived on the basis of the one-
dimensional equation given in [9], which describes the
self-action dynamics of a vector field in a medium with
a cubic nonlinearity. For a broad wave beam, adding the
term ∆⊥ u, we arrive at Eq. (8). Equation (8) additionally
contains a nonlinear dissipation (β ≠ 0) for stabilizing
the collapse. In a quasi-monochromatic field, it
describes the multiphoton absorption.

Figure 2 shows the results of numerical simulation
for the self-action dynamics of a circularly polarized
wave field in a dispersion-free medium with the same
parameters as those in Fig. 1. In this case, as one can
see, no steepening of the profile occurs for the half-
periods of the field and, hence, the possibility of the
field dissipation at the shock fronts is absent. As a
result, from Eq. (7) transformed to the case of a circu-
larly polarized wave (γ = 0, β = 0), we find that not only
does the effective width of the wave field decrease (to
zero) but also the amplitude of the field increases with-
out bound, as in the case of an ordinary collapse.

The numerical study of the self-action dynamics
under initial conditions virtually identical to those used

∂
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Fig. 2. Dynamics of a circularly polarized field in a disper-
sionless medium (a = 0, b = 0): (a) the evolution of the lon-
gitudinal structure (r = 0) and (b) the transverse distribution
of the maximum-amplitude field (the solid line represents
the initial distribution, and the dashed line corresponds to

z = 20); u = exp [cos(τ) + isin(τ)].
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for linearly polarized waves confirms the above conclu-
sion (see Fig. 2). To stabilize the singularity, we took
into account the nonlinear absorption by introducing an
additional term in the equation. A new result obtained
in this case is the steepening of the envelope profile.
This steepening is associated with the dependence of
the group velocity on the wave packet amplitude. A
characteristic feature is the separation of an extremely
short pulse near the leading edge of the packet, the
duration of this pulse being much smaller than the
wavelength corresponding to the central frequency.
This effect is also present in the one-dimensional prob-
lem (∆⊥  = 0). In the three-dimensional case under study,
the length of the formation of such a structure is much
smaller. The self-focusing of the wave field additionally
leads to a considerable increase in the wave amplitude,
so that the steepening of the envelope profile and the
shock front formation manifest themselves for initial
amplitudes much smaller than those in the one-dimen-
sional case.

In a medium with a predominant anomalous group
velocity dispersion (b  0), the self-action dynamics
of a circularly polarized wave field with parameters
corresponding to the collapse realization (H < 0) is sim-
ilar to the dynamics observed in the quasi-monochro-
matic case. Since the dispersion spreading of ultrashort
(and extremely short) pulses proves to be noticeable,
the self-compression in the transverse direction occurs
with a simultaneous monotonic increase in the longitu-
dinal dimension.

The distinctive features of the self-action dynamics
are more pronounced in a medium with the predomi-
nance of the normal group velocity dispersion (a  0).
In the case of the chosen initial distribution (Fig. 3), a
noticeable self-compression of the wave field occurs
along the transverse axis. In the calculations, this effect

Fig. 3. Dynamics of a circularly polarized field in a medium
with normal dispersion: (a) the evolution of the wave field
on the axis of the system (r = 0) and (b) the transverse dis-
tribution of the maximum-amplitude field (the solid line
represents the initial distribution, and the dashed line corre-
sponds to z = 16); a = 0 and b = 1; u =

exp [cos(τ) + isin(τ)].
0.8

0.3τ( )cosh
--------------------------- r

2

200
---------– 

 
was stabilized by taking into account the nonlinear
(multiphoton) absorption.

One can see that here the distribution does not break
in two, as in the case of a quasi-monochromatic wave
packet. It is the development of the breaking instability
that is believed to cause the limitation of the maximum
amplitude and the stabilization of the collapse [10]. The
nonlinear dispersion leads to the violation of the sym-
metry of the self-compression process. As a result, with
an increase in the maximum amplitude, a characteristic
steepening of the trailing edge of the pulse and the for-
mation of the envelope shock wave take place. A simi-
lar situation occurs in the framework of the nonlinear
Schrödinger equation with allowance for the depen-
dence of the group velocity of the wave packet on
amplitude [11]. Thus, the dispersion spreading of the
packet does not prevent its transverse self-compression
(collapse), which proceeds simultaneously with the for-
mation of a sharp shock front in the longitudinal enve-
lope.

In this paper, we briefly considered the characteris-
tic features of the space–time evolution of electromag-
netic radiation whose spectral width is on the order of
the carrier frequency. On the basis of the equation for
the effective width of the wave field, it is possible to
separate the class of initial distributions that later
undergo collapse. The numerical study has shown that
this process is not as universal as in the case of quasi-
monochromatic radiation. Only in a medium with a
predominance of the anomalous group velocity disper-
sion does the situation prove to be analogous to that
observed in the case of a cubic nonlinearity. In other
cases, the situation is much more complicated. For
example, in the case of linearly polarized radiation in a
dispersion-free medium, an important role in the self-
action dynamics is played by the nonlinear attenuation
at shock fronts caused by the steepening of the wave
profile within each of the half-periods of the field. As a
result, the focusing of the wave field in the transverse
direction is compensated by the absorption and occurs
without any noticeable increase in amplitude.

For circularly polarized wave fields, the nonlinearity
under consideration leads to both an increase in the
field amplitude and the formation of an envelope shock
wave; i.e., a collapse and a gradient catastrophe simul-
taneously take place.

We are grateful to A.A. Balakin and D.I. Kulagin for
assistance in constructing the numerical code and to
D.V. Kartashov for the interest in our work and for dis-
cussions. This work was supported by the Russian
Foundation for Basic Research, project nos. 04-02-
16420, 05-02-17517, and 05-02-17509. One of us
(S.S.) is also grateful to the Foundation in Support of
Domestic Science and to the Dynasty Foundation.
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Observation of Quantum Noise in the Polarization
of Laser Light in a Rubidium-Vapor Cell

A. S. Zibrova, b and I. Novikovaa

a Harvard–Smithsonian Center for Astrophysics and Physics Department, Harvard University,
Cambridge, Massachusetts 02138, USA

e-mail: inovikova@cfa.harvard.edu
b Lebedev Physical Institute, Russian Academy of Sciences, Leninskiœ pr. 53, Moscow, 117924 Russia

Received June 28, 2005

Experimental observation of quantum noise in the polarization of laser light that has passed through a dense
Rb87 atomic vapor is reported. The step-like noise spectrum is observed. Factors responsible for the form of the
observed spectrum and the absence of noise “squeezing” predicted by Matsko et al. [Phys. Rev. A 63, 043814
(2001)] are discussed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.50.Gy, 42.65.–k
Quantum fluctuations of the electromagnetic field
determine the fundamental limit of the measurement
accuracy in many experiments. In view of this circum-
stance, of great interest is the development of various
methods for generating light with nonclassical statistics
that provide the reduction of quantum noise [1, 2].
When light propagates through a nonlinear medium, its
statistics changes, which is determined by the strength
of the nonlinear interaction and linear losses in the
medium [2, 3]. For this reason, proposals of using a
dense atomic vapor with induced quantum coherence to
control the light statistics seem to be particularly prom-
ising.

Coherence created by means of a strong controlling
field between levels of the ground states of alkali metals
makes an optically dense medium transparent, which
exhibits strong dispersion in this case. This effect is
called electromagnetically induced transparency (EIT)
[1]. The third-order susceptibility of the medium with
EIT is high and nearly equal to the linear susceptibility,
which leads to the effective coupling between fields
involved in nonlinear processes [4].

The authors of [5] demonstrated that the quantum
state of light in the presence of EIT can be projected on
a collective atomic state, which provides long-term
storage of information about light and its further recov-
ery on demand. In [6], it was theoretically shown that
EIT created due to coherence induced in Zeeman sub-
levels of the same ground state of rubidium vapor can
be used to squeeze the quantum noise in the laser polar-
ization. Those calculations showed that a squeezing of
8 dB can be reached.

The aim of this work is to analyze the possibility of
polarization quantum noise squeezing using the D1 line
of rubidium. Connection between the applied field
0021-3640/05/8203- $26.00 0110
intensity and the frequency bandwidth of quantum
noise deformation is investigated in this work.

The mechanism proposed in [6] for squeezing light
polarization is as follows. The linear polarization of
light propagating in the rubidium vapor is represented
as the superposition of oppositely rotating polarizations
σ+ and σ– (see Fig. 1a). These fields ensure the condi-
tions for appearance of EIT, forming the λ configura-
tion of the interaction of the fields with the Zeeman
sublevels |mF = –1〉  and |mF = +1〉 . For an idealized λ
scheme, EIT does not lead to change in the phase delay
between σ+ and σ– components. However, the real
structure of the excited state of rubidium, including the
existence of other hyperfine components, Doppler
broadening, and losses, introduces phase delays
between the polarization components of the field.
Indeed, in the dressed-field states [7], the absorption
spectrum of the field σ– has two resonances |+〉  and |–〉
with the corresponding distribution of the refractive
index n(ν). Let us assume that a spontaneous photon is
emitted due to vacuum fluctuations at frequency (ν0 +
(κv)) (see Fig. 1b). An increase in the intensity induced
by this photon leads to a change in the distance 2Ω'
between the states |+〉  and |−〉 and, therefore, to a change
in the transmission of the σ– component. The refractive
index at the laser frequency changes simultaneously by
∆n. Thus, correlation arises between changes in the
number of photons and field phase.

Therefore, two polarization components are coupled
due to the ac Stark effect. As a result, a decrease in the
shot noise in the σ– component is observed in one of the
field quadratures, whereas it increases in the other
quadrature.

The results of [6] are experimentally confirmed in
[8], where the detection of squeezing of the quantum
© 2005 Pleiades Publishing, Inc.
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noise in linearly polarized laser light after passage
through a cell with the D2 rubidium vapor is reported.
In the experiment, a decrease in quantum noise by
0.85 dB below the shot noise level was observed. The
D1 line of rubidium seems more promising for studying
the possibility of squeezing light, because it has (i) a
simpler structure of excited states that are all involved
in the creation of coherence, (ii) larger EIT, and (iii) a
larger effect of the nonlinear polarization rotation [9].

The experimental setup layout is shown in Fig. 1.
Linearly polarized light propagates through a cylindri-
cal Pyrex cell containing isotopically pure 87Rb. The
length and diameter of the cell are equal to 2.5 cm. The
frequency of the external-cavity diode laser is tuned
near the F = 2  F ' = 1, 2 Rb transition (wavelength
of 795 nm). The power of light at the input of the cell
was in the range P = 1–8 mW and the diameter of the
beam was equal to D = 2 mm. Laser diodes have a large
two-dimensional asymmetry of the spatial distribution
of radiation. For this reason, the beam was spatially fil-
tered by means of a telescope at whose waist a circular
aperture 30 µm in diameter was placed. Such a system
transmitted ~70% of incident light with an intensity
distribution close to a Gaussian. Noise in the work was
detected using the traditional phase-sensitive homo-
dyne technique [10]. A two-arm interferometer
included a crystal polarizer (with an extinction coeffi-
cient of 5 × 10–6), mirrors, and a 50 : 50 nonpolarizing
beamsplitter. Light E|| passed through the polarizer was
used as the local oscillator.

In the local-oscillator channel E||, a half-wave plate
was used, which ensured the adjustment of the same
polarizations in both channels of the interferometer.
After careful adjustment of the interferometer, the visi-
bility of its fringes approached 96–98%. The high qual-
ity of fridges indicates a single-mode laser field.

Light at the outputs of the homodyne detection
scheme was collected at two identical S3883
Hamamatsu silicon p–i–n photodiodes with a quantum
efficiency of 91%. The photocurrents of these diodes
after amplification by OPA657 low-noise amplifiers
were subtracted by a ZFSCJ-2-2 MiniCircuits 180°
combiner with the operating range from 0.01 to
20.0 MHz. The gains of the amplifiers were carefully
balanced. To this end, the laser current was modulated
at a frequency of about 5 MHz, which led to the appear-
ance of a spectral component at this frequency. The
amplification was balanced such that the modulation
component disappeared completely after the subtrac-
tion of photocurrents. Thus, the correlated components
of photocurrents were subtracted better than 35 dB.

Before measurement of the quantum noise level, the
detection system was calibrated in the traditional way:
the channel E⊥  was closed and the noise level of the dif-
ference between photocurrents was then measured as a
function of the incident light intensity. This dependence
was linear over the entire power range under investiga-
tion. The homodyne detection noise spectrum for the
JETP LETTERS      Vol. 82      No. 3      2005
closed channel E⊥  is indicated as SQL in Fig. 2. The
shutdown of light in front of one of the photodiodes
reduced noise by a factor of 1.4.

The cell was in a three-layer magnetic screen and
was heated to a temperature of about 85–95°C, which
corresponds to the atomic-vapor density N = 5 × 1011–
2 × 1012 cm–3.

Noise was analyzed near the transitions F = 2 
F' = 1, 2 (the distance between them is equal to
812 MHz). Amplification of quantum noise was
observed for both high-frequency and low-frequency
detuning from a transition. For a detuning of about
(+150 ± 60) MHz, the noise spectrum has the pro-
nounced shape of a step with a peak (see Fig. 3). The
position of the step is a linear function of the intensity
and is shifted towards higher frequencies as the inten-
sity increases (Fig. 3). When the length of the interfer-
ometer arms changed such that the field phase differ-
ence between different arms of the interferometer was
equal to 180°, the observed features disappeared (see

Fig. 1. Layout of the experimental setup. The local-oscilla-
tor channel is denoted as E||. Radiation with the orthogonal
polarization propagates in the other interferometer arm E⊥ .
A mirror placed on a piezodrive makes it possible to change
the relative phase of the fields in the interferometer arms. To
detect interference between two fields, their polarizations
are tuned by means of a half-wave plate. (a) The λ scheme
on Zeeman sublevels. The linear polarization of light E0 is
represented as the sum of the oppositely-rotating polariza-
tions σ+ and σ–. (b) The λ scheme in the dressed-state rep-
resentation. The left part is for atoms at rest, the right part is
for an atom moving with velocity κv, Ω is the Rabi fre-

quency, Ω' = , and n(ν) is the refractive index.Ω2 κv( )2
+

2Ω

2Ω
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Fig. 2, line b). In this case, noise decreased by 10–
20 dB. Blocking light in the E⊥  channel reduces the
detected noise to the SQL level.

The squeezing of quantum noise was not observed
in the experiment. We detected a decrease in noise, but
this decrease was not below the SQL noise level (see
Fig. 2, line b). It is interesting that the noise level is
minimal near the high-frequency spectrum peak whose
frequency is approximately equal to the Rabi frequency
(~12 MHz in Fig. 2, line a). The squeezing of light was
observed in [8] near a frequency of about 5 MHz,
whereas the Rabi frequency was equal to about
100 MHz.

DISCUSSION

First, we point to a considerable difference between
the conditions of our experiment and conditions found
in [6, 8]. In those works, the squeezing of light was esti-
mated under the assumption of a high intensity of light
whose Rabi frequency almost reaches the hyperfine
splitting of the ground state (~6.8 GHz). For these
parameters, the effect of atomic interference on the for-
mation of the squeezing spectrum is insignificant [11].
The effect of the Doppler broadening (~0.5 GHz) on the
EIT spectrum is negligible, and the four-level system of
the D1 rubidium line is virtually transformed to the two-
level system where birefringence is due to an ac Stark
effect. Since the frequency dependence of absorption
changes faster than dispersion varies in the medium, the

Fig. 2. Noise spectrum detected by a homodyne detector
when the field phases in both arms (a) coincide with each
other and (b) differ from each other by 180°. The cell tem-
perature was equal to 95°, the laser power was 7.4 mW, the
laser frequency was detuned from the transition F = 2 
F' = 1 towards higher frequencies by 150 MHz, and the
beam diameter was equal to 1 mm. The noise spectrum
when the E⊥  arm is closed is denoted as SQL. The analyzer
resolution was equal to 100 kHz and the video detector band
was 30 Hz.
authors of [6] found the parameters of the system for
which the quadrature squeezing of the σ– component
arises. In our experiment, atomic coherence is decisive
for the creation of birefringence [12, 13]. Therefore, the
EIT spectrum forms the noise spectrum. Obviously, the
correlation between intensity and phase fluctuations is
necessarily most pronounced at the sharp boundary of
the transmission window, which is observed in a dense
medium in the presence of EIT. In such a medium, all
noise frequencies outside of the transparency window Γ
are absorbed [5, 14, 15]. The width of the induced-
transparency resonance in a dense medium is linearly
related to the applied-field intensity [15]:

(1)

Here, Ω is the Rabi frequency; γa is the excited-state
decay rate; γbc is the coherence-relaxation rate; η =
3Nλ3/4π2, where N is the atomic density; and κ = 2π/λ.

Let us estimate Γ using the parameters of the exper-
iment. The parameter γbc in the experiment is deter-
mined by the time of flight of an atom moving with the
thermal velocity through the laser beam and is equal to
about 105 Hz. The relaxation time of the polarization of
the excited rubidium-atom state is equal to about

5 MHz. Using the formula Ω = γa , where I is the
intensity of the controlling field (in mW/cm2) [17], we
estimate the Rabi frequency as Ω . 25 MHz and,

Γ Ω2

γbcγa

---------------- 1

ηκ L
---------------.=

I/8

Fig. 3. Noise spectrum detected by a homodyne detector for
various incident-light powers when the field phases in both
arms coincide with each other. The cell temperature was
equal to 95°, the laser frequency was detuned from the tran-
sition F = 2  F' = 1 towards higher frequencies by
150 MHz, and the beam diameter was equal to 2 mm. The
analyzer resolution was equal to 100 kHz and the video
detector band was 1 kHz. The inset shows the position of the
noise “step” peak vs. the laser power.
JETP LETTERS      Vol. 82      No. 3      2005



OBSERVATION OF QUANTUM NOISE 113
hence, Γ ~ 20 MHz. It is difficult to expect a better coin-
cidence of Γ with the frequency of the noise peak in the
presence of spatial inhomogeneity, optical pumping,
etc. (see, e.g., [18]).

Under conditions similar to our experiment, an effi-
cient Raman spontaneous process occurs in the atomic
vapor. As a result, new fields S and N are excited (see
Fig. 4). The intensity of these fields may reach 2–5% of
the incident-radiation intensity. The frequencies of the
new fields differ by 6.8 GHz (the frequency of the split-
ting of the atomic ground state) from the applied-field
frequency. In the homodyne experimental technique,
noise in the new field is not detected. However, the scat-
tering of part of the incident-field energy into the new
fields disturbs the correlations between fluctuations of
the number of photons and field phase.

In addition, the squeezing of light was not observed,
possibly due to the considerable radiation trapping in a
dense medium [9]. In a dense medium, the probability
of reabsorption of spontaneous radiation is large. Since
the spontaneous radiation is dephased and depolarized,
it destroys the induced atomic coherence. The radiation
trapping begins to affect atomic coherence effects when
the vapor pressure exceeds 1010 cm–3. According to [9],
the rate of incoherent excitation of atoms from the
ground state to excited states increases rapidly with
density and, at 0.5 × 1012 cm–3, it becomes equal to the
relaxation rate of the ground states. As a result, trans-
parency induced by atomic coherence decreases notice-
ably, and this increase in losses complicates the detec-
tion of light squeezing. We emphasize that in [8], where
the D2 line to which the cyclic transition 5S1/2F = 2 
5P3/2F' = 3 contributes is studied, the radiation trapping
effect is much stronger, but the squeezing of light is
observed. This fact indirectly indicates a small role of
atomic coherence in the squeezing mechanism. We also
note that the radiation trapping effect was disregarded
in the calculations reported in [6].

We point to an additional source of noise that is
always mentioned in works where semiconductor
lasers are used, particularly in regard to atomic clocks
and magnetometers. It is the so-called noise of the con-
version of phase noise to the intensity of radiation
passed through the cell (PM-to-AM conversion) [19].
Owing to the relatively low quality factor of the diode
laser cavity, it has a wide phase-noise spectrum, which
is transferred into transmitted intensity fluctuations
after traversing a resonant absorbing medium. In this
experiment, we used a diode laser with an external cav-
ity with a very low level of AM and PM noise. For this
reason, we believe that the PM-to-AM conversion can-
not be responsible for the increase in the noise level
observed in this experiment.

In conclusion, we summarize that the quantum noise
in the polarization of laser light passing through a cell
filled with atomic rubidium vapor has been studied in
this work. In the dependence on the phase of the homo-
dyne detector, an increase in quantum noise by two
JETP LETTERS      Vol. 82      No. 3      2005
orders of magnitude is observed. The noise spectrum
has a step-like shape. The above results are important
for creating quantum magnetometers [20] and micro-
wave frequency standards [21] based on EIT whose
limiting accuracy is estimated disregarding observed
noise.

We are grateful to A.B. Matsko for assistance and
interest in the work.
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The effect of the nonstationary condensation of electron–hole pairs in GaAs/AlGaAs p–i–n heterostructures at
room temperature under the conditions of generation of superradiance pulses was demonstrated in an explicit
form. It was found that a dramatic decrease in spontaneous emission from the entire conduction band and a
rapid electron transition to the very bottom of the band occurred at the earliest stages of the development of a
superradiance pulse. The condensation of electrons at the band bottom resulted in the formation of a nonequi-
librium coherent cooperative state, the recombination of which was observed previously as high-power femto-
second superradiance pulses. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.50.Fx, 71.35.Lk
The Bose condensation of excitons in semiconduc-
tors is one of the most interesting areas in the modern
physics of condensed states. It is well known [1, 2] that
electrons and holes, being fermions, in semiconductors
can form bound states whose properties are character-
ized by Bose–Einstein statistics. The Bose conden-
sation of excitons was observed at low temperatures
(<10 K) in semiconductors, for example, Cu2O and
quantum-well GaAs/AlGaAs structures [3–5]. Under
high-density conditions, an ensemble of collectively
paired electrons and holes (composite bosons) is simi-
lar to the system of Cooper pairs in a superconductor
and it is often referred to as an electron–hole BCS-like
state [2].

As noted previously [6], the order parameter of an
excitonic condensate is identical to its optical polariza-
tion. Consequently, it can be evaluated in the course of
comparatively simple optical measurements. More-
over, it was theoretically demonstrated that the kinetics
of dephasing and coherence losses of a condensate
depends on its density and differs essentially from the
dephasing of electron–hole pairs divorced from each
other. In particular, the phase relaxation time of a con-
densate increased proportionally to the square of its
density [6]. By this is meant that, although the number
of collisions increased with density, coherence was not
destroyed on collisions.

Previously [7–10], the regime of cooperative recom-
bination was experimentally studied in a highly non-
equilibrium system of electrons and holes with a high
density (>3 × 1018 cm–3) in bulk GaAs/AlGaAs p–i–n
heterostructures at room temperature. It was found that
all of the properties of emission as high-power femto-
second optical pulses can be explained by the collective
pairing and condensation of electrons and holes with
0021-3640/05/8203- $26.00 0115
the formation of a short-lived coherent electron–hole
BCS-like state. The average lifetime of this BCS-like
state was found to be equal to about 300 fs.

Indirect evidence for the possible condensation is
considered below. First, the record high radiation
power emitted from a narrow spectral range at an
ultrashort duration cannot be explained by the standard
Fermi distribution of electrons and holes in bands with
the square-root dependence of the density of states
[10]. Second, an approximation of the shape of a gen-
eration spectral line allowed us to find the energy distri-
bution of particles in a coherent cooperative state and to
evaluate the parameter ∆ (about 2 meV) and the Fermi
energy [7]. The Fermi energies (5–7 meV) were found
to be lower than the Fermi energy of electrons in GaAs
at the given densities by more than one order of magni-
tude. Third, the coherence of the interaction of an opti-
cal field with a semiconducting medium [11] suggests
the occurrence of a macroscopically great number of
spatially distributed electron–hole pairs in a bound state
with a common phase. Finally, anomalously large fluc-
tuations in both amplitude and time also indirectly evi-
denced the establishment of an ordered state in the sys-
tem of electron–hole pairs [12].

The facts of condensation at room temperature, the
stability of a condensate, and the occurrence of coher-
ence in the e–h ensemble at times longer than the time
of intraband phase relaxation by more than one order of
magnitude were the most difficult to understand and
explain. Previously [10], a possible explanation of
these facts was proposed. It was found that the two
main prerequisites to the e–h condensation at room
temperature are the following: (1) the presence of a res-
onance optical field with the quantum energy corre-
sponding to an interband transition from the very bot-
© 2005 Pleiades Publishing, Inc.



 

116

        

VASIL’EV

                                 
tom of bands and (2) a high concentration of e–h pairs.
Because of the Pauli principle, this high concentration
of e–h pairs leads to the occupation of practically all of
the energy levels in a broad band above the bottom of
one of the bands (for example, the conduction band).

Fig. 2. Schematic diagram of the experiment.

Fig. 1. Oscillograms of (upper line) current pulses and
cooperative emission. Horizontal scale: 1 ns per point. Ver-
tical scale: 150 mA per point (only for current pulses).
The paradox is that a very high density of e–h pairs is
required for the stability of a condensate and for the
suppression of ultrafast relaxation.

In this work, the fact of the nonstationary condensa-
tion of electrons to the bottom of the conduction band
is supported in an explicit form. All the measurements
were performed at room temperature. The three-section
semiconductor p–i–n heterostructures based on bulk
GaAs, which were described previously [7–10], were
used. A special feature of these structures is the pres-
ence of light-amplifying and light-absorbing regions
and a low-Q resonator formed by crystal faces. Nano-
second current pulses with an amplitude of 500–
800 mA were supplied to the amplifying section of a
heterostructure.

Figure 1 shows a typical pulse of pumping current.
A dc bias with a constant amplitude was applied to the
absorption section. Either a total amplification or
absorption in the structure could be readily obtained by
changing pumping in the amplifier and reverse bias in
the absorber. For example, in the absence of a dc bias,
lasing was readily excited in the structures at pumping
current amplitudes of about 100 mA. At the same time,
the absorption edge of the p–i–n structure could be
strongly shifted to the long-wavelength region of the
spectrum due to the Franz–Keldysh effect by applying
a high dc bias and the total optical amplification could
be dramatically decreased over the entire frequency
range. In this case, lasing was suppressed and an ampli-
fied spontaneous emission mode was observed. The
emitted radiation had the form of nanosecond pulses
with a peak power of hundreds of microwatts.

However, if the injection of carriers in the amplifier
is strongly increased at the same dc bias, amplification
at the very edge of the spectrum on the long-wavelength
side exceeds absorption because of the occupation of
bands by carriers and the corresponding decrease in the
energy gap width. As a result, photons with an energy
that corresponds to an interband transition from the
very bottom of bands can freely propagate in the struc-
ture to facilitate the establishment of coherency in the
ensemble of electron–hole pairs. As noted previously
[7, 8], cooperative emission pulses can be generated in
this case. Figure 1 shows the time position of a pulse of
cooperative emission. The emission was detected using
a p–i–n photodiode with a resolution of about 400 ps
and an S7-13 sampling oscilloscope with a transmis-
sion band of 18 GHz. The typical peak power of coop-
erative emission pulses was higher than the power of
spontaneous emission and lasing by 4–5 orders of mag-
nitude.

Figure 2 shows a schematic diagram of the experi-
ment. Emission from a semiconductor structure was
collimated with a microlens and directed to a diffrac-
tion grating with 600 grooves per millimeter. The dif-
fracted radiation was focused on the entrance slit of a
temporal streak camera using a lens with a focal dis-
tance of 18 cm. The maximum time resolution of the
JETP LETTERS      Vol. 82      No. 3      2005
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camera was about 1.5 ps. As a result, the temporal and
frequency (wavelength) sweeps of the emission could
be simultaneously observed on the camera screen. This
procedure is widely used for studying the spectral
dynamics of semiconductor lasers that generate
ultrashort pulses [13]. The image obtained on the cam-
era screen was read by a CCD camera, whose video sig-
nal was supplied to the special video display board of a
personal computer and then converted into a two-
dimensional digital image, which corresponded to the
time-resolved spectrum of the initial optical signal. The
linearity of the camera with respect to intensity was
checked with special light filters. The temporal sweep
was calibrated using the delay of a femtosecond pulse
in a quartz plate with a known thickness. The sweep
scale on the other coordinate (wavelength) was deter-
mined using an MDR-23 monochromator with a reso-
lution of 0.1 nm or better.

The entire spectrum of the dynamic regimes of
semiconductor structures was studied in the experi-
ments. As distinct from previous publications [7–11],
the aim of this work was to study the behavior of spon-
taneous emission close to superradiance pulses in terms
of time and frequency. Evidently, the intensity of spon-
taneous emission at a given point in time and at a given
wavelength is proportional to the number of electrons
that occupy the corresponding energy level in a band at
this point in time. Therefore, a conclusion on the intra-
band electron distribution and its changes in time can
be drawn based on a study of the intensity distribution
of spontaneous emission with time and wavelength.
Various temporal sweeps and attenuator filters under
various conditions should be used because of the lim-
ited dynamic range of the streak camera, as well as
because of a very great difference between the peak
powers and time parameters of spontaneous and coop-
erative emissions. Therefore, it was impossible to
obtain a regular shape and duration of superradiance
pulses and spontaneous-emission pulses in the same
shot.

Figure 3 shows the time sweeps of an optical spec-
trum in (a) laser and (b) superradiance modes. The
duration of the entire time sweep was somewhat greater
than 2 ns (see below). In both of the shots, the incoming
radiation intensity was chosen in such a way as to detect
adequately spontaneous emission, which is much
weaker than both laser and cooperative emissions.
Therefore, the shots were taken with a great overexpo-
sure, and their spectral width and duration were
strongly distorted.

Lasing began at a photon energy of 1.430 eV
(Fig. 3a). It is very important that spontaneous emis-
sion can be clearly seen before and, most importantly,
at the onset of lasing and after this point in time. The
intensity of spontaneous emission on both sides of the
lasing line remained practically constant. Upon the ter-
mination of a pumping-current pulse, lasing terminated
and residual electron–hole pairs spontaneously annihi-
JETP LETTERS      Vol. 82      No. 3      2005
lated with a characteristic interband-recombination
time of 1–2 ns.

A much different behavior was observed in the
superradiance mode (Fig. 3b). The radiation pulse

"ω
(a)

(b)

t

1.405 eV 1.458 eV

Fig. 3. Temporal sweeps of the optical spectra of (a) laser
and (b) cooperative emission pulses.

Fig. 4. Time dependence of the intensity of (dashed line)
spontaneous emission and (solid line) cooperative emission.
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began with ordinary spontaneous emission with a very
broad spectrum centered at a photon energy of
1.458 eV. Next, at the end of the pumping-current
pulse, the intensity of spontaneous emission at all of the
frequencies began to decrease dramatically. At the
same time, the development of a cooperative emission
pulse began. The entire spectrum of cooperative emis-
sion occurred in the range that corresponds to the very
edge of a renormalized band gap [7] at an energy of
about 1.405 eV. The causes for the strong shift of the
spectrum to the long-wavelength region were consid-
ered in detail elsewhere [7, 10]. Here, note that, in both
laser and superradiance modes, the band gap is nar-
rowed because of the high concentration of carriers as
a consequence of correlation effects in a dense e–h
plasma. A significant difference consists in that the las-
ing line is shifted by a value of about kT from the band
edge inward toward the short-wavelength part. In con-
trast to this, as mentioned above, the entire spectrum of
cooperative emission occurred at the very bottom of the
renormalized band.

Figure 4 shows the time dependence of the inte-
grated intensity of the spontaneous emission of elec-
trons from all of the energy levels within a conduction
band. It can be clearly seen that the intensity of sponta-
neous emission dramatically decreased in a time inter-
val of about 2 ns. The duration of this stage was about
100 ps. The intraband thermalization time was no
longer than 1 ps, and it was unresolved by the camera.

Simultaneously with this, the intensity of coopera-
tive emission began to increase dramatically. This
decrease in the intensity of spontaneous emission can
be explained by electron transitions from the depth of a
conduction band, collective pairing with holes, and
accumulation in the excitonic part of the spectrum at
the band bottom. The stability mechanism of a coherent
cooperative state at room temperature and the condi-
tions of its formation were described in detail else-
where [10].

This effect was regularly observed in various ranges
of pumping currents and dc bias in the absorber of a
semiconductor structure and in various semiconductor
structures. Note that the superradiance pulse should be
as close as possible to the end of the current pulse in
order to observe clearly a “time gap” in emission, as
shown in Figs. 3 and 4. In this case, the drop in the cur-
rent pulse should be sharp; that is, the pulse drop dura-
tion should be shorter than the time of interband recom-
bination (<2–3 ns). In this case, the current pulse does
not pump additional electrons into the conduction band.
If these conditions were not fulfilled, a time gap was
also observed; however, its onset was slightly diffused
by the spontaneous emission of excess electrons. Note
again that the density of injected electrons decreased in
an ordinary regime with the time of spontaneous inter-
band recombination longer than the duration of the time
gap by an order of magnitude. That is, the decrease in
the intensity of spontaneous emission from a band can-
not be due to ordinary spontaneous degradation.

Let us consider possible causes for the dramatic
decrease observed in the intensity of spontaneous emis-
sion. Note that this effect was not observed in either
ordinary luminescence (spontaneous emission) or laser
mode. It is well known [14] that the rate of spontaneous
emission is directly proportional to the product of the
probability of an interband transition, the densities of
states in the valence and conduction bands, and the
probability of occupation of the corresponding energy
levels in the bands with electrons and holes. The prob-
ability of an interband transition depends on the param-
eters of a given material, such as the transition matrix
element, the electron mass, and the spin–orbital split-
ting energy. It seems improbable that both these values
and the densities of states in bands would suddenly
begin to decrease at the end of a pumping pulse. There-
fore, the sharp decrease observed in the rate of sponta-
neous emission means that the occupation probability
of levels in the bands (the third term) begins to decrease
sharply. In turn, this implies that electrons left the band.
In my opinion, the simultaneous rapid increase in the
intensity of emission from the band bottom suggests the
transition of electrons from the depth of the band to lev-
els at the very bottom, that is, the condensation of elec-
trons in phase space.

Thus, in this work, it was demonstrated in an
explicit form how the intensity of spontaneous emis-
sion from the entire conduction band decreased dramat-
ically at the earliest step in the development of a super-
radiance pulse. This decrease in spontaneous emission
can be explained by a sharp decrease in the number of
electrons within a band, electron pairing, and conden-
sation in the excitonic region of the spectrum at the
band bottom. At the same time, the condensation of
electron–hole pairs, the formation of a coherent
BCS-like state, and the radiative recombination of this
state can explain all of the spectral, dynamic, and power
characteristics of cooperative emission, which were
described previously [7–11]. Although the mechanism
of condensation and formation of a BCS-like state was
exemplified by the three-section (amplifier/absorber/
amplifier) GaAs/AlGaAs heterostructure, it is likely
that this is a general mechanism and it can also be used
to obtain a condensed e–h state in other semiconductor
structures.

I am grateful to H. Kan, H. Ohta, and T. Hiruma
(Hamamatsu Photonics) for their support of this work
and for providing the samples of semiconductor struc-
tures and to I.V. Smetanin, V.S. Zuev, and Yu.M. Popov
for numerous discussions.
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We report first-principles calculations of the electronic structure for carbon in the fcc structure with the exper-
imentally observed lattice parameter. The calculated orbital population shows that the chemical bond in fcc car-
bon is close to the s2p2 bonding with a small s–p hybridization. We find that, in contrast to graphite and
diamond, fcc carbon exhibits metallic behavior with an electronic density of states at the Fermi level of
0.5 states/(eV atom). © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.18.+y, 71.20.Gj, 72.15.Eb
New crystalline phases of a given material are inter-
esting because they correspond to a different bonding
arrangement, and new properties can be expected. The
face-centered-cubic (fcc) crystal structure does not
appear on the usual pressure–temperature phase dia-
gram of carbon [1]. However, the observation of fcc
carbon (fcc-C) in nanoparticles and thin films has been
reported [2–7]. Palatnik et al. [2] were the first to report
the observation of the fcc phase of carbon, which was
obtained from low-temperature annealing of an amor-
phous carbon film with simultaneous bombardment of
argon ions. After that process, single-crystal inclusions
~100 Å in size with a lattice constant of 3.57 Å and
metallic character were observed [2, 3]. Carbon with
the fcc crystal structure has also been observed at the
core of carbon particles produced by plasma-chemical
synthesis [4]. More recently, it was shown that a thin
film of fcc carbon is formed on a diamond surface as a
result of treatment in a hydrogen plasma [5–7]. The
crystal lattice parameter of fcc carbon in thin films was
determined by high-resolution transmission electron
microscopy to be 3.563 Å [6, 7]. These reports on the
existence of carbon thin films and nanoparticles with
the fcc structure stimulated us to study the electronic
properties of fcc carbon.

The electronic density of states (DOS) of fcc-C has
been studied theoretically by means of the empirical
tight-binding method [5]. The tight-binding calculation
for the DOS indicates that metallic behavior can be
expected for fcc carbon. However, the value of the DOS
at the Fermi level, as well as an analysis of the elec-
tronic structure, has not been given [5]. Thus, first-prin-
ciples calculations appear to be essential to evaluate the

¶ The text was submitted by the authors in English.
* Present address: Facultad de Matemáticas, Universidad

Autónoma de Yucatán, A.P. 172, Cordemex 97310 Mérida,
Yucatán, México.
0021-3640/05/8203- $26.00 ©0120
electronic properties of fcc-C, since, to the best of our
knowledge, accurate calculations of the electronic
structure for fcc-C have not been reported previously.

In this letter, we report a study of the electronic
structure of carbon in the fcc structure performed by
means of first-principles calculations. We present
results for the charge density, band structure, Fermi sur-
face, and density of states. From analysis of the chemi-
cal bond and the electronic band structure, we find that
fcc-C has a chemical bond very close to an s2p2 bonding
and exhibits metallic behavior. The DOS at the Fermi
level is 0.5 states/(eV atom), and the main contribution
comes from p states.

The calculations were performed within the gener-
alized gradient approximation (GGA) to the density
functional theory (DFT). The electronic structure of
carbon with the fcc structure was determined self-con-
sistently using the pseudopotential LCAO method [8,
9] as implemented in the SIESTA code [8–10]. The car-
bon pseudopotential was generated according to the
procedure of Troullier and Martins [11] from the
atomic configuration [He] 2s22p2. The core radii for the
s and p orbitals were 1.5 a.u. and 1.25 a.u. for the d and
f orbitals. For the expansion of the wave functions, we
employed a double-ζ plus polarization basis [10]. The
basis for the s and p orbitals was slightly excited
(270 meV) in order to limit the range of the pseudo-
atomic basis orbitals [12]. For the exchange-correlation
potential, we used the GGA as parametrized by Perdew,
Burke, and Ernzerhof [13]. In order to obtain the poten-
tial energy, we used a grid in real space, which was
obtained using a mesh cutoff of 250 Ry. Integrals in
k space were performed in a finite, uniform grid of the
Brillouin zone. The fineness of this grid was controlled
by a k-grid cutoff, a real space radius which plays a role
equivalent to the plane wave cutoff of the real-space
grid [14]. For the present calculation, the k-grid cutoff
 2005 Pleiades Publishing, Inc.
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was 130 Å, generating 562482 k points in the first Bril-
louin zone. Self-consistency was assumed when the
difference between the two density matrix belonging to
successive iterations was less than 10–4. The calculation
was performed at the experimental lattice parameter for
fcc carbon as obtained from high-resolution electron
microscopy (a = 3.563 Å) [5].

In Fig. 1, we show the calculated valence charge
density at the (001) plane of fcc-C, where the steps in
the charge density plot correspond to 0.02 electrons/Å3.
We can see that the charge distribution is strongly
spherical around the core and mostly homogeneous in
the interstitial region, which are features characteristic
of a metallic bonding. The electronic configuration of
carbon is [He] 2s22p2; therefore, the valence band con-
sists of s–p-like bands and is relatively simple. The cal-
culated band structure is presented in Fig. 2, where the
origin in energy is at the Fermi level (EF). The first band
covering the energy range from –14 to –6 eV below the
Fermi level shows a minimum at the Γ point. This band
has a strong s character and exhibits parabolic behavior
around Γ. A second set of bands consists of three bands
with a p character. It is interesting to note that the p
bands are separated from the s band by an energy gap.
The s–p gap extends from –5.1 to –5.9 eV below the
Fermi level. Two p bands cross the Fermi level, indicat-
ing that fcc carbon is a metal. This result is in qualita-
tive agreement with the observations of electrical con-
ductivity in fcc-C reported by Palatnik et al. [2] and
Jarkov et al. [15].

The Fermi surface properties are of special impor-
tance in metal physics, since they are related to the
transport coefficients and to the optical properties. In
order to gain insight on the transport properties of fcc-
C, we have analyzed the Fermi surface. In Fig. 3, we
show the surface of constant energy resulting from the
two bands crossing the Fermi level in Fig. 2. The Fermi
surface was generated using the XCrysDen analysis
package [14]. The first Fermi surface (Fig. 3a) corre-
sponding to the band centered at Γ (see Fig. 2) is a
closed surface with hole character. In contrast, the sec-
ond Fermi surface (see Fig. 3b), which corresponds to
the band centered at the edges of the first Brillouin
zone, forms a multiply connected surface. Hence, the
Fermi surface of fcc-C is highly anisotropic, and both
kind of charge carriers, “holes” and “electrons,” are
present. Therefore, rather complex galvanometric prop-
erties are expected for fcc-C, since the charge-carrier
orbits on the Fermi surface are not all of a single carrier
type.

The calculated electronic density of states (DOS) is
shown in Fig. 4, where the origin in energy is at EF. The
top panel corresponds to the total DOS; the middle and
lower panels correspond to the s and p partial contribu-
tions, respectively. As was mentioned above, fcc-C
exhibits metallic behavior. In particular, we found that
the density of states at the Fermi level is 0.5 1/(eV atom)
and that the main contribution comes from the p states
JETP LETTERS      Vol. 82      No. 3      2005
(89%). The lower energy states correspond mainly to s
states and are separated from the high-energy p states
by a gap of 0.8 eV. The s states have only a small over-
lap with the p states, indicating a small s–p hybridiza-
tion. The orbital population by symmetry can be
obtained by integrating the partial s-DOS and p-DOS
up to the Fermi level. From this procedure, we find that
the number of electrons in the s and p orbitals is 1.98
and 2.02, respectively. There exists a very small charge
transfer of 0.02 electrons from the s to the p orbitals.
Thus, the chemical bond in fcc-C is close to the s2p2

bonding.

Fig. 1. Charge density map for fcc carbon projected in the
(001) plane.

Fig. 2. Electronic band structure for fcc carbon at the exper-
imental lattice parameter (a = 3.563 Å).

Å

EF



 

122

        

TAPIA 

 

et al

 

.

                                             
(a) (b)

Fig. 3. Fermi surface for fcc-C, corresponding to the band centered at Γ (a) and to the band centered at the first Brillouin edges (b).
From the results presented above, we can see that
the electronic structure of fcc-C is different from the
well-known electronic properties of graphite, diamond,
and amorphous carbon [17]. Nevertheless, the elec-
tronic structure of fcc-C shows a similarity with that of
lead (Pb) [18, 19], which is a tetravalent metal-like car-
bon with an fcc ground state. It is interesting to note
that, in both systems, there is an s–p gap below the
Fermi level; however, in Pb, the gap is 3.5 eV [19, 20],
which is much larger than for fcc-C (0.8 eV). A small
s–p hybridization is also a feature common between

Fig. 4. Density of states for fcc carbon at the experimental
lattice parameter (a = 3.563 Å).

EF
fcc-C and Pb, but, in contrast to fcc-C, the charge trans-
fer in Pb is from the p to the s orbitals (0.18 electrons)
[20]. The Fermi surface for fcc-C has a shape and com-
plexity similar to that of Pb [21]. However, further
investigation is necessary to determine the transport
properties of fcc carbon, including the superconducting
properties, as was pointed out by Palatnik et al. [2].

In summary, we have calculated the electronic struc-
ture of fcc carbon using a first-principles pseudopoten-
tial LCAO method. We find that the electronic structure
of fcc carbon is clearly different from those of graphite
and diamond. The results show that fcc-C has a chemi-
cal bond very close to the s2p2 bonding and is a metal
with a DOS at EF of 0.5 states/(eV atom). The metallic
behavior obtained from the present calculations for
fcc-C is in agreement with the experimental observa-
tion of high electrical conductivity in thin films of car-
bon with the fcc structure. The Fermi surface of carbon
in the fcc structure has a similar complexity as Pb(fcc).
Thus, metallic fcc carbon is expected to have unique
electronic properties.
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Recombination radiation and inelastic light scattering spectra of 2D electrons are studied simultaneously in
structures with a single GaAs quantum well in the quantum Hall effect regime. It is found that the intensity of
intersubband inelastic light scattering (the SDE mode) at the filling factor ν = 2 exhibits fluctuations in phase
with fluctuations of the photoluminescence intensity of 2D electrons of the ground subband. It is shown that,
simultaneously with fluctuations of the scattered light and recombination radiation intensities, the spectral posi-
tions of these lines change stepwise by 0.3–0.5 meV. The jumps found in the spectral positions of lines are
observed only in narrow intervals of magnetic fields corresponding to the quantum Hall effect and are presum-
ably associated with zero-point fluctuations (Casimir–Lifshits force). © 2005 Pleiades Publishing, Inc.

PACS numbers: 73.43.–f
1. In our recent works, giant fluctuations of the
recombination radiation intensity of two-dimensional
(2D) electrons in the quantum Hall effect (QHE)
regime have been detected in heterostructures with sin-
gle [1, 2] and double [3] quantum wells. These results
pointed to qualitative changes in the properties of the
electron system in a very narrow interval of magnetic
fields corresponding to integer filling of Landau levels;
however, quantitative measurements characterizing
these measurements have not been reported to date. In
this work, we have studied the inelastic light scattering
spectra of 2D electrons in structures with a single GaAs
quantum well and found that the intensity of intersub-
band inelastic light scattering at the filling factor ν = 2
also exhibits giant fluctuations; in this case, simulta-
neously with fluctuations of the scattered light inten-
sity, a stepwise change by 0.3–0.5 meV is observed in
the Raman shift. The stepwise variation in the spectral
positions of intersubband inelastic light scattering lines
unambiguously points to sharp changes in the quantum
well shape in the quantum Hall effect regime.

As was shown in our first work devoted to studying
anomalous intensity fluctuations, in which transport
and optical measurements were performed simulta-
neously, sharp jumps in optical spectra occur only at
minima of the diagonal resistance, that is, at integer val-
ues of the Landau level filling factor. Figure 1 demon-
strates the magnetic-field dependence of the noise
amplitude (the dispersion to mean intensity ratio) in the
vicinity of the filling factor ν = 2. It is seen that anom-
alous fluctuations of the 2D-electron radiation intensity
0021-3640/05/8203- $26.00 0124
are observed in an extremely narrow range of magnetic
fields corresponding to filling factor values 1.996 < ν <
2.004. The inset in the figure shows time dependences
of the 2D-electron radiation intensity measured at the
radiation line maximum for two, very close magnetic
field values one of which corresponds to the exactly
integer filling factor ν = 2 and the other only insignifi-
cantly (by 1%) differs (ν = 1.98). It is seen that even
such a small change in the filling factor leads to a dras-

Fig. 1. Magnetic-field dependence of the dispersion to mean
intensity ratio for the photoluminescence of the ground
size-quantization subband. The inset shows time depen-
dences of the intensity measured for two magnetic field val-
ues (7.78 T (ν = 2) and 7.88 T (ν = 1.98)). The magnitude
of fluctuations is anomalously high in the vicinity of the fill-
ing factor ν = 2.
© 2005 Pleiades Publishing, Inc.
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tic change in the fluctuation characteristics of the radi-
ation intensity: while the radiation intensity noise out-
side the QHE regime corresponds to Poisson behavior,
the noise amplitude increases by several orders of mag-
nitude at integer filling factors. In this case, the disper-
sion to mean intensity ratio D/〈I〉  at ν = 2 reaches 300,
which is more than two orders of magnitude higher than
the ratio measured at ν = 1.98 (see Fig. 1). Note that the
giant fluctuation peak width in the quantum Hall effect
regime in various samples can comprise from 0.01 to
0.0001 of the filling factor.

One might try to explain this effect in the following
way. A 2D layer and a delta layer represent plane capac-
itor plates with the capacitance C. A positive charge +q
in the delta layer induces a charge –q near the 2D layer.
The 2D layer in the QHE regime is an insulator, and its
conductivity is determined by electron hops between
localized states and is exponentially small:

(1)

where ∆E is a gap, which equals half the cyclotron
energy at ν = 2. A capacitor attains an equilibrium in the
time C/σxx. The recharging process of such a capacitor
is discrete and is determined by temperature-dependent
hopping conductivity. Each charge jump at the capaci-
tor plates means a change in the electric field energy
and can be a source of noise. The 2D electron tempera-
ture, which determines the conductivity of the electron
system, must serve as the most important factor in the
framework of this model. Significant variations in the
magnetic-field dependence of noise, its intensity, and
time characteristics should be expected as the tempera-
ture decreases, because the conductivity of the electron
system exponentially depends on temperature. How-
ever, this is not so. In our experiments, it was stated that
noise appears stepwise with decreasing temperature
whose amplitude (D/N) remains unchanged after a
threshold in a wide temperature range. Figure 2 demon-
strates temperature dependences of the noise amplitude
measured for various filling factors. The temperature
threshold for ν = 2 (B = 7.3 T) is observed at T = 1.75 K,
the threshold equals T = 0.5 K for ν = 1 (B = 10.5 T),
and the threshold temperature turns out to be 0.1 K for
the fractional filling ν = 1/3. It should be emphasized
that the variation of the noise amplitude has a threshold
character in temperature and indicates that a certain
threshold resistance (about 1015 Ω) must be reached for
fluctuations to be observed after which the noise ampli-
tude remains unchanged. The smaller the gap in the
energy spectrum, the lower the temperature required to
reach the threshold resistance. Note that a decrease in
temperature does not lead to a shift of the noise peak in
a magnetic field and the spectral and time characteris-
tics of noise do not change. Thus, it should be inferred
that only the transition to a state with an anomalously
low conductivity is important for the occurrence of
noise.

σxx ∆E/T–( ),exp∼
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The occurrence of a new coherent macroscopic state
of the electron system possessing a common wave
function can serve as the second of the possible expla-
nations. Such a scenario was considered in our previous
papers devoted to a study of giant fluctuations [2, 3].
However, in the framework of this approach, it is not
seen how the potential well shape can vary and, there-
fore, it cannot explain the fluctuations that we observed
in the spectral positions of Raman scattering lines.

The additional contribution of the so-called Casimir
force, which originates from vacuum fluctuations of the
electromagnetic field, to the interlayer interaction is the
third hypothetical possibility. Under quantum Hall
effect conditions, small electron-density fluctuations
can give rise to giant fluctuations of the conductivity of
the 2D-electron system (with an amplitude of several
orders of magnitude) and lead to fluctuation metal–
insulator transitions. The energy of zero-point oscilla-
tions of the electromagnetic field in the space restricted
by the delta layer and the quantum well depends on the
metal–insulator transition in the 2D gas. Its change gen-
erates a change in the potential well shape and in the
intersubband splitting energy. It turns out that the mea-
sured amplitude of energy jumps in the intersubband
energy agrees well with the estimate of the size-quanti-
zation energy ∆E obtained from the change in the effec-
tive electric field and the Casimir force upon the metal–
insulator transition in the quantum Hall effect regime.

Recall that the Casimir force arises from vacuum
fluctuations of the electromagnetic field. According to
the result obtained by Casimir in 1948 [4, 5], an attrac-
tive force arises between two parallel metallic planes,
which is proportional to the area of the planes and is
inversely proportional to the fourth degree of the dis-
tance between them. This force becomes dominating at
distances less than 100 nm and, apparently, it is this
force that determines the workability of micromechan-

Fig. 2. Temperature dependence of the normalized disper-
sion of 2D-gas photoluminescence intensity noise at various
Landau level filling factors.
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ical devices, as is manifested in the anomalously large
static friction force detected in these mechanisms [6].

The measurement of the Casimir force is connected
with great experimental difficulties, and experiments

Fig. 3. Photoluminescence and inelastic light scattering
spectra measured in the regime of giant fluctuations under
quantum Hall effect conditions at the filling factor ν = 2 for
various pump photon energies EL: (a) 1.545 and (b)
1.560 eV. In the first case (a) an intersubband SDE mode of
2D electrons is observed in the spectrum, and scattering by
the bulk LO phonon is observed in the second case (b). Fig-
ure 2c, 2d shows the spectral dependences of the dispersion
to mean intensity ratio measured at various excitation ener-
gies. It is seen that both the photoluminescence lines and the
SDE line of inelastic light scattering exhibit giant fluctua-
tions in the quantum Hall effect regime at ν = 2. At the same
time, the LO line exhibits no noticeable fluctuations.

Fig. 4. Photoluminescence spectrum and the intersubband
inelastic light scattering line (SDE mode) measured in the
regime of giant fluctuations under quantum Hall effect con-
ditions at the filling factor ν = 2. The inset shows the time
variation of the correlation coefficient C1, 2 between the
intensities of the inelastic scattering line and the photolumi-
nescence line from the upper spin sublevel of the ground
size-quantization subband (0SB).
that reliably confirm its occurrence have been per-
formed only quite recently [7, 8].

The classical geometry with parallel metallic planes
has been used for the determination of the Casimir
force only in rare experiments. This is connected with
the fact that it is extremely difficult to provide the par-
allelism of the planes especially because of their irreg-
ularity and roughness; it is also difficult to distinguish
electrostatic attraction from Casimir attraction. More-
over, one cannot but note that all the measurements of
the Casimir force have usually been performed at room
temperature. However, the theoretical result was
obtained for the case of low temperatures and the con-
tribution from thermal fluctuations at room temperature
can be significant especially when the distance between
the planes increases. We believe that single and double
quantum wells can be a promising object for studying
the properties of the Casimir force. Two-dimensional
layers separated by a distance of 10–100 nm can be
grown by molecular beam epitaxy so that these layers
are parallel to each other with a high degree of accu-
racy. The properties of such layers can be studied at low
temperatures by optical and transport methods.

2. Samples with a single GaAs quantum well 250 Å
thick were studied. The electron concentration and
mobility in the well were approximately 4 × 1011 cm–2

and 2 × 106 cm2 V–1 s–1, respectively. The structures
were excited by light from a laser light emitting device
(LED) with a photon energy of 1.653 eV and from Ti–
Sp laser with a tunable wavelength. The spectral instru-
ment was a Monospec spectrometer with a spectral res-
olution of 0.03 meV. The photoluminescence and
inelastic light scattering signals were detected by a
charge-coupled device (CCD) detector. A sample was
placed in a helium cryostat inside a superconducting
solenoid. A two-waveguide design was used in this
work: the first waveguide was intended for the supply
of LED and Ti–Sp laser radiation, and the second
waveguide was used for collecting the luminescence
inelastic scattering signals. The spectra were processed
mathematically simultaneously with their recording, as
described in detail in [2]. To measure the intensity fluc-
tuation amplitude, a series of spectra were recorded on
the CCD detector and the mean radiation intensity 〈I〉 ,
the dispersion D = 〈I2〉  – 〈I〉2, and the dispersion to mean
intensity ratio D/〈I〉  were then determined from this
series for each wavelength.

3. Studying the inelastic light scattering spectra in
the QHE regime (in particular, in the vicinity of ν = 2),
we found that the signal intensity of intersubband
Raman scattering in the quantum well (spin density
excitation, the SDE mode [9, 10], Fig. 3a) exhibits giant
intensity fluctuations (Fig. 3c) similar to luminescence
intensity fluctuations. At the same time, if fluctuations
of the light scattering intensity are studied in the quan-
tum Hall effect regime on a bulk longitudinal optical
(LO) phonon, the D/〈I〉  ratio in this case turns out to be
equal to unity (see Fig. 3d), which indicates the two-
JETP LETTERS      Vol. 82      No. 3      2005
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dimensional nature of anomalous fluctuations of the
SDE mode of inelastic light scattering. Figure 4 dem-
onstrates the photoluminescence spectrum of the
ground subband (0SB) electrons and the inelastic scat-
tering line (SDE) measured in the regime of giant fluc-
tuations under quantum Hall effect conditions (ν = 2).
It proved that fluctuations of the SDE mode intensity
are observed simultaneously and in phase with fluctua-
tions of the photoluminescence intensity and the
recombination and inelastic light scattering processes
proceed consistently over a long period of time. The
inset in Fig. 4 shows the time dependence of the corre-
lation coefficient C1, 2 = 〈∆I1∆I2〉/(D1D2)1/2 calculated
between the SDE line and the photoluminescence line
corresponding to recombination from the upper spin
sublevel of the ground subband (0SB). In our previous
works, we also analyzed the correlation coefficient to
reveal the correlated (in-phase) character of intensity
fluctuations of 2D-electron radiative recombination
either between the spectral lines from the upper and
lower spin sublevels of the ground subband or between
the lines from the ground and first excited size-quanti-
zation subbands. In this work, an analogous method
was used for the SDE and 0SB lines. In the inset in
Fig. 3, it is seen that intensity fluctuations of these lines
have a positive correlation coefficient and its maximum
value is close to unity. In addition to fluctuations in the
inelastic light scattering intensity, we found that the
SDE line in the vicinity of the filling factor ν = 2
changes stepwise its spectral position. Figure 5 demon-
strates intersubband inelastic light scattering spectra
(the SDE mode) measured at different instants of time
at the factor ν = 2. It is seen in the figure that the SDE
line exhibits telegraph noise with the amplitude of
spectral fluctuations ∆E = 0.3–0.5 meV. The inset in
Fig. 5 demonstrates time dependences of the spectral
position of the SDE line and the photoluminescence
line from the upper spin sublevel of the ground size-
quantization subband (0SB). It is evident that the spec-
tral shift of both lines occurs simultaneously and is
close for both lines in its value. This effect is observed
in an extremely narrow range of magnetic fields corre-
sponding to the QHE regime (1.999 < ν < 2.001) and
indicates that a sharp change in the well shape occurs in
the vicinity of the factor ν = 2. Analyzing the obtained
results, we may suggest the following explanation of
the phenomena described above. Under the strict fulfill-
ment of the integer QHE condition, small electron-den-
sity fluctuations give rise to giant fluctuations of the
conductivity of the two-dimensional electron system
and to fluctuation metal–insulator transitions in this
system. The interaction between the quantum well and
the delta layer of donors determines the effective elec-
tric field, which is in its turn responsible for the poten-
tial well shape and the size-quantization energy of 2D
electrons. In addition to the Coulomb attraction, the
Casimir force also makes a contribution to the inter-
layer interaction. Because metal–insulator transitions
under QHE conditions by themselves are fluctuations in
JETP LETTERS      Vol. 82      No. 3      2005
nature, the Casimir force also fluctuates and generates
fluctuation changes (jumps) in the subband splitting
energy and the well shape. Note that the two-dimen-
sional electron gas and the delta layer of donors are in
essence two parallel layers separated by a dielectric
layer, while the conductivity of these layers depends on
the magnetic field. This system reminds a classical
Casimir scheme comprising two parallel planes in a
vacuum between which the Casimir force dominates at
small distances. As is known, an attractive force (the
Casimir force [4, 5]) arises between such planes as a
result of the occurrence of zero-point fluctuations of the
electromagnetic field:

(2)

where F is the force per unit area and l is the distance
between the planes. In the vicinity of an integer filling
factor, the conductivity of a two-dimensional electron
gas changes by five–seven orders of magnitude, which
must lead to a significant change in the interaction force
between the planes [11]. If it is considered that the
change (due to the metal–insulator transition in the
QHE regime) in the Casimir force acting on an electron

F π2
"c/240l4,=

Fig. 5. Spectra of the intersubband SDE mode measured at
different instants of time at all the parameters fixed and ν =
2. The SDE line in the quantum Hall effect regime exhibits
time instability and manifests a fluctuation spectral shift
∆E ≈ 0.5 meV. The inset shows time dependences of the
spectral position of the SDE line and the photolumines-
cence line from the upper spin sublevel of the ground size-
quantization subband (0SB).

0SB
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is equivalent to the change in the effective electric field,
then the change in energy per electron can be estimated
by the equation

(3)

where d is the quantum well width and Ns is the concen-
tration of 2D electrons.

In Eq. (2), we used the fact that the intersubband
splitting E01 is proportional to the electric field  in the
well [12] and that the change in the intersubband
energy ∆E01 is determined by the change in the electric
field ∆  and can be written for an estimation as

(4)

Because, in our case, l ≅  600–700 Å, d ≅  250 Å, and
Ns ≅  4 × 1011 cm–2, we obtain that ∆E = 2–4 meV. This
agrees well in order of magnitude with the experimen-
tal value. It is clear that such a simplified estimate can-
not serve as evidence for the validity of the above sug-
gestion. However, this estimate provides a characteris-
tic scale of possible interaction and indicates that the
effect of the Casimir force is not small and must be
properly taken into account. In addition, as follows
from [11], in the case of a metal–insulator transition, a
coefficient close to 1/3 appears in Eq. (1), because of
which the estimate for the Casimir force becomes quite
close to the measured value of ∆E. Hence, the ampli-
tude of intersubband energy fluctuations obtained in
our experiments agrees with the estimate of the change
in the size-quantization energy due to the change in the
effective electric field and the Casimir force upon the
metal–insulator transition under QHE conditions.

4. Thus, from the simultaneous study of giant fluc-
tuations in the intensities and positions of luminescence
lines of 2D electrons of the ground subband (0SB) and
lines of electron intersubband inelastic light scattering,
it was found that these lines in the vicinity of the factor
ν = 2 (in a fixed magnetic field) exhibit a similar spec-
tral shift and their intensities correlate with each other.

∆E Fd/Ns,=

C~

C~

∆E01 ∆ ed .∼ C~
The stepwise change in the spectral positions of the
lines can be a consequence of the sharp change in the
quantum well shape due to the threshold metal–insula-
tor transition in the QHE regime and to a fluctuation of
the Casimir force. In the end, this allows these changes
in the strength of interaction between the layers to be
detected by the variation of the well shape and the inter-
subband splitting energy.

REFERENCES

1. O. V. Volkov, I. V. Kukushkin, M. V. Lebedev, et al.,
Pis’ma Zh. Éksp. Teor. Fiz. 71, 558 (2000) [JETP Lett.
71, 383 (2000)].

2. M. V. Lebedev, I. V. Kukushkin, and O. V. Volkov, Pis’ma
Zh. Éksp. Teor. Fiz. 77, 345 (2003) [JETP Lett. 77, 295
(2003)].

3. M. V. Lebedev, O. V. Volkov, A. L. Parakhonskiœ, et al.,
Pis’ma Zh. Éksp. Teor. Fiz. 80, 363 (2004) [JETP Lett.
80, 317 (2004)].

4. H. B. G. Casimir, Proc. K. Ned. Akad. Wet. 51, 793
(1948).

5. H. B. G. Casimir and D. Polder, Phys. Rev. 73, 360
(1948).

6. E. Buks and M. L. Roukes, Phys. Rev. B 63, 033402
(2001).

7. S. K. Lamoreaux, Phys. Rev. Lett. 78, 5 (1997).
8. G. Bressi et al., Phys. Rev. Lett. 88, 041 804 (2002).
9. A. Pinczuk, B. S. Dennis, D. Heiman, et al., Phys. Rev.

Lett. 68, 3623 (1992).
10. L. V. Kulik, I. V. Kukushkin, V. E. Kirpichev, et al., Phys.

Rev. Lett. 86, 1837 (2001).
11. E. M. Lifshitz, Zh. Éksp. Teor. Fiz. 29, 94 (1955) [Sov.

Phys. JETP 2, 73 (1955)].
12. S. Ernst, A. R. Goni, K. Syassen, and K. Eberl, Phys.

Rev. Lett. 72, 4029 (1994).

Translated by A. Bagatur’yants
JETP LETTERS      Vol. 82      No. 3      2005



  

JETP Letters, Vol. 82, No. 3, 2005, pp. 129–133. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 82, No. 3, 2005, pp. 144–148.
Original Russian Text Copyright © 2005 by Mitsen, Ivanenko.

                                                                                                                                     
Mechanism of Carrier Generation and the Origin 
of the Pseudogap and 60 K Phases in YBCO

K. V. Mitsen and O. M. Ivanenko
Lebedev Physical Institute, Russian Academy of Sciences, Moscow, 119991 Russia

e-mail: mitsen@sci.lebedev.ru
Received May 16, 2005; in final form, June 20, 2005

The mechanism of hole carrier generation is considered in the framework of a model assuming the formation
of negative U centers (NUCs) in HTSC materials under doping. The calculated dependences of carrier concen-
tration on the doping level and temperature are in quantitative agreement with experiment. An explanation is
proposed for the pseudogap and 60 K phases in YBa2Cu3O6 + δ. It is assumed that a pseudogap is of supercon-
ducting origin and arises at temperature T* > Tc∞ > Tc in small nonpercolating clusters as a result of strong fluc-
tuations in the occupancy of NUCs (Tc∞ and Tc are the superconducting transition temperatures of an infinitely
large and finite NUC clusters, respectively). The T*(δ) and Tc(δ) dependences calculated for YBa2Cu3O6 + δ cor-
relate with experimental dependences. In accordance with the model, the region between T*(δ) and Tc(δ) is the
range of fluctuations in which finite nonpercolation clusters fluctuate between the superconducting and normal
states due to NUC occupancy fluctuations. © 2005 Pleiades Publishing, Inc.

PACS numbers: 74.20.Mn, 74.40.+k
INTRODUCTION

Previously [1–3], we proposed a mechanism of for-
mation of diatomic negative U centers (NUCs) in
HTSC materials and proved that many anomalous
properties of high-Tc superconductors may result from
the interaction of electrons from the oxygen band with
these NUCs [2]. This interaction leads to strong renor-
malization of the effective electron–electron interaction
when scattering processes with intermediate virtual
bound states are taken into account [4–13]. In addition,
NUCs play the role of pair acceptors leading to gener-
ation of hole carriers in the CuO2 plane. It follows from
the model that it is these carriers that, in contrast to
localized doped charges, ensure conduction in the nor-
mal state. Here, using YBa2Cu3O6 + δ as an example, we
will prove that the proposed model [1–3] makes it pos-
sible to explain from a unified point of view the depen-
dence of hole carrier concentration on doping level δ
and temperature, as well as the dependence of the
superconducting transition temperature Tc and temper-
ature T* of emergence of a pseudogap on the doping
level.

1. Formation of NUCs and generation of hole
carriers. According to [1–3], an NUC is formed in
YBa2Cu3O6 + δ at a certain given pair of Cu ions in the
CuO2 plane in the presence of three occupied oxygen
positions in succession above (under) this pair of ions
in a CuO3 chain (Fig. 1a). The total concentration of
such oxygen “triads” for a random distribution of oxy-
gen ions in the chains is equal to δ3 (when recalculated
per unit cell of YBa2Cu3O6 + δ).
0021-3640/05/8203- $26.00 ©0129
An isolated triad of oxygen ions forms two NUCs in
a chain (one NUC in each of the two CuO2 planes;
Fig. 1a). However, in a sequence with a number of oxy-
gen ions NO > 3 in a chain, only every second triad may
form individual NUCs (having no common Cu ion in
common) in each of the CuO2 planes (Fig. 1b). Hence,
we can also assume that, for NO > 3, each triad forms an
NUC, but only in one CuO2 plane (Fig. 1b).

We will assume that several NUCs lying on the same
straight line in the CuO2 plane belong to the same one-
dimensional (1D) cluster if the copper ions at which
NUCs are formed form a continuous 1D cluster of lat-
tice sites in a given CuO2 plane. Accordingly, oxygen
ions in chains, which constitute the given 1D NUC

Fig. 1. (a) Formation of (hatched) NUC in YBa2Cu3O6 + δ
at a certain given pair of Cu ions in the CuO2 plane in the
presence of three successively filled oxygen positions in a
CuO3 chain above (below) this pair of ions, and (b) forma-
tion of NUC clusters in CuO2 planes by a sequence of oxy-
gen ions in chains.
 2005 Pleiades Publishing, Inc.
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cluster, form a continuous oxygen 1D cluster in the
plane of the chains.

Thus, each 1D NUC cluster in a CuO2 plane corre-
sponds to a continuous generating cluster of oxygen
ions in a CuO3 chain. We assume that continuous
sequences of oxygen ions corresponding to neighbor-
ing chains form a single two-dimensional (2D) NUC
cluster if these sequences “overlap” over three or more
oxygen ions in neighboring chains (i.e., NUC percola-
tion takes place). This corresponds to the formation of
continuous 2D NUC clusters in CuO2 planes. NUC per-
colation sets in for a certain critical oxygen concentra-
tion δ = δc, which can be determined for a random dis-
tribution of oxygen ions in the chains using the Monte
Carlo technique. Figure 2 shows the patterns of random
distribution of oxygen ions in the chains for δ = 0.3 and
δ = 0.6, which were obtained using this method for a
40 × 40 mesh.

Fig. 2. Clusters of oxygen ions in chains forming finite
NUC clusters for a random distribution with δ = (a) 0.3 and
(b) 0.6. Light symbols correspond to oxygen ions in chains,
and clusters of oxygen ions with NO ≥ 3 are hatched.

Fig. 3. Hall constant in a monodomain YBa2Cu3O6 + δ sin-
gle crystal vs. (a) temperature and (b) doping level: (a) open
squares correspond to RH(T) for δ = 0.95 [14]; (b) open dia-
monds are RH(δ) at T = 300 K [14]. The thick curves in both
panels show dependence (3) for T0 = 390 K and Tc∞ = 92 K.
The thin curve describes the RH(δ) dependence obtained
with the inclusion of the additional contribution from iso-
lated “triads” of oxygen ions in chains.

(a) (b)
 The total (for both CuO2 planes) number of NUCs in
clusters per unit cell of YBa2Cu3O6 + δ for a random dis-
tribution of oxygen ions is NU = δ3 + N3(δ), where N3(δ)
is the number of isolated triads of oxygen ions in the
chains, which is a function of δ: N3(δ) = δ3(1 – δ)2.
Accordingly, we can write

(1)

In other words, NU(δ)  δ3 for δ  1, when the
major part of NUCs belongs to large clusters (see
Fig. 2). It follows from relation (1) that NU(δ) ≈ δ3 with
an error less than 10% even for δ > 0.7. For δ < δc,
NUCs form finite clusters of various sizes. In each clus-
ter, the NUC occupation numbers η and, hence, the
concentration of holes generated in a CuO2 plane per
NUC are functions of temperature and are given by
[1, 2]

(2)

where T0 is a temperature-independent constant, which
can be determined from Hall measurements. It follows
from Eq. (1) that, for δ > 0.7, the volume NUC concen-
tration P = NU/VUC = δ3/VUC, where VUC = 173 Å3 is the
unit cell volume in YBa2Cu3O6 + δ. Accordingly, the vol-
ume concentration n of hole carriers generated in CuO2
planes during filling of NUCs with electrons is n =
ηP = ηδ3/VUC = 2(δ3/VUC)T/(T + T0), while the Hall
constant is given by

(3)

where e is the elementary charge. Figure 3a shows the
temperature dependence of the Hall constant in a
YBa2Cu3O6.95 single crystal from [14], in which the
contributions to the Hall constant from CuO2 planes
and chains can be separated using monodomain
YBa2Cu3O6 + δ single crystals without twins for various
values of δ. It can be seen from Fig. 3 that these data can
be described to a high degree of accuracy using Eq. (3)
with T0 ≈ 390 K.

Figure 3b shows the experimental dependence RH(δ)
for T = 300 K, which was also obtained in [14]. It can
be seen that experimental data are successfully
described by dependence (3) with T0 = 390 K in the
range 0.7 < δ < 1. In accordance with the above argu-
ments, the contribution from isolated triads becomes
significant for δ < 0.7 and decisive for small values of δ.
Consequently, we must use relation (1) for NU for
describing the behavior of RH(δ) in the entire range of
variation of δ. Experiments (Fig. 3b) completely con-
firm this conclusion. It should be noted that the theoret-
ical curves in Fig. 3 do not contain fitting scale param-
eters. The only fitting parameter, T0, which only
describes the temperature dependence RH(T), makes it
possible to accurately calculate the absolute values of
RH in the entire range of variation of δ and T. The fact

NU δ( ) δ3 1 1 δ–( )2+{ } .=

η 2T / T T0+( ),=

RH δ T,( ) 1/ne 1/2e( ) VUC/δ3( ) T T0+( )/T ,= =
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that the hole concentration increases with doping level
δ in proportion to δ3 may serve as a sound argument in
favor of the existence of diatomic NUCs of this type in
YBa2Cu3O6 + δ and confirms the proposed mechanism
of hole carrier generation in HTSC materials.

2. Fluctuations and origin of the “pseudogap”
phase. In our previous publications [1, 2], we proposed
that the pseudogap observed in various experiments is
nothing but the superconducting gap, formed at a tem-
perature T > Tc as a result of large fluctuations of the
number of particles due to electron transitions between
the pair level of NUCs and the oxygen band. As a mat-
ter of fact, in contrast to traditional superconductors
with the electron–phonon interaction, in which the
superconducting gap disappears due to thermal excita-
tions above the Fermi surface (which decreases the
number of states to which electron pairs can be scat-
tered), the mechanism leading to suppression of the gap
in our case is filling of NUCs with real electrons. Con-
sequently, a fluctuation-induced decrease in the popula-
tion of the pair electron level facilitates the enhance-
ment of the superconducting interaction and may lead
to fluctuational “triggering” of superconductivity at
T* > T > Tc∞ (here, Tc∞ is the equilibrium value of Tc for
an infinite NUC cluster). At the same time, a fluctua-
tion-induced increase in the population of the pair level
will suppress the superconducting interaction and will
lead to fluctuational “suppression” of superconductiv-
ity at Tc < T < Tc∞. Large fluctuations in the NUC occu-
pancy, which correspond to a considerable deviation of
T* and Tc from Tc∞, are possible in underdoped samples,
in which a considerable fraction of NUCs belong to
finite clusters. With decreasing doping level, the aver-
age size of finite clusters decreases and relative fluctu-
ations in NUC population in these clusters increase
(i.e., the value of T* increases and Tc decreases). At the
same time, strong fluctuations are ruled out in an over-
doped sample, which can be treated as a single infi-
nitely large conducting cluster. Proceeding from the
model proposed here, we can determine the depen-
dences of T* and Tc on doping level δ for the specific
compound YBa2Cu3O6 + δ. We assume that for δ < δc,
when NUCs form finite clusters of various sizes, the
sample is a Josephson medium, in which superconduc-
tivity in the entire volume is attained due to Josephson
coupling between superconducting clusters. The size S
of a NUC cluster in the CuO2 plane is determined by the
number of Cu ions in this cluster. The minimal size Smin
of a cluster in which the superconductivity of the given
type is possible should be set at Smin = 3, since super-
conducting transport in a smaller cluster with S = 2 is
ruled out.

Let us consider a cluster in a CuO2 plane, which
combines a certain number of NUCs and includes S ≥ 3
copper ions. Then, in accordance with relation (2), the
number of electrons per NUC in a given cluster at tem-
perature T is N = TS/(T + T0). As a result of fluctuations,
JETP LETTERS      Vol. 82      No. 3      2005
the number of electrons per NUC in the given cluster

may change by ±  = ±(TS/(T + T0))1/2. The condition
for fluctuational triggering (suppression) of supercon-
ductivity in the given cluster at temperature T*(Tc) can

be written as N(T) ±  = Nc, where Nc =
Tc∞S/(Tc∞ + T0) is the number of electrons per NUC at
the superconducting transition temperature of an infi-
nitely large cluster. Thus, we can write

(4)

where the minus and plus signs correspond to T = T*
and T = Tc, respectively. Solving Eq. (4) and setting T0 =
390 K and Tc∞ = 92 K, we obtain T* and Tc as functions
of S (Fig. 4). It can be seen from Fig. 4 that the influence
of fluctuations on Tc decreases with increasing cluster
size and becomes negligibly small for NUC clusters
containing more than 1500 Cu ions, which corresponds
to a size of ~150 Å. The so-called 60-K plateau on the
Tc(δ) curve, where Tc varies from 50 to 70 K in the range
0.6 < δ < 0.8 corresponds to an order-of-magnitude
change in S (from ~10 to ~100). It should be noted that
there exists a minimal value of S, for which a cluster at
T  0 may remain superconducting all the time in the
presence of fluctuations in the NUC occupancy. Since
the NUC occupancy at T = Tc∞ is η ≈ 2/5, any fluctua-
tion increasing the number of electrons at NUCs by two
for a cluster with S < 5 will lead to degradation of the
superconducting state.

To determine the T*(δ) and Tc(δ) dependences, we
must know the NUC percolation threshold as well as
the statistics of finite NUC clusters depending on δ. The
percolation threshold in NUC clusters for a random dis-
tribution of oxygen atoms in chains, as well as the sta-
tistics of finite clusters, can be determined using the

N

N T( )

TS/ T T0+( ) TS/ T T0+( )( )1/2±
=  Tc∞S/ Tc∞ T0+( ),

Fig. 4. Temperatures T* and Tc vs. the cluster size S in the
interval 3 < S < 1500. The inset shows the same dependence
in the interval 3 < S < 100. The 60-K plateau on the Tc(δ)
curve, on which Tc varies from 50 to 70 K, corresponds to
an order-of-magnitude change in S (from ~10 to ~100).
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Fig. 5. Mean size Sm of finite NUC clusters and  for
YBa2Cu3O6 + δ vs. the doping level. The open circles and

squares are the results of the determination of Sm and ,
respectively, using the Monte Carlo method for a 40 × 40
mesh. The curves are plotted approximately.

S

S

Fig. 6. Temperatures (.) T* and (m) Tc calculated for
YBa2Cu3O6 + δ vs. the oxygen concentration δ. The squares
correspond to the measurements of T* for single crystals
[18], where T* was determined from the deviation of the
temperature dependence Rab(T) of resistance from linearity.
The diamonds are the magnetic measurements of Tc for
YBa2Cu3O6 + δ single crystals [16]. The solid curves are
plotted approximately. The dashed part of the Tc(δ) curve
for δ < 0.5 corresponds to the region, where the mean size
of the NUC cluster is  < 5 and fluctuations effectively sup-
press superconductivity.

S

Monte Carlo method. In accordance with the proposed
mechanism of NUC formation, we assume that (i) each
1D cluster of oxygen ions in a chain, which consists of
NO ≥ 4 oxygen ions, forms 1D NUC clusters in each
CuO2 plane with a mean size of S = NO – 1 (i.e., con-
taining NO – 1 Cu ions) and (ii) the size of a 2D NUC
cluster in a CuO2 plane is equal to the sum of the sizes
of 1D NUC clusters forming it. The value obtained by
this method is δc = 0.80 ± 0.02. This means that we
should have Tc = Tc∞ for δ > δc. However, in experiment
Tc reaches the plateau for x > 0.85 [15, 16]. We believe
that the elevation of the percolation threshold may be
due either to the presence of copper vacancies in chains
or to repulsion of oxygen atoms from neighboring
chains [17], which prevents the grouping of 1D clus-
ters. These factors may lead to elevation of the percola-
tion threshold in NUC clusters as compared to the value
expected under the assumption concerning random dis-
tribution of oxygen over positions in the chains.

To simplify the derivation of dependences T*(δ) and
Tc(δ), we assume that all finite clusters are of the same
size equal to a certain mean size of a cluster. The con-
cept of the mean cluster size Sm is used in the percola-
tion theory and is defined as the weighted mean Sm =

Σni /ΣniSi. According to the definition, the main con-
tribution to Sm comes from large clusters. It is the quan-
tity Sm(δ) defined in this way that should be substituted
into relation (4) for determining the dependence Tc(δ)
since for Tc we must take the superconducting transition
temperature of large clusters with a higher value of Tc,
which shunt small clusters and ensuring the main con-
tribution to the conductivity and diamagnetic response.
At the same time, to find T*(δ), we should rather use the
ordinary mean  = ΣniSi/Σni, since the contribution to
fluctuational “triggering” of superconductivity comes
from finite (nonpercolation) clusters. Figure 5 shows
our results in determining Sm and  for a 40 × 40 mesh
by the Monte Carlo method. It can be seen that the
value of Sm tends to infinity as we approach the perco-

lation threshold, while the value of  remains finite for
δ ≥ δc also.

Substituting the obtained values of Sm(δ) and (δ)
into quadratic equation (4), we obtain dependences
Tc(δ) and T*(δ) as solutions to this equation for
YBa2Cu3O6 + δ. Both solutions are shown in Fig. 6 by
dark (upright and inverted) triangles. Solid curves are
plotted approximately. It follows from the model that
the region between these curves is the fluctuation
region, in which finite nonpercolation clusters fluctuate
between the superconducting and normal states due to
fluctuations of the NUC occupancy. The dashed part of
the Tc(δ) for δ < 0.5 corresponds to the region in which

the mean NUC cluster size is  < 5. It was noted above
that fluctuations will effectively suppress superconduc-

Si
2

S

S

S

S

S
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tivity in these clusters. Figure 6 also shows for compar-
ison the results of experiments in which the T*(δ) and
Tc(δ) dependences were determined for YBa2Cu3O6 + δ
single crystals. Light squares represent the results
obtained in [18], where the temperature T* of the emer-
gence of a pseudogap was determined from the devia-
tion of the temperature dependence Rab(T) of resistance
from linearity. Light rhombi show the superconducting
transition temperature measured for YBa2Cu3O6 + δ in
[16] using the magnetic method. A comparison of the
calculated dependences Tc(δ) and T*(δ) with experi-
mental dependences shows that the agreement is satis-
factory in spite of the conditional nature of their deter-
mination.

CONCLUSIONS

Thus, our results can be regarded as sound argu-
ments in favor of the HTSC model based on the mech-
anism of formation of NUCs in this class of compound,
which was proposed in [1–3].

We are grateful to S.G. Ovchinnikov for fruitful dis-
cussion of the results. This study was supported by the
Russian Foundation for Basic Research (project no. 05-
02-16706).
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The energy flux of phonons produced due to the nonradiative laser-induced transitions of Ho3+ impurity ions in
forsterite from the 5F5 states has been measured using a superconductor bolometer at a temperature of 2 K. The
dependence of the flux on the laser wavelength, the time elapsed after the action of a laser pulse, and the phonon
propagation path length is analyzed. It is found that the excitation of Ho3+ to some states leads to the diffusive
propagation of emitted phonons in the spontaneous frequency decay mode (quasidiffusive mode of propaga-
tion): the time of arrival of a phonon pulse is almost a linear function of the path length, but it is several times
longer than the longest ballistic time of flight (for transverse phonons). The diffusion coefficient and the non-
radiative relaxation time are determined from the best fit to the experiment. © 2005 Pleiades Publishing, Inc.

PACS numbers: 67.57.Lm, 76.60.–k
It was shown previously [1–3] that the phonon exci-
tation spectra recorded by a bolometer coincide with
the absorption spectra of individual ions as well as pairs
of nearest neighbors. The time evolution of the phonon
excitation spectra carries information on the mecha-
nisms of energy transfer and makes it possible to detect
new types of centers. However, the quantitative deter-
mination of nonradiative transition time based on this
method was not considered and the propagation of
emitted phonon was not analyzed. This study is devoted
to analysis of information contained in the time depen-
dence of signals on the bolometer for various excitation
frequencies and for various distances between an opti-
cally excited volume and the bolometer.

The experimental geometry is shown in Fig. 1. A
frequency-tuned pulsed dye (oxazine-17) laser was
used for optical excitation of Ho3+ ions. The pulse dura-
tion was 10 ns, the repetition rate was 12.5 Hz, the spec-
tral half-width was 0.1 Å, and the wavelength tuning
range was 6300–6700 Å. The sample was a synthetic
forsterite crystal grown by the Czochralski method. The
doping impurity concentration in the melt was 4.6 wt %
Ho2O3, 0.16 wt % Na2O, and 0.19 wt % Al2O3. Accord-
ing to our estimates, the actual concentration of hol-
mium in the crystal did not exceed 0.05 wt %. The
space symmetry group of forsterite was Pbnm. A lin-
early polarized focused laser beam (beam radius was
0.1 mm) passed through the sample along the b axis of
the crystal. The electric vector of the light wave was
directed parallel to the a or c axis. The sample thickness
0021-3640/05/8203- $26.00 ©0134
along the direction of laser pulse propagation was
7 mm. Phonon pulses produced as a result of passage of
laser radiation through the sample were detected by a
superconducting In bolometer, which was deposited on
the lateral face of the sample. The bolometer shape was
a meander 1.3 × 1.3 mm in cross section. The samples

Fig. 1. Typical signal at the bolometer vs. the delay time
after the action of a laser pulse on a Mg2SiO4:Ho3+ sample
in the case of resonant and nonresonant excitation (distance
L between the laser beam and the bolometer is 1 mm). The
inset shows the experimental geometry: a, b, and c are the
directions of crystallographic axes in forsterite and L is the
distance between the laser beam and the bolometer.

Å
Å

Phonons
 2005 Pleiades Publishing, Inc.
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were in liquid helium at a temperature of 2 K. The
working point of the bolometer was set on the lower
part of the linear segment of the superconducting tran-
sition by applying an external magnetic field. The entire
measuring process (signal detection, accumulation, and
processing, as well as the measurement of the laser
wavelength) was automated. The measuring technique
is described in detail in [1–3].

In the case when the sample is excited by a laser
pulse, the bolometer detects phonon pulses with a cer-
tain time delay depending on the distance between the
optically excited region and the bolometer. Figure 1
shows typical signals at the bolometer as a function of
time t elapsed after the action of a laser pulse. It should
be noted that phonons are also produced in the case of
nonresonant excitation (background signal), when the
laser frequency does not fall in the absorption bands of
optical transitions of Ho3+ ions. The mechanism of
phonon generation by a nonresonant light pulse is not
considered here. Since the transmission coefficient for
a laser pulse through the sample (Fig. 2) is close to
unity (the minimal value is 0.7), the difference between
the signal at the bolometer at a given frequency and that
measured at the nearest nonresonant frequency repre-
sents quite correctly the flux density of phonons emit-
ted by Ho3+ ion.

Figure 2 shows the signals at the bolometer as a
function of the laser wavelength (phonon excitation
spectra) for a fixed (2.5 µs) time delay after the action
of a laser pulse. The same figure shows the polarized
transmission spectrum of the crystal in the range of
transitions to the energy levels of 5F5 of Ho3+ ions. The
absorption spectrum strongly depends on the orienta-
tion of the electric field of the laser relative to the crys-
tallographic axes. The phonon excitation spectra pre-
cisely match the absorption spectra of Ho3+ ions. In
contrast to the Al2O3:Cr3+ sample [1], the ballistic mode
of phonon propagation is not observed in the case of
excitation at any absorption line of a Mg2SiO4:Ho3+

sample. However, for excitation at some lines (e.g.,
with λ = 6393.5 Å; see Fig. 3), time tA corresponding to
the emergence at the bolometer of the maximal flux of
phonons emitted by Ho3+ ions was a nearly linear func-
tion of distance L from the optically excited region to
the bolometer (Fig. 4) as in the absence of diffusion.
The “velocity” L/tA ≈ 0.4 mm/µs in this case was much
smaller than the transverse velocity of sound (v t =
5 mm/µs) [5], and the shape of the signal was the same
as in the case of diffusive propagation. Thus, all distin-
guishing features of a quasidiffusive mode of phonon
propagation are present [6]. Further, we will interpret
our experimental data on the basis of the given model
(namely, the Kazakovtsev–Levinson scaling model
[6, 7]).

Let us briefly recall the basic concepts and condi-
tions for the existence of the quasidiffusive mode of
phonon propagation [6, 7]. The model is based on the
JETP LETTERS      Vol. 82      No. 3      2005
concept of evolution of the phonon distribution as alter-
nation of generations. Among all decays ω  ω' + ω'',
event with ω' and ω" of the same order of magnitude are
predominant. Roughly speaking, phonons decay into
phonons with half-energy. The initial phonons with
energy ω0 (zeroth generation) decay in time τN(ω0) into
phonons with ω1 = ω0/2 (first generation); after time
τN(ω1), phonons ω1 decay into phonons with ω2 =

Fig. 2. Phonon excitation spectra in the region of the 5F5
term of the holmium ion for two directions of the electric
field of the light wave emitted by a laser relative to the crys-
tallographic axes of forsterite: E || a and E || c. The distance
L between the laser beam and the bolometer is 1.0 mm. The
measured transmission spectrum for the E || c orientation of
the electric field of the laser beam is shown in the upper
part. The vertical lines show the positions of energy levels
belonging to the 5F5 term of the Ho3+ ion in forsterite, cal-
culated by Malkin [4]. In the wavelength range missing in
the figure, both absorption lines and phonon excitation lines
are absent.

Fig. 3. Time tA of the appearance of the maximum of the
phonon flux emitted by holmium ions at the bolometer and
its amplitude vs. the distance in the case of excitation of the
6393.5-Å absorption line. The lines are calculated theoreti-
cally.
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ω1/2 = ω0/22 (second generation), and so on. The life-
time of a generation increases rapidly upon a change in
generations since

(1)

where AN is a parameter determined by the scattering
mechanism. Generation ω appears at time t = τN(ω0) +
τN(ω1) + … + τN(2ω) ≈ τN(2ω) and its lifetime is
τN(ω) @ τN(2ω). Phonons with frequency ω exist only
during times

(2)

The condition for the existence of the quasidiffusive
mode reflects the fact that at least one generation
changes over ballistic time of flight tB = r/v, where r is
the distance from the point source and v  is the velocity,
and that phonons of the initial generation propagate dif-
fusely,

(3)

where τi(ω) is the mean free path in the case of elastic
scattering of phonons from impurities:

(4)

Here, Ai is the elastic scattering parameter.

In the description of the experiment, we take into
account the fact that relation (2) can also be interpreted
as follows [6]: it determines the characteristic fre-
quency of phonons surviving by instant t,

(5)

τN ω( ) ANω5( ) 1–
,=

t τN ω( ).≈

τ i ω0( ) ! τN ω0( ) ! tB,

τ i ω( ) Aiω
4( ) 1–

.=

ω ANτN( ) 1/5– ANt( ) 1/5– ,= =

Fig. 4. Bolometer signals vs. the delay time after laser exci-
tation at the 6393.5-Å line at various distances between the
laser beam and bolometer. The curves are calculated theo-
retically using formula (9).
and, hence, the diffusion coefficient for these phonons:

(6)

During their lifetime, phonons of generation ω propa-
gate in space diffusely over distances on the order of
l(ω) = (D(ω)τN(ω))1/2. This distance also increases rap-
idly with a change of generations, as can be seen from
relations (1) and (6). Consequently, distance r from a
point source, traversed by phonons during time t, is on
the order of the diffusion length of the last generation,
r ∝  (Dt)1/2 ∝  t9/10. Consequently, time tA of the phonon
arrival at a detector located at distance r from the point
source depends on r almost linearly: tA ∝  r10/9.

The solution of the kinetic equation cannot be
obtained even under considerably simplifying assump-
tions [6]. For this reason, describing the observed sig-
nal at the bolometer, we will assume that the diffusion
coefficient is constant and take into account its depen-
dence on diffusion time (6) in the final expression. For
simplicity, we will use the solution to the diffusion
equation for an infinitely large sample with a source.
The source is specified by the energy of phonons emit-
ted per unit volume per unit time at instant t1 after the
action of a laser pulse at point (x1, y1, z1) of the optically
excited region:

(7)

Here, τ is the nonradiative relaxation time, R is the
beam radius (R = 0.1 mm), and ε is a parameter having
the dimensions of energy density. It is proportional to
the light wave intensity, the laser pulse duration, the
light absorption coefficient, and the energy of emitted
phonons. Defining the phonon source (7), we assumed
that the time dependence of the rate of nonradiative
transitions is nonexponential and that the light absorp-
tion coefficient is small enough to disregard the depen-
dence on z in (7). We assumed that the laser pulse dura-
tion is on the order of 10 ns, which is much smaller than
the characteristic times in the given problem. Hence,
we can assume that laser excitation occurred at instant
t1 = 0. In writing expression (7), we specified the Z, Y,
and X axes along the direction of laser beam propaga-
tion, along the normal to the surface, and along the
bolometer, respectively. Line (y = L, x = 0) divides the
bolometer into two equal parts of width b, where L is
the distance from the center of the light beam to the
bolometer plane and 2b is the bolometer width. The sig-
nal at the bolometer is proportional to phonon energy
flux density averaged over the area of the bolometer.
We can easily show that the energy flux density at point
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3
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(x, z) of the bolometer at instant t for phonons emitted
in the optically excited volume at time t1 is

(8)

Here, S0 = πR2 is the cross-sectional area of the light
beam. To derive the final expression describing the sig-
nal at the bolometer, it remains for us to integrate
expression (8) with respect to t1 and average over x.
Bearing in mind that the time dependence of diffusion
coefficient D is described by formula (6) in the quasid-
iffusive mode of phonon propagation, we pass to inte-
gration with respect to diffusion time t2 = t – t1 instead
of integration with respect to emission time, which
leads to the following expression for the signal at the
bolometer:

(9)

We now assume that the diffusion coefficient in the
integrand is a function of time and this dependence is
given by relation (6). Let us determine from Eq. (9) the
maximal value of the signal at the bolometer for a given
distance L in terms of PA and the time of emergence of
the peak in terms of tA using the relations

(10)

Solid curves in Fig. 3 show the dependences of tA and
PA on L. The best agreement with experiment is attained
at the following values of parameters:

(11)

Solid curves in Fig. 4 show the theoretical dependence
(9) (taking into account parameters (11)) of the flux of
phonons emitted by holmium ions and detected by the
bolometer on the time delay t for various distances L
from the optically excited region to the bolometer. It
can be seen that the theoretical curves correctly
describe the experimental data. Substituting the exper-
imentally obtained values of tA into formula (6) and tak-
ing into account parameters (11), we obtain the follow-
ing values of diffusion coefficient D(tA) (in mm2/µs)
and of L (in mm): 1.14, 1.46, 2.46, and 3.91 and 0.25,
0.5, 1, and 2, respectively. It should be noted that these
values of the diffusion coefficient coincide in order of
magnitude with empirical values of D = 1.2 and 2.4 for
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L = 1 and 2 (in the same units), which were obtained in
[8] for an Al2O3:V sample. In [8], the quasidiffusive
mode of phonon propagation was directly observed in
experiments for the first time.

Let us estimate the values of scattering parameters
Ai and AN and then verify the validity of conditions (3)
of the existence of quasidiffusive mode of phonon
propagation; after this, we will compare the calculated
ratio of the parameters with the experimentally
obtained value (11).

The Ho3+ impurity ions differ from Mg2+ substitu-
tional ions in the mass, charge, and ionic radius. Let us
estimate the value of Ai from below, taking into account
phonon scattering from impurities only due to the dif-
ference in the masses of the Ho3+ and Mg2+ ions and
disregarding scattering due to the difference in the force
constants and ionic volumes and due to the fact that
Ho3+ ions may form dimer centers in forsterite [9].
Using the expression for the isotopic scattering rate
derived in [10] and refined in [11], we can easily find
that

(12)

where v –3 = (  + )/3,  is the unit cell volume,
and v l and v t are the longitudinal and transverse veloc-
ities of sound, respectively; X and Y denote the substi-
tutional atoms and impurity atoms, and Ax is the atomic
weight of element X in a crystal with a formula unit
(X1 – cYc)mZ. In our case, c ≤ 5 × 10–4, AMg/AHo = 7.4 ×
10–5. Assuming that [5] v l = 8.589 × 105, v t = 5.018 ×
105, and  = 290 × 10–24 (in CGS units), we obtain

 ≥ 0.8 × 10–44ω4 for c = 3 × 10–5. We take into
account the fact that the absorption line λ = 6393.5 Å is
separated from the nearest lower line on the energy
scale by 136.6 cm–1 (see Fig. 2). Consequently, the fre-
quency of the emitted zeroth-generation phonons is
ν0 = ω0/2π ≥ 136.7 cm–1 and τi ≤ 2.8 × 10–4 µs.

The most accurate expression for the phonon spon-

taneous decay rate , which is suitable for quantita-
tive comparison, is given in [12]. However, third-order
elastic constants for forsterite are unknown; for this
reason, we express AN in terms of the Grüneisen con-
stant using the results obtained in [13]:

(13)

Here, ρ is the crystal density and γ is the Grüneisen con-
stant. The inequality sign takes into account the fact
that estimate (13) of the inelastic scattering constant
based on the Grüneisen constant leads [12] to an exag-
gerated value of the phonon spontaneous decay rate.
Setting ρ = 3.221 g/cm3 [5] and γ = γLA = 1.22 [14], we

Ai
4πv 3
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obtain  ≤ 1.1 × 10–59ω5. For values of ν = ω/2π =
136.7 cm–1 = 4.1 THz, we have τN ≥ 8.3 × 10–3 µs. It fol-
lows that the left-hand side of inequality (3) is satisfied
with a large margin, which is [15] a necessary condition
for the applicability of the Kazakovtsev–Levinson scal-
ing model [6, 7] of the quasidiffusive mode of phonon
propagation.

The minimal ballistic time of flight tB . 0.25 mm/v l =
0.29 µs is much longer than the time of inelastic scat-
tering of phonons; consequently, the right-hand side of
the inequality also holds. This is facilitated by the high
value of energy of emitted phonons, which exceeds the
anharmonic decay rate. It becomes clear why emitted
phonons propagate in the quasidiffusive mode when the
given line (λ = 6393.5 Å) is excited.

Finally, the value of quantity (v 2/3) /Ai =

(v 2/3)τi/  ≤ 0.14 mm2/µs9/5 calculated for the above
values of parameters does not contradict the experi-
mental values (11).

Thus, the time-resolved photo-phonon spectroscopy
is not only a very sensitive method for detecting optical
transition frequencies but also provides additional
information on phonon propagation and nonradiative
relaxation times.
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For the Pu0.95Ga0.05 alloy belonging to the stabilized δ phase of the Pu–Ga system, the 69Ga NMR spectra are
measured in the temperature interval 10–650 K and the static magnetic susceptibility χ is measured in the inter-
val T = 20–350 K. In the region T > T* = 235 K, the temperature-dependent magnetic part of the shift K(T) of
the Ga NMR line reproduces the χ(T) dependence and follows the Curie–Weiss law K(T) ~ (T + Θ)–1 with Θ =
280(40) K, which is typical of incoherent spin fluctuations of localized f electrons in concentrated nonmagnetic
Kondo systems. The estimate of the effective magnetic moment µeff, 5f(ge = 2) = 0.15(5)µB per Pu atom testifies
to a strong suppression of the spin magnetism in the alloy, where the configuration of the f shell of a Pu ion is
close to atomic-like f 6. The difference between the K(T) and χ(T) dependences observed for the alloy in the
temperature range T < T* is analyzed in terms of the two-fluid description of Kondo lattices developed by
Pines et al. [15, 16] in application to the coherent state of a heavy-fermion liquid. Possible causes for the anom-
alous increase in long-wave contributions in the spatial dispersion of the localized spin susceptibility compo-
nent of f electrons χff at temperatures below 50 K are discussed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.27.1a, 75.30.Cr, 75.40.Gb, 76.60.2k
The electronic properties of plutonium and Pu-
based alloys had been studied for years because of the
specific role of these materials in modern technologies
and in the fundamental physics of actinides. In the
actinide series, Pu lies between Np, which is character-
ized by a pronounced band character of 5f electrons,
and Am characterized by a long-range magnetic order
[1, 2]. The rich phase diagram of plutonium [3] with six
sequential polymorphic transformations and the unique
transport and magnetic properties of this material are
largely caused by the changes in the degree of localiza-
tion of 5f electrons in different structure states of Pu.

Today, the problem attracting considerable interest
is concerned with the ground state of the 5f electron
system in δ-Pu and stabilized δ phase alloys (the fcc
structure). The large electron contribution to specific
heat [4], the high resistivity ρ(T), and its nonmonotonic
temperature dependence with a maximum below 200 K
[5] are the characteristic macroproperties of δ-Pu that
make this material close to heavy-fermion systems with
a strong localization of f electrons [6].

The temperature dependence of magnetic suscepti-
bility χ(T) of the stabilized δ phase (Pu0.94Ga0.06,
Pu0.94Al0.06 alloys [5]) is also nonmonotonic. At high
temperatures, χ(T) follows the modified Curie–Weiss
law, which, according to [5], testifies to the localization
0021-3640/05/8203- $26.00 0139
of f electrons with an effective magnetic moment
µeff = 1.2µB in the alloy. On cooling, χ(T) passes
through a weakly pronounced maximum in the same
temperature range 100–150 K as that observed for the
maximum of ρ(T). The presence of the maximum in
χ(T) was explained by the effect of Kondo compensa-
tion of the magnetic moments of localized f electrons
by the charge carriers in the low-temperature region.
According to the estimates given in [5], the weak χ(T)
dependence is determined by the fact that the dominant
contribution to the magnetic susceptibility of δ-Pu is
made by the temperature-independent Van Vleck para-
magnetism of the partially filled 5f band of plutonium.
This interpretation of the nature of the χ(T) dependence
and the corresponding high estimates of the static mag-
netism of f electrons in Pu was recently reconsidered
[7] in view of the fact that such weak variations of mag-
netic susceptibility with temperature, namely,
{χ(150 K) – χ(600 K)} ~ 0.05χ(150 K), may also be
caused by other factors. One of them is the temperature
dependence of the Pauli contribution of electron states
in the conduction band of δ-Pu, because, according to
electron photoemission data [8], the spectral density of
states g(E) has a narrow peak of width ~700 K near EF.
However, it should be noted that the single-particle
nature of this g(E) anomaly is not confirmed by theoret-
ical calculations of the band structure of δ-Pu [9].
© 2005 Pleiades Publishing, Inc.
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Additional difficulties in analyzing the weak tem-
perature dependence of χ may be caused by the low-
temperature magnetic instability that accompanies the
radiation aging of δ-Pu [10] and that is possibly related
to the quantum instability of the electron configuration
of Pu in the ground state of the δ phase. For δ-Pu, a del-
icate balance between the spin–orbit and exchange
interactions takes place for the electrons of the f shell of
the actinide and, hence, small variations (~15%) of the
exchange integral determine the magnetic or nonmag-
netic realization of the ground state of f electrons in the
alloy [9].

In connection with this, local neutron scattering and
NMR techniques are preferable for studying the emer-
gence of the electron instability and its development
with temperature in the stabilized δ-phase plutonium
alloys. From 27Al [11] and 69,71Ga [11–13] NMR stud-
ies, it was found that the NMR line shift (K) and the
nuclear spin–lattice relaxation rate are determined by
the local magnetic fields that arise at the NMR probe
nucleus due to the spin polarization transferred from
the f electron shells of the neighboring actinide atoms.
Thus, the temperature variation of the gallium NMR
line shift K reflects the evolution of the spin contribu-
tions of different origin to the magnetic susceptibility.
In particular, for the Pu0.95Ga0.05 alloy, the temperature
dependence of the gallium line shift 69K(T) was found
to be nonmonotonic with a maximum at T ~ 150 K [13].
Its temperature-reversible behavior testifies that, as the
temperature decreases, the electron spectrum of the δ
phase develops an instability, which is accompanied by
a decrease in the spin contributions to the susceptibility
of the alloy at T < 150 K. However, the NMR data
obtained in the limited temperature interval 5–350 K
were insufficient to study the state of the electronic sys-
tem in the high-temperature region.

In this paper, we present the results of measuring the
temperature dependence of the 69Ga NMR line shift in

Fig. 1. 69Ga NMR spectrum obtained for the Pu0.95Ga0.05
alloy at T = 20 K.
a wide temperature range of the δ phase state of the
Pu0.95Ga0.05 alloy. These measurements allow us to esti-
mate the contribution of the spin magnetism of f elec-
trons to the static magnetic susceptibility of the alloy
and to clarify the situation with their localization in the
high-temperature region of existence of δ-Pu. We also
present a combined analysis of the NMR and static sus-
ceptibility data obtained from bulk samples with iden-
tical thermal histories. The difference between the tem-
perature dependences of the Knight shift 69Ks(T) and
magnetic susceptibility χ(T) is discussed in terms of the
two-fluid description of heavy-fermion systems pro-
posed in [14] for the region of the emergence and devel-
opment of the coherent state and developed for NMR
applications in [15].

The samples had the form of isolated plates (15 ×
2.5 × 0.2 mm) for NMR experiments and a parallelepi-
ped (8 × 2.5 × 2.5 mm) for magnetic susceptibility mea-
surements. They were cut out from a Pu0.95Ga0.05 alloy
ingot. The surfaces of the samples were mechanically
polished and then chemically etched to remove the sur-
face impurities and the oxide layer caused by the
mechanical treatment. The samples were then homoge-
nized in argon at 450°C for several hours. After cool-
ing, they were placed in glass containers filled with
spectroscopically pure argon and sealed. The static sus-
ceptibility was measured by an MPMS-XL-5 SQUID
magnetometer (Quantum Design) in the temperature
interval T = 20–350 K in magnetic field H = 10 kOe.

The 69Ga NMR spectra (I = 3/2) were measured for
the interval T = 20–650 K in a magnetic field of 94 kOe
by a pulsed phase-coherent NMR spectrometer with a
quadrature system of signal detection. The spin echo
signal was recorded. The spectral intensity of the NMR
signal corresponding to the central transition (mI =
−1/2  +1/2) was obtained as a result of the subse-
quent complex Fourier transformation of the second
half of the echo signal. In measuring the 69Ga NMR
spectrum (Fig. 1) that included all 2I transitions and far
exceeded the bandwidth of frequencies excited by the
radio pulse, we used the summation of the Fourier sig-
nal data array gathered over different equally spaced
frequencies of the spectrometer. The line shifts for the
alloy sample were determined with respect to the posi-
tion of the peak of the 69Ga NMR line in GaCl3.

In the measurements carried out below 40 K, we
took into account the effects of radio-frequency and
radiation-stimulated heating of the alloy sample, which
was placed in the sealed container and had a limited
thermal contact with the thermostat of the cryostat. To
take into account these effects, we measured the mag-
netization of gallium nuclei in thermodynamic equilib-
rium. This magnetization follows the Curie law in the
temperature interval of interest: M0 ~ T–1, where T is the
true temperature of the sample. By changing the num-
ber of radio pulses of a fixed duration, we varied the
power multiplicity of the source of radio-frequency
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heating. This allowed us to estimate the thermal effect
of the source of the radiation-stimulated sample heat-
ing. The data presented below for the temperature
dependence of the NMR line shift 69K(T) correspond to
the true temperature of the sample plates with a relative
error ∆T/T ≤ 0.02.

The temperature dependence of the static magnetic
susceptibility of the Pu0.95Ga0.05 (h) alloy is shown in
Fig. 2a. At room temperature, its value is 4.7 ×
10−4 cm3/mol, which is approximately 10% smaller
than the value χ(300 K) = 5.3 × 10–4 cm3/mol reported
in [5] for the Pu0.94Ga0.06 δ-phase alloy of a close com-
position. The difference in the absolute values of the
susceptibilities of alloys is insignificant and mainly
determined by the error in the determination of the
mass of the sample (∆m/m ~ 0.05 in our case). The dif-
ference in the temperature dependences of the suscepti-
bilities of alloys is more significant below 200 K.
Unlike the χ(T) curve observed for Pu0.94Ga0.06 with a
maximum within 100–150 K [5] (see Fig. 2 in [5]), the
Pu0.95Ga0.05 alloy under study exhibits a monotonic
increase in χ with a tendency to a maximum in the low-
temperature region T < 50 K. To verify that the mea-
sured χ(T) dependence is governed by the bulk proper-
ties of the alloy, a similar temperature dependence of
magnetic susceptibility was obtained as a result of addi-
tional measurements on the same sample with its linear
dimensions being reduced by one third by electrochem-
ical etching.

The 69Ga NMR spectrum (Fig. 1) consists of a single
central line (the mI = –1/2  +1/2 transition) rising
above a base formed by satellite lines (mI = ±1/2 
±3/2). Such a spectrum is typical of a powder of imper-
fect cubic crystals [16] with local cubic symmetry dis-
tortions in the charge environment of the resonant Ga
nucleus, which possesses an electric quadrupole
moment. The temperature dependence of the shift
69K(T) that is presented in Fig. 2b completely repro-
duces the data previously obtained for the temperature
range below room temperature [13], provided that the
previous data array is additionally displaced by
150 ppm with allowance for the results of the more def-
inite procedure of determining the zero shift by the
NMR signal from the reference sample in the given
experiment.

For the region T > 200 K, the behavior of the line
shift in the δ-Pu alloy is adequately described by a
dependence in the form of the Curie–Weiss law K(T) =
K0 + C/(T + Θ) with the parameters K0 = 170(20) ppm
and Θ = 280(20) K (the dotted line in Fig. 2b). A similar
temperature dependence is observed for the NMR line
shift of nonmagnetic ions in heavy-fermion systems
above the region where the coherent state of the heavy-
fermion fluid is formed and where the state of the elec-
tron system of f ions is adequately described in the
framework of the model of a gas consisting of noninter-
acting Kondo centers with a local spin susceptibility
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χs, ff(T ) ~ ( T  +  Θ ) –1 . In the case of the stabilized  δ -Pu
alloy showing an electron system state close to heavy-
fermion one, the isotropic Ga NMR line shift should be
mainly determined by the Knight shift 
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nearest Pu atoms in the fcc structure of δ-Pu, NA is the
Avogadro number, and χs, 5f = NAχff is the molar spin
susceptibility of 5f electrons of Pu in the alloy.

Thus, for the high-temperature region, one should
expect that the Knight shift is 69K(T) ~ χs, 5f(T). Indeed,
the linear shift increase portion observed in the para-
metric dependence K(χ) (Fig. 3) testifies in favor of the
applicability of Eq. (1) to describing the spin magne-
tism of 5f electrons of the alloy above 200 K. The
extrapolation to T  ∞ of the linear portion of K(χ)
allows us to separate the temperature-dependent contri-
bution χs, 5f, whose value ~0.08(1)χ corresponds to the
effective spin magnetic moment of the f shell of a Pu
atom in the alloy: µeff, 5f(ge = 2) = 0.15(5)µB. From the
estimate obtained for χs, 5f, it follows that, in the region
T > 200 K, the dominant contribution to χ is determined
by the orbital state of f electrons in the alloy. The anom-
alously small estimate of µeff, 5f suggests that the config-
uration of the f shell of Pu in the δ phase is close to
atomic-like configuration f 6(S = 0; L = 0) [9] and that
the Van Vleck orbital contribution determines the static
magnetism of δ-Pu.

In the temperature range below T* ~ 200 K, the sim-
ilarity of the temperature dependences K(T) and χ(T)
fails. Such a difference in the low-temperature region is
observed for heavy-fermion compounds. It is often
ascribed to the splitting (∆CF) of the multiplet structure
of f ion levels, which leads to a change in the popula-
tions of lower multiplets at T ~ ∆CF < T* and to a corre-
sponding variation of Hf at the formation of the coher-
ent state.

Fig. 3. Parametric dependence 69K(χ) and the results of sep-
arating the contributions to the spin susceptibility of the
Pu0.95Ga0.05 alloy. The dotted line shows the linear approx-

imation of the 69K increase in the region T = 200–350 K.

(T)
 

In [14], it was shown that, for heavy-fermion sys-
tems, the energy scale T* is of a multiparticle character
and is determined by the intensity of interaction
between Kondo centers. According to the proposed
two-fluid description of concentrated Kondo lattices, at
temperatures T < T*, the system of localized f electrons
(Sf(ri)) and conduction electrons (Sc(ri)) with a total
spin S = ΣiS f(ri) + Σi · Sc(ri) acquires an additional spin
component associated with the coherent behavior of f
electrons. The development of the coherent state of the
heavy-fermion liquid with temperature is characterized
by the spin correlation function 〈Sf(ri)Sc(ri)〉 . Below T*,
the expression for the spin susceptibility of f electrons
χs, 5f(T) contains both the contribution of isolated
Kondo centers χff(T) = (1/N)Σi, j · 〈Sf(ri)Sf(rj)〉  and the
heavy-fermion contribution from the polarization of the
conduction-electron spin system that is correlated by
the spin component of f electrons χcf(T) = (1/N)Σi, j ·
〈Sf(ri)Sc(rj)〉:

(2)

In this case, expression (1) for the isotropic Knight shift
69Ks is complemented by the contribution Kcf ~ χcf:

(3)

This expression takes into account the significant
changes in the mechanism of the spin polarization
transfer from f electrons to Ga nuclei [15]. The contri-
bution of the contact interaction to the Knight shift is
mainly determined by the spectral weight of the heavy-
fermion component: A〈Sc〉q = 0 ≈ χcfH0. With the
decrease in the spectral weight of the localized f com-
ponent at q = 0, the corresponding contribution of the
indirect interaction also varies: B〈S f 〉q = 0 = (χcf + χff)H0.
The constants A and B determine the intensity of the
contact and indirect hyperfine interactions of the Ga
nucleus, respectively, with heavy-fermion delocalized
and localized spin components of the f-electron system
of the alloy.

A combined analysis of the data on the Knight shift
69K(T) and the static magnetic susceptibility χs, 5f(T)
with the use of Eqs. (2) and (3) allows us to trace the
temperature variation of the heavy-fermion contribu-
tion to the Knight shift Kcf:

(4)

As the temperature decreases, the heavy-fermion com-
ponent of the shift (Fig. 4a) increases in its absolute
value with a tendency to flatten out at Kcf ~ –800 ppm
below 30 K. The two-fluid model predicts that, below
T*, the behavior of the heavy-fermion component of

χs 5 f, T( ) χ ff T( ) 2χcf T( ).+=

K69
s T( ) Ks 0, Kcf T( ) K f T( )+ +=

=  Ks 0, Aχcf T( ) Bχcf T( ) χ ff T( )+ + +

=  Ks 0, A B+( )χcf T( ) Bχ ff T( ).+ +

Kcf T( ) K69 T( ) Bχs 5 f, T( ) Ks 0,––=

=  A B–( )χcf T( ).
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spin susceptibility follows the universal dependence
χcf(T) ~ (1 – T/T*) , where the factor (1 –
T/T*) determines the fraction of the heavy-fermion
component of f electrons. The corresponding depen-
dence for the heavy-fermion contribution to the shift
has the form Kcf(T) = Kcf(0){(1 – T/T*) }
and is shown in Fig. 4 by the dotted line. With the
parameter values Kcf(0) = –950(80) ppm and T* =
235(40) K, the curve completely reproduces, over a
wide temperature range, the results obtained by analyz-
ing Kcf(T) with the use of experimental data on the
Knight shift and the static magnetic susceptibility pre-
sented in Fig. 1.

For T < T*, the contribution to the total shift of the
local spin component Kff(T) can be determined using
Eqs. (3) and (4) with a known value of the ratio between
the hyperfine constants B/A. The results of the recon-
struction of the Kff(T) dependence are presented in
Fig. 4b for B/A = 0.11. The indirect interaction constant
B = 66(6) kOe/µB is determined by the slope of the lin-
early ascending portion of the parametric dependence
K(χ) shown in Fig. 3. As the estimate of the constant A,
we used the value of the effective hyperfine field pro-
duced at the nucleus by an unpaired 4s electron: A(4s) =
580 kOe/µB [13, 16]. The dotted line in Fig. 4b corre-
sponds to the temperature dependence of the contribu-
tion made to the shift by the local spin f component
Bχff(T) ~ (T + T*)–1 with T* = 235 K. One can see that,
up to T ~ 50 K, the increase in Kf(T) ~ (T + 235 K)–1

occurs in good agreement with the behavior expected
according to [14, 15] for the spin susceptibility χff(T) in
the region of the formation of the coherent heavy-fer-
mion state.

Earlier, in the pioneering study [15], a behavior of
Kcf(T) analogous to that shown in Fig. 4a for the
Pu0.95Ga0.05 alloy was revealed for a great number of
4f(5f) compounds with heavy fermions. Thus, the pre-
vious statement [13] concerning the instability of the
electron spectrum of the δ phase in the low-frequency
region can be formulated in more detail. In the system
of interacting f electrons of Pu in the δ-phase
Pu0.95Ga0.05 alloy, a coherent state of the heavy-fermion
liquid is formed below T*. This is accompanied by the
increase in the spectral weight of long-wave low-
energy spin fluctuations of f electrons in the alloy,
which describe the delocalized (Fermi-liquid) behavior
of f electrons in the alloy, at the expense of the decrease
in the weight of short-wave fluctuations of the almost
localized f-electron state at high temperatures.

As the temperature decreases further, the behaviors
of the local Kff and Fermi liquid Kcf contributions to the
shift deviate from the dependences predicted by the
two-fluid model. The tendency of Kcf(T) to flatten out
below 30 K may testify to the termination of the forma-
tion of the heavy-fermion spin component of f elec-
trons. However, the final conclusion about the behavior

T /T*( )log

T /T*( )log
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of Kcf in the low-temperature region depends on the
understanding of the origin of the additional increase
exhibited by the uniform contribution χff(q = 0) of the
local spin component of f electrons in comparison with
the behavior predicted by the two-fluid model:
Kff(T)χff(q = 0; T) ~ (T + T*)–1 (the dotted line in
Fig. 4b). In connection with this, the study of the static
magnetism of α-Pu caused by the radiation self-action
of the material at low temperatures [10] seems to be
very important. The results presented above testify to
the significant role of the quantum instability effects in
the degree of localization of the f electrons of Pu in the
alloy in the presence of such a delicate energy balance
between the localized and delocalized states in the low-
temperature region.

In closing, we summarize the results. The combined
analysis of the data on the static magnetic susceptibility

Fig. 4. (a) Temperature dependence of the heavy-fermion
component of the Knight shift Kcf(T) in Pu0.95Ga0.05. The
dotted line represents the approximation of the Kcf(T) data

by the expression Kcf(T) = Kcf(0){(1 – T/T*) }
with Kcf(0) = –950(80) ppm and T* = 235(20) K. (b) Tem-
perature dependence obtained for the incoherent spin com-
ponent of the Knight shift Kff (T) in Pu0.95Ga0.05 by using
Eqs. (2)–(4) at B/A = 0.11. The dotted line represents the
dependence Kff (T) ~ (T + T*)–1 at T* = 235 K that is pre-
dicted by the two-fluid model of a concentrated Kondo sys-
tem [14, 15]. The solid curve represents Kcf = Kcf(0){(1 –

T/T*) }.

T /T*( )log

T*/T( )log
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and the 69Ga Knight shift in a wide temperature range
where the stabilized δ phase exists allowed us to deter-
mine the following features of the magnetic state of the
f electron system in the Pu0.95Ga0.05 alloy:

(i) in the temperature range above T* = 235(40) K,
the behavior of the spin susceptibility is typical of inco-
herent spin fluctuations of localized f electrons in a con-
centrated nonmagnetic Kondo system;

(ii) the estimate of the effective magnetic moment
νeff, 5f(ge = 2) = 0.15(5)µB/Pu at. points to a substantial
suppression of the spin magnetism contribution to the
magnetic susceptibility of the alloy, which suggests that
the configuration of the f shell of Pu is close to the
atomic-like configuration f 6;

(iii) the behavior of K(T) and χ(T) in the alloy in the
temperature interval 30 < T < T* can be adequately
described in the framework of the two-fluid model
developed by Pines et al. [15, 16] for Kondo lattices in
the region corresponding to the formation of the coher-
ent state of a heavy-fermion liquid. However, the final
conclusion concerning the behavior of Kcf in the low-
temperature region will depend on the understanding of
the mechanisms responsible for the additional increase
in the uniform contribution χff(q = 0) of the local spin
component of f electrons.

For a closer investigation of the low-temperature
magnetism of f electrons of Pu, it is necessary to carry
out additional studies of the spatial and frequency dis-
persions of spin susceptibility in the alloy.
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Experimental evidence has been obtained for the hydrodynamic flow of a 2D gas of hydrogen atoms adsorbed
on the surface of liquid helium. The observed flow manifestations are consistent with the concepts of the quan-
tum hydrodynamics of the helium surface. This circumstance allows both investigation of the interaction of 2D
hydrogen with ripplons and surface 3He quasiparticles and possible future observation of the superfluidity of
the 2D Bose gas of hydrogen atoms. The experimental results on thermal compression make it possible to esti-
mate the characteristic times of the transfer of longitudinal momentum between the subsystems of hydrogen
and 3He atoms bound to the surface (τH3), as well as from ripplons to the substrate (τR). The value τH3 ~ 4 ×
10−8 s agrees with a value calculated using the mean-field parameter U30 for the interaction of hydrogen atoms
with the ground surface state of 3He. At the same time, τR is more than an order of magnitude shorter than the
value obtained in experiments by Mantz et al. Phys. Rev. Lett. 44, 66 (1980) [Erratum: Phys. Rev. Lett. 44, 1094
(1980)]. This discrepancy can be attributed to the dependence of the ripplon momentum relaxation rate on the
substrate roughness scale. © 2005 Pleiades Publishing, Inc.

PACS numbers: 05.30.Jp, 47.70.Fw, 67.40.Pm, 67.65.+z, 68.03.Kn
One of the most pronounced examples of the 2D
Bose gas is spin-polarized atomic hydrogen adsorbed
on the liquid-helium surface (2D H↓ ) [1]. The aspect
(~107) of a 2D H↓  sample is several orders of magni-
tude larger and the number of atoms in this sample is
much greater (up to 1013) than the respective values for
ultracold vapors of alkali metals in anisotropic traps
[2]. Therefore, the effects of finite sizes and a finite
number of particles are virtually excluded. At the same
time, in contrast to superfluid-helium films with a
thickness of several atomic layers, where the transition
to the superfluid state has been actively investigated
both theoretically and experimentally [3], 2D hydrogen
is gaseous down to T = 0. The surface flow observed in
this work for 2D H↓  with a density close to quantum
degeneracy opens the real possibility of observing the
superfluidity in the 2D Bose gas.

In experiments on thermal compression [4], a high
density of 2D H↓  is reached on a small part of the sur-
face cooled to temperature Ts that is much lower than
the temperature Tc of the remaining walls of the cell.
The initial proposal for thermal compression [5, 6]
implies the equality of the local rates of adsorption and
desorption. Owing to this equality, the 2D density σ
that is approximately related to the density n in the cell
volume as σ ≈ nΛexp(Ea/T) (Λ is the thermal wave-
length and Ea = 1.14(1) K is the binding energy of a
hydrogen atom with the surface of isotopically pure
4He [7] covering the walls of the sample cell) necessar-
ily increases exponentially on such a “cold spot.” The
cold spot is located perpendicularly to the external
magnetic field B = 4.6 T at the center of the flat mirror
0021-3640/05/8203- $26.00 0145
of the Fabri–Perot resonator of the ESR spectrometer
[8], which ensures the direct diagnostics of both
adsorbing and bulk phases of atomic hydrogen.

The evolution of the ESR spectrum in the process of
the decay of the H↓  sample that is primarily caused by
nuclear relaxation on the cell walls with sequential
recombination into H2 molecules is detected in the
experiment (Fig. 1). The total power P released in the
sample due to recombination is simultaneously mea-
sured (constant temperature in the cell is maintained by
means of a temperature controller). The behavior of the
power P(t) ∝  |dn/dt| is described with a high accuracy
by the approximate rate equation

(1)

which has a simple analytical solution. The fitting
parameters are the zero (n  0) power level and

effective rate constants  and , which corre-
spond to the three-body recombination and nuclear
relaxation, respectively, on the cell walls. The fit gives
the zero power level with an accuracy of no worse than
0.01% and the rate constants with an accuracy of no
worse than 1%.

It can be verified that Eq. (1) approximates the solu-
tion of the exact rate equations for the populations of
two lower hyperfine states of hydrogen |a〉  and |b〉  down
to n . 1010 cm–3. For this density, the difference
between the exact and approximate solutions does not
exceed 20% (note that the measured power cannot be
separated from noise even at n ~ 1012 cm–2). The con-

dn
dt
------– Kbbb

eff n3 2G1
effn,+=

Kbbb
eff G1

eff
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Fig. 1. (Upper panel) Evolution of the ESR spectrum of
atomic hydrogen for Tc = 113 mK and Ts = 43 mK and low
microwave power. Brightness represents adsorption ampli-
tude. An intense signal near 0.5 G corresponds to H↓  atoms
in the cell volume. (Lower panel) Evolution of the recombi-
nation power released in the sample cell. The smooth line is
the fit by the solution of Eq. (1).

Fig. 2. Evolution of the density of 2D H↓  on the 3He–4He
mixture in the process of the decay of the sample for various
microwave powers (in dB) with respect to the level with the
amplitude H1 . 1.6 mG. Time scales are taken so that all
P(t) curves coincide with each other (cf. Fig. 1) and, there-
fore, the corresponding volume densities n(t) are identical.

,

servation of the exponential character of the sample
decay until such low densities is explained by exchange
recombination on the cold spot of hydrogen atoms in
the mixed hyperfine state |a〉 . The 2D density of atoms
in the state |b〉  on the spot is high enough and tempera-
ture, on the contrary, low. Therefore, the recombination
probability for |a〉  atoms colliding with the spot surface
is comparable with the desorption probability. As a
result, the exchange recombination on the cold spot is
so fast that the decay of the sample is limited by the one
body nuclear relaxation |b〉   |a〉  on the cell walls.
For this reason, we believe that the integration of
Eq. (1) with the rate constants found from the fit allows
the determination of the bulk density even far beyond
the resolution of the thermal-controller signal. The den-
sities presented below for the range n & 1012 cm–3 were
obtained by means of such an extrapolation.

The ESR signal of 2D H↓  is shifted from the bulk
signal (see Fig. 1) by a value of the demagnetizing, or
dipole, field that is created by polarized H↓  dipoles on
each other and is proportional to their density: h = –Aσ,
where A = 1.0(1) × 10–12 G cm2 [9]. The dipole shift h
is a quantity that is most accurately determined from
the spectrum, which makes it possible to determine the
2D hydrogen density in the center of the cold spot. The
ambient field is quite spatially uniform on the flat mir-
ror of the resonator and the natural linewidth of
adsorbed atoms is small [9]. Therefore, the shape of the
surface signal represents the spatial distribution of the
2D density.

The instability of the ESR spectrum of 2D H↓  is
observed at high microwave powers: the line acquires a
triangular shape and the maximum of the adsorption
signal peak is shifted from the undisturbed position that
is observed for low powers (see Fig. 2). The peak shift
∆h corresponds to a decrease ∆σ in the surface density
on the cold spot.

As was previously mentioned in [4, 10], the trans-
port of hydrogen atoms over the surface can noticeably
affect the conditions of appearing the instability of the
ESR spectrum. In order to reveal the role of the 2D
hydrogen flow, experimental results for isotopically
pure 4He are compared with the results for the 3He–4He
mixture containing a low (of the order of 1012 cm–2) sur-
face concentration of 3He. The idea is to use an analogy
between the hydrogen flow and heat transfer over the
liquid-helium surface, which is known to occur through
the hydrodynamic flow of ripplon gas [11]. For the
3He–4He mixture, the ripplon scattering on the surface
3He quasiparticles leads to the drag of the flow, which
is manifested in a decrease in the effective heat conduc-
tance of the surface as compared to pure 4He. Similarly,
the H–3He scattering should lead to the dissipation of
the 2D hydrogen flow.

Figure 3 shows a decrease ∆σ in the surface hydro-
gen density for Tc = 113 mK and Ts = 43 mK on pure
4He and on the 3He–4He mixture due to the spectrum
JETP LETTERS      Vol. 82      No. 3      2005
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instability for the same microwave power. The ∆σ plot
for the mixture clearly splits into two parts. At the
beginning of the decay, i.e., for high densities, its
behavior coincides with the behavior for pure 4He. For
low densities, two plots strongly differ from each other:
the decrease ∆σ in the density is much larger for the
mixture for the same power. It is also seen that the time
dependence of the 2D density σ(t) has a singularity at
the point marked by the arrow in Fig. 2, where the indi-
cated difference begins. An additional important obser-
vation is that the power at which the instability arises in
the spectrum of 2D H↓  on the mixture is lower than that
for pure 4He by 3(1) dB.

Returning to the analogy with ripplons, we recall
that, for a sufficiently high temperature gradient (i.e.,
the gradient of the ripplon-gas pressure), the complete
sweeping of 3He from certain sections of the surface
was observed [11]. The above behavior of ∆σ can be
treated as a similar effect caused by the scattering of
adsorbed hydrogen atoms on the surface 3He atoms. In
this case, the coincidence of ∆σ values on the mixture
and on pure 4He means the sweeping of 3He from the
cold spot. For such a sweeping, the hydrogen flow
should be directed outwards from the spot center. At the
same time, the direction of the flow for low densities σ
is obviously opposite; i.e., from the warm periphery to
the cold center, because this direction is dictated by the
gradient of the ripplon pressure. Therefore, the hydro-
gen flow changes its direction at a certain time in the
process of the decay of the sample. This time (we call it
the turning point) is of particular interest due to the
absence of the transport of particles over the surface.

The conclusion that the hydrogen flow changes its
direction is qualitatively corroborated by the behavior
of σ for low powers, i.e., in the absence of the spectrum
instability (see Fig. 4). It is easily seen that, for high
densities, when 2D H↓  spreads from the cold spot, σ is
lower on “smooth” pure 4He than on the “rough” mix-
ture. At the same time, for low powers and, therefore, a
flow toward the center, the opposite pattern is observed.
The turning point obviously corresponds to the inter-
section of σ(t) curves for pure 4He and for the mixture:
in the absence of the flow, the effect of 3He disappears
and the surface density is identical for both cases.

It is necessary to emphasize that, in the absence of
the transport over the surface, i.e., when the adsorption
rate is equal to the desorption rate, the density on the
mixture is necessarily lower, because the adsorption
energy Ea is lower [7]. However, the difference between
the σ values on pure 4He and on the 3He–4He mixture
for high densities has the opposite sign, which can be
considered as additional direct evidence of the 2D
hydrogen flow.

We use the above evidence of the 2D H↓  flow in
order to estimate the rates of momentum transfer
between the components of 2D mixture. In the absence
JETP LETTERS      Vol. 82      No. 3      2005
of 3He, the velocities of the steady flow of ripplons and
hydrogen are given by the respective expressions [10]

(2)

where P = PH + PR is the total pressure and x =
(ρR/ρH)(τHR/τR). We define the effective surface temper-
ature Teff(σ, n) as a value at which the adsorption rate is
equal to the desorption rate for given σ and n values. We
also introduce the effective pressure Peff of hydrogen–
ripplon mixture calculated for Teff and measured σ

uH

τR

ρR
------ ∇ P x∇ PH+( ), uR–

τR

ρR
------ ∇ P,–= =

Fig. 3. Quantity ∆σ on pure 4He and on the 3He–4He mix-
ture for the same power level of 19 dB (cf. Fig. 2). A sharp
change in ∆σ at σ = 3.1 × 1012 cm–2 is associated with the
sweeping of 3He from the cold spot by the flow of the
hydrogen–ripplon mixture.

Fig. 4. Evolution of the density of 2D H↓  on (open sym-
bols) pure 4He and (closed symbols) the 3He–4He mixture
for a low microwave power. Different symbols correspond
to different samples under identical conditions.

3He–4He

3.5
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value. Disregarding recombination losses, we obtain
T = Teff and P = Peff for uH = 0 in the limit of low micro-
wave power. At the same time, for uR = 0, we have ∇
P = 0; i.e., the total pressure is uniform and is equal to
its value Pc on the warm cell walls of the cell. The latter
value is easily calculated from the known bulk density
n and cell temperature Tc.

In Fig. 4, the turning point of the hydrogen flow uH

= 0 (intersection of the curves for pure 4He and for the
mixture) occurs for σ = 1.7(3) × 1012 cm–2 and n =
1.0(2) × 1012 cm–3 so that Teff = 77(1) mK. Then, we
obtain P = 0.83(7)Pc and Ph = 0.43(7)Pc, which provide
the estimate x ~ 0.4. At the same time, comparison of τR

measured by Mantz et al. [11] and τHR calculated by
Zimmerman and Berlinsky [12] gives x = 0.01. We
emphasize that the numerical solution of transport
equations presented in [10] also agrees with experimen-
tal data only if the time τR is much shorter than the
value measured by Mantz et al. [11] (otherwise, the
hydrogen flow towards the spot center at the end of the
sample decay would be so fast that the 2D density σ on
the spot would remain high much longer than the inter-
val actually observed). Such a discrepancy may be
caused by the dependence of τR on the substrate surface
roughness [13].

Knowing the pressure drop of the hydrogen–ripplon
mixture necessary for the sweeping of 3He from the
cold spot, one can estimate the 3He density on the warm
walls of the sample cell. For a flow from the center to
the periphery, Teff > T and, hence, Peff > P > Pc + P3.
Therefore, the difference Peff – Pc provides an upper
estimate for the pressure P3 = n3kBTc of 2D 3He on the
cell walls. Under the conditions corresponding to
Figs. 3 and 4, the sweeping of 3He from the spot occurs
for σ = 3.1 × 1012 cm–2 and n = 1.0 × 1013 cm–3 so that
Teff = 87 mK. Therefore, Peff – Pc ~ 1.5 × 10–5 dyne/cm
and, finally, n3 & 9.5 × 1011 cm–2. For low densities of
hydrogen, e.g., at the end of decay, n3 at the center may
increase to ~6 × 1012 cm–2 due to the flow of ripplons
towards the center of the spot. This increase leads to a
decrease in the hydrogen adsorption energy Ea by ~1%
[7] and thereby to an increase in the desorption rate.
However, the corresponding decrease in the density
σ & 10% is negligibly small compared to the difference
between the values observed on pure 4He and the 3He–
4He mixture.

The deviation of the surface temperature from the
undisturbed value in the case of the instability of the
ESR spectrum is given by the expression

(3)∆T
f Dσ

2τESR ∂QRP/∂T( )
----------------------------------------≈
and is related to the deviation of the density on pure 4He
and the 3He–4He mixture as [10]

(4)

(5)

respectively. Here,  . σ(Ea/T) (τsτHR)–1, where τ∗  =

r∗  . 2.3 × 10–5 s is the characteristic time of the
propagation of sound over the spot and r∗  . 0.8 mm is
the radius of the cold spot [4, 9]. According to the above
expressions, ∆σ on pure 4He is larger than that on the
3He–4He mixture for the same microwave power in
agreement with the experiment.

For the microwave field amplitude H1 . 10–5 G that
is slightly higher than the critical value for arising insta-
bility, ∆σ/σ . 0.1 on pure 4He. Then, we obtain ∆T .
2.3 mK and Ea∆T/T2 . 0.3, which corroborates the
validity of the linear approximation used in [10] to
derive Eqs. (4) and (5). At the turning point of the
hydrogen flow (σ = 1.7 × 1012 cm–2, T = 77 mK, τESR .
1.3 s), from Eq. (3) we obtain the fraction of recombi-
nation energy locally released at the place of an ele-
mentary act, f . 0.014, in agreement with the previous
results [14]. However, it is worth noting that the real f
value may be masked by the diffusion of excited 
molecules in a gap of the width d = 0.6 mm and radius
R = 5 mm between the flat mirror of the resonator and
a Kapton film located above it [4]. The average number
of collisions between a molecule and walls before the
molecule leaves the gap is N ~ R2/d2 and is comparable
with the number of collisions N1/2 ~ 150 that is neces-
sary for loosing half the excitation energy [14]. There-
fore, a considerable fraction of energy released in the
recombination on the cold spot remains in the gap and
is distributed over the surfaces bounding it. The fraction

/2R2 ~ 0.01 returning to the cold spot is comparable
with the above f value that thereby should be treated as
an upper estimate.

The ratio of the critical microwave powers at which
the instability arises in the ESR spectrum of 2D H↓  on
pure 4He and on the mixture is equal to 2.0(5). Since ∆σ
is proportional to the power, this ratio is equal to the
ratio of the respective ∆σ values observed for the same
power. At the turning point, from Eqs. (4) and (5), we
obtain τHR/τH3 = 2.1(8) and, finally, τH3 = 3.9(1.5) ×
10−8 s in the complete agreement with a value of 3 ×
10−8 s calculated from the mean-field parameter U30 for
the interaction between H and 3He [10].

Finally, we discuss the conclusion made by Rey-
nolds et al. [15] that the weak coupling of ripplons with
film phonons and comparatively high heat conductivity

mc
2∆σ4 . 

SR

1 x+
------------

∂PH

∂T
---------- 

 
σ

xS̃
1 x+
------------+ + ∆T ,–

mc2∆σmix . mc2∆σ4

τHR

τH3
-------- 

  S̃∆T ,–

S̃ τ*
2

m/2T

H2*

r0
2
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of ripplons have negative consequences for the success
of experiments with the cold spot. For low hydrogen
densities, the result is opposite to the statement made in
[15]: the weaker the coupling of ripplons with the sub-
strate, the higher the velocity of the ripplon flow
towards the center of the spot and, therefore, the higher
the density of hydrogen entrained by the ripplon flow to
the spot. Moreover, weak coupling with the substrate
equalizes the total pressure P rather than the ripplon
temperature. On the contrary, the temperature under-
goes a sharp jump at the spot boundary reflecting the
drop of the density and pressure of hydrogen.

The above evidence of the hydrodynamic flow of the
2D Bose gas of H↓  atoms open the wide possibilities
for studying the interaction of hydrogen with ripplons
and 3He quasiparticles on the helium surface, which is
demonstrated by the above estimates of the time con-
stants of momentum transfer. A further advance to the
quantum degeneracy region may require the combina-
tion of thermal and magnetic compression of 2D hydro-
gen. The main difficulty in this way seems to be the
conservation of the high uniformity of the magnetic
field in the region of dense 2D H↓  that is necessary for
direct detection by ESR.

We are deeply grateful to S.A. Vasilyev, J. Järvinen,
and S. Jaakkola for invaluable contribution to the prep-
aration and conduction of measurements at Wihuri
Physical Laboratory, University of Turku, Finland, as
well as for numerous fruitful discussions. This work
was supported by the Ministry of Education and Sci-
ence of the Russian Federation, INTAS (grant
no. 2001-0552), the Russian Foundation for Basic
Research (project nos. 02-02-16652-a and 05-02-
16858-a), and the Wihuri Foundation.
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Within the Grassmannian U(2N)/U(N) × U(N) nonlinear σ-model representation of localization, one can study
the low-energy dynamics of both a free and interacting electron gas. We study the crossover between these two
fundamentally different physical problems. We show how the topological arguments for the exact quantization
of the Hall conductance are extended to include the Coulomb interaction problem. We discuss dynamical scal-
ing and make contact with the theory of variable range hopping. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.10.Pm, 72.10.–d, 73.43.–f
Over the last few years, much effort has been
devoted to the problem of localization and interaction
effects in the quantum Hall regime [1–6]. By now, it is
well understood that the Coulomb interaction problem
falls into a non-Fermi liquid universality class of trans-
port problems with a novel symmetry, called ^ invari-
ance [2]. Although the results for scaling are in many
ways similar to those obtained for a free electron gas
[7], it is important to bear in mind that the Coulomb
interaction problem is a far richer one. Unlike the free-
particle problem, for example, the field theory for inter-
acting particles provides a platform for the unification
of the fractional quantum Hail regime and the quantum
theory of metals [2, 4–6]. The principal features of this
unification are encapsulated in a scaling diagram for the
longitudinal and Hall conductances σxx and σxy, respec-
tively (figure). The Finkelstein approach to localization
and interaction phenomena [8, 9], the topological con-
cept of an instanton vacuum [10], as well as the Chern–
Simons statistical gauge fields [11], are all essential in
composing this diagram.

The main objective of this letter is to embark on the
most fundamental aspect of the theory, the observabil-
ity and precision of the quantum Hall effect. This exper-
imental phenomenon is represented in the figure by the
infrared stable fixed points located at σxx = 0 and σxy =
k (integer effect) as well as σxy = k/(2k + 1) (Jain series)
[12]. These fixed points, however, define the strong
coupling phase of the unifying action, where analytic
work is generally impossible. In spite of ample experi-
mental evidence for its existence, the robust quantiza-
tion of the Hall conductance has yet to be established as

¶ The text was submitted by the authors in English.
0021-3640/05/8203- $26.00 ©0150
a fundamental but previously unrecognized feature of
the topological θ vacuum concept [10].

In what follows, we shall benefit from the advance-
ments reported in [13]. In particular, since the Finkel-
stein theory is formally defined as a σ model on the
Grassmann manifold U(2N)/U(N) × U(N) with N equal
to Nr (number of replicas) times Nm (number of Mat-
subara frequencies), we can now use our general
knowledge on the strong coupling behavior of the the-

Unified scaling diagram for the quantum Hall effects in the
σxx, σxy conductivity plane. The arrows indicate the direc-
tion towards the infrared. 
 2005 Pleiades Publishing, Inc.
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ory and probe, for the first time, the quantum Hall
phases in the interacting electron gas.

To achieve our goals, we shall first outline some of
the recent advancements in the field. It is important to
emphasize that a complete effective action for interact-
ing particles now exists [2]. This action includes the
coupling to external potentials and/or Chern–Simons
gauge fields. This leads to a detailed understanding of
the electrodynamic U(1) gauge invariance and provides
invaluable information on the renormalization of the
theory that was not available before.

Second, it is necessary to have a more detailed
understanding of how the subtleties of interaction
effects can be understood as a field theory. For this pur-
pose, we report new results on the Grassmannian non-
linear σ model with Nr = 0 and varying Nm. These show
explicitly how the crossover takes place between a the-
ory of free particles at finite values of Nm and a many-
body theory that is generally obtained only in the limit
Nm  ∞. Armed with these insights, we next point out
how the Coulomb interaction problem, at zero temper-
ature (T), displays the general topological features and
θ dependence that were discovered in [13].

As a third and final step toward the strong coupling
phase, we discuss the subject of dynamical scaling. As
a unique product of our effective action procedure, we
obtain a distinctly different behavior at finite T, depend-
ing on the specific regime of the interacting electron gas
that one is interested in. We establish, at the same time,
a correspondence with the theory for variable range
hopping [14].

The action. Following Finkelstein [8], the effective
quantum theory for disordered (spin-polarized or spin-
less) electrons is given in terms of a generalized σ
model involving the unitary matrix field variables

(r), which obey Q2(r) = 1. Here, α and β represent
the replica indices and n and m are the indices of the
Matsubara frequencies ωk = πT(2k + 1). In terms of

ordinary unitary rotations , one can write

(1)

indicating that the Q describes a Goldstone manifold of
a broken symmetry between positive and negative fre-
quencies. A U(1) gauge transformation in frequency

space is represented by a unitary matrix 

(2)

with νn = 2πTn. Here,  = δαγδβγδn, m + k denote the
U(1) generators. In finite frequency space with a cutoff
(Nm), the I matrices no longer span a U(1) algebra. To
define the U(1) gauge invariance in a truncated fre-
quency space, we have developed a set of rules (^ alge-

Qnm
αβ

7nm
αβ

Q 7 1– Λ7, Λ Λnm
αβ ωn( )1nm

αβsgn= = =

0nm
αβ

0 i φα r νn,( )In
α

n α,
∑

 
 
 

,exp=

Ik
γ[ ] nm

αβ
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bra [2]). These involve one more (frequency) matrix,

 = n , that is used to represent ωn. The effective
action for electrons in a static magnetic field B and cou-
pled to external potentials and/or Chern–Simons fields

(r, νn) with νn ≠ 0 can now be written as [2]

(3)

Here, Sσ is the free-electron piece [7]

(4)

where Dj = ∇ j – i (r, νn)  is the covariant
derivative. Next, the two pieces SF and SU are linear in
temperature T and represent interaction terms. SF is
gauge-invariant and contains the singlet interaction
term [8]

(5)

The (Coulomb) term SU contains the scalar potential

(6)

The S0 contains the magnetic field bα = eij∇ i :

(7)

We have defined (dropping the replica index α on aµ)

(8)

Here, the density of states ρ = (∂n/∂µ)T, B and the quan-
tity ρB = (∂n/∂B)T, µ are thermodynamic quantities, n
and µ being the particle density and the chemical poten-
tial, respectively. The statement of gauge invariance
now means that the theory is invariant under the follow-
ing transformation:

(9)

Using Eq. (9), it is easy to see that the action is invariant
under spatially independent gauge transformations φ =
φ(νn) provided the interaction potential U0 has an infi-
nite range. This global invariance, termed ^ invari-
ance, is an exact symmetry of the Coulomb interaction

ηnm
αβ δnm

αβ

aµ
α

Seff Sσ SF SU S0.+ + +=

Sσ
σxx

8
------- rtr Di Q,[ ] Di Q,[ ]d∫–=

+
σxy

8
------- rtreijQ Di Q,[ ] D j Q,[ ] ,d∫

a j
α

nα∑ In
α

SF πzT r trIn
αQtrI n–

α Q 4trηQ 6trηΛ–+
αn

∑ .d∫=

SU πT r r' trIn
αQ r( ) 1

πT
-------ã0

α r ν n–,( )–dd∫
αn

∑–=

× U 1– r r'–( ) trI n–
α Q r'( ) 1

πT
-------ã0

α r' νn,( )– .

a j
α

S0

ρB
2

2ρT
---------- r bα r νn,( )bα r ν n–,( ).

αn

∑d∫–=

ã0 a0

iρB

ρ
-------b, U q( )– ρ 1– U0 q( ).+= =

Q 0 1–
Q0, aµ aµ ∂µφ.+
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problem which in two spatial dimensions is represented

by (q) = Γ|q |.

Static versus dynamic response. Our introduction
of external potentials (statistical gauge fields) aµ can be
exploited immediately to elucidate the fundamental
aspects of the quantum transport problem in strong B.
For this purpose, we consider Seff[aµ] obtained after
elimination of the Q fields. Defining the particle density
nm = TδSeff/δa0(ν–m), we obtain, at a tree level, the con-
tinuity equation [2]

(10)

Here, Dxx = σxx/ρ denotes the diffusion constant and e
and b are the external electric and magnetic fields,
respectively. This result is familiar from the theory of
metals [15], where the quantity ρB is usually neglected.
Notice that, in the static limit νn  0, both quantities
σij drop out and the equation now contains only the
thermodynamic quantities ρ, ρB, and U0. Since the
fields aµ(r, νn = 0) are completely decoupled from the
Q field variables, the static response is actually deter-
mined by a different, underlying theory. This means
that ρ, ρB, U0, and, hence, SU and S0 should not have any
quantum corrections in general, either perturbatively or
nonperturbatively. This observation can be used as a
general physical constraint that must be imposed on the
quantum theory. The only quantities that are allowed to
have quantum corrections are the transport parameters
σxx, σxy, and the singlet interaction amplitude z.

As an important check on the statements of gauge
invariance and renormalization, we have evaluated the
quantum theory in 2 + e spatial dimensions to order e2.
The results of the computation, along with an extensive
analysis of dynamical scaling, have been reported in
[6].

^̂̂̂ invariance. The renormalizability can be
addressed more formally by establishing a correspon-
dence with the theory of ordinary nonlinear sigma mod-
els [16]. For this purpose, we drop the external poten-
tials from the action and recall that, for finite size matri-
ces Q, operators like SF play the role of infrared
regulators that do not affect the singularity structure of
the theory at short distances. We know, in particular,
that the theory is renormalizable in two dimensions.
Besides the coupling constant or σxx, one additional
renormalization constant is needed for the operators
linear in the Q matrix field and two more are generally
needed for the operators bilinear in the Q (i.e., the sym-
metric and antisymmetric representation, respectively)
[17]. These general statements apply to the Finkelstein
action as well, since the latter only demands that the
number of Matsubara frequencies Nm is taken to infinity
(along with Nr  0). To completely elucidate this
point, we have computed the crossover functions for the

U0
1–

νm nm iσxyb+( ) ∇ σ xx e ∇ U0nm( )+( )[=

– Dxx∇ nm iρBb+( ) ] .
theory, where the quantity U–1(r – r') in SU (Eq. (6)) is
replaced by its most relevant part

(11)

Notice that 0 < c < 1 represents the finite range interac-
tion case. The extreme cases c = 0 and 1 describe the
free electron gas and the Coulomb system, respectively.
^ invariance is retained only for c = 1 and broken oth-
erwise.

The following renormalization-group functions
have been obtained for the parameters z, c and the
dimensionless resistance g = µe/πσxx in 2 + e spatial
dimensions (µ denotes an arbitrary momentum scale)
[18]:

(12)

(13)

(14)

Here, f = M2/(µ2 + M2) is a µ-dependent function with
M2 = 8πzTNm/σxx which depends on the cutoff Nm.

For f = 0 (µ @ M or short distances), we obtain the
well-known results for free particles [16, 17]; i.e.,
dg/dlnµ has no one-loop contribution, z has no quan-
tum corrections in general, and the result for c coin-
cides with the renormalization of symmetric operators,
bilinear in Q.

For f = 1 (µ ! M or large distances), we obtain the
peculiar Finkelstein results of the interacting electron
gas [3, 9]. The symmetry-breaking parameter c now
affects the renormalization of all the other parameters.
The concept of ^ invariance (c = 1) manifests itself as
a new (non-Fermi liquid) fixed point in the theory. The
problem with 0 < c < 1 lies in the domain of attraction
of the Fermi liquid line c = 0, which is stable in the
infrared.

Notice, however, that the ̂ -invariant fixed point c =
1 only exists if the mass M in the theory remains finite
at zero T. This clearly shows that, in order for ^ invari-
ance to represent an exact symmetry of the problem, Nm

must be infinite. The time τ plays the role of an extra,
nontrivial dimension, and this dramatically complicates
the problem of plateau transitions in the quantum Hall
regime. The Coulomb interaction problem, unlike the
free electron theory, is given as a (2 + 1)-dimensional
field theory, thus invalidating any attempt toward exact
solutions of the experimentally observed critical indi-
ces [19–22].

The quantum Hall effect. Next, we turn to the most
interesting aspect of the theory, the σxy term (θ term),
which is invisible in perturbative expansions. However,
we may proceed along the same lines as pointed out in

U 1– r r'–( ) z 1 c–( )δ r r'–( ).

dg
d µln
------------ eg 2g2 f

1 c–
c

----------- 1 cf–( )ln+ ,–=

d zln
d µln
------------ gcf ,=

dc
d µln
------------ gc 1 cf–( ).=
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[13] and separate, in the theory for T = 0, the bulk quan-
tities from the edge quantities [10, 23]

(15)

where νB stands for the filling fraction. Specifying to
the Coulomb interaction problem (c = 1) in two spatial
dimensions, we next make use of the principle of ^
invariance and formulate an effective action for the
edge. Introducing a change of variables Q = t–1Q0t [10],
we now have [24] (q = t–1Λt)

(16)

Here,  is the same as Sσ with σxy replaced by its
unquantized bulk piece θ. Recall that the symbol ∂V
reminds us that the functional integral is performed
with a fixed value Q0 = Λ at the edge. It is important to
notice that the interaction piece SF cannot be left out,
since it affects, following Eqs. (12)–(14), the renormal-
ization of the theory at T = 0.

The definition of Seff[t] is precisely the same as the
background field methodology adapted to the Coulomb
interaction problem [1, 3]. The result is of the form

(17)

where the primes indicate that the parameters σxx, θ,
and z are replaced by renormalized ones, , θ', and z',
respectively, which are defined for system size L.

This leads to the most important statement of this
letter: provided a mass is generated for bulk excitations,
the renormalized theory  = σxx(L), θ' = θ(L), and z' =
z(L) should vanish for large enough L; i.e., the bulk of
the system is insensitive to changes in the boundary
conditions, except for corrections exponentially small
in L. Under these circumstances, Seff[q] reduces to the
action of massless chiral edge excitations [4, 5]. The
integer k equals the number of edge modes and is now
identified as the quantized Hall conductance.

These results describe the strong coupling “integer
quantum Hall” fixed points (figure) that were previ-
ously conjectured on phenomenological grounds. From
the weak coupling side, a detailed analysis of Eqs. (16)
and (17) leads to the following expressions [1] for the
renormalization-group functions:

(18)

(19)

σxy νB k
θ

2π
------, k Z, π– θ π,≤<∈+= =

Seff q[ ] Sbulk q[ ] 2πikC q[ ] ,+=

e
Sbulk q[ ]

D Q0[ ] e
S̃σ t

1–
Q0t[ ] SF t

1–
Q0t[ ]+

.

∂V

∫=

S̃σ

Sbulk q[ ] S̃σ' q[ ] SF' q[ ] ,+=

σxx'

σxx'

dσxx

d µln
------------ βσ βσ

0 σxx( ) Dσxx
2 e

2πσxx–
θ,cos+= =

dσxy

d µln
------------ βθ Dσxx

2 e
2πσxx–

θ,sin= =
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(20)

Here, D ≈ 13.58 and Dγ ≈ 2.26 are determined by the

instanton determinant [24] and  and  are the per-
turbative results that recently have been extended to
two-loop order (! ≈ 1.64) [3, 6]

(21)

(22)

In summary, there is now fundamental support, both
from the weak and strong coupling side, for the scaling
diagram of the integral quantum Hall effect [1].

Finite T. At finite T, the infrared of the system is
controlled by the interaction terms SF and SU. In this
case, one must go back to the original theory (Eqs. (3)–
(7)) and obtain the transport parameters from linear
response in the field aµ [3]. Specifying to the a0 = 0
gauge as well as ∇  · a = ∇  × a = 0, we can write

(23)

where the expressions for  are known as the Kubo
formulas [3]. We stress that these expressions are
exactly the same as those obtained from the back-
ground field procedure,  = σxx(L) and  = k +
θ(L)/(2π) (Eqs. (17)–(20)), provided Seff[a] is evaluated
at T = 0 and with Q = Λ at the edge [2, 3].

The scaling results at finite T generally depend on
the specific regime and/or microscopics of the disor-
dered electron gas that one is interested in. Here, we
consider the most interesting cases, where θ ≈ ±π and
θ ≈ 0, respectively. The first case is realized when the
Fermi level passes through the center of the Landau
band, where the electron gas is quantum critical and the
transition takes place between adjacent quantum Hall
plateaus [7]. Provided the bare parameter σxx of the the-
ory is close to the critical fixed point  at σxy = 1/2
(figure), the following universal scaling law is observed
[7]:

(24)

where X = (zT)–κ∆νB. Here, ∆νB is the filling fraction νB

of the Landau levels relative to the critical value ,
which is half-integer. The correlation (localization)
length ξ of the electron gas diverges algebraically: ξ ∝
|∆νB |–1/ν. The critical indices κ and ν are a major objec-
tive of experimental research [19–22], and the results
have been discussed extensively and in many places [1,
4, 6, 14].

d zln
d µln
------------ γz γz

0 σxx( ) Dγσxxe
2πσxx–

θ.cos+= =

βσ
0 γz

0

βσ
0 σxx( ) 2

π
---

4!
σxx

--------,+=

γz
0 σxx( ) 1

πσxx

-----------
18 π2+

6π2σxx
2

-----------------.+=

Seff a[ ]  = T rνn σxx' δij σxy' eij+[ ] ai νn( )a j νn–( ),d∫
n 0>
∑

σij'

σxx' σxy'

σxx*

σxx' σxx X( ), σxy' k
θ X( )
2π

------------,+= =

νB*
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Next, we consider θ ≈ 0, which is entirely different.
This happens when the Fermi energy is located at the
tail end of the Landau bands corresponding to the cen-
ter of the quantum Hall plateau. The bare parameter σxx

of the theory is now close to zero [4]. This means that
the T dependence is determined by the strong coupling
asymptotic of the renormalization (θ, σxx  0).
Notice that the γz function (Eqs. (18)–(22)) indicates
that the singlet interaction term SF eventually becomes
irrelevant as compared to the Coulomb term SU (with
U–1(q) = Γ|q |) which, as we mentioned before, is not
affected by the quantum theory. One now expects SU to
become the dominant infrared regulator such that the
scaling variable X in Eq. (24) is now given by X = TΓξ .

This asymptotic limit of the theory can be identified
as the Effros–Shklovskii regime of variable range hop-
ping for which the following result is known:  =

σxx(TΓξ) = exp(–2/ ) [14]. We therefore conclude
that the dynamics of the electron gas is generally
described by distinctly different physical processes and
controlled by completely different fixed points in the
theory.
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On the basis of the concept of strong interaction in one unit cell, it is stated that ferromagnetic instability can
occur in a system with hops between oxygen anions and transition metal (Me) cations in A1 – xBxMeO3 com-
pounds. A phase diagram is constructed to describe the occurrence of ferromagnetic ordering as a function of

the average number of holes (ht, d) and (hp) in the low-spin  or high-spin 3d10 shell of the transition metal
and in the 2p6 shells of O2–. © 2005 Pleiades Publishing, Inc.
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t2g
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In this work, electronic properties of the simplest
metallic compounds with the A1 – xBxMeO3 perovskite
structure are studied. Here, A and B are cations of dif-
ferent valence with incompletely filled outer shells,
which are located at the cube center. Magnetic proper-
ties are studied based on the generalized Hubbard
model in which the lowest energy states with a maxi-
mum spin are used as a zero approximation and split-
ting by the total orbital moment is not taken into
account.

In the metallic phase, the long-range part of the
Coulomb and exchange interactions is substantially
screened, so that only transitions between the nearest
neighbors caused by the overlap of wave functions are
taken into account below. Correspondingly, the Hamil-
tonian takes the form

(1)

Here, indices α run over the values that correspond to
five degenerate 3d-electron states of the transition cat-
ion and indices k run over three values that correspond
to three degenerate p states of the oxygen anions.

One-particle energies ep, d are considered to be
prescribed energy parameters. The magnetic phase
diagram will be calculated for all possible values of ep

and ed.

The overlap integral matrices Vα, k(r, r') are the same
as in the tight-binding approximation for the given

Ĥ Vα k, r r',( ) d̂α σ,
+

r( ) p̂k σ, r'( ) h.c.+{ }
r r',
∑=

+ ed σH–( )d̂α σ,
+

r( )d̂α σ, r( )
r σ,
∑

+ ep σH–( ) p̂k σ,
+ r( ) p̂k σ, r( ).

r σ,
∑
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crystal lattice. In this case, it is assumed that the transi-
tions occur with no change in the sign of the spin pro-
jection σ = ±.

For a given arrangement of the lowest atomic mul-
tiplet states, the collectivization of the transitions
between (N – 1)- and N-particle states is determined by
the poles of the one-particle Green’s function. To calcu-
late this function, the creation and annihilation opera-
tors will be expanded in terms of Hubbard X operators

(2)

Here, b and u are the numbers of one-particle d- and
p-transitions; bb and bu are so-called fractional parent-
age coefficients, which will be found for each particular
transition type.

In the end, it is necessary to calculate the mean
occupation number of each multiplet component as a
function of the applied magnetic field H.

Below, a one-loop approximation is used, which is a
generalization of the zero-loop approximation known
in the literature as the Hubbard I approximation [1]. In
the zero-loop approximation, each self-energy part of
the one-particle Green’s function is determined by the
so-called terminal factor fb equal to the sum of the
occupation numbers of the initial and final states corre-
sponding to the given transition b.

The one-loop approximation involves taking into
account the self-energy parts, which, in this approxima-
tion, are independent of both the momentum and the
frequency and depend on the magnetic field through the

d̂α σ,
+

r( ) bb α σ,( ) X̂r
b
;

b
∑=

p̂k σ,
+ r( ) gu k σ,( )Ŷr

u
.

u
∑=
© 2005 Pleiades Publishing, Inc.
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one-particle Green’s function. The total Green’s func-

tion (q) is the product of the virtual Green’s func-

tion (q) by the terminal factor fu. The virtual
Green’s function itself fulfills the Dyson equation

(3)

The matrix elements of  are determined through
the fractional parentage coefficients (Eq. (2)) of the cre-
ation and annihilation operators after their substitution
into the Hamiltonian (Eq. (1))

(4)

In the chosen one-loop approximation, the self-energy
parts are expressed through the products of the matrix
elements of the kinematic interaction by the off-diago-
nal components of the one-particle Green’s function
summed over momenta and frequencies:

(5)

Here, Aa, b and Ba, b are specified numerical matrices
corresponding to the transition amplitudes of the kine-

matic interaction [2, 3]. The  functions have the fol-
lowing general form:

(6)

All possible N-particle occupation numbers corre-
sponding to the a((N – 1)k, (N)s) transition at a given
temperature T and a given chemical potential are calcu-
lated through diagonal matrix elements of the one-par-
ticle Green’s function using the following general equa-
tion:

(7)

Here, the symbol –a designates the number of the tran-
sition inverse with respect to a.

The right-hand side of Eq. (7) can be determined
using Eqs. (3)–(5) through terminal factors and self-
energy parts entering into the definition of Green’s
functions (Eq. (3)).

The mean occupation numbers can be expressed
through terminal factors and self-energy parts, so that a
closed system of equations can be obtained for the vari-
ations of all terminal factors as functions of the mag-
netic field.

D̂ω

Gω
a u,

Dω
a u, q( ) Gω

a u, q( ) f u( ),=

Ĝω
1–

q( ) Ĝω
0( )( )

1–
Ŵ– Σ̂.–=

Ŵ

Wb u, q( ) f b gb α( ) Vα k, q( )gu k( ).
k

∑
α k,
∑=

Σa Aa b, Yb
σ Ba b, Yb

σ– .+=

Yb
σ

Yb
σ T Lb g, q( ) Gω p( )( )b

g ,
ω p g, ,
∑=

Lb g, q( ) gb α( ) Vα k, q( )gg k( ).
k

∑
a k,
∑=

nN s( ) T iωδ( )Dω
a a–, q( ),exp

ω q,
∑=

δ 0+, ω 2n 1+( )πT .= =
Finally, equations can be obtained for the calcula-
tion of the magnetic permeability as a function of tem-
perature and the mean number of holes hd and hp per
unit cell.

Ferromagnetic instability is determined from the
condition of the occurrence of an infinite spin magnetic
susceptibility.

In the limit of H = 0, the equations of state are writ-
ten through the diagonal components of the virtual

Green’s function (q), which, in turn, are expressed
through the normal coordinates A(±λ)(q) and the hop-
ping integral for the nearest neighbors (t):

(8)

(9)

(10)

Here, the square brackets [hd] designate the integer part,
Rd designates the degeneracy order of (1 + [hd]) hole
states, fp = 1 – 5hp/6, and nF(e) is the Fermi distribution.
The Rd and fd factors and the sums of the fractional par-

entage coefficients g2 ≡  =  are written in the
tables below;

(11)

The one-loop self-energy parts depend on neither the
momentum nor the frequency, so that their role at a zero
magnetic field is reduced to a correction to the values of
r and µ and is not taken into account below.

The condition for the occurrence of ferromagnetic
instability is found using the differentiation of the equa-
tions of state and the self-energy parts [2, 3]. In the limit
of T = 0, the general equation for the determination of
the boundary between the paramagnetic and ferromag-
netic phases takes the following form:

Gω
kk( )

hd hd[ ] Rd f dKd, hp+ hp[ ] z f pK p,+= =

K p 2nF ep( ) Aq
λ( )nF ξq

λ( )( ),
q λ, ±=

∑+=

Kd Aq
λ–( )nF ξq

λ( )( ),
q λ, ±=

∑=

Aq
±( ) 1

2
--- 1

r( )sgn

1 s 1 eq–( )+
----------------------------------± ,=

z 1/3, r ep ed, s–
4t2g2 f p f d

r2
------------------------.= = =

gd
2 bk

2∑

ξq
±( ) r

2
----- 1 s 1 eq–( )+± µ,–=

µ 1
2
--- ep ed+( ), eq– qx( ) qy( ).coscos= =

Kd 1 Kd–( ) 1 zK p–( )R1 Q( )

=  Vd f p 1 zK p–( ) g2 Γd Kd+( ) f d R1 Q( )[

+ zKd 1 Kd–( )R3 Q( ) ]
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(12)

Here, z = 1/3; Γd, β, and Rk(Q) are dimensionless scat-
tering amplitudes calculated for each integer interval of
the mean occupation numbers hd, which are written in
the tables below;

(13)

+ g2V p f dKd 1 Kd–( ) 1 z f p K p–( )+[ ] R1 Q( )

– g2zVd
2 f d f p

2 1 zK p–( )R3 Q( ) Γd Kd+( )

– V p
2 zg4 f p f d

2Kd 1 Kd–( )R1 Q( )

– g2V pVd g2 1 zK p–( ) Γd Kd+( )R1 Q( )[

+ z2Kd 1 Kd–( ) f pR3 Q( ) ]

+ zg2Kd 1 Kd–( ) f p f d zEpdW2R3 Q( )[

+ g2W4E2d f d R1 Q( ) ]

+ g2 1 zK p–( ) f p f d Γd Kd+( ) g2 f dEpdW2R1 Q( )[

+ z f pW4E2 pR2 Q( ) ] βzCW4 f p
2 f d 1 zK p–( ).+

Vd f d

δKd

δ f d

--------- T
Eptq

2

EpEd ν tq
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--------------------------------------,
ω q,
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V p f p

δK p

δ f p

---------- T
Edtq

2

EpEd ν tq
2–( )2

--------------------------------------,
ω q,
∑= =

ω πT 2n 1+( ),=

Epd T
EpEd

EpEd ν tq
2–( )2

--------------------------------------,
ω q,
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Wk T
tq

k

EpEd ν tq
2–( )2

--------------------------------------, Ep d,

ω q,
∑ iω ep d, ,–= =

E2d

δK p

δep
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Et

2

EpEd ν tq
2–( )2
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ω q,
∑= =
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EpEd ν tq
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ω q,
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Ed EpEd ν tq
2–( )

------------------------------------------,
ω q,
∑=

Q
Kd nF ed( )–[ ]

g2 f d

--------------------------------, ν g2 f d f p;= =
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and g2 =  is the sum of squares of fractional par-

entage coefficients calculated with regard to the degen-
eracy order for a specified group of selected transitions.

The condition for ferromagnetic instability estab-
lishes a functional relation between the ep and ed energy
parameters. The substitution of this dependence into
the equations of state allows the phase boundary to be
determined in the (hp, hd) variables (see Figs. 1–5).

In the simplest case of 0 < hd < 1 and 0 < hp < 1,
when the system resonates between the zero-hole and
one-hole states, the following set of coefficients is
obtained:

bk
2∑

Fig. 1. Magnetic phase diagram at T = 0; the ferromagnetic
areas are shaded; the calculations were performed in the flat
band approximation; (a) the filling boundary of the lower
subband and (b) the electroneutrality line 3hp + ht, d =
max{ht, d}.

Fig. 2. Magnetic phase diagram at T = 0. The designations
are the same as in Fig. 1.

Table 1a (t2g states)

g2 Rd fd Γd R1, 2, 3(Q) β

1 6 1 – 5hd/6 0 1 0

Table 1b (3d states)

g2 Rd fd Γd R1, 2, 3(Q) β

1 10 1 – 9hd/10 0 1 0
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Substituting these coefficients into the general equa-
tion (12) and also into the equations of state (9) yields
the phase diagrams displayed in Fig. 1. The left-hand
part of the figure relates to the low-spin t2g states, and
the right-hand part relates to the high-spin 3d states.
The straight lines b are the electroneutrality lines 3hp +
ht, d = 1; curves a are the filling boundaries of the lower
subband.

It is seen in Fig. 1 that the proposed mechanism of
the occurrence of ferromagnetism corresponds to the
Zener concept. According to this theory, the energy
preference of states with unidirectional spins occurs if
the jump to a neighboring cell proceeds with no change
in the spin projection. However, with increasing energy
of relative motion, the scattering amplitude of excita-

Fig. 4. Magnetic phase diagram at T = 0. The designations
are the same as in Fig. 1.

Fig. 5. Magnetic phase diagram at T = 0. The designations
are the same as in Fig. 1.

Fig. 3. Magnetic phase diagram at T = 0. The designations
are the same as in Fig. 1.
tions with opposite spins changes its sign, which leads
to the appearance of a boundary concentration starting
with which the system remains paramagnetic at all tem-
peratures (see Fig. 1).

In the case of 1 < hd < 2 and 0 < hp < 1, when the
properties of the d system are determined by the transi-
tions between one-hole and two-hole states, the follow-
ing set of coefficients is obtained:

With the use of these coefficients and the main equa-
tion (12), the phase diagrams depicted in Fig. 2 are
obtained.

The substantial difference between the left-hand
(t2g states) and right-hand (3d states) diagrams is due to
the presence of the resonance term ~C, which has a log-
arithmic singularity. In the low-spin part of the phase
diagram, electroneutrality line b corresponds to the

La3+Mn3+  and Sr2+Ru4+  compounds, which
exhibit ferromagnetic properties when exist in the

undistorted cubic phase [4]. The Bi3+Mn3+ ,

Sr2+Fe4+ , and Ba2+Fe4+  orthoferrites, which
have low transition temperatures (103, 160, and 180 K
[5]) are also located in this line.

In the case of 2 < hd < 3 and 0 < hp < 1, when the d
excitations are determined by the transitions between
two-hole and three-hole states, the following coeffi-
cients are obtained:

With the use of these coefficients and Eq. (12), the
phase diagrams shown in Fig. 3 are obtained.

The qualitative difference between the left-hand and
right-hand diagrams is due to the occurrence of reso-
nant scattering (β ≠ 0), which is manifested in this case
only in low-spin t2g states. In accordance with this, the
electroneutrality line 3hp + ht = 3 crosses the ferromag-

Table 2a (t2g states)

g2 Rd fd Γd R1(Q) R2(Q) R3(Q) β

3 9 (4 – hd)/18 1/3 1 1 1 0

Table 2b (3d states)

g2 Rd fd Γd R1(Q) R2, 3(Q) β

6 30 (5 – 2hd)/30 1/3 3 + 14zQ 1 + 6zQ 8

O3
2– O3

2–

O3
2–

O3
2– O3

2–

Table 3a (t2g states)

g2 Rd fd Γd R1(Q) R2, 3(Q) β

2 4 (5hd – 6)/36 2/3 9 – 2zQ 13 + 6zQ –40/3

Table 3b (3d states)

g2 Rd fd Γd R1(Q) R2, 3(Q) β

12 40 (6 – hd)/120 2/3 1 1 0
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netic area in the restricted interval 2 < ht < 2.4. This cir-
cumstance agrees with the experimentally observed
ferromagnetism of the La1 – xCaxMnO3 and
La1 − xSrxMnO3 compounds, which is manifested only
in a restricted doping range (0 < x < 0.5) [6].

In the high-spin part of the phase diagram, for which
β = 0, the electroneutrality line crosses the ferromag-
netic area in the entire range of concentrations hd.

In the region 3 < ht < 6 and 0 < hp < 1, the contribu-
tions of the t2g electrons and the 2p holes compensate
each other, which leads to the absence of ferromag-
netism.

In the case of 3 < hd < 4 and 0 < hp < 1, when the
properties of the d system are determined by the transi-
tions between three- and four-hole states, the following
coefficients are obtained:

The corresponding phase diagram is shown in Fig. 4.
The electroneutrality line 3hp + hd = 4 corresponds

to the ferromagnetic LaCoO3 and FeTiO3 compounds
[4, 6].

In the case of 4 < hd < 5 and 0 < hp < 1, when the
properties of the d system are determined by the transi-
tions between four- and five-hole states, the following
coefficients are obtained:

The corresponding phase diagram is depicted in
Fig. 5. In this case, Eq. (12) contains a resonance term
with a large coefficient |β| = 112. For this reason, the
electroneutrality line 3hp + hd = 5 only partially crosses
the ferromagnetic area (see Fig. 5). The ferromagnetic
LaFeO3 and MnTiO3 compounds are located along this
line.

In the remaining area of concentrations, 5 < hd < 10
and 0 < hp < 1, ferromagnetism is absent because of the

Table 4 (3d states)

g2 Rd fd Γd R1(Q) R2(Q) R3(Q) β

10 25 (3hd – 4)/200 1 1 7 + 6zQ 3 + 2zQ –10

Table 5 (3d states)

g2 Rd fd Γd R1(Q) R2, 3(Q) β

3 6 (19hd – 70)/150 4/3 15 – 26zQ 31 + 6zQ –112
JETP LETTERS      Vol. 82      No. 3      2005
substantial compensation of the contributions from the
3d electrons and the 2p holes.

Thus, in the generalized Hubbard model with strong
electron–electron repulsion, the phase diagram is deter-
mined by the energy dependence of the amplitude of
the kinematic interaction [2, 3]. At a small excitation
energy, the amplitude of scattering with opposite spins
has the positive sign, so that ferromagnetism exists in
the region of a small number of holes. However, with
increasing energy, the scattering amplitude decreases,
which leads to the appearance of a critical concentra-
tion starting with which the system remains paramag-
netic even at T = 0. If the transition element cations
have S > 1/2, then resonant scattering by the local level
with the energy ed adjacent to the upper edge of the
lower hybridization band appears in the system. In this
case, the amplitude has a logarithmic singularity of the
Kondo type.

As a result, a qualitative change in the magnetic
phase diagram occurs at 4 < hd < 5. In the region of
finite concentrations, a rather wide ferromagnetic
region appears, while the system remains paramagnetic
in the intermediate region.

For the intermediate concentrations, 2 < ht < 3 and
1 < hd < 4, the effect of resonant scattering is reduced to
a decrease in the ferromagnetic part of the phase dia-
gram due to an increase in its paramagnetic part.
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with Discrete Time
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The dynamics of one-way coupled systems with discrete time is considered. The behavior of the coupled logis-
tic maps is compared to the dynamics of maps obtained using the Poincaré sectioning procedure applied to the
coupled continuous-time systems in the phase synchronization regime. The behavior (previously considered as
asynchronous) of the coupled maps that appears when the complete synchronization regime is broken as the
coupling parameter decreases, corresponds to the phase synchronization of flow systems, and should be con-
sidered as a synchronous regime. A quantitative measure of the degree of synchronism for the interacting sys-
tems with discrete time is proposed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 05.45.Tp, 05.45.Xt
The process of chaotic synchronization of dynamical
systems is among the basic nonlinear phenomena exten-
sively studied in recent years, and this process is also of
considerable practical significance. The chaotic synchro-
nization can be considered in systems with both discrete
time (maps) and continuous time (flows). Although the
two classes of dynamical systems are closely interrelated
(it is well known that the systems with continuous time
can be reduced to maps using the Poincaré sectioning
procedure), there are substantial differences between
such systems, which accounts for the fact that the phe-
nomena of synchronization of flows and maps are
described using different terms and notions [1].

Evidently, various types of synchronous behavior
observed in flows and maps must be interrelated. The
aim of this study was to compare the behavior of cou-
pled chaotic systems with continuous time to the
dynamics of coupled maps. In particular, it will be dem-
onstrated that the regime of oscillations in coupled
maps, which has been considered until recently as
asynchronous [2], in fact exhibits signs of synchronism
and corresponds to the phase synchronization regime in
flow systems [1, 3].

As is known, two coupled identical systems with dis-
crete time at a sufficiently large coupling parameter are
featuring the regime of complete (identical) synchroni-
zation, whereby the states of these systems coincide. The
influence of non-identical features on the regime of com-
plete synchronization was considered in [4]. As the cou-
pling parameter decreases, the saddle orbits built in the
synchronous attractor of coupled systems lose stability
in the transverse direction, and eventually the regime of
complete synchronization (or lag synchronization in
flow systems) breaks [2, 5–7] and the chaotic attractor
also loses stability in the transverse direction.
0021-3640/05/8203- $26.00 0160
It should be noted that analogous phenomena have
also been observed in coupled flow systems [8, 9]. In
the case of interaction between flow systems with
slightly different parameters, the regime of complete
synchronization is not established and, instead, the pro-
cess of lag synchronization takes place. Evidently, by
applying the procedure of Poincaré sectioning, it is pos-
sible to pass from flow systems to discrete maps.
Accordingly, the obtained maps will exhibit complete
synchronization. Thus, the complete and lag synchroni-
zation in flow systems refer to essentially the same type
of synchronous behavior, which is consistent with our
recent results [10, 11]. For this reason, below we will
not distinguish the regimes of complete synchroniza-
tion and lag synchronization in flow systems and will
use the general term “complete synchronization.”

As the coupling parameter decreases, the saddle
orbits of coupled flow systems (like those of maps) lose
stability in the transverse direction and eventually the
regime of complete synchronization (or lag synchroni-
zation) in these flows breaks [8, 9]. In the maps
obtained using the Poincaré sections, the destruction of
synchronism proceeds exactly as described above.

Thus, up to the time when the complete synchroniza-
tion (including the lag synchronization in flow systems)
is broken, the synchronous regimes in flows and maps
are completely analogous. It should also be noted that,
in both flows [12] and maps [5], the destruction of the
complete synchronization regime is accompanied by
intermittency of the “on–off” type, which is character-
ized by the corresponding power laws with equal expo-
nents for the systems with continuous and discrete time.

When the regime of complete synchronization
between systems with continuous time is broken (as a
result of a decrease in the coupling parameter), the sys-
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Behavior of one-way coupled chaotic systems: (a) the states (xd, n, xr, n) of maps (3) obtained from the Rössler flows (1) by
means of the Poincaré sectioning; for the coupling parameter ε = 0.015, the synchronization is absent; for ε = 0.10 and 0.225, the
systems exhibit phase synchronization; (b) the states (x, y) of logistic maps (2) at various values of the coupling parameter ε.
tems pass to a regime of phase synchronization [12],
which is a particular case of the time scale synchroni-
zation (whereby one part of the time scale is synchro-
nized and the other is not) [10, 11]. At the same time, it
is commonly accepted that the destruction of complete
synchronization in maps is followed by the onset of
asynchronous oscillations. Taking into account that, as
was pointed out above, it is always possible to pass
from flows to maps with the aid of the Poincaré section,
we can pose the following question: “If the systems
with continuous time exhibit phase synchronization,
why is no such synchronous behavior observed for the
maps obtained from these flows using the procedure of
Poincaré sectioning?” It is traditionally assumed that
this procedure, which reduces the flow systems to
maps, excludes numerous states of the system from the
consideration (leaving only the states belonging to the
surface of the section), so that the residual data are
insufficient to recognize the synchronism, and the map
dynamics exhibits asynchronous character.

However, as will be shown below, the maps obtained
using the Poincaré sections for flow systems occurring
in the regime of phase synchronization still carry an
“imprint” of the synchronous dynamics and, hence,
their behavior has to be considered as synchronized.
Moreover, since other discrete maps (e.g., logistic)
exhibit generally the same behavior as the maps
obtained using the Poincaré sections from flow sys-
tems, their dynamics (previously considered as asyn-
chronous) exhibits the features of synchronous behav-
ior and should be considered as synchronized.
JETP LETTERS      Vol. 82      No. 3      2005
The above consideration will be illustrated using a
model representing one-way coupled Rössler systems
with slightly mismatched parameters:

(1)

where ε is the coupling parameter. The values of the
control parameters are selected by analogy with those
used in [13]: a = 0.15, p = 0.2, c = 10.0, ωr = 0.95, ωd =
0.93. We also consider the logistic maps

(2)

where ε is also the coupling parameter, f(x, λ) = λx(1 –
x), λx = 3.75, and λy = 3.79. Using sections of the phase
flow by the Poincaré surfaces yd = 0,  < 0 and yr = 0,

 < 0, the drive and response systems with continuous
time (1) were reduced to the following coupled two-
dimensional maps:

(3)

ẋd ωdyd zd, ẋr–– ωryr– zr ε xd xr–( ),+–= =

ẏd ωdxd ayd, ẏr+ ωrxr ayr,+= =

żd p zd xd c–( ), żr+ p zr xr c–( ),+= =

xn 1+ f xn λ x,( ),=

yn 1+ f yn λ y,( ) ε f xn λ x,( ) f yn λ y,( )–( ),+=

ẏd

ẏr

xd n 1+, Fx xd n, zd n, ωd, ,( ),=

zd n 1+, Fz xd n, zd n, ωd, ,( ),=

xr n 1+, Gx xr n, zr n, xd n, zd n, ωd, ε, , , ,( ),=

zr n 1+, Gz xr n, zr n, xd n, zd n, ωd ε, , , , ,( ).=
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A criterion of synchronism in the coupled maps is
provided by the condition that the points in the (xn, yn)
plane adhere to the diagonal yn = xn (where xn and yn are
the states of the interacting maps at the nth moment of
discrete time. If the behavior of coupled maps corre-
sponds to the y = x diagonal in the (xn, yn) plane, the sys-
tem features the regime of complete synchronization. If
the points are scattered over this plane, the regime is
asynchronous.

Let us consider the (xd, n, xr, n) plane of maps (3)
obtained from flows (1) by means of the Poincaré sec-
tion for various values of the coupling parameter ε
(Fig. 1a). For the coupling parameter ε = 0.015 at which
the phase synchronization is absent (a threshold for the
phase synchronization onset with the given control
parameters is εp ≈ 0.04), the points uniformly fill a
square in the (xd, n, xr, n) plane. If the phase synchroniza-
tion takes place (ε = 0.10 and 0.225), the points in the
(xd, n, xr, n) plane occupy a region having the shape of an
irregular quadrangle extended along the xr = xd diago-
nal. The area S = S(ε) of this region decreases with

Fig. 2. Plots of the geometric measure of synchronism σ(ε)
for (a) maps (3) obtained from the Rössler flows (1) by
means of the Poincaré sectioning and (b) the logistic maps
(2). The insets show the behavior of σ(ε) in the vicinity of
zero in a greater scale; arrows indicate the onset of phase
synchronization in the Rössler systems σ(ε) and the corre-
sponding point for the coupled maps.
increasing the coupling parameter, is maximal in the
absence of coupling, and tends to zero (the points
adhere to the diagonal) in the case of complete synchro-
nization.

Thus, we can introduce the geometric measure
defined as

(4)

which characterizes the degree of synchronization of
the interacting systems, where S(ε) is the area of a
region covered by points in the (xd, n, xr, n) plane at a
fixed value of the coupling parameter ε.

Figure 2a shows the behavior of σ(ε) for maps (3).
As can be seen, σ(ε) is close to zero in the absence of
phase synchronization, increases with the coupling
parameter in the interval corresponding to the phase
synchronization, and tends to unity in the complete
synchronization regime. It should be noted that the
behavior of the proposed geometric measure of syn-
chronism of the interacting systems is consistent with
the energetic measure of synchronism introduced pre-
viously [10]. Thus, even using the analysis of maps
obtained by means of the Poincaré sectioning, it is pos-
sible to form a conclusion on the synchronous behavior
in a system despite the fact that a significant part of the
information about the behavior of the initial flow sys-
tem was excluded from the consideration.

Now let us consider the behavior of one-way cou-
pled logistic maps (2). In this case, the initial flow sys-
tem (such as in the above example) is absent and,
hence, it is impossible to judge on the presence (or
absence) of phase synchronization. Nevertheless, the
behavior of coupled systems with discrete time is com-
pletely analogous to the behavior of maps (3) obtained
by reduction of the Rössler systems (see Figs. 1b and
2b). A figure covered by points in the (xn, yn) plane also
has the shape of a quadrangle extended along the x = y
diagonal, its area decreases with increasing coupling
parameter ε, and the geometric measure of synchro-
nism σ(ε) monotonically grows in a certain interval of
ε and tends to unity in the case of complete synchroni-
zation. It is also important to note the presence of a cer-
tain interval [0, εp] of the coupling parameter where this
measure is zero, which corresponds to asynchronous
behavior of the maps obtained by reduction of the flow
systems (see the insets in Figs. 2a and 2b).

Thus, based on the above considerations, we may
conclude that the behavior of the two coupled systems
with discrete time observed when the complete syn-
chronization regime is broken as the coupling parame-
ter decreases corresponds to the regime of phase syn-
chronization in slightly non-identical flow systems and
has to be considered as a synchronous regime rather
than asynchronous as it was commonly accepted until
now. Using the proposed quantitative measure of the
degree of synchronism in interacting systems, it is pos-
sible to unambiguously distinguish the asynchronous

σ ε( ) S 0( ) S ε( )–
S 0( )

---------------------------,=
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behavior of maps from a synchronized regime corre-
sponding to the phase synchronization in coupled flow
systems. This approach can be used for the diagnostics
of phase synchronism in coupled systems with contin-
uous time.
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A method for reconstructing an arbitrary quantum state of an optical system in Hilbert space with dimension
d = 4 is discussed. Such states can be realized using a collinear frequency-nondegenerate regime of generating
spontaneous parametric down-conversion. The method has been tested for a number of polarization states of a
biphoton field. The high accuracy of the reconstruction of the states (above 99%) indicates that the procedures
proposed for reconstructing the quantum state of the system are adequate. © 2005 Pleiades Publishing, Inc.

PACS numbers: 03.67.Hk, 42.25.Ja, 42.50.Dv
Methods for reconstructing quantum states have
been extensively discussed in recent years. First, the
properties of such states are studied in the theory of
quantum information and quantum calculations. Sec-
ond, this interest is stimulated by the growing require-
ments of experimental physics, which is closely
approaching manipulation of single quantum objects.
We have in mind attempts to control three stages of the
evolution of quantum systems: preparation, transfor-
mation, and measurement. Quantum optical multilevel
systems present a rich class of states that is very attrac-
tive for the transmission and storage of quantum infor-
mation. At present, nearly complete control has appar-
ently been achieved over two-level optical systems—
polarization, spatial, and frequency states of single pho-
tons. This statement is corroborated by operating
devices for quantum key distribution that are based on
certain procedures for encoding information using sin-
gle photons.

At the same time, multilevel states of the field are
also of considerable interest [1]. In addition to funda-
mental aspects, an increase in the dimension is associ-
ated with an increase in the security of existing quan-
tum key distribution systems (against certain classes of
attacks on quantum key distribution protocols) [2]. A
method for complete control over the preparation [3]
and measurement [4, 5] of three-level polarization opti-
cal systems was recently proposed and realized. Proce-
dures for generating and measuring other three-level
optical states are being actively investigated in realiza-
tion on spatial field modes [6], three-arm interferome-
ters [7], and entangled states of biphotons [8]. Unfac-
torized states of two qubits based on biphotons were
analyzed in detail in [9], where the complete statistical
reconstruction (density matrix) of the initial state was
realized. The preparation of unfactorized triplet states
in four-dimensional Hilbert space on the basis of bipho-
0021-3640/05/8203- $26.000164
ton field was probably reported for the first time in [10].
The removal of frequency degeneracy was used in [11]
to generate a Bell singlet state in a single-beam
(wavevector-degenerate) mode.

This paper is devoted to discussing a method for
reconstructing an arbitrary state of a four-level quan-
tum system realized on polarization states of a fre-
quency-degenerate biphoton field.

1. BIPHOTONS AS FOUR-LEVEL SYSTEMS

As a result of spontaneous parametric down-conver-
sion in the presence of the action of laser pumping on a
crystal without an inversion center, pairs of correlated
photons (biphotons) are formed. The sum of the fre-
quencies of photons produced under stationary condi-
tions is equal to the pumping frequency, and the scatter-
ing directions satisfy the phase-synchronism conditions
[12]: ω1 + ω2 = ωp and k1 + k2 = kp. The state vector of
the biphoton field in an arbitrary pure polarization state
has the form

(1)

where

and, for example, |H1, H2〉  means that two photons are
in the horizontal polarization mode and |H1, V2〉  implies
that the photons in modes 1 and 2 have the horizontal
and vertical polarizations, respectively.1 If unpolarized

1 Modes 1 and 2 are traditionally called signal and idler modes,
respectively.

Ψ| 〉 c1 H1 H2,| 〉 c2 H1 V2,| 〉+=

+ c3 V1 H2,| 〉 c4 V1 V2,| 〉 ,+

ci ci iϕ i{ }  and ci
2

i 1=

4

∑exp 1= =
 © 2005 Pleiades Publishing, Inc.
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modes are degenerate, i.e., |H1〉 = |H2〉 = |H〉 , |V1〉 =
|V2〉 = |V〉 , then state (1) is transformed to the form

(2)

which corresponds to a three-level optical system or a
qutrit [3–5]. Such a regime of generation of biphotons
is called collinear and frequency-degenerate. The
degeneracy can be removed by various methods. The
first method is based on the choice of a crystal orienta-
tion such that spontaneous parametric scattering leads
to the production of two photons with different frequen-
cies in one spatial mode. The second method is based
on the determination of the arrival times of photons
with different polarizations, which can be realized by
means of delay lines with polarization anisotropy.
Since state (1) is represented as the expansion in terms
of four basis states, it was called ququart by analogy
with qubit and qutrit, which are the states of two- and
three-level systems, respectively.2 

The polarization properties of a two-mode biphoton
field are completely determined by the coherence
matrix introduced by Klyshko [13]. This matrix con-
sisting of 16 fourth-order moments of the field can be
obtained as the product of the coherence matrices of
both photons [14] and is written as

. (3)

The diagonal matrix elements are real quantities
characterizing the strength of correlations between
photons in two frequency–angular modes with parallel
[(K4)11, (K4)44] or orthogonal [(K4)22, (K4)33] polariza-
tions:

(4)

The off-diagonal elements are complex quantities
and are determine relative phases between basis states

(5)

Here, a+ (a) and b+ (b) are the operators of creation
(annihilation) of a photon in the horizontal and vertical

2 These terms relating to energy states are incompletely correct,
because no real “levels” exist in these systems. They imply the
expansion of states in orthonormalized bases with two (qubit),
three (qutrit), and four (ququart) basis vectors. We also use this
accepted terminology.

Ψ| 〉 c1 H H,| 〉 c2 H V,| 〉 c4 V V,| 〉 ,+ +=

K4

A E F G

E* B I K

F* I* C L

G* K* L* D 
 
 
 
 
 

=

A = a1
+a2

+a1a2〈 〉  = c1
2, B = a1

+b2
+a1b2〈 〉  = c2

2,

C = b1
+a2

+b1a2〈 〉  = c3
2, D = b1

+b2
+b1b2〈 〉  = c4

2.

E = a1
+a2

+a1b2〈 〉  = c1*c2, F = a1
+a2

+b1a2〈 〉  = c1*c3,

G = a1
+a2

+b1b2〈 〉  = c1*c4, I  = a1
+b2

+b1a2〈 〉  = c2*c3,

K  = a1
+b2

+b1b2〈 〉  = c2*c4, L = b1
+a2

+b1b2〈 〉  = c3*c4.
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modes, respectively. For a pure ququart state, the
reduced polarization density matrix coincides with
coherence matrix (3).

Three real moments (4) and six complex moments
(5) completely determine an arbitrary ququart state.
Thus, if all moments are measured, the initial state of
the density matrix can be reconstructed. This procedure
can be performed by projecting an unknown state on
certain states, as is done in medical tomography.3 The
optimum tomography procedure is reduced to finding
the minimum set of projectors from which the initial
density matrix or state vector can be reconstructed.

In this work, frequency-nondegenerate collinear
states of biphotons are investigated. For this reason, the
ququart is represented in the form

(6)

2. EXPERIMENT

An experimental setup for studying an arbitrary
ququart (Fig. 1) consists of two blocks, “preparation”
and “measurement.”

2.1. The preparation block includes a lithium
iodate crystal with length L = 1.5 cm and a driving
quartz plate 987.7 µm in thickness. Pumping is the hor-
izontally polarized 325-nm radiation of a He–Cd laser.
The angle between the pumping wavevector and optical
axis of the crystal is equal to 58°. Under these condi-
tions, the state |Ψ0〉  = | , 〉  (type-1 phase match-

ing) is generated in the crystal. The driving phase plate

3 The corresponding procedure is often called quantum tomogra-
phy, and the complete set of measurements that provides the
reconstruction of the initial state is called the quantum tomogra-
phy protocol.

Ψ| 〉 c1 Hω1
Hω2

,| 〉 c2 Hω1
Vω2

,| 〉+=

+ c3 Vω1
Hω2

,| 〉 c4 Vω1
Vω2

,| 〉 .+

Vω1
Vω2

Fig. 1. Layout of the experimental setup for the complete
tomography of ququarts: (1) horizontally oriented polarizer;
(2) filter reflecting ultraviolet pumping radiation, (3QP)
driving quartz plate, (1QP) and (2QP) quartz plates, (PF)
polarization filter, (D) photodetector, and (CC) coincidence
scheme. The preparation and measurement blocks are
enclosed by the dashed lines.
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transforms the vector |Ψ0〉  according to the rule |Ψin〉  =
G|Ψ0〉 , where the matrix

(7)

is the direct product of the matrices describing the
polarization transformations for each of photons com-
posing a biphoton. It depends on the complex reflection
and transmission coefficients rj = isinδjsin2α and tj =
cosδj + isinδjcos2α, respectively, where δj is the opti-
cal thickness of the plate, α is the angle between the
optical axis of the plate and vertical, and subscripts
j = 1 and 2 refer to the photons with frequencies ω1 and
ω2, respectively. Since the frequencies are nondegener-
ate, the optical densities of the plate δj = π(nej – n0j)h/λj,
where h is the geometric thickness of the plate, for the
signal and blank photons differ from each other. By
varying the angle α, one can modify the matrix G and,
therefore, obtain various states of ququart. The photon
frequencies are chosen arbitrarily such that they satisfy
the relation ω1 + ω2 = ωp. In our scheme, in order to
choose the frequency of one of the photons, a narrow-
band filter with the maximum transmission at a wave-
length of 635 nm was used. In this case, the wavelength
of the conjugate photon was equal to 667.4 nm. The
spectral width of each of the photons was determined
by the length of the crystal and was equal to 2 nm.

2.2. The measurement block consists of two quartz
plates placed in front of the Brown–Twiss scheme with
a polarization-insensitive light splitter and polarization
filters in both arms. The polarization filters separate the
vertical (V) polarization. Counts in each arm are
detected by photodetectors pulses from which are
directed to a coincidence scheme. The trigger window
of the coincidence scheme was T = 1.7 ns. A feature of
the experimental setup is the absence of filters in front
of the detectors. Owing to this feature, each detector is
recorded photons with both frequencies. A recorded
event is a coincidence-scheme count that occurs when
one detector records a photon with the frequency ω1
and the other detector records a photon with the fre-
quency ω2. Since the vertical polarization component is
separated, projection occurs on the state |ΨVV〉  ≡ | ,

〉 . In the framework of the proposed measurement
method, the thickness of plates may be chosen arbi-
trarily. In our experiment, plates with thicknesses h1 =
821.5 µm and h2 = 712 µm were used.

3. MEASUREMENT PROCEDURE

The joint action of two plates and polarization filters
provides the basis for the procedure of projecting the

G

t1t2 t1r2 r1t2 r1r2

t1r2*– t1t2* r1r2*– r1t2*

r1*t2– r1*r2– t1*t2 t1*r2

r1*r2* r1*t2*– t1*r2*– t1*t2* 
 
 
 
 
 
 

=

Vω1

Vω2
initial (generally unknown) state. The quantum tomog-
raphy of an arbitrary ququart state is performed by
means of the detection of pair coincidences of photo-
counts of detectors for various positions of the quartz
plates. In order to reconstruct the initial state, it is nec-
essary to carry out no less than d2 = 16 measurements
of the projections (where d = 4 is the dimension of
Hil-bert space). This procedure is mathematically
expressed as a system of independent linear equations
relating combinations of imaginary and real parts of
moments (4) and (5) to the number of detected events.
Such a system can be obtained by choosing four differ-
ent positions of the first plate (1QP). Then, for each
fixed rotation angle, it is sufficient to conduct four mea-
surements for various angles of the second plate (2QP).
However, measurements in the experiment were carried
out for a larger number of the second plate. The extra
measurements make it possible to increase in the set of
statistical data for more accurate reconstruction of the
density matrix of the initial state [5].

The transformations made by the plates are
expressed in the form

(8)

where ϕl and θk are the rotation angles of the first and
second plates, respectively. Disregarding the normal-
ization, the number of events detected in the experi-
ment (pair coincidences of the photocounts Rkl) is the
projection of the transformed state |Ψout〉  onto the state
|ΨVV〉  determined by the orientation of the polarization
filters. This projection is given by the expression Rkl ∝
|〈ΨVV|Ψout〉kl |2. Thus, the coincidence rate for each run is
determined by the rotation angles of the plates 1QP and
2QP.

The experiment was aimed at reconstructing
ququart states obtained for several angles of the driving
plate. Specifically, the states corresponding to the plate
orientation α = 0 and 20° are analyzed. For each input
state, four measurement runs were conducted. Each run
is specified by the plate orientation angle of the 1QP
plate ϕ = 90°, 105°, 120°, and 135° for the complete
rotation of the 2QP plate by 360° with a step of 10°; i.e.,
it includes 148 measurements. Figure 2 shows the nor-
malized coincidence number for 30 s as a function of
the orientation angle of the 2QP plate for α = 20°.
When processing experimental data, the random coin-
cidence rate Nran, which is expressed in terms of the rate
of averaged single counts from each photodetector and
the coincidence-window width of the scheme as Nran =
〈N1〉〈 N2〉T, is extracted from the coincidence number.

To compare the reconstructed quantum state with
the theoretical one, the fidelity concept is used. For pure
states, this quantity is defined as

(9)

The F value lies in the range from 0 to 1. If the recon-
structed state is identical to the theoretical one, F = 1. If

Ψout| 〉kl G δ1 θk,( )G δ2 ϕ l,( ) Ψin| 〉 ,=

F Ψexp Ψtheor〈 | 〉 2.=
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the states are orthogonal, F = 0. To reconstruct the ini-
tial state, we used the root approach that was developed
in [15, 16] and was successively applied to reconstruct
states of optical qutrits [3–5]. When processing the
experimental data, we separate two types of errors—
instrumental and statistical—that lead to the difference
of the reconstructed state from the ideal state. The
former errors are caused by the quite rough inclusion of
the effect of random coincidences, errors in the specifi-
cation of the plate rotation angles, error of determina-
tion of the optical thickness of the plates, finite width of
the biphoton-field spectrum, etc. The latter errors are
associated with statistical fluctuations caused by the
Poisson character of the detected-event number. As was

Fig. 2. Normalized coincidence rate vs. the rotation angle of
the second quartz plate 2QP for the rotation angles of the
first plate (1QP) ϕ = (a) 90°, (b) 105°, (c) 120°, and (d)
135°. The solid lines are the theoretical calculations.

Results of the statistical processing of experimental data. The
left column presents the angle of the quartz plate 3QP speci-
fying the input (reconstructed) state. The second column
contains the theoretical (known) components of the prepared
vector of state. The third column presents the result
of the reconstruction of the state. The fourth column shows
the fidelity of the experimental and theoretical values

State vector Fidelity

α theory
|ψ〉theor = (c1, c2, c3, c4)

experiment
|ψ〉exp = (c1, c2, c3, c4) F

0° 0 –0.0555 – 0.0204i

0 –0.0059 + 0.005i

0 –0.0425 + 0.0052i 0.996

1 0.9973

20° 0.8097 0.8067

–0.4568 – 0.3527i –0.4847 – 0.3304i

–0.0103 – 0.0859i 0.023 – 0.0554i 0.998

–0.0316 + 0.0529i –0.0174 + 0.0413i
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shown in [5], the effect of statistical fluctuations is neg-
ligibly small compared to the effect of instrumental
errors if the total number of detected events is much
larger than the so-called coherence volume. Numerical
calculations show that the coherence volume in a given
experimental run is estimated as 2140 on average and
does not exceed 4340 with a C.L. of 95%. At the same
time, the total number of detected counts in the experi-
ment was 280000. Thus, errors of the statistical recon-
struction of ququart states in the experiment under con-
sideration were associated with instrumental errors.

The table presents the results of the measurement of
states |Ψin〉 . The high values of fidelity F corroborate
the applicability of the proposed tomography procedure
to the reconstruction of ququart states.

We emphasize that the states |Ψin〉  prepared in the
experiment do not cover the entire set of states (1),
because they were obtained under separate phase-plate-
induced SU(2) transformations (7) of each of the pho-
tons composing the biphoton. They present a class of
so-called factorized states when |Ψ〉 = | 〉 ⊗ | 〉 .
However, to verify the applicability of the general
reconstruction method, the choice of this class of states
is sufficient.

4. CONCLUSIONS

A procedure has been proposed for reconstructing
an arbitrary state of a quantum optical system in Hilbert
space with the dimension d = 4. The procedure was
tested in application to pure factorized ququart states,
which are obtained as a result of the phase-plate-
induced unitary transformation of the polarized state of
an initial biphoton. The main feature of this reconstruc-
tion method is that a quantum state is subjected to uni-
tary transformation as a whole indivisible object, which
can be transmitted both through open space and fiber
optic lines.
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