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Presented in this letter is the exact solution of the problem of finding the potential of an inflaton scalar field for
which adiabatic perturbations generated during a de Sitter (inflationary) stage in the early Universe have an
exactly flat (or, the Harrison–Zeldovich) initial spectrum. This solution lies outside the scope of the slow-roll
approximation and higher-order corrections to it. The potential found depends on two arbitrary physical con-
stants, one of which determines the amplitude of the perturbations. For small (zero) values of the other constant,
a long (infinite) inflationary stage with slow rolling of the inflaton field exists. © 2005 Pleiades Publishing, Inc.

PACS numbers: 98.80.–k
The great increase in the amount and accuracy of the
cosmological observational data obtained already and
expected in the near future makes possible the ambi-
tious program of determination of an initial power
spectrum P0(k) of inhomogeneous density perturba-
tions in the Universe directly from data. Then, if work-
ing within the scope of the simplest versions of the
inflationary scenario of the early Universe (i.e., with
one slowly rolling scalar field φ—the inflaton), a natu-
ral next step is to reconstruct an effective self-interac-
tion inflaton potential V(φ) leading to the generation of
such P0(k) from inflaton quantum vacuum fluctuations
during a de Sitter (inflationary) stage. Note that, in
inflationary cosmology, an initial power spectrum
means the spectrum that was formed by the end of the
inflationary stage, i.e., by the beginning of a postinfla-
tionary power-law evolution of the Universe (it was first
calculated in [1] for the R + R2 model [2] and in [3–5]
for the new inflationary model [6, 7]). Here k = |k|, and
the spatial dependence exp(ikr) of all the Fourier
modes of adiabatic (scalar) perturbations is assumed.

From the mathematical point of view, since quan-
tum generation of perturbations reduces to a kind of
scattering problem, the reconstruction of V(φ) may be
considered as a specific inverse scattering problem. Its
solution is known in the slow-roll approximation for the
inflaton field, including first [8], second [9] and third
[10] order corrections to this basic approximation with
respect to small slow-roll parameters, and in the so-
called general slow-roll approximation [11, 12]. It is
nonunique if additional information about the spectrum
of primordial gravitational waves generated during a de
Sitter (inflationary) stage [13] is not used. Namely, gen-
erally, there exists a one-parameter family of V(φ) pro-
ducing the same P0(k) (here and below I don’t count
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one more trivial free parameter corresponding to invari-
ance with respect to a constant shift of the inflaton field:
φ  φ + φ0). However, an exact solution of the recon-
struction problem is desirable for at least two purposes:

(1) to investigate how good the convergence of the
perturbation series in powers of slow-roll parameters is
(if it takes place at all); and

(2) to determine the exact degree of degeneracy of
the problem, i.e., to find the measure of a set of poten-
tials producing the same perturbation spectrum.

In particular, the problem of accuracy of the slow-
roll approximation prediction for P0(k) (including
higher order corrections) has been intensively and crit-
ically studied recently using different methods: [14],
[15] (the uniform approximation), [16] (the improved
WKB approximation), and others.

By an exact solution, I mean a solution of the fol-
lowing system of equations for a spatially-flat Fried-
mann–Robertson–Walker (FRW) background with a
scale factor a(t) and scalar (adiabatic) perturbations
described by the Mukhanov variable Q ≡ u/a:

(1)

(2)

(3)

obtained without any approximations. Here

(4)
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dot means the derivative with respect to t, uk(η)exp(ikr)
is the wave function of a Fourier mode of the quantum
field u (the c-number multiplying the Fock annihilation
operator ), and c = " = 1 holds throughout the paper.

The variable Q [17] is equal to δφL + Φ in the longi-

tudinal gauge (Φ is the quasi-Newtonian gravitational

potential) or to δφS – (µ + λ) in the synchronous

gauge (µ and λ are the Lifshits variables). The normal-
ized initial condition for uk corresponding to the adia-
batic vacuum at t  –∞ (η  –∞) is

(5)

At late times during an inflationary stage in the super-
horizon regime (k ! aH, η  0),

(6)

(ζ = –h/2 in the notation of [4]).

Then, the initial spectrum of adiabatic perturbations
for a postinflationary cosmology in the super-horizon
regime is (assuming the absence of nondiagonal pres-
sure components)

(7)

Here t = 0 corresponds to the end of inflation. For his-
torical reasons, the slope nS of the spectrum is defined
with respect to density perturbations in the nonrelativ-
istic dark matter + baryon component at the present
time, (δρ)k = –k2Φk/4πGa2 before integration over d3k.
So, nS = 1 + d lnP0(k)/dlnk in k. Finally, using the equa-

tion  = –4πG , which follows from Eqs. (1) and (2),
Eq. (1) can be recast in the Hamilton–Jacobi form [18]:

(8)

where the prime denotes the derivative with respect
to φ.

Exact solutions of the inverse problem of recon-
struction of V(φ) given P0(k) are known for the follow-
ing two cases only if we are not considering solutions
describing Universes collapsing towards a singularity.
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Ḣ φ̇2

H2 φ( ) H'
2 φ( )

12πG
----------------–

8πG
3

-----------V φ( ),=
(1) A power-law perturbation spectrum with the
slope nS = const < 1 [19]. Then,

(9)

This is just the power-law inflation. Considered as a
function of φ(t), H is related to V(φ) through Eq. (8).
Note, however, that this is not the only potential pro-
ducing the nS = const < 1 spectrum.

(2) The case when no perturbations are generated at
all (no real created quanta of the inflaton field) [20]:

(10)

In the literature, this case is sometimes incorrectly
referred to as the potential generating the nS = 3 pertur-
bation spectrum. However, one should not forget that
generated perturbations are quantum (even quantum-
gravitational) and require renormalization. After sub-
traction of the vacuum energy ω(t)/2 = k/2a(t) of each
mode, no created fluctuations remain in this case.
Moreover, the number of real inflaton quanta generated
in each perturbation mode k should be large, because,
in the opposite case, they may not be interpreted as
classical perturbations after the end of the inflation (see
[21] for a more detailed discussion of this point).

Strictly speaking, there is no exit from inflation for
the potential (9), and the potential (10) does not admit
a low curvature regime at all. However, in the former
case, V(φ) can be deformed such that it reaches zero at
a sufficiently large value of φ. This will result in a very
small change of the perturbation spectrum at the
present scales of interest that may be safely neglected.
Sometimes, the case of a parabolic potential near its
maximum V(φ) = V0 – m2φ2/2 is mentioned as an
exactly soluble case. However, it is not the one in our
terminology, since, in this case, H(φ) is approximated

by the constant value H0 = .

In this paper, a family of exact solutions for the case
nS = 1 is constructed. It is just the initial spectrum pro-
posed by Harrison and Zeldovich [22], after all, for aes-
thetic reasons. Note that it satisfies the most recent
CMB data [23, 24]. Let us first consider what follows
for this case from the slow-roll approximation. Then,
the leading term in the power spectrum reads

(11)

where tk is the moment when k = aH. It is clear that, to
get nS = 1, V3/2/V ' should not depend on φ. Therefore,
V(φ) ∝  φ–2. Note that this solution of the reconstruction
problem is unique for a given amplitude of the flat spec-
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trum. This kind of inflation was dubbed intermediate
inflation in [25] (see also [26]). Its scale factor behavior
is a(t) ∝  exp(constt2/3). Once more, it does not have an
exit from inflation, so it should be modified at large φ.
A next order slow-roll correction to this potential was
considered in [27].

To obtain an exact solution for H(φ) and V(φ) in the
case nS = 1, note first that, for

(12)

Eq. (3) reduces to the equation for a massless scalar
field in the de Sitter background and has the solution

(13)

satisfying the initial condition (5). Let us write the gen-
eral solution of Eq. (12) in the form

(14)

where A, η0 are constants. The limiting case η0  0,
when the first term in brackets may be neglected, is not
interesting because it corresponds to a collapsing uni-
verse (however, it is dual to the case η0  ∞ consid-
ered below). The power spectrum of the growing per-
turbation mode is P0(k) = 1/4π2B2 and does not depend
on η0 (η0 appears in the amplitude of the decaying
mode only and makes it nonscale free). Thus, we have
the exactly flat spectrum. Present observational CMB
data [24] fix the quantity B with ≈10% accuracy:

(15)

where A is the quantity introduced in [24] and τ is the
optical length after recombination. In this notation, A =
0.9 corresponds to the value A = 4.3 × 10–4 of the other
quantity A introduced in [28] to characterize an ampli-
tude of initial perturbations (and it is conjectured to lie
in the range (3–10) × 10–4 in that paper).

Since the aim of this paper is to find some exact
solution, I will not investigate them if there exist other
forms of z leading to the nS = 1 spectrum too. The
absence of other solutions for z would immediately
follow from scaling arguments if we assume that uk ∝
k–1/2f(kη) for all η. However, the latter assumption
might not be necessary. Moreover, I will consider only
one particular case of Eq. (14) corresponding to the
limit η0  ∞.

So, let z = –B/η. Let us express all the quantities of
interest as functions of φ:
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Equating the last line in Eq. (16) to –B/η, we get the fol-
lowing equation:

(17)

After differentiation, Eq. (17) reduces to P = –B(HP' +
H'P), or

(18)

Let us introduce the dimensionless variables

(19)

Then, from (8), v  = y2 – (1/3)(dy/dx)2. For these vari-
ables, Eq. (18) reads:

(20)

After dividing by y2, the last equation can be integrated
to dy/dx = xy – 1 (an integration constant is excluded by
shifting x, i.e., φ). Therefore,

(21)

where C is another integration constant. This just yields
us a one-parameter family of solutions having nS = 1.
The so-called slow-roll parameters for this solution are
the following:

(22)

The partial solution with C = 0 has an infinite infla-
tionary stage that is just described by the slow-roll
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approximation for x @ 1. Its graph is plotted in the fig-
ure. Its large x expansion is

(23)

It is straightforward to check that it leads to nS = 1 (as it
should) for the first [8] and second [9] order corrections
to the slow-roll approximation. However, these correc-
tions miss the whole 1-parametric family with C ≠ 0
completely.

For x < 0, the solution with C = 0 has rather a partic-
ular behavior: the potential v(x) reaches the maximum
value vmax ≈ 7.252 at x ≈ –1.326, becomes zero at x ≈
−1.618, and then goes to –∞ at x  –∞ (however,
such effective potentials are considered in string
inspired models now). In the latter limit, y  ∞, so we
get an initial curvature singularity at the finite proper
time t0 < 0. If t = 0 is the moment when x = 0 (v (0) =
π/2 – 1/3 ≈ 1.237) and the inflationary stage begins,
then |t0| ~ H–1(0) ~ BG1/2. The scale factor reaches zero
very slowly: a(t) ∝  |ln(t – t0)|–1/2 for t  t0. Still, the
Riemann tensor is not twice integrable for t  t0, so
this singularity is a strong one. The same refers to all
the initially expanding (y > 0) solutions with C ≠ 0 and

C > – —they all begin from such a singularity.
By taking C < 0 and very small, it becomes possible

to construct a solution with a long but finite inflationary

stage. Namely, if C = – exp(– /2) with x1 @ 1,

then v(x) becomes zero at x = x1 (y still remains ~ ).

In this case, inflation ends (e, | | ~ 1) at x = x1 – 2( ).

The total number of e folds is Ntot = 2πG  = /2.
Thus, C ~ exp(–Ntot), which is in agreement with the
general principle that terms not caught by an arbitrary
order of a WKB-type expansion are exponentially

y
1
x
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x5
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x7
------ …,+–+–=

v
1

x2
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3x4
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x6
----- … .–+–=

2π

3x1
2– x1

2

x1
1–

η̃ x1
1–

φ1
2 x1

2

The dimensionless potential v(x) for the C = 0 case.
small. For x ≥ x1, one may put v  ≡ 0. Then, the kinetic
dominated phase a(t) ∝  t1/3 follows the inflationary
stage. Otherwise, we may assume that v  has a local

minimum v  = µ2(x – x1)2 around this point. It results

in oscillations in φ and the matter-dominated postinfla-
tionary stage a(t) ∝  t2/3.

Finally, note that the spectrum of gravitational
waves (GW) is not flat for this model: for 1 ! x ! x1,
the tensor–scalar ratio and the slope of the GW initial
power spectrum r = –8nT = 16/x2 = 8/N, where N is the
number of e-folds from the beginning of inflation. The
present upper observational bound r < 0.36 [29]
requires N > 22 for the comoving scale crossing the
Hubble radius at present. So, Ntot should exceed ~70 in
this model.
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Monochromaticity of the Smith–Purcell Optical Radiation 
Generated by a 75-keV Electron Beam
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The monochromaticity of the Smith–Purcell optical radiation generated by a 75-keV electron beam with a final
emittance of e = 0.65 × 10–4 mm rad that passes over a grating with a period of D = 0.833 µm has been analyzed.
It has been shown that the monochromaticity of Smith–Purcell radiation is determined not only by the angular
aperture of a monochromator but also by the divergence of the electron beam. © 2005 Pleiades Publishing, Inc.

PACS numbers: 41.60.–m, 41.85.Qg
Free-electron lasers have recently been created and
are successfully used to generate intense monochro-
matic radiation in the infrared and submillimeter ranges
[1]. Such free-electron lasers involve an electron beam
with an energy on the order of 50–200 MeV that passes
through an undulator with a several-centimeter period.
A promising scheme is a free-electron laser based on
the Smith–Purcell effect, which will provide radiation
in the above range on an electron beam with energy
below 1 MeV [2]. Smith–Purcell radiation (SPR) is
generated when a charged particle passes parallel to the
surface of a periodic structure (e.g., diffraction grating).
The mechanism of radiation was predicted by Frank [3]
and was experimentally observed for the first time by
Smith and Purcell [4] in the optical range on a 300-keV
electron beam. The intensity of SPR in the optical range
was studied in [5–9] on electron beams with energies
from 20 keV [9] to 855 MeV [8]. However, the mono-
chromaticity of the radiation has not yet been investi-
gated experimentally.

For a unidirectional electron beam, the position of
the line in the radiation spectrum is expressed in terms
of the emission angle and grating period through the
known dispersion relation [4]

(1)

where λ is the radiation wavelength, D is the grating
period, n is the diffraction order, β = v /c is the ratio of
the electron velocity to the speed of light, and θ and Φ
are the emission angles of SPR photons as shown in
Fig. 1.

The monochromaticity of SPR for the unidirectional
beam at a fixed emission angle of SPR photons is deter-
mined by the number N of grating periods:

λn
D
n
----- 1

β
--- θ Φsincos– 

  ,=

∆λ /λ 1/N .≈
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The angular distribution of radiation energy for the
nth order is given by the expression [8]

(2)

where α is the fine structure constant, |Rn|2 is the radia-
tion factor determined by the grating profile, and γ is
the Lorentz factor.

The factor |Rn|2 for nonrelativistic electrons is deter-
mined by the grating profile and photon emission
angles θ and Φ. This quantity is calculated using vari-
ous models, which give results differing from each
other by more than one order of magnitude. For esti-

dWn

dΩ
---------- 2πα"c

n2

D
-----N

θ Φsin
2

sin
2

1
β
--- θ Φsincos– 

  3
-----------------------------------------=

× Rn
2 4πd

λβγ
---------- 1 βγ θ Φcossin( )2+– 

  ,exp

Fig. 1. Scheme of the generation of the Smith–Purcell radi-
ation: k is the wavevector, αblaze is the grating-blaze angle,
and d is the distance between the electron trajectory and
grating (impact parameter).
© 2005 Pleiades Publishing, Inc.
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mates under our experimental conditions, we can take
|Rn|2 = const = 1 according to the Van der Berg model
[10]. The intensity of SPR decreases exponentially as
the impact parameter d increases. The interaction
parameter

determines the efficiency of the “coupling” between the
beam and grating. In the experiment described in [4],
the electron beam size (150 µm) was much larger than
the interaction parameter hint ≈ 0.1 µm.

The experimental setup for obtaining and studying
SPR in the optical range was created on the basis of an
EMMA-2 electron microscope. The scheme of the
setup is shown in Fig. 2. The electron microscope gen-
erates an electron beam with an energy of 25–100 keV
and a current of about 1–3 µA. The cross section of the
beam in the focus at the diffraction-grating center was
≤38 ± 2 µm. The distance between the electron beam
axis and grating in the focus was approximately equal
to 42 µm, which virtually excludes the interaction of
the beam particles with the grating. For our experiment,
hint ≈ 0.03 µm. It is worth noting that the beam diameter
in experiments described in [5] and [6] was equal to
200 µm and 5 mm, respectively. The electron energy
spread was estimated as ∆E/E < 1%. The beam emit-
tance, which was measured using the beam sizes at four
points and the secondary electron emission current
from four movable plates of the charge-sensitive elec-
trometer, was equal to 0.65 × 10–4 mm rad [11]. The
plates were moved by means of a micrometer screw,
which allowed both the measurement of the beam
diameter with a spatial resolution of about 2 µm and the
determination of the emittance from a simple geometric

hint λβγ/4π,=

Fig. 2. Geometry of the experiment: (1) cathode, (2) anode,
(3) condensers, (4) beam-displacement system, (5) mono-
chromator, (6) photomultiplier tube, (7) micrometer screw,
(8) grating, and (9) Faraday cylinder.
JETP LETTERS      Vol. 82      No. 4      2005
construction. The beam divergence was estimated as
∆θ ≈ 0.4°.

A triangular profile grating (see Fig. 1) with a period
of 833 nm and an angle of αblaze = 26.44° was used in
the experiment. For the grating length L = 25 mm, the
number N of periods was approximately equal to
30000. The grating was made of glass and covered by
an aluminum coating with a thickness of 700 ± 50 nm.
The observation of SPR was performed at an angle of
θ = 135°, which corresponds to a radiation wavelength
of λ = 745 nm for n = 3 and an electron energy of E =
75 keV (β = 0.49).

The radiation spectrum in the range 500–760 nm
was measured in the experiment using an optical mono-
chromator with a photomultiplier tube (PMT) operating
in the count regime. The resolution of the monochro-
mator was controlled by the width of the input aperture.
For a chosen monochromator aperture width of 2 mm,
the resolution was measured using a laser with a wave-
length of λlas = 634 nm and a linewidth of approxi-
mately ≈10–2 nm and was equal to ∆λ ≈ 3.5 nm (∆λ is
the FWHM of the measured spectrum, see Fig. 3a). To
calibrate the optical system, a laser diode (λ = 655 nm),
as well as red (λ = 665 nm) and blue (λ = 490 nm) light
diodes, is used in addition to the above laser. Figure 3b
shows the emission spectrum of the laser diode mea-
sured by the monochromator. The laser power was
measured by a calorimeter and was equal to 0.37 mW.
Two sequential neutral filters attenuate the laser beam
by a factor of k = 1.3 × 10–6. For this reason, a PMT with

Fig. 3. Emission spectrum of the (a) laser and (b) laser
diode.
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the same gain as that for the measurement of the SPR
spectrum was used as the detector. The measurement
results made it possible to obtain the coefficient for
recalculation of the number of PMT counts to watts.

For the normal position of the grating (Φ = 90°), we
observed a bright peak at a wavelength of λ3 = 745 nm,

which agrees well with the theory (  = 745.2 nm),
with a width of ∆λ/λ ≈ 1.4% (see Fig. 4).

The yield of photons that was calculated taking into
account the monochromator aperture and PMT effi-
ciency was approximately equal to ~2 × 10–6 photons
per electron. For a beam with a current of I = 1 µA at an
observation angle of θ = 130° ± 1.5° and diffraction
order n = 3, the experimental power of the useful signal
(SPR power) was equal to ∆P ≈ 3.2 × 10–12 W.

The solid angle cut by the monochromator aperture
and PMT cathode was estimated as ∆Ω = 5 × 10–4 in our
experiment. Thus, we detected the radiation brightness
(the angular distribution of power per unit current,

λ3
theor

Fig. 4. (Points) Measured spectrum of Smith–Purcell radia-
tion and (solid line) the fit by a Gaussian plus constant back-
ground.

Fig. 5. (Points) Radiation spectrum for the case where the
beam touches the grating and (solid straight line) a linear fit.
which is proportional to the SPR energy per unit solid
angle)

The total measurement error does not exceed 50%. In
the experiment described in [5], the measured power of
the SPR for the second diffraction order and the beam
with a current of 0.25 µA and an energy of 100 keV was
equal to ∆P ≈ 3 × 10–11 W and brightness per unit cur-
rent was

.

An SPR power of 34 µW/(cm2 ster) was obtained in
the optical range for a beam with a current of 3 mA and
an energy of 120 keV in the experiment described in
[6], where a detector scanned a grating area of 0.5 mm2,
which corresponds to the brightness

.

Our result is slightly less than the result obtained in
[5], but it is much larger (by approximately two orders
of magnitude) than the result obtained in [6].

We carried out an additional experiment in which an
electron beam slightly touched the surface in the initial
and final sections of the grating, which was accompa-
nied by the observed luminescence of these sections.
Figure 5 shows the measured radiation spectrum. In this
case, the radiation intensity is much higher, but no lines
are observed in the spectrum. Transition radiation with
a continuous spectrum is likely generated when the
beam touches the grating. The effect of horizontal
angular divergence on the position and shape of the
SPR line was previously analyzed in [12]. It was shown
that the position of the line in the spectrum in this case
is determined by the Smith–Purcell formula with the
replacement of the grating period D by D/cosΨ, where
Ψ is the angle between the beam-velocity projection
onto the grating plane and perpendicular to the “top” of
a blaze. In our case, the effects associated with the hor-
izontal divergence of the beam on the lineshape are
negligible.

However, the effect of the vertical angular diver-
gence and the finite angular aperture ∆θ of the detector
on the position and shape of the SPR line is consider-
able even in the simplest model [13] in which a real
grating is represented by a set of ideally conducting
strips separated by vacuum gaps. For zero emittance
and the aperture ∆θ = 3°, we estimated the monochro-
maticity as ∆λ/λ = 0.7%. Figure 6 shows the calculation
of the SPR line for the out aperture after averaging over
the vertical angular distribution, which was approxi-
mated by a Gaussian with a variance of σ2 =
1.96 mrad2. According to this figure, the SPR line is

∆P
I∆Ω
----------- ∆W

∆Ω
--------- 6.4 10 9–  W/ µA ster( )×= =

=  6.4 10 3–  eV/(e×  ster)

∆P
I∆Ω
----------- 16 10 9–  W/ µA ster( )×=

∆P
I∆Ω
----------- 5.7 10 11–  W/ µA ster( )×=
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broadened to ∆λ/λ = 2.6%. The experiment geometry
was chosen such that the particle trajectory touches the
grating at its edge for the maximum flight angle θ0 max =
3σ. The line is broadened due primarily to an increase
in the distance between the flying electron and the grat-
ing for the nonzero flight angle θ0. When the electron is
spaced from the grating at distances larger than hint, the
remaining part of the grating makes almost no contribu-
tion; i.e., the SPR line is formed by Neff periods rather
than N periods, where the effective number of periods
is Neff ! N and is determined by the initial section of the
grating. Using the experimental linewidth, we estimate
the effective number of periods that make a contribu-
tion to the SPR line as Neff ≈ λ/∆λ ≈ 70.

The broadening of the SPR was calculated using the
simplest SPR model in which the real grating profile
was disregarded. However, this approximation yields a

Fig. 6. Shape of the Smith–Purcell radiation line after aver-
aging over vertical emittance for experimental values of the
monochromator aperture.
JETP LETTERS      Vol. 82      No. 4      2005
value close to the experimental value, which makes it
possible to obtain semiquantitative estimates for the
inclusion of the effect of the finite beam emittance on
the characteristics of SPR. In turn, this circumstance
enables one to use the results to estimate the possibility
of creating a new type of free-electron lasers based on
SPR [7], where the monochromaticity of the spectral
line is determining.
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In experiments on the parametrical amplification of femtosecond pulses in wide-aperture DKDP crystals, a
power of more than 100 TW has been reached, which is much higher than the record level achieved in such
lasers. The energy efficiency obtained for the parametric amplifier is equal to 27%. The energy of a 72-fs pulse
is equal to 10 J. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.65.–k
Petawatt power was reached for laser radiation
already in 1997 [1] using the amplification of chirped
pulses in neodymium glass. To date, this level has been
achieved only in three laboratories in the world [1–3].
A further increase in the power is fundamentally lim-
ited by the narrow gain band of neodymium glass and
the low optical stability of diffraction gratings. The use
of parametric amplifiers instead of standard laser
amplifiers is one of the most promising ways for over-
coming the petawatt power barrier. In such systems,
which were first proposed in [4, 5], by choosing a non-
linear crystal, propagation directions, and frequencies
of the pump and signal waves, the conditions of broad-
band matching are realized and, in addition, the princi-
ple of sequential extension (chirping), multicascade
amplification, and, in addition, the compression of
amplified pulses, which is traditional for the generation
of superstrong fields is used.

The amplification of femtosecond pulses to petawatt
powers in parametric amplifiers requires, first, the kilo-
joule energy of a pump pulse with a duration of about
1 ns, which makes neodymium glass lasers most prom-
ising, second, nonlinear crystals with an aperture of
30 cm or larger, which restricts the choice to only two
candidates: the KDP and DKDP crystals.

The problem of creating parametric amplifiers of
femtosecond pulses to multiterawatt and petawatt lev-
els was discussed and experimentally studied in [6–10].
In those works, KDP crystals were considered as non-
linear elements in the last cascades of parametric
amplifiers. In these crystals, upon pumping by the radi-
ation of the second harmonic of a neodymium-glass
0021-3640/05/8204- $26.00 ©0178
laser (pump wavelength of 527 nm), the maximum
width of the gain band is reached close to degenerate
interaction (signal wavelength of about 1054 nm). In
[11, 12], we proposed to use nondegenerate parametric
amplification in the DKDP crystal, which, in contrast to
the KDP crystal, is transparent to about 1.4 µm [13].
Moreover, as was shown in [12, 14], for the central
wavelength of 910-nm signal radiation, the ultrabroad-
band phase matching is realized in the DKDP crystal,
which makes it possible to amplify pulses with a dura-
tion of 10–15 fs. As driven femtosecond generators,
lasers operating at the wavelength of 910-nm signal
radiation (sapphire with titanium) or 1250-nm idler
radiation (forsterite with chromium) can be used. As
was shown in [15], the latter variant is promising. More
recently, a 0.44-TW laser was created [14, 16]. This
laser is a start system for a 100-TW laser complex
described in this paper.

Figure 1 shows the scheme of the 100-TW laser
complex with a Cr: forsterite laser emitting 45-fs pulses
with an energy of 3 nJ (central wavelength of 1250 nm)
as a master oscillator. We used an original stretcher
(passband of 1000 cm–1), which contained two prisms
in addition to ordinary diffraction gratings, which made
it possible to efficiently compress a 600-ps pulse with a
wavelength of 910 nm by means of a usual compressor
[14, 16].

The second harmonic of a single-mode single-fre-
quency Nd:YLF laser with a wavelength of 527 nm,
energy up to 1 J in a 1.5-ns pulse, and a pulse repetition
frequency of 2 Hz is used as the pumping of the first
two parametric amplifiers. A fraction of the radiation of
 2005 Pleiades Publishing, Inc.
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Fig. 1. Scheme of the 100-TW laser complex based on the parametric amplification of chirped pulses.
the fundamental harmonic of this laser is directed
through a multistep spatial filter [16, 17] to the input of
a five-cascade amplifier based on phosphate neody-
mium glass. The amplifier worked with a period of one
pulse per 30 min and ensured the output energy of 70 J
of a second-harmonic pulse with a duration of 1.2–
1.5 ns for a beam diameter of 10 cm. The divergence of
the output radiation was equal to three diffraction lim-
its, which satisfies the requirement imposed on the
pump radiation of the third parametric amplifier. The
pumping system of all parametric amplifiers was
described in detail in [18] and its synchronization with
the femtosecond driving generator was discussed in
[19].

The first parametric amplifier was two-pass. It per-
formed the wide-band transformation of 1250-nm
chirped pulses into 910-nm signal pulses at the first
pass and amplified the 910-nm radiation at the second
pass. After the second amplifier, the pulse energy
reached several tens of millijoules. The adjustment pro-
cedure, as well as spectral, angular, and energy charac-
teristics of the first two parametric amplifiers (terawatt
power), was described in detail in [14].

The third parametric amplifier (a noncoated DKDP
crystal 65 mm in length with a clear aperture of
100 mm) had a weak-signal amplification factor of
1500 for a pumping energy of 50 J. For an input signal
of several tens of millijoules, these parameters ensured
the deep saturation of the parametric amplification. The
energy of 16 J of the chirped pulse at the input of the
compressor was reached due to saturation and the high
quality of the pump beam, see Fig. 2. The maximum
physical energy efficiency of the parametric amplifier
was equal to 27%. The radiation spectrum was not nar-
rowed.

To compress the pulse, we used a vacuum compres-
sor based on two diffraction gratings and one angular
JETP LETTERS      Vol. 82      No. 4      2005
reflector with a pure aperture of 110 mm. The transmis-
sion coefficient of the compressor was equal to 65%.
The remote adjustment system ensured the adjustment
of all the optical elements of the compressor with an
accuracy of five angular second. Neither narrowing of
the spectrum nor angular chirp is observed in the output
radiation. The maximum energy of the compressed
pulses was equal to 10 J. Figure 3 shows the autocorre-
lation function. It corresponds to a Lorentz pulse with
an FWHM of 72 fs. Thus, the peak power at the output
of the femtosecond laser complex based on the para-
metric amplification of chirped pulses was equal to
130 TW, which is eight times higher than the record

Fig. 2. (Triangles) Signal pulse energy at the input of the
compressor and (diamonds) the energy efficiency of the
parametric amplifier vs. the pump pulse energy.
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level reached in lasers with the parametric amplifica-
tion of chirped pulses [9].

Thus, 100-TW peak power has been reached exper-
imentally with the architecture of the high-power fem-
tosecond lasers that we proposed previously. Calcula-
tions show that, in order to reach multipetawatt power,
an additional parametric amplifier with an aperture of
200–300 mm and a pump energy of 1–2 kJ at a wave-
length of 527 nm is necessary. A DKDP crystal for such
an amplifier has been grown at the Institute of Applied
Physics, Russian Academy of Sciences (Nizhni
Novgorod, Russia), and a pump laser exists at the Rus-
sian Federal Nuclear Center VNIIEF (Sarov): it is one
of the channels of the Luch setup based on neodymium
phosphate glass [20]. At present, a multipetawatt laser
source is under development on this basis.

This work was supported by the Council of the Pres-
ident of the Russian Federation for Support of Young
Russian Scientists and Leading Scientific Schools
(project no. NSh-1625.2003.2), the Presidium of the
Russian Academy of Sciences (program “Femtosecond

Fig. 3. (Solid line, photo) Autocorrelation function at the
output of the 100-TW laser and (dotted line) the Lorentz
curve for a pulse with a half-maximum duration of 72 fs.
Optics and the Physics of Superstrong Laser Fields”),
and the Division of Physical Sciences, Russian Acad-
emy of Sciences (program “Nonlinear Optics of
Unique Laser Systems”).
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We study the driven tunneling of a one-dimensional charged particle confined to a rectangular double well. The
numerical simulation of the Schrödinger equation based on the Cranck–Nicholson finite-difference scheme
shows that the modulation of the amplitude of the external field may result in parametric resonance. The latter
is accompanied by the breakdown of the quasi-periodic motion characteristic of the usual driven tunneling and
the emergence of irregular dynamics. We describe the above breakdown with the occupation probability for the
ground state of the unperturbed system and create the visualization of the irregular dynamics with the help of
Shaw–Takens’ reconstruction of the state space. Both approaches agree concerning the values of the resonant
frequency for the parametric excitation. Our results indicate that the shape of the laser pulse could be essential
for generating chaotic tunneling. © 2005 Pleiades Publishing, Inc.

PACS numbers: 03.65.–w
1. Driven transitions in a double well are instrumen-
tal for studying the tunneling in various fields of phys-
ics and chemistry [1, 2]. Considerable attention has
been drawn to the tunneling dynamics in the presence
of a driving force with a time dependent amplitude. In
his seminar paper [3], M. Holthaus showed that shaping
the driving force may be instrumental in controlling the
tunneling in a bistable potential. In particular, it was
shown in [3] that, by choosing an appropriate envelope
for a laser pulse, one may perform population transfer
on time scales much shorter than the base tunneling
time. This situation is intimately related to the problem
of quantum chaos, which is generally approached
within the framework of the quasi-classical approxima-
tion and Gutzwiller’s theory. In fact, classical chaotic
systems are often used as a clue to quantum ones. In
contrast, it would be very interesting to look at quantum
chaos the other way around and consider systems that
need studying without approximations that could have
bearing upon classical mechanics, for example, parti-
cles confined to potentials of a size comparable with the
de Broglie wave length. This is additionally interesting
owing to the fact that calculations within the framework
of semiclassical theory should depart from the quantum
ones on the time scale of "/∆E with ∆E being the typi-
cal spacing between energy levels. Therefore, the
Schrödinger equation describing the problem needs
numerical studying.

This letter aims at the theoretical description of the
tunneling transitions for a charged particle in a one-
dimensional rectangular double-well potential U(x) and
an external periodic field V(t) that mimics electromag-

¶ The text was submitted by the authors in English.
0021-3640/05/8204- $26.00 0181
netic irradiation. The Hamiltonian of the system in
dimensionless units is given by the equation

in which the potential U reads

(1)

i.e., the unsymmetrical double well comprising the two
shafts of different depths U1, U2 (see Fig. 1). The shape
of U is chosen in such a way that the values of the wave
functions ψ0(x, t) = 〈x|0〉 , ψ1(x, t) = 〈x|1〉  of the ground
and the first excited state are very small outside the
right and the left shafts of the well, respectively (see
Fig. 1). Consequently, the particle’s transitions |0〉  
|1〉  can be visualized as tunneling ones. The field fre-
quency Ω verifies the constraint of the resonance,
which in dimensionless units reads Ω = E1 – E0, where
E0, E1 are the energies of the ground and the first
excited states. The external field V(t) has the form

,

where  is the operator of momentum corresponding to
an electromagnetic wave described by the vector poten-
tial Ax = Az = 0, Ay = AsinΩ(t – x/c) with the scalar
potential φ being equal to zero [5]. In what follows, we
neglect the dependence of A on x since the wavelength
is assumed to be much larger than the well’s size.

We are looking for regimes in which the regular tun-
neling breaks down and becomes chaotic. The main

H
1
2
--- p̂2 U x( ) V t( )+ +=

U

U1, a x b≤ ≤–

U2, c x d≤ ≤–

0, otherwise





,=

V t( ) A Ωt( ) p̂, p̂sin– i∂x–= =

p̂

© 2005 Pleiades Publishing, Inc.
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technique employed for this is the Shaw–Takens (ST)
method [4] for reconstructing the state space of a sys-
tem from a stream of data obtained with the numerical
integration of the Schrödinger equation by embedding
it in a phase space of enough dimension $; in our case
$ = 3. The important thing is that one may monitor the
dynamics of driven tunneling by using the occupation

Fig. 1. Rectangular one-dimensional double-well potential.
Lines 0 and 1 indicate the moduli of the wave functions
|ψ0(x, t)| and |ψ1(x, t)| of the ground and the first excited
states. In the chosen configuration, D = 0.876 is the distance
between the wells; L1 = 2.337, L2 = 2.045 are the widths;
and V1 = 13.82, V2 = 11.91 are the depths of the shafts in
dimensionless units.

Fig. 2. Visualization of the state space. (a) No parametric
excitation, (b) parametric excitation: A0 = 0.3, e = 0.1, ω =
0.01755. The lag time is 330 in both cases.
probability N0 of the ground state of the unperturbed
system

where |0〉  and |ψ〉 are the ground vector and the state
vector of the system at the moment of time t, respec-
tively. To obtain the visualization, we shall form a time
series that comprises the values of N0 at the moments of
time nτ, n = 0, 1, 2, …, with τ being the lag time, so that
N0k = N0(kτ), k = 1, 2, 3, …. Then, the series of vectors
Yk = (N0k, N0k + 1, N0k + 2), k = 0, 1, 2, 3, …, serves as a 3d
visualization of the state space for the given problem. In
particular, we can observe the transition from the regu-
lar motion characteristic of the unperturbed resonant
motion to the irregular one generated by a parametric
excitation given by Eq. (2) below (see Fig. 2).

2. The parametric excitation of the system is gener-
ated by the modulation of the amplitude A of the vector
potential

. (2)

The approximate expression for the frequency of the
parametric resonance caused by Eq. (2) can be obtained
by employing the rotating wave approximation [5] after
some analytical calculations. It reads

(3)

In fact, the actual resonant frequency ωprm differs from
that given above, and its calculation requires some
numerical work.

3. The visualization with the help of the ST method
gives a torus in 3d space, which is fairly well drawn and
changes in the lag-time, thus, resulting only in continu-
ous deformations of the picture with no sudden modifi-
cations being observed (see Fig. 2). In contrast, in the
case of a parametric excitation at a frequency close to
the value given by Eq. (3) being present, the choice of
the lag time is very important for obtaining a meaning-
ful visualization. The break down of the quasi-periodic
motion by the resonant parametric excitation is shown
in Fig. 2. It is to be noted that the visualization depends
on a number of premises; first of all, on the value of the
lag time τ and the dimension d of the visualization win-
dow. A wise choice of τ is dictated by the characteristic
times of the motion under investigation, so that, for cer-
tain values of τ, the visualization picture is coherent
enough, whereas, for others, it is not meaningful.
Therefore, using the ST method, one has to compare
pictures obtained for different values of the lag time.

4. We may look at our problem the other way
around. Consider sets of the system’s states ^kk + 1, k =
1, 2, …, 1, where 1 is large enough, given by the con-
straints

(4)

where ∆k are intervals dividing the segment 0 ≤ N0 ≤ 1
in 1 equal parts. Take a sufficiently large period of time

N0 0 ψ〈 | 〉 2,=

A A0 1 e ωt( )sin–[ ]=

ωprm Aκ , κ 0 p̂ 1〈 〉 .= =

∆k N0 ∆k 1+ ,≤ ≤
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T and consider the times τk spent by the system in the
sets of states ^kk + 1, that is, where Eq. (4) is verified.
We shall define the visiting frequencies as

One may cast νkk + 1 in the form of the probability den-
sity, ξ(N0), for the distribution of N0 by assuming that
all the intervals ∆k + 1 – ∆k are of equal size ∆ and by
defining

On considering the limit of ξ as 1  ∞, we shall
obtain the probability density ξ(N0) (see Fig. 3).

To put it in a quantitative analytical form, we may
consider the characteristic function χab(x)= 1 if a ≤ x ≤
b and 0 otherwise and introduce the quantity

(5)

so that νab can be considered as the frequency of visit-
ing a region of states determined by the constraint a ≤
Nφ ≤ b.

The important point is that the limit indicated in the
above equation does exist in the context of the problem
under investigation. To see this fact, we shall employ
the normalization of wave functions in a finite box; that
is, our system will be confined to a rectangular potential
of infinite depth of a size much larger than the double
well’s size. Then, the system has the discrete spectrum
of eigenvalues, and the characteristic function χab(N0)
can be expanded in Fourier series; the time averaging in
the above equation results in canceling out terms oscil-
lating in time, so that the limit exists. The use of the
finite box normalization is also important for managing
the numerical simulation. The finite integration mesh,
or basis, results in reflection of the wave packet that dis-
torts the time evolution of the packet is assumed to be
known. By imposing the finite box normalization, we
use the physical framework that appears to be compat-
ible with the tunneling dynamics in the double well of
a size much smaller than the box and enables us to over-
come the numerical artifacts.

It is worth noting that the construction of visiting
frequencies is analogous to that of the dwell time that is
aimed at studying the localization of wave packets and
defined by the equation [6, 7],

The probability density ξ indicates that, at the reso-
nant frequency ωprm, the character of the system’s
motion undergoes a drastic change (see Fig. 3). At this
point, it should be noted that the frequency of the para-
metric resonance ωprm, which can be found by compar-

νkk 1+ τk/T .=

ξ N0( ) νkk 1+ /∆.=

νφ a b,( ) 1
T
--- χab N0( ) td

T /2–

+T /2

∫ 
 
 

,
T ∞→
lim=

τD a b,( ) t ψ x t,( ) 2 x.d

a

b

∫d

∞–

+∞

∫=
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ing the sizes of the peaks in Fig. 3 for different values
of ω in Eq. (2), differs by approximately 5% from the
value given by the rotation wave approximation (3).
The resonant value corresponds to the most pronounced
breakdown of the twin peaks, which correspond to the
ground and the first excited state of the free system.

5. In conclusion, we should like to note that, as fol-
lows from Eq. (2) for the amplitude of the driving force,
the pulse V has a triplet structure determined by the
main contribution at the frequency Ω = E1 – E0 and two
satellites at Ω ± ωprm of less amplitude owing to the
equation for A(t) given by Eq. (2)

The triplet structure could generally have an impor-
tant bearing on the tunneling in the double-well poten-
tial. In fact, if a monochromatic pulse at the resonant
frequency Ω = E1 – E0 is employed, there is no paramet-
ric excitation and the dynamics of the occupation prob-
ability have the usual form. In contrast, a poor quality
non-monochromatic pulse may contain the triplet
Ω ± ωprm, so that the deformation of the tunneling
dynamics and the emergence of the chaotic motion
become possible. It is worth noting that the amplitude
of the driving force A0 can be small so that the fre-
quency shift determined by ωprm may be minuscule.

A t( ) A0κ Ω t
1
2
---A0κe Ω ωprm–( )t[ ]cos–sin=

+
1
2
---A0κe Ω ωprm+( )t[ ] .cos

Fig. 3. Probability density ξ for the distribution of N0 with
A0 = 0.3; six bound states (levels confined to the well). The
dashed line corresponds to no parametric excitation. The
solid line corresponds to parametric excitation with e = 0.1,
parametric frequency ω = 0.01755 close to the resonant one,
ωprm.
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Intense ultraviolet flashes with a duration of 1 to 64 ms have been detected by the UV detector (wavelengths
300–400 nm) that operates at the Universitetsky-Tatiana MSU satellite. Most flashes occur in the equatorial
region of the Earth. The nature of the observed flashes is discussed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 51.50.+v, 92.60.Pw
1. DETECTOR OF THE UV RADIATION
OF THE EARTH’S ATMOSPHERE

The scientific equipment of the Universitetsky-Tati-
ana MSU microsatellite (circular orbit with an inclina-
tion of 82° and an altitude of 950 km) includes a UV
detector [1], which is a photomultiplier tube (PMT)
with a multialkali cathode on UV glass. A UFS-1 filter
2.5-mm thick that cuts light with wavelengths longer
than 400 nm was mounted at the entrance window of
the PMT. For wavelengths less than 300 nm, the detec-
tion efficiency decreases due to a decrease in the quan-
tum efficiency of the PMT and light absorption in the
atmosphere. For wavelengths of 300–400 nm, the quan-
tum efficiency of the cathode is equal to 20%. The
R1463 PMT has a high energy resolution and makes it
possible to separate a signal from a single photoelec-
tron. Before the beginning of operation, the signal from
a single photoelectron was measured as a function of
the voltage on the divider of the PMT. This characteris-
tic is used for determining a UV signal in the number of
photoelectrons from the digital value of the signal for a
known voltage on the PMT. Knowing the quantum effi-
ciency of the cathode, one may pass from the signal
magnitude in the number of photoelectrons to the signal
magnitude in the number of photons with the wave-
length in a given range. A collimator at the entrance of
the PMT determines the geometric factor of the detec-
tor: field of view 0.25 rad (the circle diameter in the
observed atmosphere is equal to about 250 km), a PMT-
cathode working area of 0.4 cm2, and an aperture of
0.02 cm2 sr.

The main feature of the operation of the detector is
the use of a digital oscilloscope for obtaining the time
profile of the UV signal. The time sample and signal
integration time change according to the formulated
goal. One of the goals of the detector is the selection of
UV flashes in the atmosphere. For their selection and
the measurement of the time profile of UV flashes, two
0021-3640/05/8204- $26.000185
variants of the digital oscilloscope were applied: first,
with a sweep length of 4 ms and time sample of 16 µs
and, second, with a sweep length of 64 ms and time
sample of 256 µs. The intensity of UV radiation is
determined from the recording of two codes: the code
M of the high voltage on the PMT and the code N of the
analog-to-digital converter (ADC). The limited capa-
bilities of the satellite for transmission of data to the
control center force us to choose only one brightest
flash over the satellite turn in each of two ranges of their
duration.

2. DETECTION OF UV FLASHES

To date, the data obtained from February to April
2005 on Earth’s nightside for 91 turns of the satellite
have been analyzed. Flashes with a signal magnitude
much higher than noise are detected in almost every
turn of the satellite. Forty-five flashes with durations of
1–4 ms and 38 flashes with durations of 10–64 ms were
detected. Figure 1 shows the typical oscillograms of the
flashes. Owing to the condition of the selection of the
one largest signal in each turn, the amplitudes of many
flashes exceed the ADC measurement limit. At the
same time, the number of photoelectrons in such
flashes can be estimated from the pulse width at the
limiting signal value.

From the total number of photoelectrons recorded
by the detector in a flash (~104 in flashes with durations
1–4 ms and ~105 in flashes with durations 10–64 ms),
the energy released in the UV range in a flash in the
atmosphere is estimated. Considering that UV radiation
in the atmosphere is isotropic (fluorescence of excited
nitrogen molecules of the atmosphere) and taking into
account the geometric factor 3 × 1017 for detecting a
flash at a distance of 950 km by a detector with an area
of 0.4 cm2, as well as the quantum efficiency of the
PMT and the absorption of photons with wavelengths
 © 2005 Pleiades Publishing, Inc.



 

186

        

GARIPOV 

 

et al

 

.

                               
of 300–400 nm in the atmosphere, we determine from
the number of detected photoelectrons that 1022–
1023 photons are emitted during a flash in the atmo-
sphere, which corresponds to UV radiation energy of
1011–1012 erg. For the cases where the signal magnitude
exceeds the limit value of the dynamic ADC range, esti-
mates provide values on the order of 1013 erg (1 MJ).

From the time of the detection of flashes, it is possi-
ble to determine the coordinates of the atmospheric
region, where a UV flash occurs. The latitudinal and
longitudinal distribution of the brightest flashes in each
satellite turn is shown in Fig. 2 (note that the nonuni-
form longitude distribution of the flashes is associated
with the operation regime of the scientific equipment of

Fig. 1. Oscillogram of UV flashes.

Fig. 2. Map of the geographical coordinates of flashes.
the satellite, which does not work in all turns of the sat-
ellite). Among 83 detected flashes, 50 flashes occurred
in the equatorial region of the Earth between 10° N and
10° S. For eight cases, the time of the appearance of a
flash with a duration of 1–4 ms is close to the time of
the detection of flashes with a duration of 10–64 ms, so
that the places of both flashes are within the limit
.400 km. “Noise” flashes separated as flashes with a
small amplitude and small duration (at a level required
by the control system) are uniformly distributed over
the latitudes on which measurements were carried out
on the nightside of the Earth from 65° N to 65° S.

3. DISCUSSION OF THE RESULTS

The energy observed for UV flashes and their dom-
inant appearance in the equatorial region of the Earth
can be explained under the assumption that they are
caused by electric discharges in regions of storm clouds
that form a separated belt in the equatorial region.
Experimental data on UV flashes that do not include the
spectral characteristics of fluorescence are insufficient
for final conclusions on the nature of a discharge. At the
same time, data on the energy released in the UV range
for short flashes make it possible to estimate the most
energetically favorable discharge variant. Under the
assumption that the observed UV flashes are associated
with ordinary intercloud discharges, which slightly
emit in the UV range (~0.1% of the total light inten-
sity), the total radiation energy in each flash is expected
to be at the gigajoule level. For lightning directed to the
ground, the estimate is much higher due to the strong
absorption of UV radiation under clouds. If the
observed UV flashes are attributed to the actively dis-
cussed new type of discharge in the atmosphere
between clouds and the ionosphere (sprites, blue jets),
the estimate of the energy in the discharge is much
lower. Gurevich and Zybin [2] reviewed both the theory
of their development and experimental works on the
observation of these discharges in the atmosphere. The
parameters of the UV flashes observed in this work—
the duration on the order of several milliseconds and
energy released in fluorescent UV glow on the order of
1012–1013 erg—are consistent with the parameters pre-
sented in [2]. It is also interesting that the time profiles
of the detected flashes virtually coincide with the pro-
files of sprites obtained on the EXL98 aircraft and at the
Jelm Mountain station (data were presented in [3]).
Relativistic electrons with minimum ionization losses
(breakdown on runaway electrons), which efficiently
excite the UV fluorescence of nitrogen molecules of the
atmosphere, play the main role in the development of
sprite discharges. A necessary condition for the initia-
tion of a discharge is the presence of a high electric field
in the region of the discharge development. According
to much experimental evidence, the electric field
between clouds and the ionosphere is particularly high
in the equatorial region of the Earth, which possibly
increases the dominance of the appearance of UV
JETP LETTERS      Vol. 82      No. 4      2005
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flashes in the equatorial region. An additional necessary
condition for the initiation of breakdown on runaway
electrons is a high density of “seed” electrons at the
onset of the breakdown. Gurevich et al. [4] showed that
a sufficient number of seed electrons are created by an
extensive air shower (EAS) with a large number of sec-
ondary electrons. Using the TUS and KLPVE orbital
detectors [5, 6], one can hope to detect an EAS created
by an ultrarelativistic cosmic-ray particle (energy
higher than 1019 eV) before a sprite discharge is devel-
oped in the atmosphere. The data obtained from the
Universitetsky-Tatiana satellite make it possible to
design such a methodically difficult experiment involv-
ing the TUS and KLYPVE EAS detectors.
JETP LETTERS      Vol. 82      No. 4      2005
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We present analytical and simulation studies of highly resolved dust fluid flows involving nonlinearly coupled
incompressible surface dust vortex modes (SDVMs) and dust zonal flows (DZFs) in nonuniform unmagnetized
dusty plasmas. For this purpose, we use the hydrodynamic equations for the dust fluid and Boltzmann distrib-
uted electrons and ions and obtain a set of equations that exhibit nonlinear couplings between the SDVMs and
DZFs. The nonlinear equations are then used to investigate the parametric excitation of DZFs by the Reynolds
stresses of the SDVMs. Large scale SDVMs emerge through nonlinear interactions with DZFs, and they sup-
press the dust particle transport across the density gradient. In contrast, DZFs possess short scale vortices with
a higher turbulent transport. The relevance of our investigation into the role of coherent structures in a nonuni-
form dusty plasma is discussed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 52.27.Lw, 52.35.–q
Dust and dusty plasmas are ubiquitous in space and
laboratory discharges [1–3]. In space, dusty plasmas
can be found in accretion disks, supernova remnants,
interstellar clouds, planetary magnetospheres,
cometary tails, and in the Earth’s ionosphere/mesos-
phere. In laboratory discharges, dusty plasmas play a
role in plasma processing, edge plasmas in magnetic
fusion devices, and in microelectronics fabrication.
Dusty plasmas are composed of electrons, ions, and
charged micro dust particles. In most space and labora-
tory dusty plasmas, the dust grains are weakly corre-
lated, since the coupling parameter Γ (the ratio between
the average Coulomb interaction energy and the aver-
age particle thermal energy) is much smaller than 1. On
the other hand, in dusty plasmas with Γ ≥ 1, one
encounters dust Coulomb crystals [4], dust microbub-
bles [5], and dust Coulomb balls [6], which are a man-
ifestation of novel collective processes in dusty plas-
mas. Dusty plasmas exist in liquid and crystalline
phases, as well as in the gaseous state [7]. While enor-
mous work has been carried out to understand the non-
linear dynamics of this complex plasma state, there
exist a number of outstanding issues and largely unex-
plored nonlinear dynamics that need complimentary
approaches for a broader universal understanding. With
the advent of sophisticated controlled laboratory exper-
iments and computer simulations [2, 8, 9], we have
advanced our knowledge of nonlinear effects in com-
plex (dusty) plasmas. For instance, recent experimental
investigations [8, 9] of dust nanofluidics show the for-
mation of dust shear flows at kinetic levels and also

¶ The text was submitted by the authors in English.
0021-3640/05/8204- $26.00 0188
measure the dust viscosity. Nevertheless, these experi-
ments studying the properties of dust fluid turbulence
on a kinetic level require knowledge of energy transfer
due to nonlinear mode couplings associated with har-
monic generation, which is considered as a generic fea-
ture of fully developed plasma and fluid turbulence.
Moreover, sheared flows and nonlinear structures are
quite common in hydrodynamics [10] and the Martian
atmospheres [11], though their self-consistent evolu-
tion in a two-dimensional (2D) Yukawa system has not
been explored as yet. Our present letter, therefore,
investigates, through fully self-consistent nonlinear
fluid simulations, the formation of long-scale flows due
to surface dust vortex modes (SDVMs) and dust zonal
flows (DZFs) in nonuniform unmagnetized, dissipative
dusty plasmas. Interestingly, we find that the long-scale
flows in our work are excited across a nonuniform dust
density gradient; a situation encountered most fre-
quently in numerous laboratory experiments and space
plasmas.

Our investigations are based on a model put for-
ward by Hasegawa and Shukla [12], who theoretically
pointed out the existence of incompressible SDVMs
in a nonuniform, unmagnetized dusty plasma. We first
discuss the equilibrium state of our partially ionized
laboratory dusty discharges in which collisions
between stationary neutrals with electrons and ions
are more frequent than those between electrons and
ions. In the dust particle loaded discharge, one obtains
[13] from the conservation of the electron and ion
fluxes the ambipolar electric field E0z = Diχ–1∂ni0/∂z –
Deχ−1∂ne0/∂z, where Dj = Tj/mjνjn and µjn = e/mjνjn are
© 2005 Pleiades Publishing, Inc.
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the diffusion and mobility of the particle species j
(j equals e for electrons, i for ions); e is the magnitude
of the electron charge; Tj is the temperature; mj is the
mass; νjn is the rate of the electron and ion-neutral col-
lisions; χ = µini0 + µene0, ni0 = ne0 + Zdnd0, ni0, ne0, nd0 are
the unperturbed number densities of the ions, electrons,
and dust grains, respectively; and Zd is the number of
electrons on a dust grain. The vertically upward (along
the z axis) ambipolar electric field E0z can levitate a
negatively charged dust particle due to a balance
between the electric force (= –ZdeE0z) and the vertically
downward gravity force –mdg, where md is the dust
mass, and g is the gravity constant. Nitter [14] has also
discussed the levitation of charged dust in the plasma
sheath of rf and dc glow discharges where the electric
field E0z is obtained by solving Poisson’s equation
together with a Boltzmann electron density distribution
and the ion density distribution deduced from the
steady state continuity and momentum equations for
collisional ions.

When the equilibrium is perturbed, one has the pos-
sibility of nonlinear SDVMs in the form of a dipolar
vortex [15] or a chain of vortexes [16], which can be
associated with coherent vortical structures in labora-
tory experiments [17–21]. The concept of drift wave
driven zonal flows in a collisional electron–ion plasma
(without dust) was introduced by Hasegawa and Waka-
tani [22]. When the phase speed (wavelength) of the
SDVMs and DZFs is much smaller than the electron
and ion thermal speeds (the electron and ion collisional
mean free paths VTe, Ti/νen, in, where VTe(VTi)), the elec-
tron (ion) thermal speed in dusty plasmas and the per-
turbed electrostatic forces (qjne0, i0E1) acting on elec-
trons and ions balance the corresponding pressure gra-
dient –∇ Pj1, where qe = –e, qi = e, and E1 (Pj1) is the
perturbed electric field (perturbed pressure). The
dynamics of incompressible (∇  · vd = 0) SDVMs and
DZFs is then governed by the dust continuity and dust
momentum equations, namely, [12]

(1)

and

(2)

where ρd = md(nd0 + nd1), nd1(!nd0) is a small perturba-
tion in the equilibrium dust number density, vd is the
perturbed dust fluid velocity, νd is the dust-neutral col-
lision frequency, η represents the kinematic dust fluid
viscosity (typically .10–2–10–1 cm2/s in the laboratory,
similar to that of water ~10–2 cm2/s), and P1 = Pe1 +
Pi1 + Pd1 is the perturbation in the equilibrium pressure.
We stress that Eq. (2), in which the electric force on
charged dust grains is eliminated by using E1 =
−(e/Zdnd)∇ (Pe1 + Pi1), is widely used in the investiga-
tion of collective processes in dusty plasmas [15]. Fur-
thermore, the effect of dust charge fluctuations can be

∂ρd/∂t ∇ ρ dvd( )⋅+ 0,=

ρd ∂/∂t νd η∇ 2– vd ∇⋅+ +( )vd ∇ P1– ρdgẑ,+=
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neglected [15], since the timescale we are interested in
is longer than the dust-charging period (typically
microseconds for dusty plasma discharges).

Two-dimensional incompressible SDVMs and
DZFs are characterized by the velocity vectors vs =  ×
∇ψ s(y, z) and vz =  × ∇ψ z(y, z), respectively. Here, 
is the unit vector along the x axis, which is perpendicu-
lar to the z axis, and ψs and ψz are the stream functions
of the SDVMs and DZFs, respectively. Thus, there exist
SDVM and DZF vorticities characterized by Ωs = ∇  ×
vs ≡ ψs(y, z) and Ωz = ∇  × vz ≡ ψz. Letting ρd =
ρd0 + ρds and vd = vs + vz in Eqs. (1) and (2), we obtain
the governing equations for the SDVMs in the presence
of DZFs. We have

(3)

and

(4)

where  = ∂ρd0/∂z and ρd0(z) ! ρds. We note that
ρdz ! ρds due to the insignificant variation of the dust
zonal flows (ZF) stream function along the y axis.

The dynamics of DZFs in the presence of the
SDVMs is governed by

(5)

where Ωave = 〈  × ∇ψ s · ψs〉  and the angular
bracket denotes the averaging over the SDVM period.
In the absence of the nonlinear interactions, the
SDVMs and DZFs are decoupled. The corresponding
dispersion relations obtained from Eqs. (3)–(5) are ω2 +

iω(νd + ) – /(  + ) = 0 and Ω + i(νd +

) = 0, respectively. Here, ω(Ω) is the frequency of
the SDVMs (DZFs), and ky (kz) is the component of the
wavevector along the y(z) axis. The buoyancy fre-

quency squared is denoted by  = g∂lnρd0/∂z. If the
equilibrium dust density is proportional to exp(–z/L),
where L = ρd0/  is the dust density gradient scale-

size, then  = –g/L. We note that the latter is positive
definite for L < 0. In the absence of dissipation, we
observe the frequency condensation of SDVMs for kz @
ky  0, indicating the possibility of SDVMs driven by

x̂
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Fig. 1. Time evolution of the SDVMs yields long scale potential flows (left) for which kz is finite and ky ≈ 0. The vorticity component

∇ 2ψs consequently possesses elongated small scale structures.
DZFs with short scale structures along the z axis, as dis-
cussed below.

We first consider the parametric excitation of DZFs
by large amplitude SDVMs. For this purpose, we
neglect the self-interaction mode couplings in Eqs. (3)–
(5) and let ρds = ρ0±exp(±ik0 · r  iω0t) +

exp(ik± · r – iω±t), ψs = ψ0±exp(±ik0 · r  iω0t) +

exp(ik± · r – iω±t), and ψz = ϕexp(iq · r – iΩt),
where the subscript 0± (±) stands for the SDVM pump
(sidebands), k± = q ± k0, and ω± = Ω ± ω0. Fourier
transforming (3)–(5) and matching the phases, we
obtain

(6)

and

(7)

where H±  =  + i(νd + η )ω± – / ,  =

 + ,  =  – , and ν = νd + . Elimi-
nating ψ± from Eq. (7) by using Eq. (6), we have the
nonlinear dispersion relation

(8)

where |ψ0|2 = ψ0+ψ0–. For q⊥  ! |k0|, we obtain from

Eq. (8) Ω(Ω + iν) = (|  × k0 · q|/ )(gk0y + 2 )q ·

+−

ρ±+ –,∑ +−

ρ±+ –,∑

H±ψ± i
ω0x̂ q k0⋅×

k±
2

----------------------------- gk0y 2k ⊥ 0
2 q⊥
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Ω iν+( )ϕ i
x̂ k0 q⋅×
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2
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ω±
2
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2 ΩB

2
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2 ηq⊥
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2
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2 q⊥
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K±

2 ψ0
2

H±
------------------,

+ –,
∑

x̂ q⊥
2 k ⊥ 0

2

k0⊥ |ψ0|2, which predicts a purely growing instability

(Ω = iγ) if the growth rate γ > ν and (gk0y + 2 )q ·
k0⊥  < 0. For some typical values, viz., |vs| ~ CD, |k/k0| ~
0.1, we have γ ~ one tenth of the dust acoustic wave fre-
quency k0CD, where CD is the dust acoustic speed [15].

Next, in order to study the dynamics of nonlinearly
coupled SDVMs and DZFs, we develop a nonlinear
code to carry out high resolution computer simulations
of (3)–(5) in a periodic box of length π in each direc-
tion. The time integration uses a second order predic-
tor–corrector method. The spatial resolution is 1024 ×
1024 Fourier modes. All the fluctuations in the simula-
tions are initialized with a Gaussian random number
generator to ensure that the Fourier modes are all spa-
tially uncorrelated and randomly phased. This ensures
a nearly isotropic initial condition in the real space. We
further make sure that no asymmetry is introduced in
the dynamical evolution by the initial spectra and the
boundary conditions. The normalization is as follows:

ρds by ρd0; ψs, z by CDλD; t by ; and the space vari-
able by λD = CD/ωpd, where λD = CD/ωpd is the dusty
plasma Debye radius [15]. Thus, the free parameters in
our simulations are νd/ωpd ~ 10–2–10–3, η/CDλD ~ 10−2,

λ/L ~ 0.01, and gλ/  ~ λD/Lp ~ 0.01, where  =

− ∂P0/∂z. In Figs. 1 and 2, we show the evolutions of
the stream functions and vorticities of the SDVMs and
DZFs, respectively. We see that the stream functions are
coherent, contrary to the irregular vorticities. This is an
indication of the dual cascade, in which energy from
short scale SDVMs is transferred to large scale DZFs.
It is pertinent to note from Eqs. (3)–(5) that the mode
ky ≈ 0 cannot be excited in a linear regime in which this
mode is entirely absent from the dynamics.

k ⊥ 0
2

ωpd
1–

CD
2 Lp

1–

P0
1–
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Fig. 2. Dust zonal flows (DZF) tend to cascade towards shorter length scales that eventually align along the flow direction.
Nevertheless, the ky ≈ 0 mode, essentially leading to
an asymmetric large scale flows in a real space, is gen-
erated purely as a result of nonlinear interactions
among SDVMs and DZFs in an inertial range spectral
space across a large equilibrium dust density gradient.
More precisely, in the SDVMs, the energy flows
towards smaller k’s, so that we expect large-scale struc-
tures similar to the modified Navier–Stokes (NS) turbu-
lence. On the other hand, DZFs are the zero-frequency
limit of the SDVM mode; they have very small ky and
very large kz, so that the frequency condensation occurs
for short wavelength (viz., kz @ ky) structures. DZFs are
excited due to the Reynolds stresses of the SDVMs.
While the Reynolds stresses possess a tendency of typ-
ically generating large-scale flows, their time average
appearing in Eq. (5) causes a net nonlinear dissipation
of zonal flows. This appears to be the primary reason
why DZFs form short scales (see Fig. 2). The vorticity
field of DZFs in Fig. 2 appears to be stretched across
the equilibrium density gradient wrapping the small-
scale dust vortex structures around in the nonlinear sat-
urated state. The vortices are trapped in the horizontal
sheared flow and propagate along the self-consistent
flow across the equilibrium gradient. The energy spec-
trum decays due to dust-neutral collisions and dust
kinematic viscosity at smaller scales. Figure 3 exhibits
a high-resolution Kolomogrov-like spectrum of a fully
developed coupled SDVM–ZF turbulent system. The
spectrum of SDVMs is evidently steeper than that of
DZFs in the inertial regime, thereby indicating the pres-
ence of large-scale structures in its spectrum. This is
further consistent with Fig. 1, which demonstrates ky ≈
0 flows in the saturated SDVM–ZF turbulent state. It is
to be noted that both the spectra in Fig. 3 are steeper
compared to the fully developed 2D turbulent spectra
for enstrophy or energy due to large-scale structures
that condensate the lower Fourier modes because of
inverse cascade processes. The dust density fluctuations
TP LETTERS      Vol. 82      No. 4      2005
also cascade towards long-scale structures due to short
scale vortex merging. There also exist nonthermal
transport associated with the effective turbulent diffu-

sion (Deff = 〈v(y, t = 0)v (y, t + τ)〉) of a dust particle

in large scale ZF structures due to a random walk of the
macroparticles in enhanced zonal flow fluctuations. As
expected, emergence of large-scale coherent flows in
SDVMs quench turbulent transport, in contrast to that
involving random short scale DZFs, as shown in Fig. 4.
In nonuniform, nonlinear media without dust, 2D flows
have been explained on the basis of the NS and the

τd
0

τ∫

Fig. 3. Kolmogorov-like turbulent spectra of a coupled DZF
and SDVMs system. The spectrum of SDVMs in inertial
range turbulence is more steep than that of DZF due to the
presence of large scale flows that have ky ≈ 0. The numerical
resolution is 1024 × 1024 Fourier modes in a two-dimen-
sional box.

spectrum

DZF spectrum
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Charney–Hasegawa–Mima (CHM) equations [23, 24],
which have two constants of motion, namely, the
energy and enstrophy (squared vorticity). The energy
decays from a source to a long wavelength, while
enstrophy flows to shorter scales. Such a dual cascad-
ing, in agreement with the statistical quasi-equilibrium
theory, ensures the formation of coherent vortical struc-
tures (eddies) [25], which are responsible for producing
enhanced transport of fluids and plasma particles. For
unbounded 2D NS turbulence, the conserved quantities

are the kinetic energy E =  and fluid enstro-

phy Z = , where Ek is the kinetic energy

spectrum. For CHM turbulence, the conserved quanti-
ties are the total energy E + λ2I and total enstrophy Z +

λ2E, where I =  and λ is a positive con-

stant.

To summarize, we have presented a nonlinear mech-
anism by which DZFs can be generated on account of
the energy of incompressible SDVMs in a nonuniform
unmagnetized dusty plasma. Specifically, we have pre-
sented a system of equations that shows that nonlinear
couplings between the SDVMs and DZFs occur due to
interactions between the SDVM density fluctuation and
the velocity fluctuation of DZFs, as well as due to the
dust fluid advection in the coupled SDVM–DZF sys-
tem. The coupled mode equations are analyzed to show
the existence of the modulational instability, which
drives DZFs at nonthermal levels. The dynamics of
nonlinearly interacting SDVMs and DZFs reveals inter-
esting features of dual cascading leading to the forma-
tion of large scale dust vortices. The latter can produce

E k( ) kd
0

∞∫
k2E k( ) kd

0

∞∫

k 2– E k( ) kd
0

∞∫

Fig. 4. Effective diffusion coefficient associated with non-
linear turbulent transport in a coupled SDVM–DZF system.
In agreement with Fig. 3, transport is suppressed due to the
presence of large-scale flows in SDVM, while it is enhanced
in short scales DZFs.
dust particle transport across the density gradient. In
fact, localized dust grain structures in association with
dust grain transport have been observed in nonuniform
laboratory dusty plasma discharges [17–21].

This work was partially supported by the Deutsche
Forschungsgemeinschaft through the Sonderfors-
chungsbereich 591. The work of D.S. was supported in
part by NASA (grant nos. NAG5-1162 and NAG5-
10932) and by the US National Science Foundation
(grant no. ATM0296113).

REFERENCES

1. R. Merlino and J. Goree, Phys. Today 57, 32 (2004).
2. V. E. Fortov et al., Phys. Usp. 47, 447 (2004).
3. M. Horányi et al., Rev. Geophys. 42, RG4002 (2004).
4. J. H. Chu and Lin I, Phys. Rev. Lett. 72, 4009 (1994);

H. Thomas et al., Phys. Rev. Lett. 73, 652 (1994).
5. H. Y. Chu et al., Phys. Rev. Lett. 90, 075004 (2003).
6. O. Arp et al., Phys. Rev. Lett. 93, 165004 (2004).
7. H. M. Thomas and G. Morfill, Nature 379, 806 (1996);

Lin I et al., Science 272, 1626 (1996).
8. G. E. Morfill et al., Phys. Rev. Lett. 92, 175 004 (2004).
9. V. Nosenko and J. Goree, Phys. Rev. Lett. 93, 155004

(2004).
10. M. Lesieur, Turbulence in Fluids (Kluwer Academic,

Dordrecht, 1991).
11. R. Greely et al., Geophys. Res. Lett. 31, L24702 (2004).
12. A. Hasegawa and P. K. Shukla, Phys. Lett. A 332, 82

(2004).
13. K. Ostrikov, Phys. Rev. E 71, 026405 (2005).
14. T. Nitter, Plasma Sources Sci. Technol. 5, 93 (1996).
15. P. K. Shukla and A. A. Mamun, Introduction to Dusty

Plasma Physics (Inst. of Physics, Bristol, 2002).
16. V. I. Petviashvilli and O. A. Pokhotelov, Solitary Waves

in Plasmas and in the Atmosphere (Gordon and Breach,
Philadelphia, 1993).

17. D. A. Law et al., Phys. Rev. Lett. 80, 4189 (1998);
G. E. Morfill et al., Phys. Rev. Lett. 83, 1598 (1999).

18. O. S. Vaulina et al., JETP 91, 1147 (2000); New J. Phys.
6, 82 (2003).

19. V. A. Rykov et al., New J. Phys. 5, 129 (2003).
20. V. E. Fortov et al., JETP 96, 704 (2003).
21. O. S. Vaulina et al., Plasma Phys. Rep. 30, 918 (2004).
22. A. Hasegawa and M. Wakatani, Phys. Rev. Lett. 50, 682

(1983).
23. J. G. Charney, Publ. Kosjones. Nors. Videnshap. Akad.

Oslo 17, 3 (1948); A. Hasegawa and K. Mima, Phys.
Rev. Lett. 39, 205 (1977); Phys. Fluids 21, 87 (1978);
A. Hasegawa, Adv. Phys. 34, 1 (1985).

24. A. Hasegawa et al., Phys. Fluids 22, 2122 (1979);
W. Horton and A. Hasegawa, Chaos 4, 227 (1994);
M. V. Nezlin et al., Chaos 6, 309 (1996); W. Horton,
Rev. Mod. Phys. 71, 735 (1999).

25. W. Horton and Y. H. Ichikawa, Chaos and Structures in
Nonlinear Plasmas (World Sci., Singapore, 1996).
JETP LETTERS      Vol. 82      No. 4      2005



  

JETP Letters, Vol. 82, No. 4, 2005, pp. 193–197. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 82, No. 4, 2005, pp. 212–216.
Original Russian Text Copyright © 2005 by Kozlenko, Kichanov, Lee, Park, Glazkov, Savenko.
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The high-pressure (to 5 GPa) effect on the crystal and magnetic structures of the hexagonal manganite YMnO3
is studied by neutron diffraction in the temperature range 10–295 K. A spin-liquid state due to magnetic frus-
tration on the triangular lattice formed by Mn ions is observed in this compound at normal pressure and T >
TN = 70 K, and an ordered triangular antiferromagnetic state with the symmetry of the irreducible representa-
tion Γ1 arises at T < TN. The high-pressure effect leads to a spin reorientation of Mn magnetic moments and a
change in the symmetry of the antiferromagnetic structure, which can be described by a combination of the irre-
ducible representations Γ1 and Γ2. In addition, it is observed that the ordered magnetic moment of Mn ions
decreases from 3.27 µB (0 GPa) to 1.52 µB (5 GPa) at T = 10 K and diffuse scattering is enhanced at tempera-
tures close to TN. These effects can be explained within the model of the coexistence of the ordered antiferro-
magnetic phase and the spin-liquid state, whose volume fraction increases with pressure due to the enhance-
ment of frustration effects. © 2005 Pleiades Publishing, Inc.

PACS numbers: 62.50.+p, 75.25.+z, 75.47.Lx
Manganites RMnO3 exhibit a wide variety of physi-
cal properties depending on the rare-earth element R.
Compounds with a large ionic radius of the element R
(La, Pr, Nd, Sm, Eu, Gd, and Tb) are crystallized in an
orthorhombic structure with the Pnma space group [1].
In compounds with a smaller ionic radius of the ele-
ment R (Ho, Er, Tm, Yb, Lu, Y, Sc, and In), a hexagonal
crystal structure with the P63cm space group is
observed [2]. Hexagonal manganites belong to a class
of ferroelectromagnets in which the transition tempera-
ture to the ferroelectric state TC ~ 600–900 K is much
higher than the antiferromagnetic (AFM) ordering tem-
perature TN ~ 70–130 K [3]. A characteristic feature of
the hexagonal structure of RMnO3 manganites is the
occurrence of two-dimensional triangular lattices
formed by Mn ions in the (ab) planes, which leads to
geometrically frustrated magnetism. The planar trian-
gular Mn lattices are separated from each other by non-
coplanar layers of rare-earth ions so that the distances
between the nearest neighboring Mn atoms in the lat-
tice plane (ab) are about 3.5 Å, which is appreciably
smaller than the distance between the neighboring Mn
planes along axis c (about 6 Å). As a result, the AFM
Mn–O–Mn superexchange inside the planes is domi-
nant, while the Mn–O–O–Mn superexchange between
neighboring planes is approximately two orders of
magnitude weaker [4]. The magnetic properties of hex-
agonal RMnO3 manganites essentially depend on the
0021-3640/05/8204- $26.00 0193
ionic radius r of the element R. In the InMnO3 com-
pound with the largest r, magnetic ordering is not
observed down to 5 K [5]. In YMnO3 at T < TN = 70 K,
the magnetic moments of Mn ions are ordered into a
trigonal AFM structure whose symmetry can be
described within the models of the Γ1 or Γ3 irreducible
representation [4, 6–8]. The AFM ordering in com-
pounds with a smaller value of r (HoMnO3, ErMnO3,
TmMnO3, YbMnO3, LuMnO3, and ScMnO3) has a dif-
ferent symmetry type and can be described within the
models of the Γ2 or Γ4 irreducible representation [6, 9–
14]. In addition, spin-reorientation phase transitions
were detected in ScMnO3 and HoMnO3 at temperatures
TR < TN [6, 9–13]. The change in the character of the
magnetic ordering in hexagonal manganites with
changing r indicates that the competing exchange inter-
actions strongly depend on structural parameters.
Besides chemical substitution, the balance of these
interactions can be substantially changed by applying
an external high pressure, which also leads to a change
in the structural parameters. However, the high-pres-
sure effect on the structure and properties of hexagonal
manganites is poorly understood.

This work is devoted to studying the interplay
between changes in the crystal and magnetic structure
of the hexagonal manganite YMnO3 at high pressures
by neutron diffraction.
© 2005 Pleiades Publishing, Inc.
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1. EXPERIMENTAL PROCEDURE

Polycrystalline YMnO3 samples were prepared by a
conventional solid-phase reaction method. The Y2O3
(99.999%) and Mn2O3 (99.999%) oxides were mixed
thoroughly; the obtained uniform mixture was heated
to 900°C for 12 h and then was successively annealed
for 24 h at temperatures of 1100 and 1200°C, after
which final sintering was performed at a temperature of
1350°C for 24 h with intermediate grindings to prevent
the formation of stable phases of minor impurities. An
x-ray diffraction analysis showed that the obtained
samples contain a pure hexagonal YMnO3 phase.

Experiments on neutron diffraction were performed
on the DN-12 spectrometer [15] of the IBR-2 pulsed

Fig. 1. Diffraction spectra of YMnO3 measured at pressures
P = 0, 2.5, and 5 GPa; temperatures T = 295, 10, and 80 K;
and scattering angles 2θ = 90° and (the inset) 45.5° and
treated by the Rietveld method. The experimental points,
calculated profile, and difference curve are presented for
P = 5 GPa and T = (upper panel) 290 and (lower panel) 10
K. Dashes indicate the calculated positions of (the upper
row) structural and (the lower row) magnetic diffraction
peaks. The diffraction peak from the high-pressure cell is
marked with the letter b.
high-flux reactor (Frank Laboratory of Neutron Phys-
ics, Joint Institute for Nuclear Research, Dubna) with
the use of high-pressure sapphire anvil cells [16] in the
range of high external pressures up to 5 GPa and tem-
peratures of 10–300 K. The diffraction spectra were
measured at scattering angles of 2θ = 90° and 45.5°. For
these scattering angles, the diffractometer resolution at
the wavelength λ = 2 Å was ∆d/d = 0.02 and 0.025,
respectively. The characteristic measurement time of
one spectrum was 20 h. The volume of the samples
under study was V ~ 2.5 mm3. The pressure in the cell
was measured by the ruby luminescence line shift with
an accuracy of 0.05 GPa. The value averaged over the
pressures determined for several small ruby crystals
(50–100 µm) located at various points on the sample
surface was used as the pressure on the sample. The
gradient of the pressure distribution over the sample
surface did not exceed 20%. The measurements with
the high-pressure cell at low temperatures were per-
formed with the use of a specialized cryostat based on
a closed-cycle helium refrigerator. The diffraction data
were analyzed by the Rietveld method using the MRIA
[17] and FullProf [18] programs for the crystal and
magnetic structures, respectively.

2. RESULTS AND DISCUSSION

Parts of the diffraction spectra of YMnO3 obtained
at various pressures and temperatures are shown in
Fig. 1. In the entire range of pressures up to 5 GPa and
temperatures (10–295 K), the crystal structure of this
compound retains its initial hexagonal symmetry. The
structural parameters of YMnO3 calculated based on
the diffraction data for some temperatures and pres-
sures are given in the table. The values of the parame-
ters obtained at normal conditions are in good agree-
ment with the values obtained in the previous investiga-
tions [6, 7]. At normal pressure and temperatures below
TN = 70 K, the occurrence of (100) and (101) magnetic
reflections was observed at dhkl = 5.31 and 4.82 Å,
respectively, and the occurrence of a magnetic contri-
bution to the (102) nuclear reflection was observed at
dhkl = 3.88 Å, which pointed to the occurrence of a tri-
angular AFM state in which the magnetic moments of
Mn are located in the (ab) plane and oriented at angles
of 120° with respect to each other. The initial analysis
of the magnetic structure was carried out using the
models of the Γ1 and Γ3 irreducible representations. A
better agreement with the experimental data was
obtained for the Γ1 model (Fig. 2) as well as in earlier
work [6]. The value of the magnetic moment of manga-
nese 3.27(5) µB obtained at T = 10 K is in good agree-
ment with the previous studies of YMnO3 at normal
pressure [6–8] and is significantly lower than the
expected value of 4.0 µB for the Mn3+ ion. At tempera-
tures somewhat higher than TN, appreciable diffuse
scattering was observed in the range of interplanar dis-
tances 4 < dhkl < 6 Å (Fig. 1). Its occurrence in the vicin-
JETP LETTERS      Vol. 82      No. 4      2005
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ity of TN as well as the small value of the ordered mag-
netic moment of Mn is the consequence of the geomet-
rical magnetic frustration characteristic of the
triangular AFM configurations. According to [8], the
magnetic state of YMnO3 in the vicinity of TN can be
considered as a spin liquid with strong magnetic frus-
trations and the residual regions of the spin-liquid state
at temperatures below TN coexist with the ordered AFM
state. At the pressure P = 2.5 GPa and temperatures T <
TN, a decrease and a relative change are observed in the
intensities of the magnetic peaks (Fig. 1). The ratio of
the peak intensities I(100)/I(101) at T = 10 K decreases
substantially from 3.4 at P = 0 to 1.5 at P = 2.5 GPa. An
analysis of the diffraction data showed that this effect is
due to the spin reorientation of the magnetic moments
of Mn in the (ab) plane. The angle ϕ between the direc-
tion of the magnetic moment of Mn and the crystallo-
graphic axis a changes from 90° (at P = 0) to 60° (P =
2.5 GPa), while the AFM symmetry changes and can be
described by a combination of the irreducible represen-
tations Γ1 + Γ2 (Fig. 2). The latter allows arbitrary val-
ues of the angle ϕ between 90° (corresponding to the Γ1
representation) and 0° (corresponding to the Γ2 repre-
sentation). As the pressure increases further to 5 GPa,
the angle ϕ decreases from 60° to 41°. In the pressure
range 0–5 GPa, the ordered magnetic moment of Mn
decreases from 3.27(3) to 1.52(9) µB. Simultaneously
with this, an increase in diffuse scattering is observed in
the range of interplanar distances 4 < dhkl < 6 Å (Fig. 1).
Both effects can point to an increase in the volume frac-
tion of the spin-liquid state under high pressure and to
the suppression of the ordered AFM phase. In the hex-
agonal YMnO3 structure, the Mn and O ions form
MnO5 bipyramids containing four nonequivalent Mn–
O bonds: Mn–O1 and Mn–O2 are oriented along the
crystallographic axis c, and Mn–O3 and two Mn–O4
bonds are arranged in the (ab) plane [19]. With increas-
ing pressure, the lengths of various Mn–O bonds
(Fig. 3), as well as the unit cell parameters (table) and
volume, decrease almost linearly. The obtained linear
compressibilities of the Mn–O bond lengths ki =
−(1/ )( /dP)T (i = 1, 2, 3, 4) at T = 295 K
are  k1 = 0.0097, k2 = 0.0055, k3 = 0.0011, and k4 =
0.0055 GPa–1. In the treatment of the high-pressure
data by the Rietveld method, it was difficult to deter-
mine the coordinates of the O1 atom to a sufficient
accuracy because of the restricted range of dhkl and the
comparatively large number of independent parame-
ters. Therefore, the baric dependence of the Mn–O1
bond length and the value of k1 were calculated with the
fixed O1 coordinates obtained at P = 0 (table), and these
data should be considered estimated. The calculated
values of the linear compressibility of the unit cell
parameters ki = –(1/ai0(dai/dP)T (ai = a, c) at T = 295 K
are ka = 0.0027 and kc = 0.0019 GPa–1. These values are
close to the analogous values for manganites of the
orthorhombic (La1 – xCaxMnO3 and Pr1 – xNaxMnO3

lMn–Oi0
dlMn–Oi
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[20]), tetragonal (Pr1 – xSrxMnO3 [21]), and rhombohe-
dral (La1 – xSrxMnO3 [22]) symmetry. As the pressure
increases to 2.5 GPa, the Mn–O3–Mn bond angle
increases slightly and the Mn–O4–Mn bond angle
remains virtually unchanged. As the pressure increases
further, the tendency for a decrease in these angles is
observed (Fig. 4). In the hexagonal YMnO3 structure,
the O3 and O4 oxygen atoms are arranged near the cen-
ters of the triangles formed by Mn ions in the (ab)
planes [19] and the intraplane 120° superexchange
Mn–O3–Mn and Mn–O4–Mn interactions are domi-
nant. Because of the difference in the Mn–O3 and Mn–

Structural parameters of YMnO3 at various pressures and
T = 295 K. The Y1 and O3 atoms are located in positions 2(a)
(0, 0, z); Mn, O1, and O2 atoms are in positions 6(c) (x, 0, z);
and Y2 and O4 atoms are in positions 4(b) (1/3, 2/3, z) of the
space group P63 cm; for Mn atoms, coordinate z = 0. The
magnetic moment M of Mn ions and the angle ϕ characteriz-
ing it orientation with respect to the a axis at T = 10 K are also
presented

P (GPa) 0 2.5 5.0

a (Å) 6.151(3) 6.102(5) 6.067(5)

c (Å) 11.410(5) 11.358(8) 11.305(8)

Y1: z 0.270(2) 0.266(4) 0.269(4)

Y2: z 0.228(2) 0.225(4) 0.223(4)

Mn: x 0.326(5) 0.322(6) 0.325(7)

O1: x 0.308(3) 0.308 0.308

z 0.161(4) 0.157(5) 0.164(6)

O2: x 0.642(3) 0.639(5) 0.630(6)

z 0.336(2) 0.335(4) 0.349(7)

O3: z 0.473(5) 0.506(8) 0.474(8)

O4: z 0.012(3) 0.011(5) 0.014(5)

M (µB) 3.27(2) 1.93(7) 1.52(9)

ϕ 90.0(5)0 60(3)0 41(2)0

Fig. 2. Triangular antiferromagnetic structures correspond-
ing to the symmetry of (left) the irreducible representation
Γ1 and (right) the combination of the irreducible represen-
tations Γ1 and Γ2. The orientations of the magnetic
moments of Mn in the planes z = 0 and z = 1/2 are shown in
white and black colors, respectively.
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O4 bond lengths and Mn–O3–Mn and Mn–O4–Mn
bond angles, the strength of these interactions is differ-
ent, which leads to a partial suppression of the effects
of geometrical magnetic frustration. Under high pres-
sure, the degree of nonequivalence of these interactions
decreases. The relative difference between the Mn–O3
and Mn–O4 bond lengths decreases from 5% at P = 0
to 3% at P = 5 GPa, and the Mn–O3–Mn and Mn–O4–
Mn bond angles at the pressure P = 5 GPa have almost
equal values of 119.3°, while these angles at P = 0 equal
117.7° and 119.7°, respectively. Symmetrization of the
triangular lattice of Mn ions at high pressures enhances
the effects of geometrical magnetic frustration, as a
result of which the ordered magnetic moment of man-
ganese decreases and the diffuse scattering is enhanced
in the vicinity of TN. The spin reorientation observed in
the AFM phase of YMnO3 under high pressure can be

Fig. 4. Baric dependences of Mn–O3–Mn and Mn–O4–Mn
bond angles.

Fig. 3. Baric dependences of Mn–O bond lengths in the hex-
agonal structure of YMnO3 and their linear interpolation.
induced by the change in the magnetocrystalline energy
due to the change in the structural parameters

(1)

where ϕ and θ are spherical coordinates that describe
the orientation of the magnetic moments of manganese,
and K1–K5 are the anisotropy constants [23, 24]. The
minimization of Eq. (1) for θ = 90° with respect to ϕ
[24] yields the following possible easy magnetization
directions in the (ab) plane:

(2)

The case of K5 > 0 corresponds to the orientation of the
magnetic moments in YMnO3 at P = 0, while the case
of K5 < 0 describes the orientation of the magnetic
moments at high pressure. A similar spin-reorientation
transition leading to a change in the symmetry of the
magnetic structure from the irreducible representation
Γ2 to the combination Γ1 + Γ2 was observed in ScMnO3
at normal pressure and low temperatures [6]. The Mn–
O3 and Mn–O4 bond lengths in this compound are
almost equal, and the triangular configuration of the Mn
ions is more symmetric, as in YMnO3 at high pressures.

The results of this work demonstrate that spin reori-
entation of the magnetic moments of Mn and a change
in the symmetry of the ordered antiferromagnetic state
occur in YMnO3 at high pressure. The possible reason
for this effect is a change in the sign of the anisotropy
constant K5 and the magnetocrystalline energy due to
the modification of structural parameters. The decrease
in the distortions of the triangular lattice of Mn ions
under high pressure leads to a decrease in the difference
in the strength of the competing magnetic intraplane
interactions, which leads to enhancement of the effects
of geometrical magnetic frustration and is manifested
in a decrease in the ordered magnetic moment of man-
ganese and in enhancement of the diffuse scattering in
the vicinity of TN. These effects point to the suppression
of the ordered antiferromagnetic state and to an
increase in the volume fraction of the spin-liquid phase
under high pressure.
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Destruction of the Fermi Surface Due to Pseudogap Fluctuations 
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We generalize the dynamical-mean field theory (DMFT) by including into the DMFT equations dependence on
the correlation length of the pseudogap fluctuations via the additional (momentum dependent) self-energy Σk.
This self-energy describes nonlocal dynamical correlations induced by short-ranged collective SDW-like anti-
ferromagnetic spin (or CDW-like charge) fluctuations. At high enough temperatures, these fluctuations can be
viewed as a quenched Gaussian random field with finite correlation length. This generalized DMFT + Σk
approach is used for the numerical solution of the weakly doped one-band Hubbard model with repulsive Cou-
lomb interaction on a square lattice with nearest and next nearest neighbor hopping. The effective single impu-
rity problem is solved by using a numerical renormalization group (NRG). Both types of strongly correlated
metals, namely, (i) doped Mott insulator and (ii) the case of the bandwidth W & U (U—value of local Coulomb
interaction) are considered. By calculating profiles of the spectral densities for different parameters of the
model, we demonstrate the qualitative picture of Fermi surface destruction and formation of Fermi arcs due to
pseudogap fluctuations in qualitative agreement with the ARPES experiments. Blurring of the Fermi surface is
enhanced with the growth of the Coulomb interaction. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.10.Fd, 71.10.Hf, 71.27.+a, 71.30.+h, 74.72.–h
The pseudogap formation in the electronic spectrum
of underdoped copper oxides [1, 2] is an especially
striking anomaly of the normal state of high tempera-
ture superconductors. Despite continuing discussions
on the nature of the pseudogap, we believe that the pref-
erable scenario for its formation is most likely based on
the model of strong scattering of the charge carriers by
short-ranged antiferromagnetic (AFM, SDW) spin fluc-
tuations [2, 3]. In momentum representation, this scat-
tering transfers momenta of the order of Q = (π/a, π/a)
(a—lattice constant of a two dimensional lattice). This
leads to the formation of structures in the one-particle
spectrum that are precursors of the changes in the spec-
tra due to long-range AFM order (period doubling). As
a result, we obtain non-Fermi liquidlike behavior
(dielectrization) of the spectral density in the vicinity of
the so-called hot spots on the Fermi surface appearing
at intersections of the Fermi surface with the antiferro-
magnetic Brillouin zone boundary [2].

Within this spin-fluctuation scenario, a simplified
model of the pseudogap state was studied [2, 4, 5]
under the assumption that the scattering by dynamic
spin fluctuations can be reduced for high enough tem-
peratures to a static Gaussian random field (quenched
disorder) of pseudogap fluctuations. These fluctuations
are characterized by a scattering vector from the vicin-
ity of Q with a width determined by the inverse corre-
lation length of short-range order κ = ξ–1 and by the

¶ The text was submitted by the authors in English.
0021-3640/05/8204- $26.00 ©0198
appropriate energy scale ∆ (typically of the order of the
crossover temperature T* to the pseudogap state [2]).

Undoped cuprates are antiferromagnetic Mott insu-
lators with U @ W (U—value of the local Coulomb
interaction, W—bandwidth of the noninteracting band),
so that correlation effects are actually very important. It
is thus clear that the electronic properties of under-
doped (and, probably, also of optimally doped)
cuprates are governed by strong electronic correlations
too, so that these systems are typical strongly correlated
metals. Two types of correlated metals can be distin-
guished: (i) the doped Mott insulator and (ii) the band-
width controlled correlated metal W ≈ U.

A state of the art tool to describe such correlated
systems is the dynamical mean-field theory (DMFT)
[6–10]. The characteristic features of correlated sys-
tems within the DMFT are the formation of incoherent
structures (the so-called Hubbard bands) split by the
Coulomb interaction U, and a quasiparticle (conduc-
tion) band near the Fermi level dynamically generated
by the local correlations [6–10].

Unfortunately, the DMFT is not useful for the study
of the antiferromagnetic scenario of pseudogap forma-
tion in strongly correlated metals. This is due to the
basic approximation of the DMFT, which amounts to
the complete neglect of nonlocal dynamical correlation
effects [6–10]. As a result, within the standard DMFT
approach, the Fermi surface of a quasiparticle band is
not renormalized by interactions and just coincides
 2005 Pleiades Publishing, Inc.
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with that of the bare quasiparticles [7]. Recently, we
have formulated a semiphenomenological DMFT + Σk
approach [11] allowing the introduction of a length
scale (nonlocal correlations) into DMFT. Below, we
present the basic points of this approach with applica-
tion to the Fermi surface renormalization due to
pseudogap fluctuations. 

To include nonlocal effects while remaining within
the usual impurity analogy of DMFT, we propose the
following procedure. To be definite, let us consider a
standard one-band Hubbard model. The major assump-
tion of our approach is that the lattice and Matsubara
time Fourier transform of the single-particle Green’s
function can be written as

, (1)

where Σ(ω) is the local contribution to self-energy sur-
viving in the DMFT (ω = πT(2n + 1)), while Σk(ω) is
some momentum dependent part. We suppose that this
last contribution is due to either electron interactions
with some additional collective modes, order parameter
fluctuations, or may be due to similar nonlocal contri-
butions within the Hubbard model itself. To avoid pos-
sible confusion, we must stress that Σk(iω) can also
contain a local (momentum independent) contribution
that obviously vanishes in the limit of infinite dimen-
sionality d  ∞ and is not taken into account within
the standard DMFT. Due to this fact, there is no double
counting problem within our approach for the Hubbard
model. It is important to stress that the assumed addi-
tive form of self-energy Σ(ω) + Σk(ω) implicitly corre-
sponds to the neglect of possible interference from
these local (DMFT) and nonlocal contributions.

The self-consistency equations of our generalized
DMFT + Σk approach are formulated as follows [11]:

(1) Start with some initial guess of the local self-
energy Σ(ω); e.g., Σ(ω) = 0.

(2) Construct Σk(ω) within some (approximate)
scheme taking into account the interactions with collec-
tive modes or order parameter fluctuations that in gen-
eral can depend on Σ(ω) and µ.

(3) Calculate the local Green’s function

(2)

(4) Define the Weiss field

(3)

(5) Using some impurity solver to calculate the sin-
gle-particle Green’s function for the effective Anderson
impurity problem defined by Grassmann integral

(4)

Gk ω( ) 1
iω µ ε k( )– Σ ω( ) Σk ω( )––+
------------------------------------------------------------------------=

Gii ω( ) 1
N
---- 1

iω µ ε k( ) Σ ω( )– Σk ω( )––+
------------------------------------------------------------------------.

k

∑=

&0
1– ω( ) Σ ω( ) Gii

1– ω( ).+=

Gd τ τ '–( ) = 
1

Zeff
-------- Dciσ

+ Dciσciσ τ( )ciσ
+ τ'( ) Seff–( ),exp∫
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with effective action for a fixed (impurity) i

(5)

Zeff = Dciσexp(–Seff), and β = T–1. This step pro-

duces a new set of values (ω).

(6) Define a new local self-energy

(6)

(7) Using this self-energy as the initial one in step 1,
continue the procedure until (and if) convergency is
reached to obtain

(7)

Eventually, we get the desired Green’s function in
the form of (1), where Σ(ω) and Σk(ω) are those appear-
ing at the end of our iteration procedure.

For the momentum dependent part of the single-par-
ticle self-energy, we concentrate on the effects of scat-
tering of electrons from collective short-range SDW-
like antiferromagnetic spin (or CDW-like charge) fluc-
tuations. To calculate Σk(ω) for an electron moving in
the quenched random field of (static) Gaussian spin (or
charge) fluctuations with dominant scattering momen-
tum transfers from the vicinity of some characteristic
vector Q (the hot spots model [2]), we use the following
recursion procedure proposed in [12, 4, 5], which takes
into account all the Feynman diagrams describing the
scattering of electrons by this random field:

(8)

with

(9)

The quantity ∆ characterizes the energy scale, and κ =
ξ–1 is the inverse correlation length of short range SDW

(CDW) fluctuations; εn(k) = ε(k + Q) and vn = | | +

| | for odd n, while εn(k) = ε(k) and v n = | | +

| | for even n. The velocity projections  and 
are determined by the usual momentum derivatives of
the bare electronic energy dispersion ε(k). Finally, s(n)
represents a combinatorial factor with

(10)

Seff τ1 τ2ciσ τ1( )&0
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for the case of commensurate charge (CDW type) fluc-
tuations with Q = (π/a, π/a) [12]. For incommensurate
CDW fluctuations [12], one finds

(11)

If we take into account the (Heisenberg) spin structure
of the interaction with spin fluctuations in nearly anti-
ferromagnetic Fermi liquid (the spin-fermion (SF)
model [4]), the combinatorics of the diagrams becomes
more complicated and the factor s(n) acquires the fol-
lowing form [4]:

(12)

Obviously, with this procedure, we introduce an impor-
tant length scale ξ not present in standard DMFT. Phys-
ically, this scale mimics the effect of the short-range
(SDW or CDW) correlations within the fermionic bath
surrounding the effective Anderson impurity. Both the
parameters ∆ and ξ can, in principle, be calculated from
the microscopic model at hand [11].

In the following, we will consider both ∆ and espe-
cially ξ as some phenomenological parameters to be
determined from experiments. This makes our
approach somehow similar in spirit to the Landau
approach to Fermi liquids.

In the following, we discuss a standard one-band
Hubbard model on a square lattice. With the nearest (t)
and next nearest (t') neighbor hopping integrals, the
bare dispersion then reads

(13)

where a is the lattice constant. The correlations are
introduced by a repulsive, local two-particle interaction
U. We choose as the energy scale the nearest neighbor
hopping integral t and as the length scale the lattice
constant a. All the energies below are given in units of t.

For a square lattice, the bare bandwidth is W = 8t. To
study a strongly correlated metallic state obtained as a
doped Mott insulator, we use U = 40t as the value for
the Coulomb interaction and a filling n = 0.8 (hole dop-
ing). The correlated metal in the case of W * U is con-
sidered for the case of U = 4t and the filling factor n =
0.8 (hole doping). For ∆, we choose rather typical val-
ues between ∆ = 0.1t and ∆ = 2t (actually, the approxi-
mate limiting values obtained in [11]), and, for the cor-
relation length, we took ξ = 10a (being motivated
mainly by the experimental data for cuprates [2, 4]).

The DMFT maps the lattice problem onto an effec-
tive, self-consistent impurity defined by Eqs. (4), (5). In
our work, we employed as an impurity solver the reli-

s n( )

n 1+
2

------------ for odd n

n
2
---       for even n.






=

s n( )

n 2+
3

------------ for odd n

n
3
---       for even n.






=

ε k( ) = 2t kxacos kyacos+( ) 4t' kxa kya,coscos––
able method of a numerical renormalization group
(NRG) [13, 14].

As already discussed in the Introduction, the charac-
teristic feature of the strongly correlated metallic state
is the coexistence of lower and upper Hubbard bands
split by the value of U with a quasiparticle peak at the
Fermi level.

Once we get a self-consistent solution of the
DMFT + Σk equations with nonlocal fluctuations, we
can compute the spectral functions A(ω, k) for real ω:

(14)

where the self-energy Σ(ω) and chemical potential µ
are calculated self-consistently. The densities of states
can be calculated by integrating (14) over the Brillouin
zone.

Extensive calculations of the densities of states,
spectral densities, and ARPES spectra for this model
were performed in [11]. In the general case, a
pseudogap appears in the density of states within the
quasiparticle peak (correlated conduction band). The
qualitative behavior of the pseudogap anomalies is sim-
ilar to those for the case of U = 0 [2, 5]; e.g., a decrease
of ξ makes the pseudogap less pronounced, while
reducing ∆ narrows the pseudogap and also makes it
more shallow. For the doped Mott insulator, we find
that the pseudogap is remarkably more pronounced for
the SDW-like fluctuations than for the CDW-like fluc-
tuations. Thus, below, we present mainly the results
obtained using combinatorics (12) of the spin-fermion
model.

As was noted above, within the standard DMFT
approach, the Fermi surface is not renormalized by
interactions and just coincides with that of the bare qua-
siparticles [7]. However, in the case of the nontrivial
momentum dependence of the electron self-energy,
important renormalization of the Fermi surface appears
due to pseudogap formation [4]. There are a number of
ways to define a Fermi surface in a strongly correlated
system with pseudogap fluctuations. In the following,
we use intensity plots (within the Brillouin zone) of the
spectral density (14) taken at ω = 0. These are readily
measured by ARPES, and the appropriate peak posi-
tions define the Fermi surface in the usual Fermi liquid
with ease.

In Figs. 1a–1c, we show such plots for the case of
uncorrelated metal (U = 0) with pseudogap fluctuations
obtained directly from the Green’s function defined by
the recursion procedure (8), (9). For comparison, in
Fig. 1d, we show renormalized Fermi surfaces obtained
for this model using a rather natural definition of the
Fermi surface as defined by the solution of the equation

(15)

for ω = 0, which was used, e.g., in [4]. It is seen that this
last definition produces Fermi surfaces close to those
defined by the intensity plots of the spectral density

A ω k,( ) 1
π
---Im

1
ω µ ε k( )– Σ ω( ) Σk ω( )––+
----------------------------------------------------------------------,–=

ω ε k( )– µ ReΣ ω( ) ReΣk ω( )––+ 0=
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Fig. 1. Fermi surfaces obtained for the uncorrelated case of U = 0 and the filling factor n = 0.8. Shown are intensity plots of the
spectral density (14) for ω = 0. ∆ = (a) 0.1t; (b) 0.3t; (c) t; (d) Fermi surfaces obtained solving Eq. (15). The dashed line denotes a
bare Fermi surface.
only for small values of ∆, while, for larger values, we
can see a rather unexpected topological transition. At
the same time, the spectral density intensity plots
clearly demonstrate destruction of the Fermi surface in
the vicinity of the hot spots with Fermi arcs forming
with the growth of ∆ similar to those seen in the pio-
neering ARPES experiments of Norman et al. [15] and
confirmed later in numerous works.

In Fig. 2, we show our results for the case of corre-
lated metal with U = 4t, and, in Fig. 3, for the doped
Mott insulator with U = 40t. Again, we see the qualita-
tive behavior clearly demonstrating the destruction of
the well defined Fermi surface in the strongly corre-
lated metal with the growth of the pseudogap amplitude
∆. The role of finite U reduces to a lower intensity of
spectral density in comparison with the case of U = 0
and leads to additional blurring, thus, making the hot
spots less visible. Again, the destruction of the Fermi
surface starts in the vicinity of the hot spots for small
values of ∆, but, almost immediately, it disappears in
the whole antinodal region of the Brillouin zone, while
only Fermi arcs remain in the nodal region very close to
the bare Fermi surface. These results give a natural
explanation for the observed behavior and also for the
fact that the existence of regions of hot spots was
observed only in some rare cases [16].

For the case of the doped Mott insulator (U = 40t)
shown in Fig. 3, we see that the Fermi surface is rather
JETP LETTERS      Vol. 82      No. 4      2005
poorly defined for all the values of ∆, as the spectral
density profiles are much more blurred than in the case
of smaller values of U, thus, reflecting the important
role of correlations.

It is interesting to note that, from Figs. 2 and 3, it is
clearly seen that the natural definition of the Fermi sur-
face from Eq. (15) is quite inadequate for correlated
systems with finite U and nonlocal interactions
(pseudogap fluctuations), thus, signifying the increased
role of strong correlations.

To summarize, we propose a generalized DMFT +
Σk approach that is meant to take into account the
important effects due to nonlocal correlations in a sys-
tematic but, to some extent, phenomenological fashion.
The main idea of this extension is to stay within the
usual effective Anderson impurity analogy and intro-
duce length scale dependence due to nonlocal correla-
tion via the effective medium (bath) appearing in the
standard DMFT. This becomes possible by incorporat-
ing scattering processes of fermions in the bath from
nonlocal collective SDW-like antiferromagnetic spin
(or CDW-like charge) fluctuations. Such a generaliza-
tion of the DMFT allows one to overcome the well-
known shortcoming of the k independence of the self-
energy of the standard DMFT. It, in turn, opens the pos-
sibility to access the physics of low-dimensional
strongly correlated systems where different types of
spatial fluctuations (e.g., of some order parameter)
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Fig. 2. Destruction of the Fermi surface as obtained from the DMFT + Σk calculations for U = 4t and n = 0.8. The notations are the
same as used in Fig. 1. ∆ = (a) 0.2t; (b) 0.4t; (c) t; (d) 2t. Black lines show the solution of Eq. (15).
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Fig. 3. Fermi surfaces obtained from the DMFT + Σk calculations for U = 40t and n = 0.8. The other parameters and notations are
the same as in Fig. 2.
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become important in a nonperturbative way (at least
with respect to the important local dynamical correla-
tions). However, we must stress that our procedure in
no way introduces any kind of systematic 1/d expan-
sion, being only a qualitative method to include a length
scale into DMFT.

In our present study, we addressed the problem of
the Fermi surface renormalization (destruction) by
pseudogap fluctuations in the strongly correlated metal-
lic state. Our generalization of DMFT leads to nontriv-
ial and, in our opinion, physically sensible k depen-
dence of spectral functions, thus, leading to Fermi sur-
face renormalization quite similar to that observed in
ARPES experiments.

Similar results were obtained in recent years using
the cluster mean-field theories [17]. The major advan-
tage of our approach over these cluster mean-field the-
ories is that we stay in an effective single-impurity rep-
resentation. This means that our approach is computa-
tionally much less costly and therefore easily
generalizable for the description of additional interac-
tions.
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The vortex phase in a singlet superconductor in the absence of impurities is shown to be absolutely unstable
with respect to the appearance of a triplet component that breaks both the inversion and time-reversal symme-
tries of Cooper pairs. The symmetry breaking paramagnetic effects are demonstrated to be of the order of unity
if the orbital upper critical field, Hc2(0), is of the order of the Clogston paramagnetic limiting field, Hp. We sug-
gest a generic phase diagram of such a type-IV superconductor that is a singlet one at H = 0 and characterized
by a mixed singlet–triplet order parameter with broken time-reversal symmetry in the vortex phase. The possi-
bility to observe type-IV superconductivity in clean organic, high-Tc, MgB2, and other superconductors is dis-
cussed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 74.20.Rp, 74.25.Op, 74.70.–b
It is well known that the Meissner effect, which is
the main feature of superconductivity phenomenon, is
used to classify superconducting materials. In type-I
superconductors, where the Meissner effect is com-
plete, the superconductivity is destroyed at H > Hc

(where Hc is the thermodynamic critical field),
whereas, in type-II superconductors, the superconduc-
tivity phenomenon survives at higher magnetic fields,
Hc1 < H < Hc2 (where Hc1 < Hc < Hc2), in the form of
Abrikosov vortices [1, 2]. Type-II superconductors can
be subdivided into two main classes: superconducting
alloys (or dirty superconductors) [1, 2] and relatively
clean superconductors, where the type-II superconduc-
tivity is due to the anisotropy of their electron spectra
and the relatively high effective masses of quasiparti-
cles [3]. Due to the success in the synthesis of novel
materials, a number of new classes of relatively clean
type-II superconductors were discovered during the last
30 years, including organic [4, 5], heavy-fermion [6],
high-Tc [7], Sr2RuO4 [8], MgB2 [9], and other supercon-
ductors. Currently, the above mentioned relatively
clean type-II superconductors are the most interesting
and important materials both from the fundamental
point of view and from point of view of their possible
applications.

Usually, the orbital superconducting order parame-
ter, ∆(r1, r2), corresponding to the pairing of two elec-
trons in a Cooper pair can be expressed in the form

∆(r1, r2) = ∆(R) (r). [Here, the external order param-
eter ∆(R) is related to the motion of the center of mass

¶ The text was submitted by the author in English.

∆̂
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of the Cooper pair, R = (r1 + r2)/2, whereas the internal

order parameter (r) describes the relative motion of
the electrons in the Cooper pair, r = r1 – r2.] From this
point of view, type-II superconductors in their vortex
phases are characterized by broken symmetries of the
external order parameter, (r), which is responsible
for Meissner currents [1, 2].

Other important issues are the symmetries of the

internal orbital order parameter, (r) (or its Fourier

component (k)), and the related spin part of the

superconducting order parameter (σ1, σ2). In accor-
dance with Fermi statistics, the internal order parameter

(k) is an even function of variable k in the case of sin-
glet superconductivity (where the total spin of the Coo-

per pair |S| = 0), whereas (k) is an odd function of k
in the case of triplet superconductivity (where |S| = 1)
[10, 11]. Depending on the symmetry properties of

(k), superconductors are subdivided into conven-
tional ones [1, 2] (where the superconductivity can be
described in terms of BCS s-wave singlet pairing) and
unconventional ones [10, 11] (where the symmetry of

(k) is lower than the underlying symmetry of the
crystalline lattice).

It is commonly believed [1, 2, 10, 11] that the mag-
netic field does not change the internal superconducting

order parameters (i.e., the wave functions (k) and

(σ1, σ2)) and, thus, Cooper pairs can be considered as
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unchanged elementary particles in the Abrikosov vor-
tex phase. Moreover, although related to the external
degrees of freedom, Meissner currents break the time-
reversal symmetry of ∆(R); the internal orbital and spin

order parameters, (k) and (σ1, σ2), are believed to
preserve t  –t symmetry. The main goal of our letter
is to show that type-IV superconductors [12] have to
exist that exhibit qualitatively different magnetic prop-
erties and are characterized by Cooper pairing with bro-
ken time reversal, t  –t, and inversion, k  –k,
symmetries of internal order parameters in the vortex
phase. (Note that we define type-IV superconductivity
as singlet superconductivity at H = 0 and in the Meiss-
ner phase that exhibits broken symmetries of Cooper
pairs' internal wave functions in the vortex phase.)

More precisely, below, we suggest and prove the fol-
lowing theorem: each singlet type-II superconductor in
the absence of impurities is actually a type-IV super-
conductor with broken t  –t and k  –k symme-
tries of internal order parameters in the vortex phase
provided that the effective constant responsible for trip-
let (p-wave) superconducting pairing is not zero, gt ≠ 0.
We show that the above mentioned theorem is due to
careful account for paramagnetic spin splitting effects
in the vortex phase, which have been dealt with so far
only in the case gt = 0 [1, 2, 10, 11, 13]. In particular,
we demonstrate that the superconducting internal order

parameter is a mixture of a singlet component (k)

with a triplet component i (k), which breaks both the
inversion k  –k and time-reversal t  –t symme-
tries due to an imaginary coefficient i. We point out that
the above mentioned effects of singlet–triplet mixing
are expected to be of the order of unity in a number of
modern relatively clean type-II superconductors, where
Hc2(0) ~ Hp (see the Discussion at the end of this letter).
Here, Hc2(0) is the orbital upper critical field at T = 0 [1,
2, 10, 11] and Hp is the Clogston paramagnetic limiting
field [13, 1].

Although, in this letter, we consider the vortex phase
with broken symmetries only in the Ginzburg–Landau
(GL) region of an s-wave layered superconductor in a
parallel magnetic field, we stress that the suggested the-
orem is very general and based only on symmetry argu-
ments. As we argue below, the above mentioned theo-
rem is a consequence of broken spin symmetry (due to
paramagnetic spin splitting effects) [13] and the broken
translational symmetry of the external orbital order
parameter ∆(R) in the vortex phase. As a result, the
theorem suggested in the letter has to be valid for any
s- and d-wave singlet superconductor [14] for both
attractive and repulsive electron–electron interactions
in a triplet (p-wave) channel.

In other words, our main message is that Cooper
pairs cannot be considered as unchanged elementary
particles in a magnetic field in modern type-II super-
conductors, where Hc2(0) ~ Hp. As shown below, mag-

∆̂ ∆̂

∆s
ˆ

∆t
ˆ
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netic fields of the order of H ~ Hp qualitatively change
the nature of Cooper pairs in the vortex phase. We sug-
gest that, in relatively clean conventional type-II super-
conductors, there has to exist the forth critical magnetic
field, Hc4(T), corresponding to phase transition (or
crossover) between the Abrikosov vortex phase and
exotic vortex phase, where the inversion and time-
reversal symmetries of Cooper pairs are broken and,
thus, topologic properties of vortices are unusual (see
Fig. 1).

First, let us qualitatively explain why paramagnetic
effects lead to the appearance of a triplet component in
the vortex phase of a conventional singlet superconduc-
tor. It is well known [10, 11] that the spin component of
a singlet order parameter is an antisymmetric function

of spin variables, (+, –) = – (–, +). In the presence
of Abrikosov vortices, the external order parameter
∆(R) varies with the coordinate R, which corresponds
to the superconducting pairing of electrons with non-
zero total momenta of Cooper pairs of the order of |p| .
"/ξ, where ξ is the coherence length [1, 2, 10, 11]. Let
us consider superconducting pairing of two electrons
with the total momentum |p0| ≠ 0 in the presence of spin
splitting paramagnetic effects (see Fig. 2). As is seen
from Fig. 2, the absolute value of the spin component
∆(+, –) is not equal to the absolute value of the spin
component ∆(–, +) if |p0| ≠ 0. This means that ∆(+, –) ≠
–∆(–, +) and, in addition to the singlet order parameter,
a triplet component corresponding to superconducting
pairing with |S| = 1 and Sy = 0 appears, where Sy is a
component of the total spin of the Cooper pair along the
magnetic field direction.

Below, we quantitatively describe superconducting
pairing with an internal order parameter exhibiting bro-
ken inversion and time-reversal symmetries in a singlet

∆s
ˆ ∆s

ˆ

Fig. 1. A phase diagram of a type-IV superconductor, which
is a singlet one at H = 0 and in the Meissner phase, 0 < H <
Hc1(T), and characterized by broken inversion and time-
reversal symmetries at low temperatures and high magnetic
fields, Hc4(T) < H < Hc2(T). In the intermediate region of
magnetic fields Hc1(T) < H < Hc4(T), broken symmetries
may be absent or marginal.



206 LEBED
s-wave superconductor with a layered electron spec-
trum,

(1)

in a magnetic field:

(2)

In the case where the electron–electron interactions do
not depend on the electron spins, the total Hamiltonian
of the electron system can be written as follows:

(3)

where σ = ±1, eσ(p) = e0(p) – σµBH, and (p) and
cσ(p) are electron creation and annihilation operators.
As usual [10, 11], electron–electron interactions are
subdivided into singlet and triplet channels:

(4)

e0 p( ) px
2 py

2+( )/2m 2tz pzd( ),cos+=

eF mv F
2 /2,=

H 0 H 0, ,( ), A 0 0, Hx–,( ).= =

Ĥ Ĥ0 Ĥ int, Ĥ0+ eσ p( )cσ
+ p( )cσ p( ),

p σ,
∑= =

Ĥ int
1
2
--- U p p1,( )cσ

+ p q
2
---+ 
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∑
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2
---+ 
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2
---+ 

  cσ p1
q
2
---+ 

  ,

cσ
+

U p p1,( ) Us p p1,( ) Ut p p1,( ),+=

Us p p1,( ) Us p– p1,( ) Us p p1–,( ),= =

Ut p p1,( ) Ut p– p1,( )– Ut p p1–,( ).–= =

Fig. 2. In a magnetic field, electron spectra with spin up and
spin down are split, e+(p) = e0(p) – µBH and e–(p) = e0(p) +
µBH, respectively. Two Cooper pairs with spin parts of
internal wave functions, ∆(+, –) and ∆(–, +), and total
momenta p0 ≠ 0 are characterized by different probabilities

to exist since the energy difference |  – | = p0vF +

2µBH is not equal to the energy difference |  – | =

−p0vF + 2µBH if p0 ≠ 0. (For simplicity, a linearized one-
dimensional electron spectrum, e(p) = vF|p|, is considered.)
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1
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2
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2

2µBH
Below, we define normal and anomalous (Gorkov)
Green functions in the standard way [15, 16]:

(5)

where 〈…〉  stands for the Gibbs averaging procedure
with Hamiltonian (3).

If we define the singlet and triplet superconducting
order parameters [10, 11],

(6)

then, using the Green-function technique [10, 11, 15,
16], we obtain the following equations:

(7)
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which extend the Gorkov equations [15, 16] to the case
of the coexistence of singlet and triplet order parame-
ters (6). (Note that Eqs. (7), which were suggested in
the letter, are rather general and describe the coexist-
ence of triplet and singlet order parameters for spin
independent electron–electron interactions at arbitrary
temperatures.)

The goal of our letter is to solve Eqs. (7) in the case
when layered superconductor (1) is placed in a parallel
magnetic field (2). Below, we consider a phase transi-
tion line between the metallic and singlet–triplet mixed
superconducting phases in the GL region (i.e., at (Tc –
T)/Tc ! 1), where Tc is the transition temperature from
the metallic state to the s-wave singlet phase at H = 0.
For this purpose, we linearize [17, 10, 11] Eqs. (7) with
respect to the superconducting order parameters ∆s(p,
q) and ∆t(p, q). As a result, we obtain the following sys-
tem of linear equations:

(8)

where (iωn, p) = 1/[iωn – eσ(p)] is the Green func-
tion of a free electron in the presence of paramagnetic
spin splitting effects. One of the main results of our let-
ter is that the terms with S–(iωn, p1, q), mixing singlet
and triplet superconducting pairings, are not equal to
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2
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zero (see Fig. 2). Therefore, in the Abrikosov vortex
phase, the singlet component of the superconducting
order parameter always coexists with the triplet one,
which breaks the inversion symmetry of the Cooper
pairs.

As an example, let us consider the coexistence of
singlet s-wave and triplet p-wave order parameters
where

(9)

with φ and φ1 being polar angles corresponding to the
momenta p and p1, respectively. [Note that the inequal-
ities gs > 0 and gs > gt correspond to stabilization of sin-
glet s-wave superconductivity at H = 0.] After substitut-
ing Eqs. (9) in Eqs. (8), we can represent the singlet and
triplet components of the order parameter as follows:
∆s(p, q) = ∆s(q) and ∆t(p, q) = cosφ∆t(q), which satisfy
the equations

(10)

Since the z-component of the vector potential (2)
depends only on the coordinate x, we may consider that
qy = 0 in Eqs. (10). Below, we calculate the quantities
A, B, C, and D in the GL region [3, 18, 10, 11], which
corresponds to their expansions as power series in the
small parameters vFqx/Tc ! 1, tzdqz/Tc ! 1, and
µBH/Tc ! 1. As a result, we obtain

(11)

where Ω is the cut-off energy.

We introduce magnetic field (2) in Eqs. (11) using a
standard quasi-classical eiconal approximation [17, 18,
10, 11]: qx  –i(d/dx), qz/2  eAz/c = eHx/c, which

Us p p1,( ) 2π/v F( )gs,–=

Ut p p1,( ) 4π/v F( )gt φ φ1–( ),cos–=

gs 0, gs gt,>>

∆s q( ) gsA∆s q( ) gsB∆t q( ),+=

∆t q( ) gtC∆t q( ) gtD∆s q( ).+=

A . πT( ) 2
ωn

------
1

4ωn
3

--------- v F
2 qx

2 4tz
2qz

2d2 8µb
2
H2+ +( )– ,

ωn 0>

Ω

∑

B . 2µBHv Fqx πTc( ) 1

ωn
3

------,
ωn 0>

∞

∑–

C . πT( ) 2
ωn

------
ωn 0>

Ω

∑

–
1

4ωn
3

--------- 3v F
2 qx

2
/2 4tz

2qz
2d2 8µb

2H2+ +( ) ,

D B,=



208 LEBED
leads to the following matrix GL equations extended to
the case of triplet–singlet coexistence

(12)

where τ = (Tc – T)/Tc ! 1, ξ|| = vF/4 πTc,

ξ⊥  = tzd/2 πTc are the GL coherence lengths
[3, 1, 2]; φ0 is a flux quantum; ζ(z) is the Riemann zeta-
function; γ is the Euler constant; and Hp is the Clogston
paramagnetic limiting field [13].

In the case where gs – gt ~ gs, Eqs. (12) have the fol-
lowing solutions:

(13)

Equations (12), (13) are the main results of our letter.
They extend the GL equations [3, 1, 2] and the famous
Abrikosov solution for a superconducting nucleus [19,
1, 2] to the case gt ≠ 0. Equations (12) and (13) directly
demonstrate that the Abrikosov solution [19, 1, 2] is
absolutely unstable in the absence of impurities; thus, a
singlet order parameter is always mixed with a triplet
one in the vortex phase for both attractive –gt < 0 and
repulsive –gt > 0 interactions in a triplet (p-wave) chan-
nel. From Eqs. (12), (13), it also follows that the triplet
component breaks not only the inversion symmetry but
also the time reversal symmetry since (x) ≠ ∆t(x) due
to the imaginary coefficient i.

We hope that our results (8)–(13) open a new area of
research: theoretical and experimental studies of exotic
vortex superconducting phases in singlet superconduc-
tors with their properties being even more unusual than
that in so-called unconventional superconductors [10,
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11]. We stress that the type-IV superconductivity phe-
nomenon suggested in the letter is an inherent and very
common property of singlet superconductivity. In fact,
we have shown that each s-wave [14] pure type-II
superconductor is actually a type-IV superconductor. A
finite amount of impurities may result in the appearance
of the forth critical field Hc4(T), which may correspond
to the phase transition (or crossover) between phase
Hc1(T) < H < Hc4(T), where broken symmetries of Coo-
per pairs do not exist (or marginally), and phase
Hc4(T) < H < Hc2(T), where broken inversion and time-
reversal symmetries are essential (see Fig. 1). From
Eqs. (13), it is directly seen that the symmetry breaking
triplet component is of the order of unity at low temper-
atures in such modern strongly correlated superconduc-
tors as organic, high-Tc, MgB2, and some others, where
|gt| ~ |gs| and Hc2(0) ~ Hp. In conclusion, we point out
that spin splitting and broken translational symmetry
effects have been studied in [20–23] in a different con-
text.

I dedicate the results obtained in this work to my
wife Natalia, whose enormous support has given him
the courage to set and attack the type-IV superconduc-
tivity problem.
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Expressions for resonance active high-frequency small-signal conductivity and resonance level widths have
been derived for asymmetric triple-barrier resonance–tunneling structures with thin high barriers. It is found
that if the levels forming a common resonance level have different parities in each of double-barrier structures,
the width of the common level and, accordingly, the total conductance of the entire structure may increase man-
ifold for a certain choice of the triple-barrier structure parameters. Consequently, the lifetime of electrons on
this level also decreases drastically; hence, the conditions of coherent transport (departure of electrons from the
structure without their collision with phonons) can be easily realized. © 2005 Pleiades Publishing, Inc.

PACS numbers: 73.40.–c
INTRODUCTION

Semiconducting heterostructures with coherent
(collisionless) electron transport have been actively
studied in recent years [1–6]. The average time of elec-
tron departure from the active region in such structures,
which usually has the form of one or several quantum
wells, is much shorter than the characteristic time of
any process disturbing the coherence of the electron
wavefunction. After the development of the theoretical
basis for a quantum cascade laser based on coherent
electron transport for specific structures available at
that time [2], analysis of intersubband electron transi-
tions in such structures made it possible to predict a
number of new physical effects and to outline ways for
their application to effectively generate terahertz elec-
tromagnetic oscillations [3, 4]. One of the fundamental
difficulties in designing lasers, as well as other devices
based on coherent electron transport, is the high con-
ductivity required for their operation; i.e., the active
structures must have narrow resonance levels, on the
one hand, and short electron lifetimes in the structure
(which is necessary for collisionless departure of elec-
trons from the structure and for conservation of the
wavefunction phase) and, accordingly, broad resonance
levels, on the other hand. To increase the high-fre-
quency active conductivity and, hence, the intensity of
the quantum transitions in a coherent quantum cascade
laser, it was proposed [4] to use triple-barrier structures
in which transitions occur in the first well (double-bar-
rier structure), while one of the levels in the second well
coincides, to a certain extent, with the lower level in the
first well, thus forming a common (output) level of the
triple-barrier structure (Fig. 1a). However, the effect of
parity of the coinciding levels was not studied in that
work, while this effect (as was found later) may lead to
a very surprising result. As will be showed below, the
0021-3640/05/8204- $26.00 0210
coincidence of levels with different parities makes it
possible to considerably increase the width of the com-
mon level without noticeably changing the conduc-
tance and, hence, the intensity of the quantum transi-
tions in the structure. This possibility is of fundamental
importance for operation of coherent quantum cascade
lasers and other analogous devices, because it allows
one to reduce the electron time of flight through the
active region of the structure, thus, increasing the
degree of coherence of the electron transport without a
simultaneous decrease in the conductance (the intensity
of quantum transitions).

RESULTS OF CALCULATIONS

Let us consider an asymmetric triple-barrier struc-
ture with thin (δ-shaped) barriers (see Fig. 1a) to which
a uniform rf electric field varying as E(t) = 2Ecosωt =
E(eiωt + e–iωt) is applied. For definiteness, we assume
that a monochromatic electron beam with energy ε is
incident from the left on the Kth resonance level of the
first double-barrier structure. The rf field frequency
corresponds to transitions to the Lth level of the same
structure (see Fig. 1), and the Nth resonance level of the
second double-barrier structure lies near the Lth level of
the first structure, thus, forming a common resonance
level of the entire structure. In this case, the time-
dependent Schrödinger equation has the form

(1)

i"
∂ψ
∂t
------- "

2

2m*
-----------∂2ψ

∂x2
---------– H x( )ψ H x t,( )ψ,+ +=

H x( ) U θ x( ) θ x a–( )–( )=

+ U1 θ x a–( ) θ x a– l–( )–( ) U2θ x a– l–( )+

+ αδ x( ) αρδ x a–( ) αγδ x a– l–( ),+ +
© 2005 Pleiades Publishing, Inc.
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Here, q and m* are the electron charge and mass,
respectively; α = ϕbb is the intensity of the first barrier,

H x t,( ) qE x θ x( ) θ x a– l–( )–( )[–=

+ a l+( )θ x a– l–( ) ] eiωt e iωt–+( ).
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where ϕb and b are its height and width, respectively;
θ(x) is the unit step function; γ and ρ are the numerical
coefficients; a and l are the distances between the bar-
riers; and U, U1, and U2 are the jumps of the bottom of
the conduction band at the barriers. In this case, the
unperturbed wave function of an electron has the form
(2)

ψ0 x( )

ik0x( )exp D0 ik0x–( ), x 0<exp+

A0 kx( )sin B0 kx( ), 0 x a< <cos+

Z0 k1 x a–( )( )sin W0 k1 x a–( )( ), a x a l+< <cos+

C0 ik2 x a– l–( )( ), x a l,+>exp







=

k0 2m*ε/"2( )1/2
, k 2m* ε U+( )/"2( )1/2

,= =

k1 2m* ε U1+( )/"2( )1/2
, k2 2m* ε U2+( )/"2( )1/2

.= =
The effect described here is as simple as ridiculous
and surprising at first glance. However, for transitions
in a structure with an rf field, this effect is masked by
a cumbersome (although basically elementary)
expression. Consequently, it is reasonable to first
solve the much simpler and clear problem of the pas-
sage of electrons through a common resonance level
of a triple-barrier structure that is formed by the reso-
nance levels in each double-barrier structure (quan-
tum well; see Fig. 1b). The system of equations
describing the passage of electrons through a triple-
barrier structure (including the matching conditions
for the wave function at the barriers [7]) has the matrix
form
(3)

1 0 1– 0 0 0

ik0 y– k 0 0 0 0

0 kαsin kacos 0 1– 0

0 k kacos– k kasin k1 ρy– 0

0 0 0 k1asin k1acos 1–

0 0 0 k1 k1acos– k1 k1asin ik2 γy– 
 
 
 
 
 
 
 
 
  D0

A0

B0

Z0

W0

C0 
 
 
 
 
 
 
 
 
  f 1

f 2

f 3

f 4

f 5

f 6 
 
 
 
 
 
 
 
 
  1–

ik0 y+

0

0

0

0 
 
 
 
 
 
 
 
 
 

.= =
Here, y = 2m*α/"2 is the resonance parameter in struc-
tures with δ-shaped barriers. For intense barriers and,
accordingly, narrow resonance levels, we have y @ k.

We will seek the solution of the system using the
Kramer method. To determine the transmittance of
electrons through the structure, we calculate the coeffi-
cient C0 of wave function (2) as C0 = ∆C0/∆, where ∆ is
the determinant of system (3) and ∆C0 is the determi-
nant obtained from the determinant ∆ by substituting
the right-hand side of Eq. (3) for the last column. Ele-
mentary calculations show that

(4)

is independent of the barrier thickness and is a mono-
tonic, slowly increasing function of the electron energy.
Consequently, the transmittance is maximal (resonant)
when the determinant of system (3) is minimal.

∆C0 2ikk0k1=
Under the conditions

(5)

,

the determinant of the system becomes imaginary and
small in the resonance parameter (this is likely a com-
mon property of all systems with δ-shaped barriers):

(6)

kacos 1–( )L, k1l 1–( )N ,≈cos≈

kasin
χk
y

------, k1–l
λk1

y
--------,–≈sin–≈

λ 1–( )L N 1+ + 1–( )L 1+ 1 γ ρ+ +( ) χ γ ρ+( )+

γ 1 ρ 1–( )L 1+ χρ+ +( )
-------------------------------------------------------------------------=

∆r 1–( )L N 1+ +=

×
ikk1 k0γ

2 k2 1 ρ 1–( )L 1+ χρ+( )2
+( )

γ 1 ρ 1–( )L 1+ χρ+ +( )
-----------------------------------------------------------------------------------.
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It is easily seen that, for small deviations of the electron
energy from resonance (accordingly, the deviations of
the wave vectors are δk and δk1), the determinant
becomes

(7)

The properties of the determinants ∆C0 and ∆ suggest a
simple method for determining the resonance level
width. The resonance level half-width Γ/2 (the distance
from its center over which the square of the wave func-
tion in the structure is halved) is determined by the dou-

∆ ∆r δ∆+ ∆r y3γρδkaδk1l–= =

–
y2γ 1–( )L N+ k1–δk–a kδk1l 1 ρ 1–( )L 1+ χρ+ +( )2±( )

1 ρ 1–( )L 1+ χρ+ +
------------------------------------------------------------------------------------------------------------------------.

Fig. 1. Schematic band diagram of the triple-barrier struc-
tures under study: (a) triple-barrier structure with resonance
transitions and (b) triple-barrier structure with through tun-
neling.
bling condition for the squared modulus of the system
determinant:

(8)

Since the resonance determinant is imaginary and its
correction is real, we have

(9)

If the parities of levels in each quantum well are the
same [the plus sign in Eq. (7)], the first term in the cor-
rection to the resonance determinant in Eq. (7) can be
neglected if the two conditions k/y ! 1 and (k/y)1/2 ! 1
are satisfied simultaneously (the second condition is
required to disregard the resonance level asymmetry).
In this case, nothing peculiar happens and the reso-
nance level width is determined as

(10)

Here, Γsym is the level width in a symmetric double-bar-
rier structure with width a and δ-shaped barriers of
intensity α and a level height ΣL from the bottom of the
conduction band:

(11)

In other words, if the levels forming the common reso-
nance level have the same parity, the level width in the
triple-barrier structure has the same degree of smallness
in the large resonance parameter y/k as the level width
of the symmetric double-barrier structure.

It is immediately seen that the situation for the levels
with different parities substantially differs from the
case of the levels with the same parity. In this case, the
terms with δk–a and δk1l in the last term of formula (7)
are separated by the minus rather than plus sign. Con-
sequently, even when the two conditions k–/y ! 1 and
(k–/y)1/2 ! 1 are satisfied simultaneously (exact reso-
nance), the structure parameters can be chosen so that
the entire correction

(12)

to the determinant is small as compared to the penulti-
mate term and the resonance level width is determined
as

(13)

∆ 2 2 ∆r
2.=

∆r δ∆ .=

Γ L Γ sym
l k0γ

2 k2 1 ρ 1–( )L 1+ χρ+ +( )2
+

2γ2k 1
L2l3

N2a3
------------ 1 ρ 1–( )L 1+ χρ+ +( )2

+ 
 

-------------------------------------------------------------------------------------------.=

Γ sym
L 8k2Σa

πLy2
--------------, ΣL

π2
"

2L2

2m*a2
-----------------, ΣN

π2
"

2N2

2m*l2
------------------.= = =

χ 1–( )L1 ρ Na/Ll( )3/2±+
ρ

--------------------------------------------,=

Γ L

Γ sym
L

2
---------- a

l
--- 

 
3/4 N

L
---- 

 
1/4

=

×
k0g2 k2 Na/Ll( )3+

γ2ρk
--------------------------------------------

1/2

y
k
-- 

 
1/2

.
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Thus, when the parities of the levels forming the
common level in the triple-barrier structure are differ-
ent and condition (12) is valid, the width of the reso-
nance level increases strongly (in proportion to the root
of the large resonance parameter y/k) as compared to
the case of identical parities of the levels.

It should be noted that the parameter χ for each res-
onance energy may assume two values (as in the case of
the split level in a symmetric double-barrier structure);
however, the resonance conditions imposed on the
parameter λ virtually rule out the existence of two
closely spaced broad levels (in fact, a single split broad
level).

It is also interesting that, under the additional condi-
tion

(14)

the level becomes not only very broad but also com-
pletely transparent (with an accuracy of k/y) at the cen-
ter.

Let us now consider the structure shown in Fig. 1a
with an applied rf field. For intense barriers with y @ k
(the system with resonance levels is meaningful only
for such barriers), the coefficients of wave function (2)
have the form

(15)

In the small signal approximation, the first-order cor-
rection ψ1 to the wave function of the ground state

exhibits the time dependence ψ1 = ψ+(x)  +

ψ−(x)  [3] corresponding to the emission or
absorption of a photon with energy "ω. In the particular
case of a triple-barrier structure, we have

(16)

where

k0γ
2 k2 Na/Ll( )3,=

D0 1, B0 2, A0
2y
k

------, W0
2 1–( )K

ρ
-----------------,= = = =

Z0

2 k1l( )cot
ρ

-----------------------, C0

2k1

γρy k1lsin
------------------------.–= =

e
i ω0 ω+( )t–

e
i ω0 ω–( )t–

ψ± x( )

D± ik0±– x( ), x 0<exp

A± kx( )sin B± kx( )cos ϕ± x( ),+ +

0 x a< <
Z± k1± x a–( )( )sin

+ W± k1± x a–( )( )cos χ± x( ),+

a x a l+< <
C± ik2± x a– l–( )( )exp

+ P± ik2 x a– l–( )( ), x a l,+>exp
















=

k 2m* "ω ε–( )/"2( )1/2
,=

ki± 2m* ε Ui "ω±+( )/"2( )1/2
,=
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and

are the corresponding particular solutions of the equa-
tions for ψ± (see [3, 4]). Let us consider the structure
shown in Fig. 1a and the frequency corresponding to
transitions to the lower resonance level. In this case, the
correction ψ+ to the wave function corresponding to
photon absorption is small and the system of equations
for determining the coefficients A–, B–, C–, D–, Z–, and
W– has matrix form (3), with the change k0  ik and
ki  ki– and the right-hand side in the form

(17)

Under the conditions

(18)

[these resonance conditions slightly differ from condi-
tions (5), because the bottom of the conduction band
lies higher than the resonance level on the left of the
structure], the determinant becomes small in the large
resonance parameter y:

(19)

For small deviations of the electron energy from reso-
nance (accordingly, for the deviations δk– and δk1– of
the wave vectors), the determinant is given by

(20)

P±
qEa
"ω
----------ψ0 a l+( ),+−=

ϕ± χ±, qEa
"ω
----------ψ0 x( )+−

qE

m*ω2
--------------ψ0' x( )+=

f 1 ϕ– 0( ), f 2 ϕ–' 0( ),–= =

f 3 χ– a( ) ϕ– a( ),–=

f 4 ρyχ– a( ) χ–' a( )– ϕ–' a( ),+=

f 5 P– χ– a l+( ), f 6– γy ik2–( )P– χ–' a l+( ).–= =

k–acos 1–( )L, k1–l 1–( )N ,≈cos≈

k–asin
k–

y
---- β ∆β

y
-------+ 

  ,–≈

k1–lsin
k1–

y
------- ξ ∆ξ

y
------+ 

  ,–≈

β 1 ρ γ γξ 1–( )L 1+ γξρ+ + + +

γ ρ 1–( )L 1+ γξρ+ +
--------------------------------------------------------------------- 1–( )L,=

∆β 1–( )L 1+ κ γ2∆ξ
γ ρ 1–( )L 1+ γξρ+ +( )2

------------------------------------------------------–=

∆r

ik–k1–k2– 1–( )2L N 1+ +

γ ρ 1–( )2L N 1+ + γξρ+ +
---------------------------------------------------------.=

∆ ∆r δ∆+ ∆r y3γρδk–aδk1–l–= =

–
y2 k–γ

2δk1–l 1–( )L N+ k1–δk–a γ ρ 1–( )Lγξρ+ +( )2
+( )

γ ρ 1–( )Lγξρ+ +
---------------------------------------------------------------------------------------------------------------------------.
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For levels with the same parity, the penultimate term in
the resultant expression can be neglected if k–/y ! 1 and
(k–/y)1/2 ! 1. In this case, the width of the lower level in
the triple-barrier structure can be calculated by the for-
mula

(21)

For the Lth and the Nth levels with different parities, the
terms containing δk–a and δk–l in the last term of rela-
tion (20) are separated by the minus rather than plus
sign as in the case considered above. Consequently,
even if the conditions k–/y ! 1 and (k–/y)1/2 ! 1 are sat-
isfied simultaneously (exact resonance), the structure
parameters can be chosen so that the entire correction

(22)

to the determinant is small as compared to the penulti-
mate term. In this case, the level width is determined as

(23)

Thus, in this case, the level width is also proportional to
(k–/y)2 rather than to (k–/y)3/2; i.e., the resonance level is
broadened manifold. Accordingly, the total conduc-
tance of the structure also increases. Naturally, the total
conductance generally depends not only on the width of
the lower level but also on the width of the upper level
and on the electron distribution function in the vicinity
of the middle of the level. However, in the simplest
case, where the upper level is noticeably broader than
the lower level and the electron distribution function
f(ε) varies insignificantly over energy intervals on the
order of the upper level width, the total conductance
increases in proportion to the width of the lower level
and is given by the expression

(24)

Here,

(25)

is the monoenergetic conductivity of the structure and

(26)

is the active resonance conductance of a symmetric
double-barrier structure with a barrier intensity of α, in

Γ L

Γ sym
L

2
----------

k2–

k– Ll/Na( )3 γ ρ 1–( )Lγζρ+ +( )2
+( )

---------------------------------------------------------------------------------------.=

ξ 1–( )L 1+ 1
ρ
---

L
ρN
------- l3

a3
----- 1

γ
---+±

 
 
 

,=

Γ L

Γ sym
L

2
----------

yk2–

γρk–
2

----------- 
  1/2 N

L
---- 

 
3/2 a

l
--- 

 
9/4

.=

σint

πσf ε( )Γ L

2
------------------------.=

σ 8σsym

γ2k–

k2–
---------- L

2

N2
------ l3

a3
----- 

 =

σsym
8q

2
m*α4

πL"
6ω3

---------------------- 1 1–( )K L––[ ]–=
which electrons with unit concentration pass from the
upper Kth level to the lower Lth level. 

For the total conductivity, we finally obtain

(27)

It is seen that the total conductivity may sharply
increase in this case as compared to the case of the com-
mon level formed by the levels of the same parity.

CONCLUSIONS

It has been found that if the parities of the levels form-
ing a common resonance level in an asymmetric triple-
barrier structure are different in each well, even in the
case of an absolutely transparent structure, the width of
the common level may be much larger than the width of
the level formed by the levels of the same parity. For res-
onance transition of electrons in the asymmetric triple-
barrier structure, which are induced by a weak rf field;
for different parities of the levels forming the common
lower resonance level; and for a certain choice of the
structure parameters, the width of the common level and,
accordingly, the total conductivity of the entire structure
may increase manifold. Accordingly, the lifetime of elec-
trons on such a level decreases noticeably and, hence, the
conditions of electron departure from the structure with-
out collisions with phonons can be easily realized. In
addition, under certain conditions, this may lead to a
sharp increase in the total conductivity of the structure.
Thus, such structures may become very promising for
both the creation of quantum cascade lasers with ballistic
electron transport and the development of other devices
with coherent electron transport.

This study was supported by the Russian Founda-
tion for Basic Research (project no. 04-02-17177).
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Experimental studies of the antiferromagnetic (AF) heavy fermion metal YbRh2Si2 in a magnetic field B indi-
cate the presence of a jump in the Hall coefficient at a magnetic-field tuned quantum state in the zero tempera-
ture limit. This quantum state occurs at B ≥ Bc0 and induces the jump even though the change of the magnetic
field at B = Bc0 is infinitesimal. We investigated this by using the model of heavy electron liquid with the fermion
condensate. Within this model, the jump takes place when the magnetic field reaches the critical value Bc0 at
which the ordering temperature TN(B = Bc0) of the AF transition vanishes. We show that at B  Bc0, this sec-
ond order AF phase transition becomes the first order one, making the corresponding quantum and thermal crit-
ical fluctuations vanish at the jump. At T  0 and B = Bc0 the Grüneisen ratio as a function of the temperature
T diverges. We demonstrate that both the divergence and the jump are determined by the specific low tem-

perature behavior of the entropy S(T) ∝  S0 + a  + bT with S0; a and b are temperature independent constants.
© 2005 Pleiades Publishing, Inc.

PACS numbers: 71.10.Hf, 71.27.+a, 74.72.–h

T

The most outstanding puzzle of heavy fermion (HF)
metals is what determines their universal behavior,
which drastically differs from the behavior of ordinary
metals. It is widely accepted that the fundamental phys-
ics observed in the HF metals is controlled by quantum
phase transitions. A quantum phase transition is driven
by control parameters such as composition, pressure,
number density x of electrons (holes), magnetic field B,
etc., and takes place at a quantum critical point (QCP)
when the temperature T = 0. In the case of conventional
quantum phase transitions (CQPT), the physics is dom-
inated by thermal and quantum fluctuations near the
CQP. This critical state is characterized by the absence
of quasiparticles. It is believed that the absence of qua-
siparticle-like excitations is the main cause of the non-
Fermi liquid (NFL) behavior, see, e.g., [1]. However,
theories based on CQPT fail to explain the experimen-
tal observations of the universal behavior related to the
divergence of the effective mass M* at the magnetic
field tuned QCP, the specific behavior of the spin sus-
ceptibility, its scaling properties, etc.

It is possible to explain the observed universal
behavior of the HF metals on the basis of the fermion
condensation quantum phase transition (FCQPT)
which takes place at x = xFC and allows the existence of
the Landau quasiparticles down to the lowest tempera-
tures [2]. It is the quasiparticles that define the universal
behavior of the HF metals at low temperatures [2, 3]. In
contrast to the conventional Landau quasiparticles,

¶ The text was submitted by the authors in English.
0021-3640/05/8204- $26.00 0215
these are characterized by an effective mass that
strongly depends on the temperature T, applied mag-
netic field B, and the number density x of the heavy
electron liquid of the HF metal. Thus, we come back
again to the key role of the effective mass.

On the other hand, it is plausible to probe the other
properties of the heavy electron liquid that are not
directly determined by the effective mass. Behind the
point of FCPT, when x < xFC, the heavy electron liquid
possesses unique features directly determined by its
quasiparticle distribution function n0(p) formed by the
presence of the fermion condensate (FC) [4]. There-
fore, the function n0(p) drastically differs from the qua-
siparticle distribution function of a typical Landau
Fermi liquid (LFL) [5]. For example, it was predicted
that, at low temperatures, the tunneling differential con-
ductivity between an HF metal with FC and a simple
metallic point can be noticeably dissymmetrical with
respect to the change of the voltage bias [6]. As we shall
see below, the magnetic field dependence of the Hall
coefficient RH(B) can also provide information about
electronic systems with FC.

Recent experiments have shown that the Hall coeffi-
cient in the antiferromagnetic (AF) HF metal YbRh2Si2
in a magnetic field B undergoes a jump in the zero tem-
perature limit upon magnetic-field tuning of the metal
from the AF to a paramagnetic state [7]. At some criti-
cal value Bc0, the magnetic field B induces the jump
even though the change of the magnetic field at the crit-
ical value Bc0 is infinitesimal.
© 2005 Pleiades Publishing, Inc.
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In this letter, we show that the abrupt change in the
Hall coefficient is determined by the presence of FC
and investigate this jump by using the model of the
heavy electron liquid with FC, which is represented by
a uniform electron liquid near FCQPT. Within this
model, the jump takes place when the magnetic field
reaches the critical value Bc0 at which the Néel temper-
ature TN(B = Bc0) of the AF transition vanishes. At some
temperature Tcrit when B  Bc0, this second order AF
phase transition becomes the first order one, making the
corresponding quantum and thermal critical fluctua-
tions vanish at the point where TN(B = Bc0)  0. At
T  0 and B = Bc0, the Grüneisen ratio Γ(T) =
α(T)/C(T) as a function of the temperature T diverges.
Here, α(T) is the thermal expansion coefficient and
C(T) is the specific heat. We show that both the diver-
gence and the jump are determined by the specific low
temperature behavior of the entropy S(T) . S0 +

a  + bT/Tf with S0, a, and b being temperature
independent constants and Tf being the temperature at
which the influence of FC vanishes.

To study the universal behavior of the HF metals at
low temperatures, we use the heavy electron liquid
model in order to get rid of the specific peculiarities of
an HF metal. It is possible since we consider processes
related to the low-power divergences of the correspond-
ing physical quantities. These divergences are deter-
mined by small momenta transferred as compared to
the momenta of the order of the reciprocal lattice; there-
fore, the contribution coming from the lattice can be
ignored. On the other hand, we can simply use the com-
mon concept of the applicability of the LFL theory
when describing electronic properties of metals [5].
Thus, we may safely ignore the complications due to
the anisotropy of the lattice regarding the medium as a
homogeneous heavy electron isotropic liquid.

At first, we briefly describe the heavy electron liquid
with FC. Dealing with FCQPT, we have to put T = 0. In
that case, the ground state energy Egs of a system in the
superconducting state is given by the BSC theory for-
mula

(1)

where the occupation numbers n(p) are connected to
the factors v(p), u(p), and the order parameter κ(p),

(2)

The second term Esc[κp] on the right hand side of
Eq. (1) is defined by the superconducting contribution
that, in the simplest case of the weak coupling regime,
is of the form

(3)

T /T f

Egs κ p( )[ ] E n p( )[ ] Esc κ p( )[ ] ,+=

n p( ) v 2 p( ); v 2 p( ) u2 p( )+ 1;= =

κ p( ) v p( )u p( ) n p( ) 1 n p( )–( ).= =

Esc κ p[ ] λ V pp p1 p2,( )κ p1( )κ* p2( )
p1 p2dd

2π( )4
-----------------,∫=
where λVpp(p, p1) is the pairing interaction. Varying Egs
given by Eq. (1) with respect to v(p), one finds

(4)

Here ε(p) is defined by the Landau equation
δE[n(p)]/δn(p) = ε(p), µ is the chemical potential, and
the gap is

(5)

If λ  0, then ∆(p)  0, and Eq. (4) reduces to the
equation

(6)

As a result, at x < xFC, the function n(p) is determined
by the standard equation to search the minimum of the
functional E[n(p)] [8, 9]. Equation (6) determines the
quasiparticle distribution function n0(p) that delivers
the minimum value to the ground state energy E. The
function n0(p), being the signature of the new state of
the quantum liquids [10], does not coincide with the
step function in the region (pf – pi), where κ(p) ≠ 0, so
that 0 < n0(p) < 1 and pi < pF < pf, with pF = (3π2x)1/3

being the Fermi momentum. We note the remarkable
peculiarity of the FCQPT at T = 0: this transition is
related to spontaneous breaking of gauge symmetry,
when the superconducting order parameter κ(p) =

 has a nonzero value over the region
occupied by the fermion condensate, with the entropy
S = 0 [2, 9], while the gap ∆(p) vanishes provided that
λ  0 [8, 9]. Thus, the state with FC cannot exist at
any finite temperatures and is driven by the parameter
x: at x > xFC, the system is on the disordered side of
FCQPT; at x = xFC, Eq. (6) possesses the nontrivial solu-
tions n0(p) with pi = pF = pf; and, at x < xFC, the system
is on the ordered side [2].

At finite temperatures 0 < T ! Tf, the function n0(p)
determines the entropy SNFL(T) of the heavy electron
liquid in its NFL state

(7)

with Tf being the temperature at which the influence of
FC vanishes [8, 9]. Inserting into Eq. (7) the function
n0(p), one can check that, behind the point of FCQPT,
there is a temperature independent contribution S0(r) ∝
(pf – pF) ∝  |r|, where r = xFC – x. Another specific con-
tribution is related to the spectrum ε(p) that insures the
connection between the dispersionless region (pf – pi)
occupied by FC and the normal quasiparticles located
at p < pi and at p > pf, and, therefore, it is of the form

ε p( ) µ– ∆ p( )1 2v 2 p( )–
2κ p( )

---------------------------.=

∆ p( ) λ V pp p p1,( ) n p1( ) 1 n p1( )–( )
p1d

4π2
--------.∫–=

δE n p( )[ ]
δn p( )

----------------------- µ– ε p( ) µ– 0, if κ p( ) 0.≠= =

n0 p( ) 1 n0 p( )–( )

SNFL n p( )[ ] 2 n p T,( ) n p T,( )ln 1 n p T,( )–( )+[∫–=

× 1 n p T,( )–( )ln ] dp

2π( )3
-------------,
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ε(p) ~ (p – pf)2 ~ (pi – p)2. Such a form of the spectrum
can be verified in exactly solvable models for systems
with FC and leads to the contribution of this spectrum

to the specific heat C ~  [4]. Thus, at 0 < T ! Tf,
the entropy can be approximated as

(8)

with a and b being constants. The third term on the right
hand side of Eq. (8) comes from the contribution of the
temperature independent part of the spectrum ε(p) and
gives a relatively small contribution to the entropy.

The temperature independent term S0(r) determines
the specific NFL behavior of the system. For example,
the thermal expansion coefficient α(T) ∝  x∂(S/x)/∂x
determined mainly by the contribution coming from
S0(r) becomes constant at T  0 [11], while the spe-

cific heat C = T∂S(T)/∂T . (a/2) . As a result, the
Grüneisen ratio Γ(T) diverges as Γ(T) = α(T)/C(T) ∝

.

We see that, at 0 < T ! Tf, the heavy electron liquid
behaves as if it were placed at QCP; in fact, it is placed
at the quantum critical line x < xFC; that is, the critical
behavior is observed at T  0 for all x ≤ xFC. At T 
0, the heavy electron liquid undergoes a first-order
quantum phase transition because the entropy is not a
continuous function: at finite temperatures, the entropy
is given by Eq. (8), while S(T = 0) = 0. Therefore, the
entropy undergoes a sudden jump δS = S0(r) in the zero
temperature limit. We reach the conclusion that, due to
the first order phase transition, the critical fluctuations
are suppressed at the quantum critical line and the cor-
responding divergences, for example, the divergence of
Γ(T), are determined by the quasiparticles rather than
by the critical fluctuations as one could expect in the
case of CQPT, see, e.g., [1]. Note that, according to the
well known inequality δQ ≤ TδS, the heat δQ of the
transition from the ordered phase to the disordered one
is equal to zero, because δQ ≤ S0(r)T  0 at T  0.

To study the nature of the abrupt change in the Hall
coefficient, we consider the case when the LFL behav-
ior arises by the suppression of the AF phase upon
applying a magnetic field B, for example, as takes place
in the HF metals YbRh2Si2 and YbRh2(Si0.95Ge0.05)2
[12, 13]. The AF phase is represented by the heavy elec-
tron LFL with the entropy vanishing as T  0. For
magnetic fields exceeding the critical value Bc0 at which
the Néel temperature is TN(B  Bc0)  0, the
weakly ordered AF phase transforms into weakly polar-
ized heavy electron LFL. At T = 0, the application of the
magnetic field B splits the FC state occupying the
region (pf – pi) into the Landau levels and suppresses
the superconducting order parameter κ(p) destroying
the FC state. Such a state is given by the multicon-
nected Fermi sphere, where the smooth quasiparticle

T /T f

SNFL T( ) . S0 r( ) a
T
T f

----- b
T
T f

-----,+ +

T /T f

T f /T
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distribution function n0(p) in the (pF – pi) range is
replaced by a multiconnected distribution. Therefore,
the LFL behavior is restored, being represented by the
weakly polarized heavy electron LFL and characterized
by quasiparticles with the effective mass M*(B) [2, 14]

(9)

At elevated temperatures T > T*(B – Bc0) ∝  ,
the NFL state is restored and the entropy of the heavy
electron liquid is given by Eq. (8). This behavior is dis-
played in the T–B phase diagram shown in Fig. 1.

In accordance with the experimental facts, we
assume that, at relatively high temperatures T/TNO ~ 1,
the AF phase transition is of the second order [12].
When TNO is the Néel temperature in the absence of the
magnetic field, the entropy and the other thermody-
namic functions are continuous functions at the transi-
tion temperature TN(B). This means that the entropy of
the AF phase SAF(T) coincides with the entropy of the
NFL state given by Eq. (8),

(10)

Since the AF phase demonstrates the LFL behavior,
that is, SAF(T  0)  0, Eq. (10) cannot be satisfied
at sufficiently low temperatures T ≤ Tcrit due to the tem-
perature-independent term S0(r), see Eq. (8). Thus, the
second order AF phase transition becomes the first

M* B( ) 1

B Bc0–
---------------------.∝

B Bc0–

SAF T T N B( )( ) SNFL T T N B( )( ).=

Fig. 1. T–B phase diagram of the heavy electron liquid. The
TN(B) curve represents the field dependence of the Néel
temperature. The line separating the AF and the NFL states
is a guide for the eye. The black dot at T = Tcrit shown by the
arrow is the critical temperature at which the second order
AF phase transition becomes the first one. At T < Tcrit, the
thick solid line represents the field dependence of the Néel
temperature when the AF phase transition is of the first
order. The NFL state is characterized by the entropy SNFL
given by Eq. (8). The line separating the NFL state and the
weakly polarized heavy electron LFL is T* (B – Bc0) ∝

.B Bc0–

T
/T

N
O
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order one at T = Tcrit as is shown in Fig. 1. At T = 0, the
critical field Bc0 at which the AF phase becomes the
heavy LFL is determined by the condition that the
ground state energy of the AF phase coincides with the
ground state energy E[n0(p)] of the heavy LFL; that is,
the ground state of the AF phase becomes degenerated
at B = Bc0. Therefore, the Néel temperature TN(B 
Bc0)  0, and the behavior of the effective mass
M*(B ≥ Bc0) is given by Eq. (9); that is, M*(B) diverges
when B  Bc0. We note that the corresponding quan-
tum and thermal critical fluctuations vanish at T < Tcrit

because we are dealing with the first order AF phase
transition. We can also safely conclude that the critical
behavior observed at T  0 and B  Bc0 is deter-
mined by the corresponding quasiparticles rather than
by the critical fluctuations accompanying second order
phase transitions. When r  0, the heavy electron liq-
uid approaches FCQPT from the ordered phase. Obvi-
ously, Tcrit  0 at the point r = 0, and we are led to the
conclusion that the Néel temperature vanishes at the
point when the AF second order phase transition
becomes the first order one. As a result, one can expect
that the contributions coming from the corresponding
critical fluctuations can only lead to the logarithmic
corrections to the Landau theory of the phase transi-
tions [15], and the low-power critical behavior is again
defined by the corresponding quasiparticles.

Now, we are in a position to consider the recently
observed jump in the Hall coefficient at B  Bc0 in the
zero temperature limit [7]. At T = 0, the application of
the critical magnetic field Bc0 suppressing the AF phase
(with the Fermi momentum pAF . pF) restores the LFL

Fig. 2. T–B-phase diagram for YbRh2Si2. The TN curve rep-
resents the field dependence of the Néel temperature. The
line separating the AF and the NFL state is a guide for the
eye. The NFL state is characterized by the entropy SNFL
given by Eq. (8). The line separating the NFL state and the

LFL is T*(B – Bc0) = c , with c being an adjustable

factor.

B Bc0–
with the Fermi momentum pf > pF. At B < Bc0, the
ground state energy of the AF phase is lower than that
of the heavy LFL, while, at B > Bc0, we are dealing with
the opposite case, and the heavy LFL wins the compe-
tition. At B = Bc0, both AF and LFL have the same
ground state energy being degenerated. Thus, at T = 0
and B = Bc0, the infinitesimal change in the magnetic
field B leads to a finite jump in the Fermi momentum.
In response, the Hall coefficient RH(B) ∝  1/x undergoes
a corresponding sudden jump. Here, we have assumed
that the low temperature RH(B) can be considered as a
measure of the Fermi volume and, therefore, as a mea-
sure of the Fermi momentum [7]. As a result, we obtain

(11)

Here, δ is an infinitesimal magnetic field; S0(r)/xFC is
the entropy per one heavy electron; and d is a constant,
where d ~ 5. It follows from Eq. (11) that the abrupt
change in the Hall coefficient tends to zero when r 
0 and vanishes when the system in question is on the
disordered side of FCQPT.

As an application of the above consideration, we
studied the T–B phase diagram for the HF metal
YbRh2Si2 [12] shown in Fig. 2. The LFL behavior is
characterized by the effective mass M*(B), which

diverges as 1/  [12]. We can conclude that
Eq. (9) gives a good description of this experimental
fact, and M*(B) diverges at the point B  Bc0 with
TN(B = Bc0) = 0. It is seen from Fig. 2 that the line sep-
arating the LFL state and NFL can be approximated by

the function c  with c being a parameter. Tak-
ing into account that the behavior of YbRh2Si2 strongly
resembles the behavior of YbRh2 (Si0.95Ge0.05)2 [13, 16,
17], we can conclude that, in the NFL state, the thermal
expansion coefficient α(T) does not depend on T and
the Grüneisen ratio as a function of the temperature T
diverges [13]. We are led to the conclusion that the
entropy of the NFL state is given by Eq. (8). Taking into
account that, at relatively high temperatures, the AF
phase transition is of the second order [12], we predict
that at lower temperatures this becomes the first order
phase transition. Then, the described behavior of the
Hall coefficient RH(B) is in good agreement with the
experimental facts [7].

In summary, we have shown that the T–B phase dia-
gram of the heavy electron liquid with FC is in good
agreement with the experimental T–B phase diagram
obtained in measurements on the HF metals YbRh2Si2
and YbRh2 (Si0.95Ge0.05)2. We have also demonstrated
that the abrupt jump in the Hall coefficient RH(B) is
determined by the presence of FC. We observed that, at
decreasing temperatures T ≤ Tcrit, the second order AF
phase transition becomes the first order one, thus, mak-
ing the corresponding quantum and thermal critical

RH B Bc0 δ–=( )
RH B Bc0 δ+=( )
----------------------------------------  . 1 3

p f pF–
pF

-----------------  . 1 d
S0 r( )
xFC

------------.+ +

B Bc0–

B Bc0–
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fluctuations vanish at the jump. Therefore, the abrupt
jump and the divergence of the effective mass taking
place at TN  0 are defined by the behavior of quasi-
particles rather than by the corresponding thermal and
quantum critical fluctuations.

This work was supported by the Russian Foundation
for Basic Research, project no. 05-02-16085.
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In calculations using the local spin density approximation, a new group of half-metallic ferromagnets is pre-
dicted. This group comprises double perovskites Sr2FeSnO6, Sr2FeTiO6, and Sr2FeZrO6—systems with one
type of magnetic ions that can be obtained by diluting the magnetic sublattice of SrFeO3 with ions of nonmag-
netic pn and d0 metals. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.15.Mb, 71.20.–b, 72.80.Ga
Half-metallic magnets (HMMs) are defined [1, 2] as
strong magnets whose spectrum exhibits metallic
behavior for one spin subsystem (the carrier density at
the Fermi level N↑ (EF) > 0 but contains an energy gap
for the opposite spin projection (N↓ (EF) = 0). With the
100% spin polarization of electronic states near the
Fermi level, HMMs exhibit nontrivial spin-dependent
properties promising for spin electronics [3]. Heusler
alloys and a number of chalcogenides and pnictides are
widely known HMMs, see the reviews [2, 4].

Much attention in searching for HMMs is attracted
by perovskite-like oxides, whose electrophysical and
magnetic properties are determined by nonstandard
combinations of spin, charge, and orbital ordering
effects.

Half-metallic magnets have not been found among
the simplest cubic perovskites of the ideal composition
AMO3 (where A is a rare- or alkaline-earth metal and
M is a transition d metal). The HMM and pseudo-
HMM behavior of perovskite-like systems can be
achieved by controlling the type of carriers and the
width of the M d band via hole or electron doping of the
initial AMO3 perovskite. At present, this is achieved by
two methods.

1. Doping the nonmagnetic sublattice A with non-
magnetic ions. The perovskite La2/3Ca1/3MnO3 [4],
which has attracted particular attention in connection
with the discussion of the nature of the colossal magne-
toresistance effect in manganites, is the best known
example of such HMM systems.

2. Doping the magnetic sublattice M with mag-
netic ions. This method turned out to be efficient in
searching for half-metallic antiferromagnets and ferri-
magnets. All the proposed materials (so-called double
perovskites A2MM'O6, for example, Sr2FeMoO6,
Sr2FeReO6, Sr2CrWO6, etc. [4, 5]) involve combina-
tions of two different magnetic ions. As a rule, a 3d
0021-3640/05/8204- $26.00 0220
transition-metal ion and a 3d–5d transition-metal ion
with open dn shells (1 ≤ n ≤ 9) serve as one of them and
as the second, respectively. The mechanism of the for-
mation of the half-metallic state in these magnets is
rather complex and is determined by the combination
of superexchange interactions in M–O–M' chains and
the competition of pdσ, pdπ hybridization effects of M–
M' pairs with oxygen. Recently, the possibility of dou-
ble doping for obtaining half-metallic antiferromagnets
LaAVRuO6 (A = Ca, Sr, Ba) has been considered in [6].

In this work, the possibility of obtaining HMM
materials by doping the magnetic sublattice M with
nonmagnetic ions is considered. A new group of per-
ovskite-like half-metallic ferromagnets (HMFMs)
Sr2FeSnO6, Sr2FeTiO6, Sr2FeZrO6 is predicted theoret-
ically as systems with one type of magnetic ions that
can be obtained by diluting the magnetic sublattice of
SrFeO3 with nonmagnetic pn and d0 metal ions.

The base for our search was the suggestion that the
half-metallic behavior of materials of the A2MBO6 type
(where M is a magnetic dn metal and B is a nonmag-
netic pn or d0 metal) can be achieved by combining the
properties of the magnet AMO3 and the nonmagnetic
semiconductor ABO3. In other words, it was expected
that the B ions in the double perovskites A2MBO6 will
favor the creation of an energy gap in the spectrum and
the adjustment of Mdn↑↓  orbitals can cause the
fulfillment of the wanted condition N ↑ (EF) > 0 and
N ↓ (EF) = 0.

At the first stage, the system SrFeO3–SrSnO3, for
which a continuous series of solid solutions
Sr(Fe1 − xSnx)O3 – δ with the cubic structure (space group
Fm3m) was obtained in [7], was studied in a wide range
of concentrations 0.1 < x < 0.7. The starting perovskites
SrFeO3 and SrSnO3 and their mutual solid solution of
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Energy bands of ferromagnetic SrFeO3 for (1) up and (2) down spin projections and (3) for the nonmagnetic phase of
SrSnO3.

EF
the stoichiometric composition Sr2FeSnO6 were con-
sidered.

The calculations were performed within the local
spin density functional approximation (LSDA) using
the full-potential linearized-augmented-plane-wave
(FLAPW) method (the WIEN2k code) [8]. The geome-
try of all the systems was optimized by the minimum
condition for the total energy Etot. For SrFeO3, a com-
parative analysis of collinear magnetic FM and AFM
(A, C, and G type) structures was performed; for
SrSnO3, two modifications were considered: the low-
temperature orthorhombic (space group Pbmn) struc-
ture and the high-temperature cubic (space group
Fm3m) structure.

According to the LSDA calculations, the ground
state of SrFeO3 is the FM phase and the others are
arranged (in descending order of their stability) in the
series FM > AFM(A) > AFM(C) > AFM(G). The fea-
tures of the band structure of FM SrFeO3 are deter-
mined by the spin polarization of the Fe3d bands and
the differences in the hybridization of the t2g ↓ , ↑  and
eg ↑ , ↓  orbitals with the 2px, y, z oxygen states (in the
range from –7.2 eV to EF, Fig. 1).The t2g states are split
into the mainly occupied t2g ↑  band and the vacant
t2g ↓* band (∆(t2g ↑  – t2g ↓*) ~ 1.9 eV). The eg states
form a broad band and are responsible for the pdσ Fe–O
bonds. The metallic properties of the ferrite are deter-
mined by the Fe(t2g ↓ , eg ↑ ) orbitals, which make the
JETP LETTERS      Vol. 82      No. 4      2005
main contribution (~64%) to N(EF). The intrinsic mag-
netic moments (MMs) for Fe equal 2.85 µB; the induced
(through the iron–oxygen orbital overlap) magnetic
moments of oxygen atoms are insignificant (~0.16 µB).
Strontium is in a cationic form close to Sr2+.

Both SrSnO3 phases are nonmagnetic semiconduc-
tors. The energy gaps of the cubic and orthorhombic
SrSnO3 phases equal 1.03 and 1.70 eV, respectively.

According to our calculations, Sr2FeSnO6 differs
radically in its electronic and magnetic properties from
the starting systems and this material represents a half-
metallic ferromagnet, Fig. 2. In Sr2FeSnO6, the Sr and
Sn states are only slightly polarized (MM < 0.01 µB)
and the induced MMs of oxygen atoms decrease two
times as compared to those in FM SrFeO3 (to ~0.08 µB)
because of the appearance of nonmagnetic tin atoms in
their nearest environment. On the contrary, the MMs of
iron ions increase sharply (to 3.23 µB).

The spin-polarization effects of Fe3d ↑↓  bands and
the composition of the near-Fermi region of the spec-
trum are of particular interest. For the high-spin sub-
system, the t2g ↑  orbitals dominate in the occupied band
and eg ↑  orbitals dominate in the vacant band. The spec-
trum is of the metallic type. For the low-spin sub-
system, the eg ↓  and t2g ↓  orbitals are entirely split into
groups of occupied bonding (providing the σ and π
Fe−O bonds) and vacant antibonding states; the spec-
trum is of the insulator type. The energy gap (~0.8 eV)



222 SHEIN et al.
is indirect with a transition between the Γ–X points of
the upper occupied Fet2g ↓  and lower vacant Fet2g ↓*
bands. We emphasize that the splitting of the Fet2g ↓ , ↑
bands in Sr2FeSnO6 is large (∆(t2g ↑  – t2g ↓*) ~ 4.7 eV)
and much larger than in SrFeO3. As a result, the con-
ductivity of the HMFM perovskite will be completely
due to the Feeg ↑  states.

The nature of the formation of the half-metallic state
of Sr2FeSnO6 will be discussed starting with FM
SrFeO3. For this purpose, consider the main factors that
affect the SrFeO3 spectrum upon partial Sn Fe sub-

Fig. 2. (Upper panel) Total and (lower panels) partial densi-
ties of states of the half-metallic ferromagnet Sr2FeSnO6.

EF

eg
t2g

eg
t2g
stitution. The following properties change in this case:
(i) the electron concentration (ne, from 5.6 to
5.2 e/atom), (ii) the dimension factor (the lattice param-
eter a, relaxation of the oxygen sublattice), and (iii)
conditions for the hybridization of the spin states Fe3d
↑↓ –O2p upon changes in the nearest environment of
oxygen (Fe–O–Fe  Fe–O–Sn).

Because the band spectrum of FM SrFeO3 is contin-
uous for both spin systems, the concentration effect,
that is, the decrease in ne (the shift of EF down in the
energy scale within the rigid band model), is not the
reason for the formation of HMFM. In the analysis of
the dimension effect, we will take into account that both
an increase in the parameter a (by ~0.29 Å) and dis-
placements of oxygen atoms from their ideal positions
dFe–O/a = 0.250 (dFe–O is the Fe–O distance) to the posi-
tions dFe–O/a = 0.242 occur upon transition from SrFeO3
to Sr2FeSnO6. Test calculations for SrFeO3 with the
parameter a equal to the optimized lattice parameter of
Sr2FeSnO6 and with the relaxed oxygen sublattice, that
is, with oxygen atoms displaced from their ideal posi-
tions to dFe–O/a = 0.242, revealed no substantial changes
in the ferrite spectrum. Hence, the hybridization effects
play the main role in the formation of the half-metallic
state of Sr2FeSnO6. In this case, nonmagnetic tin atoms
lead to the formation of an energy gap and modify the
hybridization of spin states Fe3d ↑↓ –O2p so that the
condition of 100% spin polarization is fulfilled for the
low-spin system.

It is evident that SrSnO3 is not the only perovskite
that can be used in searching for new HMFM materials.
The families of ASnO3 perovskites (A = Ca, Ba, Cd)
and A2SnO3 pyrochlores (A = Y, La, Lu)—semiconduc-
tors with an energy gap from 3.0 to 4.8 eV [9]—can be
indicated as the nearest candidates. Because of the
closeness of the ionic radii of Snn+ and Fen+, it is reason-
able to expect the possibility of partial Fe Sn substi-
tution and the formation of mixed systems in which
nonmagnetic (pn) and magnetic (Fe) metal ions are
present simultaneously. Their analysis represents a sep-
arate problem.

Here, we only present the results of LSDA calcula-
tions for systems of different type in which magnetic
(Fe) and nonmagnetic (d0) metal ions are present simul-
taneously: Sr2FeTiO6 and Sr2FeZrO6. As well as in the
previous case, Sr(Fe1 – xTix)O3 – δ and Sr(Fe1 – xZrx)O3 – δ
solid solutions can be synthesized by known proce-
dures [10, 11]. The data in Fig. 3, in which the results
for Sr2FeZrO6 are demonstrated as an example, indicate
that these double perovskites are also half-metallic
ferromagnets. Their conductivity will be caused by the
Feeg ↑  states. Note that the replacement of the d0 metal
(Ti  Zr) leads to some changes in the distribution
of high-spin near-Fermi states (the partial composition
N ↑  (EF)) and in the energy gaps in the spectra of low-
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spin states, which comprise 1.1 and 0.6 eV for
Sr2FeTiO6 and Sr2FeZrO6, respectively.

Note that the proposed half-metallic ferromagnets
represent only one, equiatomic (Fe/(Sn, Ti, Zr) = 1)
composition of really synthesized continuous solid
solutions Sr(Fex(Sn, Ti, Zr)1 – x)O3 – δ. This points to the
possibility of controlling the properties of such materi-
als by varying their composition “inside” the system
without introducing other doping impurities. Addi-

Fig. 3. (Upper panel) Total and (lower panel) partial Fed ↑↓
densities of states of the half-metallic ferromagnet
Sr2FeZrO6.

EF

eg
t2g
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tional methods of affecting the features of the distribu-
tion of spin states in the particular HMFM materials are
associated with the nonstoichiometric effects in the
oxygen sublattice and (or) with the doping of the sub-
lattice A with atoms of alkaline-earth or f elements.

This work was supported by the Russian Academy
of Sciences, program “Hydrogen Power and Fuel
Cells.”
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The magnetic behavior of a Bi57FeO3 powdered sample was studied at high pressures by the method of nuclear
forward scattering (NFS) of synchrotron radiation. The NFS spectra from 57Fe nuclei were recorded at room
temperature under high pressures up to 61.4 GPa, which were created in a diamond anvil cell. In the pressure
interval 0 < P < 47 GPa, the magnetic hyperfine field HFe at the 57Fe nuclei increased reaching a value of ~52.5 T
at 30 GPa, and then it slightly decreased to ~49.6 T at P = 47 GPa. As the pressure was increased further, the
field HFe abruptly dropped to zero testifying a transition from the antiferromagnetic to a nonmagnetic state
(magnetic collapse). In the pressure interval 47 < P < 61.4 GPa, the value of HFe remained zero. The field HFe

recovered to the low-pressure values during decompression. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.27.+a, 71.30.+h, 81.40.Vw, 81.40.Tv
INTRODUCTION

The bismuth ferrite BiFeO3 belongs to a class of fer-
romagnetoelectric materials (multiferroics) that have
both a spontaneous electrical polarization and a sponta-
neous magnetization [1, 2]. Due to the record high anti-
ferromagnetic Néel temperature (TN = 643 K) and the
ferroelectric’s Curie temperature (TC = 1083 K)
between multiferroics [3, 4], the BiFeO3 crystal is very
attractive from both fundamental and applied aspects of
science. It has the rhombohedrally distorted perovskite
structure with space group R3c, and the unit cell param-
eters in the hexagonal representation are a = 5.58 and
c = 13.9 Å (or ar = 3.96  and ar = 0.6° in the rhombo-
hedral setting) [5, 6].

In a local atomic scale, BiFeO3 has the G-type anti-
ferromagnetic structure, in which each iron ion has six
iron neighbors with opposite spin directions [7]. How-
ever, the antiferromagnetic order is not homogeneous
and a complex spatially modulated cycloid spin struc-
ture is present with a long wavelength of about 620 Å,
which is incommensurate with the crystal lattice [8–11].

As was shown by Zvezdin and Pyatakov [1], the
crystal symmetry of BiFeO3 allows the existence of a
linear magneto electric effect, spontaneous magnetiza-
tion, and toroidal moment. However, due to the spa-
tially modulated spin structure, these effects average to

¶ The text was submitted by the authors in English.
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zero over the crystal volume and they can be observed
only when the spatially modulated structure is
destroyed [1]. Several mechanisms can suppress the
modulated structure, and one of them is a strong
applied magnetic field. The measurements in pulsed
and static magnetic fields revealed an appearance of all
three effects at the critical field of about 180–200 kOe
when the modulated spin structure is transformed to a
uniform state [12–14]. The substitution of rare-earth
ions for bismuth ions in BiFeO3 can also destroy (sup-
press) the spin modulation, and the magnetoelectric
effect appears [15].

In the present study, external high pressures were
applied to a BiFeO3 crystal to modify its magnetic
properties. The method of resonant nuclear forward
scattering (NFS) of synchrotron radiation at 57Fe nuclei
was used to investigate the parameters of the magnetic
hyperfine interactions.

EXPERIMENT

High-quality BiFeO3 powder samples in which iron
was enriched with 57Fe isotope to 98% were prepared.
For the high-pressure studies, a plate of BiFeO3 was
made by precompression of the initial powder between
diamond anvils. The thickness of the plate was about 5–
10 microns. In an optical microscope, the plate had a
transparent deep red color. To perform the NFS studies
at high pressures, a Bi57FeO3 plate with the dimensions
© 2005 Pleiades Publishing, Inc.
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~90 × 90 µm2 was placed into a high-pressure cell with
diamond anvils. The diameter of the working surface of
the diamonds in the cell was about 300 µm, and the
diameter of the hole in the rhenium gasket where the
sample was placed was about 100 µm. To create a
quasi-hydrostatic pressure, the working volume of the
cell was filled with the polyethyl-siloxane liquid PES-5.
The pressure value was determined by the standard
ruby fluorescence technique. Several ruby chips with
dimensions of about 1 µm were placed into the cell
along with the sample. They were placed at different
distances from the center of the working volume to
evaluate the pressure gradient in the chamber.

The NFS experiments were performed at the 16-ID-D
beamline at the Advanced Photon Source at Argonne
National Laboratory. The time spectra of the NFS from
the 57Fe nuclei (which may be considered as the time-
domain Mössbauer spectra [16]) were recorded at room
temperature in the pressure range up to P = 61.4 GPa
during compression and decompression runs. A
high-resolution monochromator with a 2.2 meV band-
width was tuned to the nuclear resonance energy of
14.4125 keV of the Mössbauer transition in the 57Fe
[17]. The polarization vector of the gamma rays was
horizontal and parallel to the sample plane.

Figure 1 presents the scattered radiation intensity
versus the time that elapsed after the nuclear excitation
by an incident pulse. The measurements for different
pressure values were performed in the 24 bunches
mode of operation. These bunches were evenly distrib-
uted with 154 ns separation between them. The damped
decay of the nuclear excitation was modulated in time
by quantum and dynamic beats. The quantum beats
were caused by the interference of the scattered radia-
tion components with different frequencies as a result
of the nuclear level splitting into sublevels due to the

Fig. 1. Evolution of NFS time spectra in the Bi57FeO3 pow-
der sample with pressure increase (a) and pressure decrease
(b) runs. The spectra are recorded at room temperature
without applying an external magnetic field.
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hyperfine interaction. The period of the quantum beats
is inversely proportional to the hyperfine splitting and,
in the case under study, to the magnetic field HFe at the
iron nuclei. The dynamic beats are caused by multiple
scattering processes and are determined by the sample
thickness. A detailed description of the method can be
found in review [18].

Under pressures below 47 GPa, the main feature of
the spectra is pronounced quantum beats. The spectra
indicate that, over the whole pressure range from ambi-
ent pressure to 47 GPa, the period of beats slightly
decreases indicating an increase of the magnetic hyper-
fine field HFe under pressure. When the pressure
increases above 47 GPa, the high frequency quantum
beats disappear signaling the disappearance of the mag-
netic field HFe at the 57Fe nuclei (Fig. 1). At decompres-
sion from the maximum pressure of 61.4 GPa to below
47 GPa, high frequency quantum beats appeared again
indicating the reversibility of the magnetic transition.
At ambient pressure, the value of the field HFe calcu-
lated from the NFS spectra is 49.3 T, which is consis-
tent with that obtained from previous Mössbauer [19,
20] and NMR [21, 10] experiments.

We also recorded the 57Fe-Mössbauer absorption
spectrum of our Bi57FeO3 sample in transmission
geometry (Fig. 2). At room temperature, the six-line
spectrum has slightly broadened resonance lines with a
noticeable asymmetry of the first and sixth lines. As it
was suggested by Zalesskii et al. [21] from analysis of
the NMR data, such features of the spectrum may
appear due to a distribution of values of the magnetic
hyperfine fields at iron nuclei. In the spatially modu-
lated cycloid spin structure of the BiFeO3 crystal, the
magnetic moments of Fe ions turn in the plane perpen-
dicular to the hexagonal plane along the propagation

Fig. 2. The 57Fe-Mössbauer absorption spectrum of the
Bi57FeO3 powder sample recorded at room temperature in
transmission geometry. The symbols are the experimental
points. The resulting fit to two subspectra is shown by a
solid line.
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direction of the spin-modulated wave (c-axis). Due to a
variation of the dipole contribution to the magnetic
hyperfine field HFe, this field becomes a periodic func-
tion of a coordinate in the crystal lattice with two max-
ima corresponding to the spin alignments parallel H||
and perpendicular H⊥  to the crystal c-axis [10]. Taking
into account these ideas, we successfully fit the Möss-
bauer spectrum (Fig. 2) to two six-line components and

obtained the following parameters:  = 49.96(8) T,

and  = 49.73(8) T.

RESULTS AND DISCUSSION

The NFS spectra were processed by the MOTIF pro-
gram, which was developed by Shvyd’ko [22, 23]. The
large number of quantum beats in each spectrum (more
than 20) allows us to obtain the value of the magnetic
field HFe at the 57Fe nuclei with high accuracy. The field
HFe, being the main parameter of this study, practically
does not correlate with the other parameters of the spec-
trum such as the sample thickness, the quadrupole
hyperfine splitting, and the azimuthal orientation of the
iron magnetic moment. All these parameters may affect
only the relative heights of individual peaks of the high
frequency quantum beats.

The room-temperature pressure dependence of the
magnetic hyperfine field HFe is shown in Fig. 3. The
field increases from ~49.3 T at ambient pressure to a
maximum value of ~52.5 T at P ~ 30 GPa, and then it
slightly decrease to about 49.6 T at further pressure
increase. At P ~ 47 GPa, the magnetic field drops to

H ||
Fe

H ⊥
Fe

Fig. 3. Pressure dependence of the magnetic hyperfine field
at 57Fe nuclei in Bi57FeO3 for the pressure increase (gray
triangles and diamonds) and pressure decrease (black trian-
gles) regimes. The solid line is a guide for the eye. The value
of HFe from the Mössbauer absorption spectrum under nor-
mal conditions is represented by the white diamond symbol.
zero, pointing to an abrupt transition of the sample from
the magnetically ordered to a nonmagnetic state.
Observations with an optical microscope revealed that,
after this transition, the sample, having been deep red in
color at ambient pressure, darkens and becomes
opaque. Presumably, this effect is due to a drastic
decrease in the optical gap and may imply a transition
from the insulating to a metallic state.

It follows from Fig. 3 that the increase in the mag-
netic field with pressure up to 30 GPa is almost linear.
The pressure dependence of the field can be given as

HFe =  + kHP with the parameters  = 49.5 ± 0.2 T
and kH = 0.09 ± 0.01 T/GPa. Apparently, the magnetic
field increase with pressure is due to the increase in the
exchange interaction as a result of enhancing of cova-
lent bonding owing to the decrease in the Fe–O–Fe
interionic distances. A nonlinear behavior of the field
with further pressure increase to 47 GPa is under ques-
tion and may be related to some transformation in the
crystal structure or/and possibly electronic and mag-
netic transitions.

The most important effect is the abrupt disappear-
ance of the magnetic field at the iron nuclei at P ~
47 GPa. This effect occurs due to the transition of the
BiFeO3 crystal to a nonmagnetic state, thus, demon-
strating the collapse of the localized magnetic moment
of iron. Several mechanisms for explaining such a mag-
netic collapse can be proposed.

(1) A structural phase transition resulting in the for-
mation of a new BiFeO3 phase with the Néel point TN

below room temperature. In this case, the magnetic
transition at P = 47 GPa is a transition from an antifer-
romagnetic to a paramagnetic insulating state.

(2) An insulator-to-metal transition at which the 3d
electrons of the Fe3+ ions are delocalized and form a
conduction band. In this case, the magnetic state of the
material is determined by the band mechanism and
depends on the band structure. Then, the magnetic tran-
sition at P = 47 GPa can be a transition from an antifer-
romagnetic to a paramagnetic metallic state.

(3) A transition of the iron ions from the high-spin
to the low-spin state analogous to the phenomenon that
was recently observed in several complex iron oxides in
the pressure range of 30–50 GPa [24–27]. As follows
from the Mössbauer spectra parameters (Fig. 2), the
trivalent iron ions in BiFeO3 are in the high-spin state
S = 5/2 at normal pressure. The low-spin state S = 1/2
of the Fe3+ ions is not diamagnetic, but the Néel point
TN of such a material should be much lower than for
materials with Fe3+ ions in the high-spin state. For
example, in the mean-field approximation, it follows
from the ratio kBTN ∝  AJS(S + 1), where J is an
exchange integral, kB is Bolzman’s parameter, and A is
a constant. In this case, the observed magnetic transi-
tion is a transition from the high-spin antiferromagnetic
to the low-spin paramagnetic state.

H0
Fe H0

Fe
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The measurements of the nuclear isomer shifts (IS)
and quadruple splitting (QS) would give direct infor-
mation about the iron spin states [28]. In our study of
the NFS spectra, we did not intend to measure the IS
and QS parameters, which would require a more
sophisticated experimental technique. However, the IS
and QS values can be reasonably obtained from con-
ventional Mössbauer absorption spectroscopy at high
pressures, which we are going to perform in the near
future. Additional information about the spin states of
ions can be obtained from the high resolution X-ray
emission spectroscopy technique, which is now avail-
able using synchrotron radiation facilities (a descrip-
tion of this method can be seen elsewhere [29]). These
types of experiments, as well as high-pressure X-ray
diffraction studies of the BiFeO3 crystal structure, are
part of our next plan.
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no. DE-FG02-02ER45955, by the Russian Foundation
for Basic Research (project nos. 04-02-16945-a and
05-02-16142-a), and by the Program of the Physical
Branch of the Russian Academy of Sciences under the
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In the tight focusing mode of the femtosecond radiation of a Cr:forsterite laser system in the transparent-dielec-
tric bulk, the nonmonotonic behavior of absorption has been revealed as the laser pulse energy increases. The
effect is caused by a change in the number of photons involved in ionization due to an increase in the effective
ionization potential. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.25.Bs, 42.70.Mp
The tight focusing of femtosecond laser radiation of
sub- and microjoule energy levels into the bulk of trans-
parent condensed matter makes it possible to achieve an
intensity of ~1013 W/cm2 in the beam waist without the
breakdown of the sample surface. For the laser pulse
power exceeding the critical self-focusing power, the
field ionization of a substance occurs due to an increase
in intensity, which finally results in the formation of a
plasma channel [1–4]. After the passage of a light pulse,
the energy of the electron component of the plasma is
transferred to the crystal lattice of the substance and
residual modification can arise in the dielectric bulk
when the fraction of the absorbed energy is sufficient.
Thus obtained micromodifications are of interest for
the three-dimensional recording of information [5] and
creation of waveguide structures [6–9]. The laser pulse
energy absorbed in the dielectric is a key parameter
determining the sizes of the plasma channel [4, 10]. In
available experimental works performed with visible
radiation, the dependence of the absorbed energy on the
incident energy is monotonic [10, 11].

In this paper, we report on the experimental effect of
the nonmonotonic energy dependence of the absorption
of tightly focused femtosecond laser radiation. In the
experiment, we used the radiation of femtosecond
Cr:forsterite laser system generating light pulses 100 fs
in duration at a wavelength of 1.24 µm. The pulse
energy varied in a range of 0.1–10 µJ by means of neu-
tral light filters. We investigated a KDP crystal into the
bulk of which laser radiation was directed by means of
an aspheric lens with a focal length of 2 mm (F/D ~ 1).
After each pulse, the crystal was shifted by 20 µm for
further interaction with an unmodified volume. The
0021-3640/05/8204- $26.00 0228
energies of the initial radiation and radiation passed
through the crystal were measured by photodiodes, and
the aperture of the detector at the crystal output is twice
as large as the diameter of the laser beam that has
passed.

The pulse energy dependence of the laser energy
transmission measured for the KDP crystal is shown in
Fig. 1. We note that the propagation of intense laser
radiation through the crystal was accompanied by the
generation of the second harmonic with a maximum

Fig. 1. Nonlinear transmission of laser energy in the KDP
crystal: points are experimental data, the solid straight line
corresponds to the absence of absorption in the crystal, and
the dotted line corresponds to the transmission with allow-
ance for only losses on the generation of the second har-
monic. The arrows with digits indicate the regions where
the number of photons involved in absorption changes.
© 2005 Pleiades Publishing, Inc.
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efficiency of no more than 8%, which was detected by
a Solar TII SL-40-2-3648USB spectrometer. Losses of
the main radiation are shown by the dotted line in
Fig. 1. Their contribution to the crystal transmission is
evidently immaterial. The use of the tight focusing of
radiation in the crystal in the experiment made it possi-
ble to exclude the generation of the supercontinuum.

The laser radiation absorption in the crystal begins
at a pulse energy of about 1 µJ corresponding to a
power of 10 MW, which is close to the theoretical crit-
ical power of self-focusing Pcr = λ2/2πn0n2 ≈ 7 MW
(where n0 = 1.5 and n2 = 2.5 × 10–16 cm2/W is the non-
linear refractive index [12]). In this case, four pro-
nounced steplike changes (they are indicated by the
arrows in Fig. 1) are observed in the dependence of
nonlinear transmission of light energy in the crystal.
The measurement errors are obtained by averaging over
30–40 pulses at each point in an energy range of 1–5 µJ
and over 5–10 pulses in the remaining region.

To interpret the experimental results, we used the
following interaction model. We assume that radiation
propagates in a homogeneous plasma channel with
constant intensity, which increases with the laser pulse
energy.

At the initial stage, basic energy losses in the crystal
are caused by the field ionization of the medium [10,
13]. In the general case, the efficiency of the field ion-
ization of the dielectric, including multiphoton and tun-
nel ionizations, is described by the general Keldysh for-
mula for crystalline media [14], where the parameters
of the medium are the effective ionization potential:

(1)

Here, ∆ is the energy gap of the crystal, E(x) is the ellip-
tic integral of the second kind, and the Keldysh param-
eter is given by the expression [14]

(2)

where EL and ω are the amplitude and frequency of the
electric field, respectively; e is the elementary charge;
and mr is the reduced electron mass. The reduced elec-
tron mass for the KDP crystal is unknown. For this rea-
son, the calculations were performed with a value of
0.6me (me is the electron mass) for the other dielectric,
fused silica [2]. A change in the reduced electron mass
leads to a proportional change in the laser radiation
intensity and does not affect the physical essence of the
estimates. The general Keldysh formula is used due to
the necessity of taking into account both the multipho-
ton and tunnel ionizations of the medium, because the
parameter γ is about 1 for a laser radiation intensity of
1013 W/cm2.

The effective ionization potential is a monotonically
increasing function of the laser radiation intensity. In
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turn, the number of photons involved in the process is
defined as

(3)

where the square brackets stand for the integer part of
the number. Thus, the number of photons involved in
the process can increase stepwise when the radiation
intensity in the plasma channel increases. This behavior
leads to a sharp decease in the ionization rate and, as a
consequence, to a nonmonotonic dependence of the
laser radiation absorption in the crystal. Figure 2a
shows the volume field-ionization rate calculated as a
function of the laser radiation intensity by the general

Nph

∆eff

"ω
-------- 1,+=

Fig. 2. (a) Laser radiation intensity dependence of the vol-
ume ionization rate calculated for the KDP crystal by the
general Keldysh formula and (b) the effective ionization
potential of the KDP crystal vs. the laser radiation wave-
length (I ~ 1013 W/cm2, mr = 0.6me). The arrows with digits
indicate the regions where the number of photons involved
in the absorption changes.
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Keldysh formula for the KDP crystal. The arrows indi-
cate regions where the number of photons involved in
the process increases.

For the KDP crystal with the energy gap ∆ ≈ 7 eV
[15] and photon energy "ω ≈ 1 eV, we obtain Nph = 8.
According to Eqs. (1)–(3) with the data shown in
Fig. 2a, the number of photons involved in the process
increases first to 9 at a radiation intensity of about 0.7 ×
1013 W/cm2, and the second, third, and fourth increases
(to 10, 11, and 12, respectively) occur at I3 ~ 1.5 ×
1013 W/cm2, I4 ~ 2.5 × 1013 W/cm2, and I5 ~ 3.6 ×
1013 W/cm2, respectively. For higher pulse energies, the
radiation intensity in the plasma channel is stabilized
[3, 10], which is manifested in the absence of a further
increase in the number of photons involved in absorp-
tion. We emphasize that considerable suppression of
the radiation absorption has been achieved in a number
of experimental realizations.

According to the numerical calculations presented
in [11], a considerable increase in the measurement
error in the regions, where the number of photons
involved in the process increases, can be caused by a
change in the intensity in the plasma channel. In the
regions where the number of photons increases a trans-
mission change is expected to be sensitive to intensity
fluctuations. The dependence shown in Fig. 1 is
smoothed, because it is obtained by averaging over a
large number of experimental realizations.

According to Eqs. (1)–(3), the effective ionization
potential and, therefore, the number of photons
involved in the process depend strongly on the laser
radiation wavelength (see Fig. 2b). This means that the
nonmonotonic behavior of the nonlinear transmission
of the crystal for IR radiation is necessarily much more

Fig. 3. Nonlinear transmission of laser energy in the
LiNbO3 crystal: the points are experimental data and the
solid straight line corresponds to the absence of absorption
in the crystal. The arrows with digits indicate the regions
where the number of photons involved in absorption
changes.
pronounced than that for visible radiation. The non-
monotonic incident energy dependence of the absorbed
laser energy was not observed for the KDP crystal in
our previous similar measurements with tightly focused
visible femtosecond laser radiation with a wavelength
of about 0.6 µm [10, 16]. Such a dependence is absent
in the results of recent experiments on the interaction of
0.8-µm tightly focused laser radiation with fused silica
[11].

The theoretical estimates confirm the measurement
results. In particular, for 620-nm radiation ("ω = 2 eV),
the initial number of photons involved in absorption in
the KDP crystal is equal to four. For the first and second
changes in this number (to five and six, respectively),
laser radiation intensities of 3 × 1013 W/cm2 and
1014 W/cm2, respectively, are necessary in the plasma
channel. In [17], as well as in our experiments on the
formation of plasma channels in fused silica and the
KDP crystal [4, 10], the laser radiation intensity is no
more than 3 × 1013 W/cm2. The situation for quartz is
similar. Thus, only a single change in the number of
photons involved in absorption can be observed in the
best case when visible laser radiation is used.

According to Eqs. (1)–(3), an increase in the effec-
tive ionization potential depends slightly on the energy
gap of the crystal. Therefore, a step change in the laser
radiation transmission is expected to be a general
effect. We also measured the transmission of the tightly
focused radiation of a Cr:forsterite laser system in the
LiNbO3 crystal (see Fig. 3). The statistics of the mea-
surements were similar to the measurements with the
KDP crystal. The dependence exhibits three pro-
nounced step changes in the transmission. The initial
number of photons involved in ionization in the
LiNbO3 crystal is equal to four. The first (to five pho-
tons), second, and third changes in the number of pho-
tons involved in ionization occur at laser radiation
intensities of 5 × 1012, 2 × 1013, and 3.7 × 1013 W/cm2,
respectively. Similar to the case of the KDP crystal, the
intensity in the channel for higher energies of a pulse is
stabilized and this stabilization is manifested in the
absence of a further increase in the number of photons
involved in the process.

The effect of a step change in the absorption of fem-
tosecond IR laser radiation with an intensity of about
1013 W/cm2 in a transparent dielectric is consistent with
the prediction of the Keldysh theory concerning an
increase in the number of photons involved in field ion-
ization in crystal media due to an increase in the effec-
tive ionization potential in a field of intense laser radia-
tion.

Moreover, a change in the number of photons
involved in ionization can occur in gaseous media,
because the effective atomic ionization potential
depends on the oscillatory electron energy [14]. This
circumstance should be taken into account in numerical
simulation of the propagation and filamentation of
intense IR laser radiation in the atmosphere. In the lat-
JETP LETTERS      Vol. 82      No. 4      2005
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ter case, a decrease in the radiation absorption due to an
increase in the number of photons involved in ioniza-
tion in the central part of the beam can lead to a change
in the dynamics of the channel formation accompany-
ing the radiation propagation.

This work was supported by the Russian Foundation
for Basic Research (project no. 03-02-16973).
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Josephson Vortex Lattice Melting in Bi-2212 Probed 
by Commensurate Oscillations of Josephson Flux-Flow¶
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We studied the commensurate semifluxon oscillations of Josephson flux-flow in Bi-2212 stacked structures near
Tc as a probe of melting of a Josephson vortex lattice. We found that oscillations exist above 0.5 T. The ampli-
tude of the oscillations is found to decrease gradually with the temperature and to turn to zero without any jump
at T = T0 (3.5 K below the resistive transition temperature Tc), thus, indicating a phase transition of the second
order. This characteristic temperature T0 is identified as the Berezinskii–Kosterlitz–Thouless (BKT) transition
temperature, TBKT, in the elementary superconducting layers of Bi-2212 at zero magnetic field. On the basis of
these facts, we infer that melting of a triangular Josephson vortex lattice occurs via the BKT phase with forma-
tion of characteristic flux loops containing pancake vortices and antivortices. The B–T phase diagram of the
BKT phase found from our experiment is consistent with theoretical predictions. © 2005 Pleiades Publishing,
Inc.

PACS numbers: 74.25.Qt, 74.25.Dw, 74.50.+r, 74.72.Hs
The vortex phase diagram in layered high-Tc materi-
als in parallel magnetic fields is significantly less stud-
ied than for perpendicular fields. This is related to the
great difficulty in visualization of Josephson vortices
[1] and the Josephson vortex lattice (JVL) [2].
Recently, a method of identification of triangular JVL
has been found [3]. It was demonstrated as oscillations
of Josephson flux-flow resistance in narrow Bi-2212
mesa structures in a parallel field with a periodicity of

Φ0 per elementary Josephson junction. The effect has

been interpreted as a result of commensurability of a
triangular JVL period with mesa width. In this paper
(see also [4]) we develop an idea to use the effect of
Josephson flux-flow (JFF) commensurate oscillations
for probing of JVL melting. In a triangular lattice, the
periodic rows of JVs in adjacent layers are shifted by π.
Therefore, JFF oscillations with semifluxon periodicity
reflect the transverse coherence of a triangular lattice.
The melting of a triangular lattice should be accompa-
nied by a loss of transverse coherence and, as a result,
by disappearance of semifluxon oscillations. Different
scenarios of melting can occur: melting into the liquid
phase or melting into the Berezinskii–Kosterlitz–Thou-
less (BKT) phase [5–7]. For the latter case, the possibil-
ity of second order transition has been considered [7,
8]. The influence of BKT transition on a JVL phase at
high fields and high temperatures has been widely
debated [5–9]. However, until recently, there were no
systematic experimental studies of JVL melting.

¶ The text was submitted by the authors in English.
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The experiment was carried out on stacked struc-
tures of slightly overdoped Bi-2212 with lateral sizes of
La × Lb = 15–30 µm × 3–5 µm containing about 100 ele-
mentary junctions (Fig. 1). The structures were fabri-
cated by double sided processing of Bi-2212 whiskers
by a focused ion beam (FIB) [10]. The field was ori-

E-Beam
5.00 kV

Spot
3

FWD
5.256

Tilt
52.0°

01/23/04
08:28:49

Det
SED

Mag
6.50 kX

10 mm

Fig. 1. SEM picture of the stacked structure fabricated by
double sided FIB etching of a Bi-2212 single crystal whis-
ker.
© 2005 Pleiades Publishing, Inc.
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ented strictly parallel to the ab-plane and perpendicular
to the a-axis. The parallelity of the field orientation was
adjusted within 0.01° by fixing that at the sharp maxi-
mum of the JFF magnetoresistance with field rotation
around the a-axis. For that purpose, along with a main
coil providing a magnetic field up to 1T, an additional
perpendicular coil was used. The data were collected by
a computer controlled current source and a nanovolt-
meter.

We traced the oscillating dependence of the JFF
resistance on a parallel magnetic field at fixed tempera-
tures with temperature variation by small steps (Fig. 2).
The period of the oscillations exactly corresponds to
1/2 fluxon per elementary junction, ∆B = 0.5Φ0/Ls,
with L (the stack size) being perpendicular to the mag-
netic field and s being the inter-layer spacing. The
amplitude of the oscillations decreases with tempera-
ture and turns to zero at some temperature T0, which is
3.5 K below Tc (Fig. 3). Figure 2 shows that, at a fixed
temperature, oscillations exist within some field inter-
val. The boundaries of that interval, which are marked
in the picture, define the lower and upper boundaries of
the triangular JVL state at the B–T diagram (Fig. 4a).

Let us discuss the main features observed. The char-
acteristic point at the phase diagram corresponds to B =
0.6–0.7 T, where the upper and lower boundaries meet
each other at T = T0. There are no JFF oscillations above
this temperature. We can then conclude that there is no
triangular JVL state above that temperature. The value
of T0 lies 3.5 K below the transition temperature. That
is very close to the bare BKT transition temperature
observed at zero magnetic field on similar Bi-2212 sin-
gle crystals [11]. The BKT transition is characterized
by spontaneous formation of free pairs of pancake vor-
tices and antivortices within elementary superconduct-
ing layers. Below TBKT, the vortex–antivortex pairs can
be unbound by the in-plane current and the I–V charac-
teristics have the power law V = Ia(T) + 1, where the expo-

nent a = d/(4πλ)2 (with d being the thickness of the
layer and λ the London penetration depth) is propor-
tional to the unbinding energy. At the BKT transition,
this exponent undergoes a universal jump from 2 to 0,
which is known as the Nelson–Kosterlitz jump, which
is a characteristic feature of the BKT transition. By
observation this jump, the BKT transition has been
identified in the elementary conducting layers of
Bi-2212 single crystals [12] with TBKT – Tco = 3.5 K.

The BKT transition in a parallel magnetic field [5, 9]
was considered in connection with melting of JVL [7,
8] and with the observation of independent Lorentz
force dissipation when both the transport current and
magnetic field lie in the ab-plane [13]. The elementary
process accompanying JVL melting has been consid-
ered by Blatter et al. [6]; that is, the hopping of a seg-
ment of Josephson vortex into the neighboring junction
with formation of a loop that includes a pancake vortex
and antivortex (Fig. 5).

Φ0
2

JETP LETTERS      Vol. 82      No. 4      2005
The BKT transition facilitates the hopping provid-
ing the free vortices and antivortices necessary for for-
mation of a loop. The unbinding of vortex–antivortex
pairs by the in-plane component of the current circulat-
ing around the Josephson vortex happens even at tem-
peratures considerably lower than TBKT. The hopping
becomes preferable at higher temperatures, because of
an increase of the thermal fluctuations, and also at a
high enough magnetic field with an increase of the vor-
tex concentration and, correspondingly, with an
increase of the intervortex repulsive interaction in one
junction. The critical field for JVL melting into the

Fig. 2. Semifluxon oscillations of Josephson flux-flow volt-
age of Bi-2212 mesa with lateral sizes of La × Lb = 15 µm ×
5 µm in the parallel field B || b. The linear part is subtracted.
The curves are shifted for clarity. The markers (rhombuses)
indicate the lower and upper boundaries of the existence of
oscillations.

Fig. 3. Temperature dependence of the amplitude of semi-
fluxon JFF oscillations on a parallel magnetic field mea-
sured near the field of 0.7 T for the Bi-2212 stacked junction
and the superconducting transition for the same junction at
zero field and at B = 0.7 T.

B = 0.7 T
B = 0
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BKT phase B* has been calculated by Hu and Tachiki

[7, 8] B* = Φ0/(2 γs2) with γ being the anisotropy of
the London penetration depths γ = λc/λab, and s being
the spacing between the elementary conducting layers.
They also considered the B–T phase diagram of the JVL
melting schematically shown in Fig. 4b.

The experimentally found phase diagram of JVL
melting is quite similar to the theoretical picture. The

3

Fig. 4. Phase diagram of the JVL state restored from the
data on semifluxon oscillations of the JFF voltage on a par-
allel magnetic field for two Bi-2212 mesas (a) and the sche-
matic picture of the phase diagram considered in [7] (b).

Fig. 5. Schematic illustration of hopping of a Josephson
vortex segment with formation of a flux loop containing a
pancake vortex and antivortex pair: (a) Josephson vortex
before hopping, (b) after hopping.
maximum temperature of existence of the BKT phase
T0, as it was mentioned, corresponds well to the bare
BKT transition. The critical magnetic field B* esti-
mated for our samples with γ = 500 [14] corresponds to
0.5 T, which is close to the experimental value 0.6–
0.7 T. The upper boundary of JVL existence is also in
qualitative agreement with the theoretical B(T) depen-
dence for the melting line: B grows with a decrease in
T. The crossing of the BKT melting line by moving
from the JVL state either by increasing the temperature
or field corresponds to a continuous decrease of the
amplitude of the oscillations to zero without any jump
expected for the first order transition. That is a signature
of the JVL melting into the BKT phase since, as it was
argued in [7] for γ > 9 and B > B*, it should be a phase
transition of the second order. Note that the experimen-
tal picture corresponds to the sliding JVL, while the
theoretical picture relates to the static case. However,
due to the small dc currents used in the experiment, the
JVL velocity was relatively small, about 3% of the Swi-
hart velocity.

In contrast, the lower boundary is characterized by
much sharper variation of the oscillation amplitude
with a decrease of the field. The origin of the low
boundary is still not quite clear. The JFF voltage is
known to have a threshold as a function of the magnetic
field [15] that corresponds to a flux density of 0.7Φ0 per
junction. The oscillations appear starting with a field of
about 0.5 T and are nearly independent of the tempera-
ture. That field corresponds to 5–7 periods of triangular
JVL, which appears to be the threshold value for the
commensurability effect corresponding to the minimal
number of periods for the lattice to start to behave as a
solid piece.

We found that the Josephson flux-flow branch still
exists on the I–V characteristics above TBKT; however,
the JFF voltage drops rapidly at T > TBKT (Fig. 3). The
study of the JFF state above TBKT is of great interest for
future research. Another interesting point is to study the
influence of the c-axis field component on the JVL
melting temperature.
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Minimum Energy of a Free Electron in Inert Gases
S. Nazin and V. Shikin
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The properties of the minimum energy W of a low-energy free electron in an inert gas are discussed. This quan-
tity is one of the basic characteristics of the electron in problems of the formation of various charged clusters
(bubbles or compacts) in low-dimensional electronic states along interfaces. A relation between the energy W
and a similar energy W0 determined in the so-called optical approximation, where the energy W0 is proportional
to the gas density ng, has been obtained. Comparison makes it possible to determine the ng dependence of the
scattering length a0 introduced in the “optical” description of the gaseous medium and to reveal the conditions
under which a0(ng) may change sign, which behavior, by definition, is beyond the framework of the optical
approximation and is observed experimentally. © 2005 Pleiades Publishing, Inc.

PACS numbers: 67.70.+n, 72.60.+g
One of the basic characteristics of a low-energy
electron in inert gases is its average minimum energy W
determining the behavior of the electron in such media
(free motion at lengths much larger than interatomic
distances or localization). In this context, the optical
approximation (see [1] and further publications [2–9],
where this approach was developed; the list of refer-
ences may be expanded)

(1)

is very usable. Here, ng is the average gas density, m is
the free-electron mass, and a0 is the so-called scattering
length of a slow electron on a given atom, which is
closely related with the s component of the electron
scattering amplitude on the atom. Representation (1) is
particularly valuable for solving inhomogeneous prob-
lems such as bubble or cluster problems, where the
local definition of the energy W0 by Eq. (1) with the
coordinate-dependent density ng(r) has no alternative
[10–12].

Formula (1) is certainly valid for the contact interac-
tion V0(r – Ri) of the electron with an atom:

(2)

where δ(x) is the Dirac delta function. In fact, this inter-
action V(r) is more complex, and formula (1) remains
acceptable if the scattering length, which is an integral
characteristic of V(r), depends slightly on ng. The situ-
ation for inert gases seems to be acceptable, because a0
is independent of ng as follows from data on the elec-
tron mobility in rarefied gases. For He, Ne, Ar, Kr, and
Xe, a0/aB . +1.16, 0.45, –1.63, –3.8, and –6.8, respec-
tively, where aB is the Bohr radius (see [13, 14], where

W0

2π"
2a0

m
-----------------ng=

V0 r Ri–( )
2π"

2a0

m
-----------------δ r Ri–( ),=
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the references to the information sources are given).
However, optical data indicate the formation of an elec-
tron–helium bound state (a negative helium ion has a
binding energy of about 0.07 eV [15–17]). Therefore,
the scattering length in low-density gaseous helium that
enters into Eq. (1) is negative (we recall that an electron
is pushed out of the liquid helium bulk with an energy
of W ~ 1 eV [12, 14, 18–20]; therefore, a0 in Eq. (1) is
positive in this case).

Independent examples of the change in sign of a0 are
presented by molecular hydrogen (here, a0 is positive
for the liquid and solid phases, whereas it is negative for
the gas [21]) and argon, where the signs of a0 are differ-
ent for the liquid and solid phases [13, 22, 23]. Thus,
the dependence a0(ng) is expected for all inert gases,
although information on this dependence is scarce. The
aim of this work is to fill in this gap. The problem of
interest is to determine the energy W(ng) with the max-
imum inclusion of information on the polarization
interaction of the electron with surrounding atoms,
including a qualitatively correct passage to the limit of
zero gas density. The further comparison W(ng) with
W0(ng) given by Eq. (1) provides an estimate of the gas-
density dependence of the effective scattering length a0

for small and intermediate ng values and the unification
of available separate data on the a0(ng) behavior, includ-
ing the appearance of negative values of this parameter.

1. To start formulating the problem, we note that the
calculations are performed in the previously used
Wigner–Seitz spherical model [5, 6], in which an atom
of a gas is located at the center of the cell and the pres-
ence of other atoms is approximately taken into account
by the boundary condition at its outer boundary with
the radius R depending on the vapor density as (the dif-
© 2005 Pleiades Publishing, Inc.
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ference between [5, 6] and our work will be commented
on below)

(3)

Thus, the problem is formally reduced to the search for
the ground state W for the electron in a spherically sym-
metric polarization-induced well described by the fol-
lowing potential (the N nearest neighbors are closely
located on the first coordination sphere with the radius
2R) composed of individual polarization contributions
of various atoms:

. (4)

Here,

(5)

where α is the polarizability of the atom and a is its
effective radius that is the variable parameter in further
calculations.

The interaction V0(r) given by Eq. (5) is not used in
accurate (including numerical) calculations of the bind-
ing energy of an extra electron with an isolated inert-
gas atom (see, e.g., [24]). Nevertheless, since the
dependence W(ng) is primarily of interest and in order
to minimize numerical calculations, we use Eq. (5),
which allows the application of the one-electron
approximation. In this case, the interaction of the extra
electron with “internal” atomic electrons is represented
by the appropriate boundary condition for the electron
wave function on the “surface” of the atom with radius a.
This condition excludes the fall of the particle onto the
attractive center and takes into account the hardness of
internal shells. The importance of the latter circum-
stance is seen at least from the fact that the helium
atom, whose atomic polarization α is minimal among
inert gases, binds the extra electron with the binding
energy ~0.07 eV, whereas other representatives of this
series with much larger α values have no bound states
[24]. The single-electron formalism proposed below
qualitatively takes into account this circumstance.

Boundary conditions. They are comparatively sim-
ple on the outer boundary of the cell. There is the natu-
ral requirement

(6)

which efficiently allows the electron with the wave
function ψ(r) to move from one cell to another. In order
to reveal the details of the W(ng) dependence, it is also
appropriate to use the alternative requirement

(7)

As was mentioned above, the boundary conditions
on the inner boundary r = a should be specially dis-

2R( )3 ng
1– .=

V r( ) V0 r( ) V0 2Ri r–( )
i 1=

N

∑+=

V0 r( )
V0 0, r a≤>

αe2/2r4, r a,>–



=

ψ' R( ) 0,=

ψ R( ) 0.=
JETP LETTERS      Vol. 82      No. 4      2005
cussed. Under these conditions, it is desirable to pro-
vide the possibility of localizing the electron (or its
absence) on an individual atom. At first glance, the
atomic polarizability α is of most importance in the
interplay of the parameters (the larger the α value, the
higher the localization probability). However, the situ-
ation is opposite. The helium atoms with the minimum
α value form a negative ion [15–17], while the other
inert gases do not form such an ion [24]. Only the
boundary conditions that may invert the situation
remain in the single-electron formalism.

To reveal the desired perspective, we consider the
impedance solution of the problem of the electron
localization on the center with potential (5). It is easy to
verify that the electron wave function near a polarized
atom has the form

(8)

and aB is the Bohr radius. In the general case, the sin-
gle-electron problem with attraction ∝  – r–4 is reduced
to the Mathieu equation [25, 26]. The asymptotic form
of such wave functions at small distances is given by
Eq. (8).

The approximation with vanishing ψ(r) on the
atomic surface:

(9)

leads to the relation between the coefficients A and B:

(10)

where a is the atomic radius. The alternative case has
the form

(11)

Then, setting

(12)

at large distances and asymptotically matching Eqs. (8)
and (12), for the case given by Eqs. (9) and (10), we
obtain

(13)

Matching Eqs. (8) and (12) for the case given by
Eq. (11), we arrive at

(14)

By varying α, it is easy to verify that result (13) is
physically meaningless. First, in this result, there is no
threshold that is characteristic of three-dimensional
problems with localization. Second, as α decreases,
although the localization length κ–1 increases (this
behavior is reasonable), it approaches a finite limit aB
from the side of small values of a < aB, which is sense-
less!

ψ r( ) A λ /r( )sin B λ /r( ),cos+=

λ α /aB, aB "
2/me2,= =

ψ r( ) r a= 0=

A B λ /a( );cot–=

ψ' r( ) r a= 0, A B λ /a( ).tan= =

ψ r( ) . C
κx–( )exp

r
------------------------

κ 1– λ λ /a( ).cot=
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Variant (14) is more physically meaningful. First,
there is a pronounced threshold for the electron local-
ization. Indeed, κ–1 and, therefore, the right-hand side
of Eq. (14) are positive if  is negative, which
is possible if

(15)

Second, the localization length κ–1 decreases, begin-
ning from infinity, as α increases in the region λ/a ≥ π/2
[λ increases, but – ) decreases nonlinearly in
the interval π/2 < (λ/α ) < π , so that the right-hand side
of Eq. (14) diverges at the point π/2 and decreases
monotonically above the localization threshold).

Thus, boundary condition (9) at the inner boundary
excludes the localization of the electron on an atom
with an arbitrary α value with impedance accuracy.
This boundary condition should be imposed for all
atoms except helium, whereas the localization possibil-
ity should remain for helium, which corresponds to
requirement (11). Threshold (15) is formally reached at
a given α value by varying the inner radius a, which is
considered as a varying parameter in our formulation.

The numerical analysis corroborates the impedance
picture given by Eqs. (8)–(15) of the electron behavior
near an individual atom.

2. Discussion of the boundary conditions given by
Eqs. (9) and (11) completes the formulation of the
problem. The wave equation was solved numerically
for the known series of inert gases with “individual”
boundary conditions at the inner and outer boundaries
of the Wigner cell and parameters taken from refer-
ences (atomic weight and density [27], polarizability
[13, 14], binding energy in a negative ion [24], and bar-

λ /a( )tan

λ /a π/2.≥

λ /a( )tan

Fig. 1. Energy W(R, α) vs. R for various α values for the
problem given by Eqs. (6) and (9) with the fixed value a =
aB. The fan of the plots is chosen so that it includes the tran-
sition from the case with no minimum to the case with a
minimum in the W(R) plot that occurs at the critical value

αc/  = 2.48 (for arbitrary a values, αc/aB  . 2.48).aB
3

ac
2

W

rier height [12, 14, 18–20, 22, 23, 28]). Then, the
desired scattering length is calculated by the formula

(16)

where W(ng) is the numerically found energy of the
electron ground state in the cell with the outer radius
determined from Eq. (3) for various gas densities. The
inner radius a was chosen for each gas by taking into
account additional circumstances (existence of a bound
state in the limit of zero gas density, the known energy
of the electron interacting with the liquid phase, etc.).

A necessary test is the existence of the threshold of
the formation of a bound state in the problem given by
Eqs. (6) and (11) at zero gas density. The change r 
Ar and α  A2α transforms the radial Schrödinger
equation with the potential V(r) = –αe2/2r4 in the semi-
infinite interval (a, ∞) with the boundary conditions
ψ'(a) = ψ(∞) = 0 to the same equation in the interval
(Aa, ∞) with the energy change E  E/A2. This means
that the critical values αc and ac at which the bound
state first appears (at the time of its appearance, its
energy E = 0) are related by the scaling expression

(17)

The numerical solution of the Schrödinger equation
shows that the coefficient C in this expression is equal
to 2.48, which coincides with the value C = π2/4 fol-
lowed from Eq. (15) with an accuracy better than 1%.

With the same accuracy, the problem given by
Eqs. (6) and (9) in the limit ng  0 has no bound
states, as was expected [see Fig. 1, where W(R)  0
for R  ∞].

Within the framework of our plan, we consider the
dependence W(R, α) for the problem given by Eqs. (6)
and (9) with a continuous increase in α and the fixed
value a ~ aB. The fan of the corresponding plots in
Fig. 1 exhibits the threshold change in the regime from
the monotonic behavior of the energy with dW/dR < 0
to the appearance of increasing nonmonotonicity in this
dependence. Similar to the case given by Eq. (15), the
threshold following from the data presented in Fig. 1
exhibits the scaling behavior given by Eq. (17) (with
the same proportion constant). The physical sense of
the behavior in Fig. 1 is clear. The energy W integrally
includes the contribution of zero oscillations and polar-
ization attraction: W . W" – Wα, where W" ∝  R–2. The
main part of Wα comes from small distances r ≥ a and
depends slightly on R. Another part of Wα comes from
the region r ≤ R, where the “vertex” of interaction (4)
decreases rapidly with R: ∂V/∂R ∝  R–5. If the wave
function is nonzero in this region [which is ensured by
boundary conditions (6)], the negative contribution
from r ≤ R to W becomes dominant beginning with a
certain threshold in α and finally leads to nonmonoto-
nicity in the behavior of W(R, α) shown in Fig. 1.

a0 ng( )
mW ng( )
2π"

2ng

--------------------,=

α c Cac
2.=
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Neon is a typical “monotonic” representative among
inert gases. The problem given by Eqs. (6) and (9) for
Ne, where the radius aNe is varied to fit the observed
energy W in the liquid state, falls into the subthreshold
region (Fig. 1) and gives the general behavior of

WNe(ng) presented in Fig. 2. Then, (ng) is obtained
from Eq. (16) (see Fig. 3).

Argon lies on the other side of the boundary (Fig. 1).
The change of the sign of the energy WAr(ng) in the tran-
sition from the liquid state to the solid one can be

obtained by varying . In this case, the problem given
by Eqs. (6) and (9) leads to the result shown in Fig. 4,
which indicates that W changes sign at the boundary
R = 1.8 Å, which corresponds to the liquid argon den-
sity (the change is easily shifted to the liquid argon–

solid argon interface, where  really changes sign).

Thus, the change of the sign of  observed in argon
in its transition from the liquid state to the solid one
[23] has a polarization origin associated with the con-
tribution of the periphery of the Wigner–Seitz cell to
the energy W. This contribution cannot be separated by
varying only the effective scattering length extracted
from the data on the electron mobility in gaseous and
liquid argon, as was done in [22] (see below and com-
ments to [5, 6]).

The W(ng) dependences for xenon and krypton are
similar to the plot in Fig. 4 with the expanding region
of negative energies. Gaseous 3He and 4He in the gen-
eral inert series require special consideration with the
use of the wave solution in the cell with the boundary
conditions given by Eqs. (6) and (11). The properties of
WHe(ng) in this problem will be discussed elsewhere.

a0
Ne

a0
Ar

a0
Ar

a0
Ar

Fig. 2. Energy WNe(ng) for Ne with two different radii a.
The value a = 0.50 Å, for which the energy WNe reaches a
value of about 1.05 eV [28] for the liquid-phase Ne density,
is favorable. This position on the horizontal axis is marked
by the arrow.

W
N

e
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Summary. In this work, formalism has been pro-
posed that provides a more detailed analysis of the
polarization contribution to the minimum energy W of
a free electron in an inert gas. In the single-electron
approximation, this formalism completely includes
details of the interaction of the electron with atoms of
the gas both near atomic centers and at their periphery.
Qualitatively different branches have been found in the
behavior of W(ng) in dependence on the capability of an
atom to form a negative ion. The situation in which an
individual atom does not form a bound state with an
extra electron has been analyzed in detail. It has been
shown that separation in the parameter γ ∝  α/aBa2 exists

Fig. 3. Scattering length  according to Eq. (16) and data
presented in Fig. 2 for WNe(ng).

a0
Ne

Fig. 4. Energy WAr(ng) for Ar with two different radii a. The
value a = 0.733 Å, for which the energy WAr passes through
zero at the point R = 1.81 Å corresponding to the liquid-
phase Ar density, is favorable. The distance R is related to
the density ng by Eq. (3).

W
A

R
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in this set of “participants” to which all inert gases
except He belong. For small γ values, the energy W(ng)
is everywhere positive (the case of neon). As γ
increases, the behavior of W(ng) becomes nonmono-
tonic and this function becomes negative for intermedi-
ate ng values. Argon and heavier gas exhibit such a non-
monotonicity.

It is worth noting that, although a0 depends pro-
nouncedly on the gas density, this dependence is rela-

tively weak. In particular, the length  for Ne
changes by a factor of only 2–3 when the density
changes by several orders of magnitude (see Fig. 3).
This circumstance justifies the application of the opti-
cal approximation given by Eq. (1) in problems [10–12,
21], where the gas (fluid) density varies within a small
interval.

Let us make some comments on the calculations [5,
6] where the Wigner–Seitz cell was used. In those
works, the wave function in the cell was taken in the
form

(18)

with the additional boundary condition given by
Eq. (6). In such a representation, most information on
the effect of polarization on the properties of the elec-
tron energy in the cell is obviously lost. The expression
for the energy

(19)

that was derived in [6] is monotonic [here, polarizabil-
ity can be effectively introduced only through the
dependence a(α)].
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