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Abstract—An ab initio study of the electronic structure and the Fermi surface is carried out for random Al–Si and
Al–Ge solid solutions. At a 10 at. % Si content, a topological transition of the neck-formation type is revealed,
which can account for the experimentally observed peculiarities of the transport properties of the Al–Si system.
A similar transition is also found in the Al–Ge system, and the appearance of the anomalous transport coefficients
at Ge concentrations of about 10 at. % is predicted. In addition, it is shown that the increase in the concentration
of the dopants gives rise to nesting of the Fermi surface sheets (superposition of electron–hole pockets). This pecu-
liarity of the Fermi surface can be responsible for the enhancement of the superconductivity and the instability of
the crystal structure observed in the Al1 – xSix and Al1 – xGex solid solutions. © 2003 MAIK “Nauka/Interperiod-
ica”.
1. INTRODUCTION

It is well known that the physical properties of met-
als and alloys significantly depend on the topology of
the Fermi surface, which is strongly affected by doping
and external pressure. These factors give rise to differ-
ent peculiarities in the electronic structure, for exam-
ple, to electronic topological transitions, which, in turn,
affect the physical properties of metals. In this paper,
we study the influence of the external pressure and dop-
ing on the topology of the Fermi surface of metastable
random solid solutions Al1 – xSix and Al1 – xGex.

Al–Si and Al–Ge solid solutions synthesized at high
pressures exhibit unusual physical properties, such as
enhanced superconductivity and anomalous transport
coefficients at low temperatures. Under ambient condi-
tions, the solubility of Si and Ge in aluminium is low:
the solubility limit of these elements at 0.1 MPa is 1.6
and 2.8 at. %, respectively [1]. As the pressure is
increased to 10 GPa, the solubility of Si and Ge
increases to up to 20 and 18 at. %, respectively [2]. In
this case, the temperature of the superconducting tran-
sition (Tc) of the metastable solid solutions increases
from 1.18 K for pure aluminium [3] to 11 and 7.2 K for
the Al80Si20 and Al85Ge15 alloys, respectively [2]. In
addition, singularities in the phonon density of states
have been revealed in these solid solutions [4]. Along
with the increase in the electron–phonon interaction
constant [4–6], these singularities lead to an increase in
the superconducting transition temperature of these
solid solutions [7, 8]. Moreover, peculiarities in the
transport properties, such as thermopower and the Hall
coefficient, have been revealed in the region of lattice
instability [9–11]. It should also be noted that the
1063-7834/03/4512- $24.00 © 22213
Al1 − xSix and Al1 – xGex solid solutions are a good model
for studying the influence of pressure on a number of
physical properties, because these solutions have a sim-
ple (face-centered cubic, FCC) crystal lattice, their
Fermi surfaces consist of the s and p electron states, and
the superconducting transition temperatures of these
solutions are almost linear functions of the percentage
of silicon. In this paper, we perform a theoretical study
of the physical properties of the Al–Si and Al–Ge solid
solutions by carrying out ab initio calculations of the
electronic structure of the random binary alloys over
wide concentration and pressure ranges. Two peculiar-
ities of the electronic structure, which can result in dif-
ferent anomalous properties of the Al-based alloys, are
found. One of them is the occurrence of an electronic
topological transition induced by an increase in the Si
or Ge concentration and pressure. It is shown that the
electronic topological transition in Al–Si systems can
be responsible for the experimentally observed anoma-
lous transport properties [4–6]. The other peculiarity is
associated with a nesting feature (Kohn anomaly),
which occurs as the dopant content is increases. This
anomaly seems to be responsible for the softening of
the phonon spectrum and the increase in Tc of the
Al1 − xMx (M = Si, Ge) solid solutions.

2. CALCULATION TECHNIQUE

The electronic structure of the Al1 – xSix and Al1 – xGex
random solid solutions, which have an FCC crystal lat-
tice, was calculated using the Korringa–Kohn–Ros-
toker method within the coherent-potential and atomic-
sphere approximations [12] and basis functions consist-
ing of the s, p, and d orbitals. The exchange correlation
003 MAIK “Nauka/Interperiodica”
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effects were taken into account in the framework of the
generalized gradient approximation [13]. The atomic-
sphere radii for both elements were chosen to be equal
to the average atomic-sphere radius of the Wigner–
Seitz cell of the alloy, and the charge transfer was con-
sidered in the framework of the screened-impurity
model with the Madelung screening factor β = 0.6 [14].

Integration over the irreducible part (1/48) of the
Brillouin zone was carried out using 1500 special k
points; the energy integrals were calculated using
25 points on the semicircular energy contour. The con-
vergence criterion for the total energy was 0.001 mRy.

The total energy of the ground state of the solid
solutions was calculated self-consistently for wide
ranges of Si and Ge concentrations and different pres-
sures. Then, the results obtained were used to approxi-
mate the dependence of the total energy on the unit cell
volume using the Morse method [15]. The Fermi sur-
face was determined for different values of the lattice
parameters corresponding to various concentrations
and pressures by finding the maxima of the Bloch spec-
tral function A(k, EF); for this purpose, a very fine grid
of k points in the ΓXWK plane of the Brillouin zone was
used (a detailed description of this formalism can be
found in [16]).

3. FERMI SURFACE AND ELECTRONIC 
TOPOLOGICAL TRANSITIONS

Under ambient conditions, the Fermi surface of pure
aluminium consists of a large second hole zone and
small third-zone toroidal electron pockets in the vicin-
ity of the K point (Fig. 1). Silicon has an additional
valence electron in comparison with aluminum; there-
fore, silicon doping leads to a growth in the size of the

Γ
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W

X

Fig. 1. ΓXWK section of the Fermi surface of pure Al at zero
pressure.
PH
electron pocket near the K point. As the Si content
increases and the pocket size grows, the electronic
topological transition of the neck-formation type
occurs near the W point at an Si concentration of
approximately 10 at. % and zero external pressure
(Fig. 2a). As expected, germanium doping also brings
about the occurrence of an electronic topological tran-
sition of the neck-formation type, because the elec-
tronic structure of this element is similar to that of Si.
However, the transition occurs at a Ge concentration of
11 at. % (Fig. 2b). In pure aluminium, the size of the
electron pocket near the K point decreases as the pres-
sure increases. Thus, the pressure and doping affect the
Fermi surface of aluminum in different ways. Never-
theless, simultaneous doping and application of pres-
sure facilitate the formation of the neck; the electronic
topological transition is observed in this case at a pres-
sure of about 10 GPa and Si and Ge concentrations of 8
(Fig. 2c) and 9 at. % (Fig. 2d), respectively. This is
probably due to the strong broadening of the electron
pocket near the point along the WK direction. It should
be noted that, in the ranges of pressures and concentra-
tions covered in this study, the change in shape of the
second hole zone of the solid solutions is negligible.

According to the general theory of electronic topo-
logical transitions [17], these transitions can manifest
themselves as peculiarities in different physical proper-
ties, above all, in transport properties, such as ther-
mopower. Since these electronic topological transitions
occur as the dopant content increases, they can be con-
sidered in the context of recent experiments in which
the transport properties of the Al1 – xSix solid solutions
were studied as a function of the Si concentration [9–
11]. These experiments revealed a peculiarity in the
concentration dependence of thermopower at an Si con-
centration of 8–10 at. %, which is consistent with the
calculated range of concentrations corresponding to the
occurrence of the electronic topological transition in
the system. In addition, the effect of the electronic topo-
logical transition on the concentration dependence of
the transport coefficients of the Al–Si system was ana-
lyzed in [18] and it was shown that the anomalous
transport properties observed in the Al–Si solid solu-
tions are due to this transition. This is revealed in pecu-
liarities in the relaxation time, which make a major con-
tribution to the transport coefficients.

Unfortunately, there is no experimental data on the
peculiarities in the transport properties exhibited by the
Al–Ge solid solutions. Nevertheless, it can be argued
that the electronic topological transition revealed in
these solid solutions results in analogous peculiarities
in the transport coefficients. On the other hand, from
the microscopic theory of electronic topological transi-
tions [17], it follows that these transitions do not influ-
ence the superconducting properties significantly, at
least, in three-dimensional systems.
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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Fig. 2. ΓXWK section of the Fermi surface of the random solid solutions (a) Al90Si10 at zero pressure, (b) Al89Ge11 at zero pressure,
(c) Al92Si8 under a pressure of 8 GPa, and (d) Al91Ge9 under a pressure of 10 GPa.
4. NESTING

It is well known that peculiarities in the Fermi sur-
face, such as superposition (nesting) of electron–hole
pockets and the presence of flat parts, give rise to dif-
ferent instabilities, for example, to instability with
respect to the appearance of charge-density and spin-
density waves. Kohn has shown [19] that, if the Fermi
surface of a free electron gas has flat parts, then the
phonon spectrum and susceptibility exhibit a nonana-
lytic dependence on the wave vector. Later on, these
results were generalized to the case of an arbitrary band
structure. This argues for the fact that the appearance of
various instabilities can lead to an increase in the super-
conducting transition temperature in different com-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      200
pounds [20, 21]. The calculated spectral function
A(k, EF) is the local density of states at the Fermi level
for a given k point. Therefore, nesting can be deter-
mined by the approximate formula [22]

where χ is the susceptibility of the electron subsystem,
EF is the Fermi energy, k is the wave vector within the
first Brillouin zone, and Q is the superposition (nesting)
were vector of parts of the Fermi surface. For accurate
quantitative analysis, however, a very fine grid of points
should be taken in the Brillouin zone, even in the case

χ d
3
kA k EF,( )A k Q EF,+( ),

BZ

∫≈
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Fig. 3. Part of the ΓXWK section of the Fermi surface for
(a) pure Al, an (b) Al80Si20 alloy, and (c) an Al80Ge20 alloy.
The areas of the superposition of the third-zone electron
pocket and the second-zone hole sheet are marked.
PH
of a sufficiently simple Fermi surface similar to that of
Al. Moreover, the Brillouin zone is asymmetrical with
respect to the shift by vector Q in this case; therefore,
we cannot restrict our consideration only to the irreduc-
ible part (1/48) of the Brillouin zone corresponding to
an FCC lattice as we did while calculating the elec-
tronic structure. Both A(k, EF) and A(k + Q, EF) should
be determined for the whole Brillouin zone, which sig-
nificantly increases the calculation time. For this rea-
son, we analyzed the possible appearance of nesting
and studied the dependence of nesting on the Si content
by calculating the product of the spectral functions,
F(Q) = A(k, EF)A(k + Q, EF), for pure Al and Al1 – xSix

and Al1 – xGex alloys in the interval of x from 0 to 0.2 at
points k and k + Q. The quantity F(Q) is determined by
the local superposition of parts of the Fermi surface,
when the Brillouin zone is shifted by vector Q. The cal-
culation reveals a significant overlap of the hole sec-
ond-zone sheet and the electron third-zone sheet of the
Fermi surface in the system. Figures 3a–3c show the
nesting vector Q connecting the hole second-zone sheet
with the electron third-zone sheet of the Fermi surface
in pure Al and in Al80Si20 and Al80Ge20 alloys, respec-
tively. The following fact attracts attention: an increase
in the dopant content results in more pronounced nest-
ing of the Fermi surface. This is due to the increase in
the size of the electron third-zone sheet and broadening
of the Fermi surface caused by doping. It should be
noted that nesting can result in softening of phonon
modes and, therefore, in an enhancement of supercon-
ductivity in the Al1 – xSix and Al1 – xGex substitutional
solutions. From qualitative considerations, it follows
that nesting is the most probable reason for the anoma-
lous increase in susceptibility at nesting vectors Q, with
a corresponding increase in the electron–phonon inter-
action.

5. CONCLUSIONS

Thus, we have calculated the electronic structure
and Fermi surface of the Al1 – xSix and Al1 – xGex random
solid solutions. Pressure-induced electronic topological
transitions of the neck-formation type were revealed to
occur in these solutions. A nesting feature (superposi-
tion of electron–hole pockets of the Fermi surface) was
established to take place and become more pronounced
with Si or Ge doping. It was found that the anomalous
transport properties of metastable solid solutions of
aluminum are basically associated with the electronic
topological transitions. The enhancement of the elec-
tron–phonon interaction near the lattice instability
point could be the main factor responsible for the
observed increase in the superconducting transition
temperature.
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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Abstract—The interaction of methanol (CH3OH) molecules with the Al(100) surface is investigated in the
framework of the density-functional theory. Numerical parameters, such as the decrease in the kinetic energy,
number of special points used for integration over the Brillouin zone, broadening of the filling function, and
number of atomic metal layers, are determined. The density-functional theory calculations with these parame-
ters offer reliable data on the total energy and structural optimization of the system under consideration. The
geometric characteristics of a methanol molecule in both isolated and adsorbed states on the metal surface are
calculated. It is shown that the electron pseudodensity at the metal surface changes in the presence of an
adsorbed molecule. The influence of the orientation of the methanol molecule (with respect to the metal surface
and nearest neighbor methanol molecules) on the total energy of the system is analyzed. It is found that the total
energy of the system is affected by the metal deformation and the interaction of adsorbed molecules with each
other.© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Investigation into the electronic and geometric
structures of organic molecules, including functional
groups of polymers involved in the interaction with a
solid surface, is an important problem in the physical
chemistry of surfaces. The necessity of performing
these investigations stems from recent progress
achieved in the field of organic synthesis, heteroge-
neous catalysis, and polymer chemistry, which has
made it possible to design a wide variety of polymer
materials and adhesives for use in practice. In particu-
lar, the high strength of adhesive compounds of oxy-
gen-containing polymers used for cementing metals is
of special interest for mechanical engineering, aero-
space industry, and automobile manufacturing. In this
respect, the study of the interaction between simple
molecules and a metal surface, which simulates the
adsorption of functional groups of polymers, is of con-
siderable importance from both the practical and scien-
tific point of view [1–3].

In recent years, there have appeared a number of
theoretical works concerned with first-principles calcu-
lations of the interaction between simple molecules and
a metal surface with the use of available data on the sort
of atoms involved in the system under investigation [4,
5]. Ab initio calculations have provided additional
information, which, together with experimental data,
permits one to develop a general concept of the interac-
tion of molecules with a metal surface that will ade-
quately account for the mechanism of formation of an
adhesion bond.
1063-7834/03/4512- $24.00 © 22218
The purpose of the present work was to calculate
theoretically the total energy of the aluminum–metha-
nol system, to optimize the geometry of this system,
and to analyze the adsorption of methanol molecules on
the Al(100) surface. This study of the Al–CH3OH
model system is the first step toward the description of
the interaction of polyols with a metal surface, includ-
ing dissociation and transition states of macromole-
cules on the metal surface.

2. COMPUTATIONAL TECHNIQUE

The calculations were performed in the framework
of the density-functional theory [6–8]. This theory
offers a more adequate description of the ground state
of metals as compared to other quantum-chemical
approaches. We used the ABINIT program [9] based on
an efficient fast Fourier transform algorithm (for trans-
forming wave functions between the real and reciprocal
spaces), the conjugate-gradient band method [8], and
the potential-based conjugate gradient algorithm,
which made it possible to determine the self-consistent
potential [10] and the total energy and to optimize the
geometric configuration of the system.1 The energy of
the Al–CH3OH system was calculated using the
pseudopotential and plane-wave basis sets within the
local-density approximation for determining the
exchange and correlation energies [11]. The pseudopo-
tentials were obtained according to the procedure
described in [12, 13]. The geometry of the system was

1 The ABINIT is a joint project of the Université Catholique de
Louvain, Corning Inc., etc.
003 MAIK “Nauka/Interperiodica”
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determined with the use of the structure optimization
algorithm [14] included in the ABINIT program.

The system under consideration is represented by a
repetitive supercell. The lattice parameter of the super-
cell along the Z axis is equal to 24.2988 Å. The super-
cell parameters along the X and Y axes are equal to

4.0496 Å, which corresponds to a (  × ) surface
unit cell in the (100) plane. The Al(100) surface was
simulated by a set of plates involving from two to five
atomic layers with an interlayer spacing of 2.0248 Å.
One CH3OH molecule was placed in each surface unit
cell with an area of 16.3992 Å2. The height of an
adsorbed methanol molecule was taken to be equal to
4.813 Å. In this case, the mean density of the mono-
layer (0.673 g/cm3) was close to the density of the liq-
uid methanol (0.791 g/cm3).

In the course of structure optimization, the spatial
coordinates of atoms of a CH3OH molecule and two Al
atomic layers adjacent to this molecule relaxed,
whereas the coordinates of the other Al atomic layers
remained constant. Atoms at fixed positions had the fol-
lowing coordinates: (u, 0, –u), (0, u, –u), (0, 0, 0), (u, u,
0), (u, 0, u), and (0, u, u), where u = 2.0248 Å. The
relaxation of the upper atomic layers of the aluminum
plate (without a CH3OH molecule) resulted in an insig-
nificant (by less than 0.03 mHa) change in the total
energy. The atomic positions considered led to good
convergence. After the structure optimization, the
residual forces acting on the atoms were less than 2.5 ×
10–4 Ha/Bohr (1 Ha = 27.211 eV, 1 Bohr = 0.529177 Å).

The electron wave functions in the Brillouin zone
were chosen according to the method of generating sets
of special points proposed in [15]. The broadening of
the filling function was equal to 0.025 Ha, and the fill-
ing numbers were determined by the cold-smearing
method proposed by Marzari et al. [16, 17]. An analysis
was performed for the convergence of the calculations
with respect to both different values of the broadening
and the numbers of special points k in the irreducible
Brillouin zone (Fig. 1). We used five different sets of
special points (Table 1).

For a clean Al(100) surface (in the absence of an
adsorbed molecule), the higher the symmetry the
smaller the necessary number of special points: sets 1
and 3 can be used instead of sets 2 and 4, respectively.
In the presence of a methanol molecule, the difference
between the total energies obtained with sets 1 and 2
was equal to 0. 15 mHa. For sets 3 and 4, this difference
was 0.03 mHa. In our opinion, it is convenient to use
sets 1, 3, and 5. For the most part, the calculations were
carried out with set 3 of special points and a broadening
parameter of 0.025 Ha for the filling function, which
made it possible to determine the total energies with an
accuracy of 0.1 mHa (Fig. 1).

The required basis set of plane waves was specified
by a parameter characterizing the decrease in the
kinetic energy ranging from 20 to 30 Ha. In this case,

2 2
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      200
the basis set changed from 11494 to 21127 plane
waves. For the chosen set of k points and broadening of
the filling function, when the kinetic energy was
decreased by 20, 25, and 30 Ha, the total energy of the
system was equal to –49.083, –49.175, and –49.201 Ha,
respectively. The above decrease in the kinetic energy
by 20 Ha corresponds to the actual change in the total
energy, provides a reasonable accuracy in estimating
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Fig. 1. Convergence of the results of calculations of the total
energy in the local-density approximation as a function of
(a) the number of special points and (b) the broadening of
the filling function. Panel (a) illustrates the convergence of
calculations for (1) parallel and (2) perpendicular orienta-
tions of the C–O bond with respect to the metal surface.
Panel (b) shows the convergence upon integration over the
irreducible Brillouin zone at (1) one and (2) four k points.
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Table 1.  Special points for integrating over the irreducible Brillouin zone of the Al(100) surface

Set
of points

Number
of points X Y Z Set

of points
Number
of points X Y Z

1 1 1/4 1/4 0 3/8 3/8 0
2 2 1/4 1/4 0 –3/8 3/8 0

–1/4 1/4 0 –1/8 3/8 0
3 4 1/8 1/8 0 5 9 1/12 –3/12 0

3/8 3/8 0 1/12 1/12 0
–3/8 1/8 0 1/12 5/12 0
–1/8 3/8 0 3/12 –5/12 0

4 8 1/8 1/8 0 3/12 –1/12 0
3/8 1/8 0 3/12 3/12 0

–3/8 1/8 0 5/12 –3/12 0
–1/8 1/8 0 5/12 1/12 0
1/8 3/8 0 5/12 5/12 0

Table 2.  Coordinates of mobile atoms in a plate of pure aluminum and in a plate with the methanol molecule (coordinates of
the lower six aluminum atoms are fixed)

System Atom X, Å Y, Å Z, Å

Plate of pure aluminum Al(7) 2.02454 2.02454 4.05586
Al(8) 0.00025 0.000256 4.05586
Al(9) 2.02461 0.000184 6.07242
Al(10) 0.00018 2.02461 6.07242

Plate of pure aluminum
+ CH3OH

Al(7) 1.96550 2.04998 4.07469
Al(8) –0.04639 0.05666 4.08987
Al(9) 1.92920 0.00926 6.23642
Al(10) –0.12090 2.14746 6.00057
C 0.80377 0.11907 9.24271
O 1.74405 0.73729 8.28364
H(O) 1.30216 1.58354 7.91970
H1 1.39405 –0.58140 9.85751
H2 0.36147 0.90474 9.88030
H3 –0.00077 –0.41846 8.69672

Table 3.  Dependence of the total energy of the aluminum plate, the total energy of the Al–CH3OH system, the adsorption
energy, and the geometry of the methanol molecule on the number of atomic layers of aluminum

Number
of atomic

layers

Etot , Ha
Ead, mHa

Bond length, Å C–O–H
angle, degplate Al + CH3OH C–O O–H Al–O

2 –9.644552 –34.468498 –10.392 1.4464 0.9886 3.2909 105.95
3 –14.527634 –39.340039 –18.848 1.4790 1.0247 2.1469 107.43
4 –19.398175 –44.208148 –16.416 1.4773 1.0198 2.1976 108.02
5 –24.272009 –49.083502 –17.936 1.4786 1.0217 2.1807 107.59

Table 4.  Experimental and calculated geometric parameters of the methanol molecule in the adsorbed (Al + CH3OH) state
and in the free state

Bond, angle Al + CH3OH 
(calculation)

CH3OH (free state)
Bond, angle Al + CH3OH 

(calculation)

CH3OH (free state)

calculation experiment 
[20] calculation experiment 

[20]

Bond length, Å Bond angle, deg
C–O 1.4786 1.4574 1.421 C–O–H 107.59 106.01 108.0
O–H 1.0217 0.9885 0.963 H1–C–H2 110.14 109.84 108.5
C–H1 1.1032 1.1052 1.094 H2–C–H3 109.75 107.51 108.5
C–H2 1.1043 1.1098 1.094 H1–C–H3 110.74 109.84 108.5
C–H3 1.1110 1.1098 1.094
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bond lengths (of the order of 0.5%), and makes it pos-
sible to perform the calculations more quickly.

The aforementioned parameters were used in the
structure optimization of the atomic coordinates for an
aluminum plate consisting of five atomic layers and an
aluminum plate with a CH3OH molecule in the case of
relaxation of the atomic coordinates of the methanol
molecule and the two upper layers of the aluminum
plate. The results of the calculations are summarized in
Table 2.

The results of our calculations illustrating the
dependence of the total energy of the relaxed Al–
CH3OH system on the number of atomic layers in the
repetitive supercell are given in Table 3. Moreover,
Table 3 presents data on the difference between the
total energy of the relaxed system and the sum of the
total energies of an isolated methanol molecule and the
aluminum plate and also data on the change in the
adsorption energy and the geometry of the adsorbed
molecule. The chemical structure of the methanol mol-
ecule changes only slightly when the calculations are
performed with the inclusion of three or more atomic
layers of aluminum. However, a decrease in the number
of layers to two brings about a considerable decrease in
the C–O and O–H bond lengths and the C–O–H bond
angle and an increase in the Al–O bond length.

The surface energy, which is calculated from the
total energy of crystalline aluminum (Etot =
−2.4321292 Ha/atom) and the total energy of the alu-
minum plates with different thicknesses, is approxi-
mately equal to 43.7 mHa per unit cell (or 0.59 eV per
surface atom). With due regard for the computational
error, the calculated energy is in reasonable agreement
with the experimental value, which varies over a wide
range (0.51–0.64 eV/atom) and depends on the experi-
mental technique [18, 19].

3. RESULTS AND DISCUSSION

The optimized geometric configuration of the sys-
tem under consideration (Fig. 2, Table 4) can be char-
acterized as follows. The C–O bond in the methanol
molecule forms an angle of 49.6° with the normal to the
surface. The hydroxyl group is located in the vicinity of
the Al(9) atom, which lies well above the surface. The
O atom is located above the Al(9) atom, and the hydro-
gen atom is shifted toward the Al(7) atom of the lower
layer. A comparison of the molecular structures of
CH3OH in the isolated and absorbed states (Table 3)
shows that the adsorption brings about a change in the
geometry of the CH3OH molecule: the C–O and O–H
bonds are lengthened by approximately 2% and the C–
O–H bond angle increases by 1.5°. Furthermore, the
adsorption leads to a change in the C–H bond lengths
and the angles between them. The difference between
the calculated and experimental parameters for the iso-
lated methanol molecule does not exceed 2.0%.
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
The results of calculations demonstrate that the
adsorption of the methanol molecule is accompanied
by a change in the topography of the surface of the plate
consisting of ten Al atoms (Table 2). The Al(9) atom
adjacent to the oxygen atom of the CH3OH molecule is
displaced upward along the Z axis by 0.236 Å with
respect to the Al(10) atom of the same layer and by

(a)

(b)

Fig. 2. Structure of the methanol molecule upon adsorption
on the Al(100) surface: (a) projection on the XY plane and
(b) projection on the XZ plane.
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Fig. 3. Dependence of the total energy of the Al–CH3OH
system on the distance between the aluminum and oxygen
atoms along the Z axis.

0.161 Å with respect to the clean Al plate. The displace-
ment exceeds 10% of the interplanar distance in crys-
talline aluminum. In the absence of the methanol mol-
ecule, the Al(9) and Al(10) atoms are displaced by only
0.03% with respect to their equilibrium positions in the
crystal. For the subsurface layer [the Al(7) and Al(8)
atoms], the displacements with respect to the position
in the crystal and in the Al plate are equal to 0.04 and
0.034 Å, respectively. Moreover, in the presence of the
CH3OH molecule, the Al(7)–Al(10) atoms are dis-
placed in the plane of the (100) surface to a greater
extent, which leads to the breaking of tetragonal sym-
metry.

The calculated dependence of the total energy of the
system on the distance between the CH3OH molecule
and the aluminum surface is depicted in Fig. 3. In these
calculations, the atomic coordinates did not relax; i.e.,
the atoms of aluminum and CH3OH molecule were
fixed in the course of displacement along the Z axis and
their coordinates corresponded to the optimized config-
uration of the adsorbed CH3OH molecule. As can be
seen from Fig. 3, the total energy reaches a minimum
when the difference between the Z coordinates of the O
and Al(9) atoms is equal to 2.047 Å. The adsorption
energy, which is estimated from the minimum energy
of the system and the energy of the system at the max-
imum distance between the methanol molecule and the
surface, is equal to 19.46 mHa (12.21 kcal/mol). Upon
complete relaxation of the atomic coordinates, the
adsorption energy is 17.94 mHa (11.26 kcal/mol). It
can be seen that the difference between these two cal-
culated energies is insignificant.

A comparison with the experimental and theoretical
data obtained previously shows that the estimated
adsorption energies differ substantially. For example,
Whitten et al. [21] investigated the electron-stimulated
desorption of methanol from the Al surface and found
that the activation energy of desorption is close to
8.2 mHa (5.17 kcal/mol), whereas the bonding energy
for oxygen-containing aluminum complexes is equal to
10 kcal/mol [22]. Sein and Jansen [23] theoretically
PHYS
Fig. 4. Distribution of (a) the electron pseudodensity and
(b) charge transfer (expressed in units of eV/Bohr3) in the
plane perpendicular to the Al(100) surface upon adsorption
of methanol.
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calculated the adsorption energy of (CH3O)– radicals on
the Al(100) surface and obtained a considerably higher
adsorption energy: 90 mHa (56 kcal/mol).

An analysis of the distances between the Al and O
atoms demonstrated that, for the optimum configura-
tion of the methanol molecule, the Al–O bond length is
equal to 2.18 Å. According to the experimental data for
α-Al2O3 [24], the Al–O bond lengths fall in the range
1.72–1.75 Å. In transition oxides of aluminum, the Al–
O bond length increases to approximately 2.02 Å and
depends on the structural type of oxide [25, 26]. A com-
parison of the calculated bond length with the experi-
mental data available in the literature gives grounds to
believe that the adsorption bond is weaker than the
standard chemical Al–O bond.

In order to elucidate the nature of the adsorption, we
analyzed the distribution of the pseudodensity of
valence electrons in a plane perpendicular to the alumi-
num surface (Fig. 4). It was found that the averaged
density of valence electrons in the bulk of aluminum is
substantially less than the electron density in the vicin-
ity of the C–O bond (in Fig. 4, the changes in the den-
sity between the contour lines are irregular). In this
case, it is clearly seen that the Al–O bond is absent.
However, the estimates of the charge-density distribu-
tion demonstrated that the electron density between
aluminum and hydrogen atoms increases. These esti-
mates were obtained by subtracting the densities of
valence electrons of the isolated methanol molecule
and the aluminum plate from the pseudodensity of
valence electrons of the Al–CH3OH system with the
same geometry.

With the aim of revealing other factors affecting the
adsorption, we studied the change in the energy of the
system upon rotation of the CH3OH molecule about the
tetragonal axis aligned parallel to the Z axis and passing
through the point (u, 0, 0). The results of the calcula-
tions are presented in Fig. 5. The behavior of the system
can be described in terms of the sum of two angular
components of rotation. The first component leads to
the breaking of twofold axial symmetry and is associ-
ated with the displacement of the Al(9) atom with
respect to the tetragonal axis. The second component
retains tetragonal symmetry and is most likely gov-
erned by the interaction of the CH3OH molecule with
nearest neighbor molecules (Fig. 2), the subsurface
layer, and aluminum atoms in the bulk of the crystal.
Upon rotation of the molecule through an angle of
180°, symmetry is absent (Fig. 5), because both compo-
nents do not coincide in phase. The energies associated
with each component are approximately equal to
4 mHa. Since this value amounts to 22% of the adsorp-
tion energy (17.94 mHa), it is necessary to investigate
the tetragonal component in more detail. The analysis
of the shorter distances between atoms in the nearest
neighbor CH3OH molecules revealed a correlation
between these distances and the tetragonal extrema.
The maxima are observed when the H(0)–H(3) bond
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
length is minimum and equal to 1.872 Å, even though
this distance in the optimized geometric configuration
is 2.548 Å.

From analyzing the component associated with the
displacement of the Al(9) atom, we can infer that, in the
case when organic molecules containing hydroxyl
groups are adsorbed by the metal surface, the adsorp-
tion energy is substantially affected by lateral deforma-
tions of the metal surface, which result in the breaking
of symmetry. These deformations can lead to a change
in the surface activity of the metal with respect to
adsorbed molecules.

4. CONCLUSIONS

Thus, the results obtained in the above investigation
have demonstrated that the density-functional theory
can be efficiently used in studying the interaction of
hydroxyl-containing organic compounds with a metal
surface. The proposed approach to the choice of numer-
ical parameters (such as the decrease in the kinetic
energy, number of special points used for integration
over the Brillouin zone, broadening of the filling func-
tion, and number of atomic metal layers) provides a
rapid convergence of the results of calculating the total
energy and makes it possible to estimate the energy of
adsorption and to optimize the structure of the model
“CH3OH–Al(100) surface” system.

It was shown that the redistribution of the charge
density between the hydrogen atom of the hydroxyl
group and the aluminum surface due to the adsorption
of methanol on the surface is responsible for the char-
acter of the interaction at the interface. The adsorption
energy was determined as a function of the distance
between the methanol molecule and the aluminum sur-
face. In the case where the atomic coordinates undergo
relaxation, this energy differs only slightly (by
0.97 kcal/mol) from the adsorption energy of the
immobile system (11.26 kcal/mol). It was found that
the energy of the system under investigation changes

0 120 240 360
Angle, deg
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–49.080

–49.078

–49.076

E
to

t, 
H

a

42°

86°

130°

170°

215°

275°

310°

Fig. 5. Dependence of the total energy of the Al–CH3OH
system on the angle of rotation of the CH3OH molecule
with respect to the tetragonal axis of the aluminum crystal.
03



2224 ZAŒTSEV et al.
depending on the angle of rotation of the methanol mol-
ecule with respect to the tetragonal axis of the alumi-
num crystal. The effects of surface deformation of the
metal and the influence of nearest neighbor molecules
must be taken into account in studies of adsorption phe-
nomena.
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Abstract—The logarithmic decrement and shear modulus of a bulk amorphous Zr52.5Ti5Cu17.9Ni14.6Al10 alloy
were studied with an inverse torsion pendulum in the range from room temperature to the crystallization tem-
perature and in the frequency range 5–40 Hz. The activation energy spectra of reversible and irreversible struc-
tural relaxation were estimated. The results obtained are discussed in the context of a two-energy-level model.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, a significant number of metallic
compositions (the so-called bulk metallic glasses) that
exhibit a low critical cooling rate without crystalliza-
tion (as low as 0.1 K/s) and provide amorphous samples
10 cm in diameter have been found [1, 2]. Apart from
the fact that some of these alloys are applied in real
practice, their discovery has extended the potential for-
investigating the nature of the amorphous state. In par-
ticular, the effect of the quenching rate on the properties
of metallic glasses is of great interest. Moreover, the
appearance of bulk amorphous materials in addition to
amorphous ribbons enhances the instrumental possibil-
ities for examining them.

Metallic glasses are in a nonequilibrium structural
state; therefore, they undergo irreversible processes
(structural relaxation), which substantially affect their
physical properties. One of the efficient methods of
studying relaxation processes in solids is the method of
internal friction. Therefore, the purpose of this work is
to investigate the temperature dependences of the low-
frequency internal friction and shear modulus in a bulk
metallic glass Zr52.5Ti5Cu17.9Ni14.6Al10 in the range from
room temperature to the crystallization temperature.

2. EXPERIMENTAL

The starting alloy of the given composition was pre-
pared by vacuum induction melting under levitation
conditions. To produce the metallic glass, we quenched
the melt by ejecting it from a quartz crucible into an
evacuated copper mold at room temperature [3]. The
quenching rate was 102 K/s [3]. The ingots thus pro-
duced had dimensions 2 × 5 × 60 mm. Samples for
measurement were spark-cut and then mechanically
polished to yield bars 30–50 mm long with a square or
rectangular section having an area ranging from ~1 to
1063-7834/03/4512- $24.00 © 2225
4 mm2. The structural state (appearance of an amor-
phous state) was checked with x-ray diffraction analy-
sis. At a heating rate of 2 K/min, the glass transition and
crystallization temperatures of the alloy were 650 and
700 K, respectively (as follows from the data obtained
earlier for similar samples).

The internal friction and shear modulus were mea-
sured on an inverse torsion pendulum in a vacuum of
~10–2 Pa in the temperature range 300–700 K. The mea-
surements were performed in the frequency range from
5 to 40 Hz at a constant heating rate (2 K/min) and a
deformation amplitude of ~10–5.

3. EXPERIMENTAL RESULTS

Figure 1 shows the characteristic temperature
dependences of the logarithmic decrement δ and the
relative change in the squared resonance frequency f of
the pendulum for several measurement frequencies.
The shear modulus G is proportional to the squared res-
onance frequency of the torsion pendulum, the squared
cross-sectional area of the sample, and a coefficient
dependent on the shape of the cross section and is
inversely proportional to the sample length [4]; there-
fore, we can assume that, to a first approximation,
f 2(T) ~ G/ρ, where ρ is the material density. As can be
seen from Fig. 1, the variation of the shear modulus
with the temperature prior to crystallization (~700 K) is
nonmonotonic; namely, the shear modulus exhibits a
linear decrease in the range from room temperature to
about 500 K, then becomes temperature-independent in
the range from 500 to 600 K (slightly increasing near
600 K), and then exhibits a superlinear decrease above
600–650 K. Moreover, apart from the range above
600 K, the variation of the shear modulus with temper-
ature is independent of the measurement frequency. At
the same time, the logarithmic decrement increases
2003 MAIK “Nauka/Interperiodica”
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with decreasing frequency. This indicates that, in this
frequency range, the condition ωτ > 1 should be satis-
fied for relaxation processes (τ is the relaxation time)
and the behavior of the shear modulus below 600 K
cannot be related to the relaxation contribution to its
effective value.

It should be noted that the change in the shear mod-
ulus G with temperature up to 400–450 K is reversible
and that the logarithmic decrement does not exceed the
background level. Heating of the sample to 500 K or
above is accompanied by irreversible changes, namely,
an increase in the shear modulus and a decrease in the
logarithmic decrement, which is indicated by the
results of temperature-cycling tests (Fig. 2). In the
repeated heating, the linear temperature dependence of
the shear modulus remains unchanged to about the
maximum temperature of the previous cycle. Above
this temperature, the logarithmic decrement again
sharply increases. This process continues to 600–640 K.
As the maximum temperature of heating increases fur-
ther, the shear modulus virtually ceases to grow at
room temperature after recovery and the temperature
dependences of the logarithmic decrement and the
shear modulus become reversible. However, heating of
the sample to temperatures close to the onset of crys-
tallization (above 650 K) or holding of the sample at
temperatures above 600 K for some time again causes
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Fig. 1. Temperature dependences of the squared resonance
frequency of the torsion pendulum and the logarithmic dec-
rement in an Zr–Cu–Ni–Al–Ti alloy obtained upon heating
at a rate of 2 K/min.
PHY
irreversible changes in the temperature dependences,
namely, a more pronounced nonlinear dependence of
the shear modulus in the range above 650 K (its
decrease with a simultaneous increase in the logarith-
mic decrement) and a decrease in the crystallization
temperature.

Thus, there are a few aspects in the behavior of the
internal friction and shear modulus of the bulk Zr–Cu–
Ni–Al–Ti metallic glass. We will consider them
sequentially.

4. DISCUSSION OF THE RESULTS

The irreversible changes in the logarithmic decre-
ment and the shear modulus in the temperature range
450–600 K can be qualitatively described in terms of a
two-energy-level model. Let us assume that the metal-
lic glass contains centers that can have two different
energy states (as a result of insignificant changes in the
interatomic configuration), which are separated by an
energy barrier E and differ in the local symmetry of
interatomic interaction. For example, in the simplest
case, one state (c) has a spherical symmetry and the
other (s) has an axial symmetry. Examples of such cen-
ters in a crystal structure can be interstitial sites (split
and symmetrical configurations), interstitial defects,
and so on [5]. The question as to the atomic structure of

1.10

1.05

1.00

0.95

0.90

0.85

0.015

0.010

0.005

0
300 400 500 600 700

1
2
3
4

T, K

δ
(f

/f 0
)2

1

2 3

4

Fig. 2. Relative changes in the resonance frequency squared
and the logarithmic decrement during four sequential cycles
of heating to (1) 525, (2) 625, (3) 670, and (4) 700 K. The
measurement frequency is 40 Hz.
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such centers in amorphous materials remains open,
although, e.g., in [6–8], a phenomenological theory was
developed in which the properties of amorphous and
liquid states are described using an interstitial model of
their structures.

We will assume that the concentration of centers N
is sufficiently low to neglect their interaction. In equi-
librium, the relative concentrations of these energy
states (nc, ns) are determined by the relations

(1)

We will characterize the orientation of the s state by
a unit vector sα collinear to the symmetry axis. We
introduce the angular concentration density of these
states (in the isotropic case, its equilibrium magnitude
is ns/4π). For a small shear strain εij , a variation of this

density  is specified by the kinetic equation

(2)

where τ = τ0(nsnc)1/2exp(E/T), τ0 is the characteristic
time, and V is the deformation potential. A change in
the free energy related to the first term of interaction

between  and εij can be written as

(3)

Using the thermodynamic definition of the elastic-
stress tensor

(4)

and Eqs. (2) and (3), we can easily obtain an additional
relaxation contribution from transitions between the s
and c states to the shear modulus:

(5)

where Ω = 1/15 is the orientation factor. In general,
when both energy states are characterized by anisotro-
pic local interatomic interaction, Eq. (5) has the same
form, where V is an effective quantity depending on the
deformation potentials and the correlation factor
between the anisotropy directions in these states.

Let us consider the case where ωτ @ 1, which cor-
responds to the experimental data obtained for the fre-
quency range under study. Then, the imaginary part of
Eq. (5) specifies the logarithmic decrement and the
relaxation contribution to the shear modulus is negligi-
ble.

It is natural to assume that the ratio between the con-
centrations of centers in these energy states in the
quenched metallic glass is far from equilibrium (if the
difference in their energy levels is a few times greater
than T). At a fixed temperature, a deviation ∆n from the

nc 1/ 1 Ec Es–( )/Texp+( ),=

ns 1/ 1 Es Ec–( )/Texp+( ).=

νs
α

τ
∂νs

α

∂t
--------- νs

α
+ nsncVsi

α
s j

αεij/4πT ,=

νs
α

∆F aNνs
α
Vsi

α
s j

αεij.–=

σij ∂F/∂εij[ ] T ν,=

∆G aV
2ΩNnsnc/T 1 iωτ+( ),–=
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equilibrium concentration changes in time following
the law

(6)

At ωτ @ 1, the variation in ∆n in one oscillation

period is negligible; therefore, the variation in  with
time can be considered to be reversible. Due to ∆n,

there appears an additional term (∆ns)nsV /4πT
in the right-hand side of Eq. (2) and an additional
(“nonequilibrium”) contribution to the logarithmic dec-
rement.

(7)

It follows from Eq. (7) that the nonequilibrium contri-
bution at a given temperature can be larger than the
equilibrium value if the high-energy state has an axial
symmetry.

Now, we analyze the variation of this contribution to
the logarithmic decrement with temperature under the
assumption that N (concentration of the centers)
remains unchanged in the temperature range under
study. First, we examine how ∆n varies with tempera-
ture. Under the assumptions made above, the quantity τ
in Eq. (6) can be written as τ = τ0exp(E0/T), where E0 =
E – |Es – Ec |. Assuming that the nonequilibrium concen-
tration is substantially higher than the equilibrium one
when a sample is heated at a constant rate, we can
rewrite Eq. (6) in the form

(8)

We assume that  characterizes atomic frequencies
(1013–1015 s–1) and that the conditions T/τ0θ @ 1,
T/E0 ! 1, and T2/(E0τ0θ) @ 1 are satisfied. It can be
shown that, under these conditions (which are indeed
satisfied, as will be shown below), an approximate solu-
tion to Eq. (8) has the form

(9)

Figure 3 shows the temperature dependence of
∆n/∆n0 calculated at E0 ≈ 1.9 eV, τ0 ~ 10–13 s, and θ =
2 K/min. As is seen, the relaxation of the nonequilibrium
state in the case of a single activation energy proceeds in
a relatively narrow temperature range. Figure 3 also
shows the temperature dependence of ∂(∆n/∆n0)∂T,
which has the shape of a sharp asymmetric peak; the
position of the maximum of this peak corresponds to
the condition E0/T = ln(T2/E0τ0θ). A comparison of
Eqs. (7) and (8) yields

(10)

Since 1/T varies only weakly as compared to ∂∆n/∂T,
the temperature dependence of the logarithmic decre-
ment should be similar to ∂∆n/∂T.

Figure 4 shows the temperature dependences of the
irreversible contribution to the logarithmic decrement

∂∆n/∂t ∆n/τ .–=

νs
α

si
α
s j

αεij

δ πaV
2ΩN ∆n t( ) nc/ Tωτ( ).=

∂∆n/∂T ∆n E0/T–( )/ τ0θ( ).exp–=

τ0
1–

∆n T( ) ∆n0 T
2

E0/T–( )/E0τ0θexp–( ).exp=

δ ∂∆n/∂T / Tω/θ( ).∼
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(multiplied by frequency) found from the experimental
data for two measurement frequencies. As follows from
these data, the irreversible contribution to damping is
indeed inversely proportional to the frequency to within
the limits of experimental error. It is also seen that the
experimental dependences agree qualitatively with
those calculated from the model proposed here. How-
ever, the experimental peaks in damping have a less
pronounced dependence on T in the low-temperature
range. This is not surprising, since a real metallic glass
should have dispersed activation energies [9]. This
behavior can be caused by several factors, which are
actually interrelated. One factor is the variation in the
elemental composition of the nearest environment of a
center. A second factor is the presence of random elas-
tic stress fields. In this case, the activation-energy spec-
trum should broaden toward low energies, since it is
obvious that shear stresses effectively decrease the acti-
vation energy. Another possible cause of the broaden-
ing of the activation-energy spectrum can appear at a
high density of nonequilibrium states because of their
interaction. This factor should also result in broadening
of only the low-temperature part of the damping peak,
since the concentration of nonequilibrium states
decreases with increasing temperature. Moreover, it
can be shown that, since the nonequilibrium concentra-
tion arises during quenching (rapid cooling), the low-
temperature part of the spectrum of nonequilibrium
states must drop almost exponentially, with its decay
rate determined by the quenching rate and the value
of ∆E.

Thus, the actual temperature dependence of the con-
centration of nonequilibrium states η(T) is expressed as

(11)
η T( ) ∂∆n0/∂E0( )∫=

× T
2

E0/T–( )/E0τ0θexp–( )dE0.exp
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Fig. 3. Temperature dependences of the concentration of
nonequilibrium states and its derivative with respect to tem-
perature as calculated using Eqs. (8)–(10) at E0 = 1.9 eV,
τ0 = 10–13 s, and a heating rate of 2 K/min.
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It should be noted, however, that relation (10) between
the logarithmic decrement and the temperature deriva-
tive of the concentration is valid in this case as well.
This allows one to reconstruct the activation-energy
spectrum from the temperature dependence of the log-
arithmic decrement. Unfortunately, the experimental
data are not accurate enough for us to try to perform
such a reconstruction. Therefore, we simply took a
spectrum characterized by exponential growth of the
activation energy to a certain maximum value (see inset
to Fig. 4) and used it to calculate the temperature
dependence of ∂(∆n/∆n0)∂T with Eqs. (10) and (11).
The dependence thus constructed is seen from Fig. 4 to
agree satisfactorily with the experimental data.

Let us consider the temperature dependence of the
irreversible contribution to the shear modulus, which is
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Fig. 4. Temperature dependences of the irreversible contri-
bution to the logarithmic decrement multiplied by fre-
quency. The solid line shows the temperature dependence of
damping calculated using Eqs. (10) and (11) for the activa-
tion-energy spectrum given in the inset.
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Fig. 5. Experimental temperature dependence of the irre-
versible contribution to the shear modulus at a frequency of
6 Hz and the calculated temperature dependence of the con-
centration of nonequilibrium states (solid line) for the acti-
vation-energy spectrum given in Fig. 4.
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seen from Fig. 5 to be similar to that of the concentra-
tion of nonequilibrium states. Moreover, the η(T)
dependence calculated by Eq. (11) for the same activa-
tion-energy spectrum virtually coincides with the
experimental temperature dependence of the irrevers-
ible contribution to the shear modulus. This suggests
that the observed irreversible changes in the shear mod-
ulus are specified by the concentration of nonequilib-
rium states. Such a (nonrelaxation) contribution to the
elastic moduli can indeed exist and is caused by the
terms proportional to the concentration of nonequilib-
rium states and the related strains squared in the expres-
sion for the free energy. Actually, this signifies inclu-
sion of the nonlinearity of the elastic properties of a
material. If we take into account only the difference in
the values of dilatation corresponding to different
energy states, this contribution to the shear modulus
should be equal to N∆nβφ, where β is the ratio of the
corresponding third-order modulus to the shear modu-
lus and φ is the relative change in volume of the mate-
rial per unit of atomic concentration of nonequilibrium
states. The value of β in crystalline materials is about –
10 [10]. For metallic glasses, this value is usually sev-
eral times larger. For example, for the alloy under study,
∂G/∂T in the range of the linear temperature depen-
dence in the amorphous state is about three times
greater than that after crystallization; therefore, we can
assume that β = –30. According to our estimations, the
increase in the material density after annealing at about
600 K is 0.1–0.3%, which means that the change in the
shear modulus should be 3–10% (which agrees with the
experimental data). We can also estimate the order of
the change in the dilatation per center when its energy
state changes. Assuming that N ~ 10–1 [6–8] and ∆n ~
0.1–0.3, we obtain φ ~ 0.1, which is rather realistic.
Apparently, shear strains that appear during a change in
the energy state of a center can also contribute to the
shear modulus. In this case, the change in the shear
modulus should be proportional to the squared change
in the shear strains and to the corresponding fourth-
order modulus. Unfortunately, we cannot conduct the
corresponding estimations now.

Thus, the obtained experimental data on the charac-
ter of the irreversible changes in the logarithmic decre-
ment and the shear modulus at temperatures below the
glass transition temperature can be described consis-
tently in the context of the two-level center model with
anisotropic local interatomic interaction (at least, in the
high-energy state).

As follows from the experimental data given above,
the temperature dependence of the shear modulus in the
equilibrium state (up to ~600 K) remains linear; that is,
this dependence can be described in terms of the varia-
tion of the mean interatomic distance with temperature
due to the anharmonicity of interatomic interaction (we
will return to the temperature range above 600 K fur-
ther on). At the same time, the logarithmic decrement at
temperatures above 500 K remains considerable. Fig-
ure 6 shows the dependences of the logarithmic decre-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
ment on the reciprocal temperature (in the logarithmic
coordinates) obtained in the repeated cycle after pre-
liminary heating of the sample to 640 K at three differ-
ent measurement frequencies. Within the limits of
experimental error, they are satisfactorily described by
the sum of two exponents exp(–U/T) with activation
energies of ~2.1 and ~0.7 eV. It should be noted that the
activation energy of the high-temperature part of the
internal friction is rather close to the characteristic
energies in the activation-energy spectrum of the irre-
versible contribution to damping (Fig. 4). Therefore, it
is natural to suppose that this portion of damping is
caused by a reversible (“equilibrium”) relaxation pro-
cess related to transitions between different energy
states (see Eq. (5)). Analysis of the temperature depen-
dences of the logarithmic decrement and the shear
modulus indicates that, up to ~600 K, this contribution
to damping is significantly lower than the irreversible
part of damping. However, at higher temperatures, the
value of this equilibrium contribution to damping
becomes substantially larger than that of the irrevers-
ible contribution to damping. This fact indicates that
the equilibrium concentration of excited states becomes
comparable to or even higher than the nonequilibrium
one. This can explain the drop in the irreversible por-
tion of damping above 600 K (Fig. 4), since, in this
case, we have to include the term proportional to the
rate of variation of the equilibrium excitation concen-
tration with temperature in the right-hand side of
Eq. (8). Qualitative estimations indicate that, when the
nonequilibrium concentration drops to a level of about
E0/∆E times less than the equilibrium concentration,
the irreversible contribution to damping vanishes.

At low temperatures, the reversible internal friction
with a low effective activation energy (~0.7 eV) can be
adequately described in terms of a relaxation process
with distributed activation energies. Analysis of the
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Fig. 6. Dependences of the reversible contribution to damp-
ing on the reciprocal temperature for three measurement
frequencies. The solid lines show the sums of two exponen-
tial dependences with activation energies of 2.1 and 0.7 eV.
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experimental data shows that, at τ0 = 10–13 s, this pro-
cess can be described using a spectrum of activation
energies ranging from 0.9 to 1.3 eV with an exponen-
tially growing energy-state density (∂n/∂E ~ exp(E/U),
where U ~ 0.1 eV) in this range. Unfortunately, the
experimental data are too scarce to draw a conclusion
about the character of the energy spectrum in the range
from 1.3 to 2.1 eV. To accomplish this, a significantly
broader frequency range should be covered.

What processes can determine the low-energy por-
tion of the spectrum? One of the possible mechanisms
is the reorientation of centers of elastic-dipole type [5].
As was already noted, analogs of such dipoles in crystal
structures can be defects, such as split interstitial sites,
Snoek defects, etc. We assume that such dipoles are the
dipoles that were considered earlier rather than new
centers and that the low-energy states are also aniso-
tropic.

Let us discuss the behavior of the shear modulus in
the temperature range above 600 K. Here, the tempera-
ture dependence becomes nonlinear, although the
behavior of the shear modulus still remains almost
completely reversible (up to at least 650–670 K). Fig-
ure 7 shows the temperature dependence of the super-
linear contribution to the shear modulus (the difference
between the extrapolation of the linear dependence to
temperatures above 600 K and the corresponding val-
ues of shear modulus in this temperature range) at three
measurement frequencies. This portion of the variation
of the shear modulus is seen to be frequency-depen-
dent. At first glance, the changes are too large to be
related to relaxation processes. The logarithmic decre-
ment is inversely proportional to the frequency even in
this temperature range; i.e., ωτ > 1. Therefore, the pos-
sible relaxation contribution, as calculated from the
conventional relaxation relations between modulus
changes and the logarithmic decrement, does not
exceed 1%. However, we have to take into account that,
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Fig. 7. Temperature dependences of the superlinear portion
of the variation of the shear modulus for three measurement
frequencies.
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for damping in the band 0.9–1.3 eV, the condition ωτ >
1 is invalid. For each activation energy in this band,
damping has the form of a relaxation peak with a max-
imum at the corresponding temperature and the
observed temperature dependence is an integrated char-
acteristic of the spectrum. At the same time, the contri-
bution to the modulus change at ωτ < 1 levels off rather
than decreases. Estimations show that even the exam-
ined portion of the spectrum (0.9–1.3 eV) is sufficient
to provide a 5–15% change in the shear modulus. For
more precise estimations, we need to know the charac-
ter of the spectrum at higher activation energies.

Thus, both the reversible portion of the internal fric-
tion and the change in the shear modulus can be quali-
tatively described within the framework of the two-
energy-level model.

Let us consider how the model proposed explains
the appearance of the irreversible changes in the loga-
rithmic decrement and in the shear modulus in the tem-
perature range prior to the onset of crystallization. We
can assume that the low-energy states of a center are
localized; that is, a change in the orientation (the direc-
tion of the anisotropy axis) is not accompanied by a
change in the center of gravity and by mass transfer.
Therefore, the glass remains in the reversible (equilib-
rium) state up to temperatures where processes with
higher activation energies begin to manifest them-
selves. A transition to a high-energy state and vice versa
can result in a displacement of the center in space. From
this standpoint, the appearance of transitions to a high-
energy state in the activation-energy spectrum means
the onset of diffusion processes, which can cause irre-
versible rearrangements.

4. CONCLUSIONS

Thus, we have qualitatively explained all detected
experimental phenomena in terms of the two-energy-
level model. Naturally, the model proposed here is
fairly conventional and requires further investigations
in order to refine it. In particular, it is of interest to study
the time dependence of the variation in the shear mod-
ulus and the logarithmic decrement at temperatures
below and above the glass transition temperature, to
broaden the measurement frequency range, and to
study the effect of the deformation amplitude on the
behavior of the shear modulus and the logarithmic dec-
rement in various temperature ranges.
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Abstract—Modulation instability of dispersive electromagnetic waves propagating through a Josephson junc-
tion in a thin superconducting film is investigated in the framework of the nonlocal Josephson electrodynamics.
A dispersion relation is found for the time increment of small perturbations of the amplitude. For dispersive
waves, it is first established that spatial nonlocality suppresses the modulation instability in the range of pertur-
bation wave vectors 0 ≤ Q ≤ QB1(k), i.e., in the long-wavelength range of experimental interest. The modulation
instability range QB1(k) < Q < QB2(k, A, L) can be controlled (which is a unique possibility) by varying a dis-
persion parameter, namely, the wave vector k [or the frequency ω(k)] of linear-approximation waves. In the
wave-vector ranges 0 ≤ Q ≤ QB1(k) and Q ≤ QB2(k, A, L), waves are shown to be stable. © 2003 MAIK
“Nauka/Interperiodica”.
1. Continued attention has been focused on a wide
range of instabilities of waves in various nonlinear sys-
tems and media [1, 2]. It is well known that compres-
sion of a nonlinear wave can occur both in the cross
section and in the direction of propagation of the wave
beam. Examples are the self-focusing of light predicted
by Askar’yan [3, 4] and the instability of waves to
breaking up into wave packets and the self-compres-
sion of wave packets (modulation instability) first stud-
ied by Lighthill [5]. Modulation instability of electro-
magnetic waves observed in optical fibers corresponds
to the instability of solutions to a nonlinear Schrödinger
equation [6], and that observed in distributed Josephson
junctions, to the instability of solutions to the sine-Gor-
don equation [7, 8]. Modulation instability is of interest
from the fundamental point of view and for practical
applications. For example, this phenomenon is used for
generating series of ultrashort optical pulses with a high
repetition frequency [6] and for developing novel logic
units [9].

In many cases, spatially nonlocal modifications of
the nonlinear Schrödinger equation [10] and of the
sine-Gordon equation [11–22] should be used in study-
ing modulation instability. For example, it was shown
in [11, 12] that spatial nonlocality can be significant
even in junctions of bulk superconductors of large
thickness d @ λ (λ is the London penetration depth)
along the magnetic field (vortex lines), i.e., in the cases
where the local approximation was used earlier. For
junctions in thin films of d ! λ, there is no local limit
and the spatial nonlocality is significant and becomes a
determining factor. The corresponding equations were
derived and investigated in [13–16]. It has been shown
1063-7834/03/4512- $24.00 © 22232
[17–19] that, in the Josephson electrodynamics of thin
films of magnetic (two- and three-dimensional) super-
conductors, not only spatial nonlocality but also retar-
dation effects must be taken into account. The Joseph-
son junction at the interface between two superconduct-
ing layers of finite thickness along a direction
perpendicular to the magnetic vortex field was studied
in [20]. In [21, 22], a butt junction and a tilted (tapered)
junction (having, therefore, a finite thickness along the
magnetic field of vortices) were considered for arbi-
trary values of the ratio d/λ.

Due to the difference in geometry of the problems
considered in the papers mentioned above [11–22], the
equations for the Josephson electrodynamics in them
differ in the form of the kernel of the integral operator
describing the spatial nonlocality. However, in all those
papers, the spatial nonlocality of the equations for the
phase difference is due to the nonlocal relation between
the fields at the interface and in the superconductor.
This origin of spatial nonlocality is universal for the
electrodynamics of Josephson junctions; therefore, the
nonlocality itself is the rule rather than the exception.

In the framework of the spatially nonlocal Joseph-
son electrodynamics of the junction at the interface
between bulk superconductors, the modulation insta-
bility was first considered in [11]. It was shown that
increasing small perturbations of the amplitude and
phase correspond to the development of modulation
instability in the electromagnetic wave with a finite
constant amplitude; the instability is characterized by a
nonlinear shift in frequency and by the dispersion law
of waves in the linear approximation. It was also found
that spatial nonlocality suppresses the modulation
003 MAIK “Nauka/Interperiodica”
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instability. Abdullaev [23] also considered the Joseph-
son junction at the interface of bulk superconductors
and investigated the modulation instability of a plane
nonlinear uniform (dispersionless) electromagnetic
wave with a finite amplitude and with a frequency equal
to the Josephson frequency. It was shown that the insta-
bility causes small perturbations of the amplitude to
increase and brings about the breaking up of the wave
into wave packets.

In both [11] and [23], it was shown that the modula-
tion instability occurs in the perturbation wave-vector
Q range 0 < Q < QB, where QB is a certain limiting wave
vector. Thus, in the long-wavelength range of experi-
mental interest (Q  0), modulation is always unsta-
ble in the cases considered in [11, 23].

In this paper, we show that the spatial nonlocality in
the equation for the Josephson electrodynamics that
describes the propagation of dispersive waves in thin
films suppresses the modulation instability to increas-
ing small-amplitude perturbation in the long-wave-
length range 0 ≤ Q ≤ QB1(k). Therefore, it is of interest
to investigate the modulation instability of dispersive
electromagnetic waves propagating in thin two-dimen-
sional superconducting films (which has not been done
yet) in the framework of the nonlocal Josephson elec-
trodynamics.

2. As an example of a nonlinear system exhibiting
modulation instability, we consider a Josephson junc-
tion in an ultrathin superconducting film of thickness
d ! λ.

For a Josephson junction consisting of thin super-
conducting films of thickness d ! λ, the dynamics of
the phase difference ϕ(x, t) of the condensate wave
functions at the junction banks in the dissipationless
limit is described by the nonlinear nonlocal sine-Gor-
don equation [16]

(1)

Here, LJ = /λ, ωJ is the Josephson frequency, λJ is
the Josephson length, λeff = λ2/d is the Pearl length, and

the nonlocal kernel  has the form

(2)

where J0(x) is the zero-order Bessel function.

Using Eq. (1) and the approximation sinϕ(x, t) ≈
ϕ(x, t), we find that, in the linear approximation, disper-
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sive waves with an infinitely small amplitude

(3)

propagating with frequency ω and wave vector k along
the Josephson junction possess a real spectrum,

(4)

where L = LJ/2λeff and J(q) = ;

this integral can be evaluated to be

(5)

Let us consider the evolution of nonlinear dispersive
electromagnetic waves with a small, but finite, ampli-
tude propagating through the junction. The phase
change ϕ(x, t) can be represented in the form

(6)

where the carrier wave is a dispersive wave in the linear
approximation described by Eq. (3) with spectrum (4).

After substituting Eq. (6) and the approximation
sinϕ(x, t) ≈ ϕ(x, t) – ϕ3(x, t)/3! into Eq. (1) [24], we
retain only the lowest order nonlinear term at the fun-
damental (carrier) frequency and restrict ourselves to
the approximation in which the amplitude u(x, t) varies
slowly in time and, therefore, the condition |∂2u(x,
t)/∂t2 | ! 2ω(k)|∂u(x, t)/∂t | is satisfied. As a result, we
obtain the following equation for the amplitude u(x, t)
from Eq. (1):

(7)

This nonlinear nonlocal equation has an exact solution
in the form of a plane nonlinear wave with a uniform
amplitude A and with a shift in frequency,
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In order to investigate the stability of this solution,
we introduce a small perturbation ψ(x, t) of the ampli-
tude:

(9)

It follows from Eq. (7) that the small perturbation
ψ(x, t) satisfies the linear equation

(10)

Substituting ψ(x, t) = v (x, t) + iw(x, t) into Eq. (10),
we obtain the following equations for the real and
imaginary parts of the perturbation:

(11)

An arbitrary perturbation can be represented as a
superposition of the waves

(12)

propagating with a wave vector Q and a frequency Ω
along the Josephson junction. From Eqs. (11), we
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obtain the dispersion relation Ω = Ω(Q) for these
waves:

(13)

Here,  = Ω/ωJ ,  = 2kλeff,  = 2Qλeff,  = ω/ωJ , and

( ) is given by Eqs. (4) and (5). The time increment

is defined as ( ) = Im ( ) = ImΩ( )/ωJ.

Equation (13) always has a solution ( ) =

Re ( ) + iIm ( ) with a positive imaginary part,
for which small amplitude perturbations (12) with wave
vector Q will increase in time with time increment γ(Q).
Therefore, modulation instability takes place for a wave
of uniform amplitude with a shift in frequency defined
by Eq. (8) and with the linear-approximation dispersion
law given by Eq. (4). We note that the time increment
γ(Q), as calculated from Eq. (13), is determined by the
linear-approximation spectrum (4) rather than by the
derivative of the group velocity ∂2ω(k)/∂k2 as in [11].

3. For dispersionless waves characterized by spec-
trum (4) with k = 0, we have ω(k) ≡ ωJ and dispersion
relation (13) takes the form

(14)

This equation for the time increment of perturba-
tions in combination with Eq. (5) has a positive solution

( ) > 0 in the wave-vector range 0 <  < . In this
range, small amplitude perturbations (12) will increase
with time; that is, the plane nonlinear electromagnetic

wave (3) with spectrum (  ≡ 0) ≡ 1 will exhibit mod-

ulation instability. In the wave-vector range  ≥ ,

we have ( ) ≡ 0 and the wave is stable. The wave

vector  can be found from the equation

(15)

The maximum value of the time increment of per-
turbations is equal to

(16)
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and is reached at the wave vector  that is a root of
the equation

(17)

The results obtained in this section support the
results reported in [25].

4. The inclusion of dispersion of linear-approxima-
tion carrier waves (3) with spectrum (4) radically

changes the dependence of the time increment ( )

on wave vector  and the wave-vector range over

which ( ) is nonzero and positive. For dispersive
waves with k ≠ 0, the dispersion relation (13) in combi-
nation with Eq. (5) can be solved only numerically. In
the wave-vector range where 2kλeff ≈ 1 and, hence, the
spatial nonlocality is significant, numerical analysis in
the case of L ! 1 shows that the waves are stable over
the ranges 0 ≤ Q ≤ QB1(k) and Q ≥ QB2(k, A, L) and are
unstable over the range QB1(k) < Q < QB2(k, A, L). The
region of modulation instability is defined as the range
of the wave vectors of small amplitude modulation

within which the time increment of modulation ( )
is nonzero and positive.

Figure 1 shows the regions of modulation instability
for fixed values of amplitude A and parameter L and

four values of the reduced wave vector . It can be seen
from Fig. 1 that there is a unique possibility to control
the region of modulation instability by varying the

wave vector  [or the corresponding frequency ( )]
of the carrier wave in the linear approximation. As this
wave vector is increased, the region of instability shifts

as a whole to larger values of . For this reason, mod-

ulation of dispersive waves (with  ≠ 0) is always sta-

ble in the wave-vector range 0 ≤  ≤ (k) of exper-
imental interest.

Figure 2 shows the regions of modulation instability

for fixed values of wave vector  and amplitude A and
four values of parameter L. It can be seen that, as the
parameter L increases, the wave-vector Q range of
modulation instability narrows and the maximum time
increment slightly decreases.

Figure 3 shows the regions of modulation instability

for fixed values of wave vector  and parameter L and
for values of amplitude A. It is seen that, as the ampli-
tude A increases, the region of modulation instability
becomes wider and the maximum time increment
increases.

5. Thus, the nonlocality of the equation for the phase
change is very significant for plane nonlinear dispersive
waves with a uniform amplitude and with a nonlinear
shift in frequency. First, a dispersive wave is stable
against large-scale perturbations of the amplitude,

Q̃m

Q̃m
2

J Q̃m( ) πA
2

4L
---------.=

γ̃ Q̃

Q̃

γ̃ Q̃

γ̃ Q̃

k̃

k̃ ω̃ k̃

Q̃

k̃

Q̃ Q̃B1

k̃

k̃
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which are of experimental interest. Second, there is a
unique possibility to control the region of modulation
instability by varying a dispersion parameter, namely,
the wave vector k or frequency ω(k). This possibility is
of great importance to experimental studies of such
waves.

In studying Josephson junctions theoretically, it is
important to keep in mind that the frequency ω(k) must
not exceed a certain limiting value [26] determined by
the band gap width ∆(T).
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Experimentally, modulation instability can be
observed in long Josephson junctions consisting of
ultrathin superconducting films when dispersive waves
with a weakly modulated finite amplitude are excited in
them. As the modulation instability develops, a disper-
sive plane nonlinear wave with a uniform amplitude
and a nonlinear shift in frequency breaks up into a
sequence of pulses (wave packets), whose repetition
frequency is determined by the amplitude modulation
period of the initial wave L0 = 2π/Q, where the wave
vector Q lies in the range QB1(k) < Q < QB2(k, A, L).
Since we have considered the case where there is no
phase modulation and only amplitude modulation takes
place, the wave packets will not undergo self-compres-
sion in this case.

The behavior of the regions of modulation instabil-
ity of dispersive waves predicted in this paper may also
be expected in Josephson junctions of bulk supercon-
ductors of thickness d @ λ.
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Abstract—The anisotropy in the superconducting properties of single-crystal Nd1.85Ce0.15CuO4 was studied
from measurements of the heat capacity within the temperature interval 2–40 K in zero magnetic field and in a
magnetic field of 8 T. We report on the first observation of heat capacity jumps occurring at the superconducting
transition for various magnetic field orientations with respect to the crystallographic axes and on a strong
anisotropy of the magnetic contribution to heat capacity in magnetic fields oriented in the a–b plane and per-
pendicular to it. These measurements yielded the anisotropy in the electronic heat capacity coefficient γn(H) and
in the superconducting transition temperature Tc(H). The angular dependence of the Sommerfeld coefficient γn
in the a–b plane observed in a magnetic field of 8 T exhibits four-lobe symmetry and zero gap direction of the
order parameter. A comparison of the results obtained on the Nd1.85Ce0.15CuO4 single crystal with the data
available for La1.85Sr0.15CuO4 permits one to conclude that the mechanisms of superconductivity in the elec-
tron- and hole-doped superconductors are similar. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Knowledge of the symmetry of the superconducting
order parameter in high-temperature superconductors
(HTSC) provides unique information on the mecha-
nism of superconductivity. Although scientific litera-
ture abounds in statements that the symmetry of the
superconducting order parameter in HTSCs has been
fully established [1], the reason for the discrepancies
observed between the results of various experiments
remains unclear. All relevant experimental techniques
can be judiciously divided into two classes, “volume
sensitive” and “surface sensitive.” The conclusion con-
cerning the symmetry of a superconducting state can be
obviously drawn only from volume-sensitive experi-
ments, because on the surface this symmetry may turn
out to be totally different for a number of reasons.

The angular dependence of the electrical resistivity
ρ(θ) of the electronic superconductor Nd1.85Ce0.15CuO4
in a magnetic field applied in the a–b plane was mea-
sured in [2]. It was found that ρ(θ) has a two-lobe
anisotropy, with a sharp drop of the resistivity for fields
directed along the [100] or [010] axes. The absence of
four-lobe symmetry in the a–b plane was maintained as
proof that the Nd1.85Ce0.15CuO4 system does not have
d-wave pairing symmetry. However, the angular depen-
1063-7834/03/4512- $24.00 © 22237
dence of the electrical resistivity ρ(θ) itself indicates
the crystal symmetry only.

The actual symmetry of the superconducting order
parameter can be judged only from the anisotropy of
such superconducting properties as the upper critical
magnetic field Hc2(T), the superconducting transition
temperature Tc(H), and the Sommerfeld coefficient
γn(H). The anisotropy in the superconducting properties
of single-crystal Nd1.85Ce0.15CuO4 was studied by us
earlier from the resistivity in the temperature interval
2–30 K measured in magnetic fields of 0, 1, 2, 4, and
6 T in the a–b plane [3]. Those measurements provided
the first evidence of a strong anisotropy in Tc(H) and
Hc2(T) for various magnetic-field orientations in the a–
b plane, with a two-lobe symmetry of Tc(H) and Hc2(T)
in this plane. The Tc(H) and Hc2(T) relations dropped to
a minimum at an angle θ = 29° to the a axis, which
defines the zero gap direction in the order parameter.
The observed symmetry is apparently associated with a
change in the local environment of the copper atoms,
which brings about a lowering of symmetry from tet-
ragonal to orthorhombic in the low-temperature region;
this phenomenon has studied in considerable detail in
[4–6] by using neutron diffraction on Nd1.85Ce0.15CuO4
samples.
003 MAIK “Nauka/Interperiodica”
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Because a conclusion concerning the symmetry of
the superconducting order parameter can be reached
only from an analysis of volume-sensitive experiments,
measurements of the heat capacity appear to be of par-
ticular interest in this respect. The fact that the heat
capacity is a volume thermodynamic characteristic of a
substance makes its measurement an important direct
method of probing the properties of superconductors,
because it offers the possibility of obtaining informa-
tion that can be compared unambiguously with various
theoretical models.

The low-temperature course of various thermody-
namic and transport properties depends on the behavior
of the density of states of the electronic quasiparticle
energy spectrum of a superconductor near the Fermi
surface. Because of the presence of zeroes in the order
parameter, the N(E) function changes radically within a
narrow energy interval in the vicinity of EF for a super-
conductor in a mixed state (Hc1 < H < Hc2); this is what
gives rise to temperature anomalies in the properties of
a superconductor. In this connection, studies of the
anisotropy in the electronic density of states for various
magnetic field orientations relative to the crystallo-
graphic axes are of particular interest, because features
in the temperature and field dependences of the heat
capacity are very important criteria for the nontrivial
nature of the superconducting energy gap. Unfortu-
nately, this anisotropy is confined to the region of low
temperatures and high magnetic fields and is difficult to
probe experimentally. The presence of magnetic contri-
butions to the heat capacity adds to the challenge of
revealing this anisotropy.

The purpose of this study was to determine the sym-
metry of the superconducting order parameter from
measurements of the field and temperature depen-
dences of the heat capacity of a high-quality bulk
superconducting Nd1.85Ce0.15CuO4 single crystal at
temperatures from 2 to 40 K and in a magnetic field
of 8 T.

10 20 30 400
T, K

10000

20000

C
, m

J/
m

ol
 K

H || b
H || c

H = 0

Fig. 1. Temperature dependence of the specific heat of sin-
gle-crystal Nd1.85Ce0.15CuO4 in the range 2–40 K mea-
sured in zero field and in a field of 8 T for two magnetic field
directions, namely, in the a–b plane along the b axis and
perpendicular to it, along the c axis.
PH
2. PREPARATION OF SAMPLES 
AND THEIR CHARACTERIZATION

The Nd1.85Ce0.15CuO4 single crystal to be studied
was prepared by crucibleless floating-zone melting
with radiative heating [7]. A four-mirror furnace (Crys-
tal System Inc., Japan) with 300-W lamps was
employed. The starting materials for the feeding rod
and solvent were Nd2O3, CuO, and CeO2 powders of
99.9–99.99% purity. The crystal was grown at an oxy-
gen pressure of 0.08 atm and a growth rate of 0.4–
0.8 mm/h along the a axis of the (NdCe)2CuO4 seed
crystal. During the growth, the feeding rod and the
growing crystal were rotated in opposite senses at a rate
of 20–30 rpm to ensure efficient mixing and uniformity
of the temperature distribution in the melt zone. The
melt zone temperature was controlled with high preci-
sion by properly adjusting the lamp current.

The sample thus grown was checked for composi-
tion and uniformity by ICP-OES spectroscopy (induc-
tively coupled plasma), electron probe microanalysis
(EPMA, Cameca SX100), and x-ray powder diffraction
(XRD, Philips PW-3710).

The Nd1.85Ce0.15CuO4 single crystal obtained was
30–40 mm long and 5 mm in diameter and was nonsu-
perconducting. X-ray powder diffraction did not reveal
any foreign inclusions. Optical polarization micros-
copy confirmed the absence of any other crystallites in
the 10- to 20-mm-long end part of the crystal. EPMA
measurements likewise showed Ce to be distributed
uniformly both along and perpendicular to the growth
axis.

The Nd1.85Ce0.15CuO4 single crystal was found to be
superconducting after annealing in a flow of pure argon
(99.99% purity) at 1030°C for 10–20 h. This heat treat-
ment produced a superconducting single crystal with
Tc = 21–22 K and a transition width ∆Tc ~ 0.3 K.

The sample heat capacity in a magnetic field of 8 T
was measured in an adiabatic calorimeter with pulsed
heating [8]. The experimental error in determining the
heat capacity was 2% in the temperature interval 2–4 K,
1% in the range from 4 to 10 K, and 0.2–0.5% in the 10-
to 40-K region. The superconducting transition temper-
ature was determined from a jump in the heat capacity.
The transitions were sharp, which attests to a high qual-
ity of the single crystal.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents the temperature dependence of the
specific heat of the Nd1.85Ce0.15CuO4 single crystal in
the range 2–40 K measured without a magnetic field
and at 8 T for two field application directions: in the a–
b plane along the b axis and perpendicular to it, along
the c axis. Nd1.85Ce0.15CuO4 is a magnetic superconduc-
tor in which the superconductivity and antiferromag-
netic order of Nd3+ magnetic moments coexist. At low
temperatures, the specific heat is observed to increase
strongly, which is assigned to a Schottky anomaly asso-
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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ciated with the Nd3+ ground-state doublet being split by
the molecular field. Although the electronic system and
the lattice contribute to the specific heat in the low-tem-
perature region, they are substantially smaller than the
magnetic contribution. A magnetic field gives rise to a
highly anisotropic behavior of the specific heat; indeed,
the specific heat was found to be least affected by a field
applied parallel to the c axis, whereas application of a
field along the b axis produced a strong growth of the
specific heat associated with the shift of the Schottky
anomaly toward higher temperatures. These heat
capacity measurements in magnetic fields confirm the
complex magnetic properties of the electron-doped
Nd1.85Ce0.15CuO4 compound, which originate from the
influence of the magnetic field on the ground-state dou-
blet splitting of the Nd3+ ion and provide additional
information on the effect of magnetic order, as well as
on magnetic coupling, in this compound. The observed
strong anisotropy of the specific heat in a magnetic field
for H || b and H || c is intimately connected with the
antiferromagnetic order in the CuO2 plane and ferro-
magnetic order along the c axis.

Figure 2 displays the temperature behavior of the
specific heat of the Nd1.85Ce0.15CuO4 single crystal near
Tc obtained in zero magnetic field and at 8 T for four
magnetic field directions, namely, along the a, b, and c
axes and at a canting angle of 29° to the a axis. The lat-
ter orientation defines the zero energy gap direction,
which was derived by us earlier from resistivity mea-
surements made on Nd1.85Ce0.15CuO4 [3]. To reveal a
jump in the specific-heat C(T) temperature dependence,
which varies in curvature, the experimental data
obtained in the region of the superconducting transition
were constructed in various coordinate frames lineariz-
ing the original dependence. Despite the low electronic
density of states combined with a large magnetic con-
tribution to the specific heat, the temperature depen-
dence of the specific heat exhibited jumps correspond-
ing to the superconducting transition. A magnetic field
affects the specific heat by reducing the amplitude of
the jump and by shifting it toward lower temperatures.
Our results show that the specific-heat jumps and their
shift corresponding to the superconducting transition
differ strongly in a magnetic field. The smallest shift of
Tc is observed with the field directed along the b axis,
and the largest shift, when the field is canted at 29° to
the a axis.

The magnitude of the specific-heat jump ∆C/Tc at
the superconducting transition is known to be related to
renormalization of the electronic density of states N(E)
at the Fermi surface. Estimation of the Sommerfeld
coefficient γn for Nd1.85Ce0.15CuO4 made using the BCS
expression ∆C/Tc = 1.43γn yields γn = 2.3 mJ/mol K2 in
the absence of a magnetic field; in a magnetic field of
8 T, we obtained γn = 1.9 mJ/mol K2 for H || a, γn =
2.0 mJ/mol K2 for H || b, γn = 0.9 mJ/mol K2 for the field
canted at 29° to the a axis, and γn = 1.7 mJ/mol K2 for
H || c. The Sommerfeld coefficient γn for the
La1.85Sr0.15CuO4 single crystal is substantially larger:
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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Fig. 2. Temperature dependence of the specific heat
obtained near Tc measured in zero field and in a field of 8 T
for four magnetic field directions, more specifically, along
the a, b, c axes, and at 29° to the a axis.
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γn = 9 mJ/mol K2 [9]. A comparison of these data shows
that the specific-heat jumps ∆C/Tc at the superconduct-
ing transition and, hence, γn for Nd1.85Ce0.15CuO4 are
substantially smaller than those for La1.85Sr0.15CuO4.
This implies that the effective mass of carriers in an
electron-doped system is far smaller than that in a hole-
doped one.

Figure 3 shows the angular dependence of the super-
conducting temperature Tc(θ) obtained in the a–b plane
in a magnetic field 8 T, together with the results derived
by us earlier from measurements of the resistivity of
Nd1.85Ce0.15CuO4 made at 6 T and reported in [2]. The
Tc(θ) curve passes through a maximum at θ = 90° (H || b)
and then drops with decreasing θ; for θ = 0° (H || a), we
have Tc(90°)/Tc(0°) = 1.6. Tc(θ) has a minimum at
θ = 29° to the a axis; this angle identifies the zero
energy gap direction. The results obtained provide sup-
portive evidence for a strong angular dependence of the
superconducting transition temperature Tc(θ) in the a–b
plane in a magnetic field of 8 T, which was observed by
us earlier when measuring the resistivity of
Nd1.85Ce0.15CuO4, and for the zero energy gap direction.

By estimating the Sommerfeld coefficient γn using
BCS theory for Nd1.85Ce0.15CuO4 from the specific-heat
jump ∆C/Tc at the superconducting transition, which
was measured in a magnetic field of 8 T for various
magnetic field orientations in the a–b plane with
respect to the crystallographic axes, we constructed the
map of the angular dependence of γn displayed in
Fig. 4. We readily see that the electronic density of
states in the a–b plane is highly anisotropic, with a min-
imum reached at a magnetic field direction canted at
29° to the a axis and with a maximum at a field directed
along the b axis. The observed difference in the magni-
tude of γn between the field orientations along the a and
b axes confirms the lattice orthorhombicity associated
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Fig. 3. Angular dependences of the superconducting transi-
tion temperature Tc(θ) in the a–b plane in a magnetic field
of 8 T derived from heat capacity measurements and, for
comparison, from our electrical-resistivity measurements
[3] made in a magnetic field of 6 T.
PHY
with the change in the local symmetry of the copper
atom environment, which brings about its lowering
from tetragonal to orthorhombic in the low-temperature
region. The strong anisotropy of γn observed for various
magnetic field orientations in the a–b plane is charac-
terized by a four-lobe symmetry of γn, in which the low-
est electronic density of states for the magnetic field
canted at 29° to the a axis determines the zero energy
gap direction in the order parameter. This behavior of γn

gives us grounds to maintain that the Nd1.85Ce0.15CuO4

superconducting single crystal has  symmetry.

A comparison of these data with our earlier results
obtained on a La1.85Sr0.15CuO4 single crystal [9] reveals
a similar pattern of the superconducting order parame-
ter symmetry in the electronic superconductors. The
observed difference between the zero superconducting
gap directions should be assigned to specific structural
features, and the four-lobe pattern of symmetry in the
electronic density of states in the a–b plane may be con-
sidered a direct indication of the order parameter in the

two superconductors having  symmetry.

4. CONCLUSIONS

Thus, our studies of the heat capacity of an
Nd1.85Ce0.15CuO4 single crystal made in the range 2–
40 K, both in a magnetic field of 8 T and without it,
with the field oriented along various crystallographic
directions permit the following conclusions.

(1) Measurements of the temperature dependence of
the heat capacity in a magnetic field has revealed
(despite the low electronic densities of states and large
magnetic contribution to the heat capacity) heat capac-

dx–y
22

dx–y
22

Axis b
γn = 2.0

29° from axis a
γn = 0.9

Axis a

γn = 1.9

Fig. 4. Angular dependence of the Sommerfeld coefficient
γn (mJ/mol K2) measured in the a–b plane in a magnetic
field of 8 T.
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ity jumps corresponding to the superconducting transi-
tion.

(2) A strong anisotropy of the magnetic contribution
to the heat capacity was observed to exist with the mag-
netic field oriented in the a–b plane along the b axis and
perpendicular to it, along the c axis, which should be
assigned to antiferromagnetic order in the CuO2 plane
and ferromagnetic ordering along the c axis.

(3) Measurements performed for various magnetic
field orientations in the a–b plane revealed a strong
anisotropy in the Sommerfeld coefficient γn(H) charac-
terized by a four-lobe γn symmetry of and a zero order-
parameter gap direction. This behavior gives us
grounds to conclude that superconducting single-crys-

tal Nd1.85Ce0.15CuO4 has  symmetry.

(4) A comparison of the results obtained on
Nd1.85Ce0.15CuO4 with the earlier measurements per-
formed on single-crystal La1.85Sr0.15CuO4 suggests that
superconductivity in electron- and hole-doped super-
conductors operates through similar mechanisms.

(5) Our studies yielded qualitative estimates for a
number of parameters of importance for the develop-
ment of theory and relevant concepts concerning the
order-parameter symmetry in HTSCs and the mecha-
nism of superconductivity.
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Abstract—The effect of the lattice deformation on the electronic spectra of TlGaS2, TlGaSe2, and TlInS2 lay-
ered semiconductor crystals is analyzed. It is shown that changes in the band gap of these semiconductors due
to thermal expansion and a change in the composition under hydrostatic or uniaxial pressure can be described
within a unified model of the deformation potential. The main feature of this model is the inclusion of defor-
mation potentials with different signs, which is characteristic of other semiconductors with a layered structure.
An analysis of the lattice deformation of the studied semiconductors in terms of the proposed model of the
deformation potential has revealed that, in the immediate vicinity of the phase transitions, the crystal lattice
under pressure undergo an unusual deformation. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconductors TlGaS2, TlGaSe2, and TlInS2 crys-
tallize in a layered structure and, according to the data
available in the literature, have a monoclinic lattice at
room temperature and atmospheric pressure [1–5]. The
unit cell parameters of these crystals are such that they
can be treated as crystals belonging to the quasi-tetrag-
onal crystal system. Moreover, since anisotropy is
absent in the plane of layers, the elastic and thermal
properties of these materials can be described in terms
of the relationships used in elasticity theory that are
valid for hexagonal symmetry [6, 7]. For crystals of this
family, most attention has been concentrated on the
study of the phase transitions. At present, it has been
reliably established that, as the temperature decreases
from room temperature, TlInS2 and TlGaSe2 crystals
transform initially into an incommensurate phase (Ti ≈
216 K for TlInS2 and Ti ≈ 120 K for TlGaSe2) and then
into a commensurate ferroelectric phase (Tc ≈ 202 K for
TlInS2 and Tc ≈ 107 K for TlGaSe2) with quadrupling of
the unit cell along the C axis [8, 9]. An analysis of the
influence of hydrostatic pressure on different physical
properties of the studied crystals has demonstrated that
phase transitions can occur under pressure [10–15].
The behavior of physical parameters upon phase transi-
tions with a change in the pressure and temperature has
been investigated in many works (see, for example, [3,
5–17]). However, despite the large amount of available
data on the optical properties near the fundamental
absorption edge and the results of band-structure calcu-
lations [11, 14, 16–18], the effect of external factors on
the electronic band structure of the above semiconduc-
1063-7834/03/4512- $24.00 © 22242
tors is not clearly understood. In this respect, the main
objective of the present work was to construct a model
of deformation phenomena in TlGaS2, TlGaSe2, and
TlInS2 layered crystals. This model made it possible not
only to obtain new data on the specific features of the
electronic structure but also to gain better insight into
the mechanisms of the deformation observed in TlInS2
and TlGaSe2 crystals with a change in the temperature
and pressure.

2. MODEL OF THE DEFORMATION POTENTIAL 
IN TlGaS2, TlGaSe2, AND TlInS2 
LAYERED SEMICONDUCTORS

First and foremost, we summarize the results of ear-
lier investigations into the influence of the lattice defor-
mation on the electronic spectra of TlGaS2, TlGaSe2,
and TlInS2 layered semiconductor crystals (for brevity,
hereafter, they will be referred to as TlMeX2 layered
crystals).

2.1. Abdullaeva et al. [19] revealed that the temper-
ature dependence of the exciton energy of TlGaS2
exhibits unusual behavior. In particular, it was found
that the peak observed in the exciton energy shifts
toward the high-energy range with an increase in the
temperature over a wide range (from 4.2 to 200 K, i.e.,
until the peak of the exciton energy is recorded in the
absorption spectra). In this temperature range, the shift
in the exciton energy was approximately equal to
50 meV (Fig. 1).

It was assumed that the above behavior of the exci-
ton energy is associated with the contribution of the lat-
003 MAIK “Nauka/Interperiodica”
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tice deformation to the change in the band gap Eg.
Hence, the inference was drawn that the thermal expan-
sion of TlGaS2 makes a dominant contribution to the
change in the band gap Eg with a variation in the tem-
perature. Figure 2 depicts the temperature dependences
of the linear thermal expansion coefficient along the
directions parallel (α||) and perpendicular (α⊥ ) to the
plane of layers in TlGaS2, TlGaSe2, and TlInS2 layered
crystals [20–22]. As can be seen from Fig. 2, all three
crystals are characterized by a considerable thermal
expansion, especially along the direction perpendicular
to the layer plane. The temperature dependence of the
thermal expansion coefficient α||(T) along the layer
plane of the TlGaSe2 crystal at low temperatures (T <
100 K) differs significantly from those of the TlGaS2
and TlInS2 crystals. The peaks observed in the curves
α⊥ (T) and α||(T) correspond to the temperatures of the
aforementioned phase transitions.

It is worth noting that the contribution of the thermal
expansion to the change in the band gap Eg with varia-
tions in the temperature of TlGaS2 differs substantially
from those of TlGaSe2 and TlInS2. Even with allowance
made for the fact that the dependence α||(T) of TlGaSe2
exhibit a different behavior, the temperature depen-
dences of the band gap Eg for TlGaSe2 and TlInS2 differ
radically from that for TlGaS2 (Fig. 1). At first glance,
this difference casts some doubt on the similarity
between the band structures of TlMeX2 layered crystals
or, at least, the similarity between the deformation
effects in them. However, as will be shown below, this
assumption is erroneous: at temperatures at which all
three crystals have an identical crystal structure, their
band structures are similar to each other and can be
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Fig. 1. Temperature dependences of the exciton energy for
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tals.
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described by similar deformation potentials. The differ-
ence in the behavior of the dependence Eg(T) in the
low-temperature range is explained by the fact that,
unlike the TlGaS2 crystal, the TlGaSe2 and TlInS2 crys-
tals undergo phase transitions with a decrease in the
temperature.

2.2. Allakhverdiyev et al. [11] investigated the influ-
ence of hydrostatic pressure on the optical absorption
edge for all three crystals at room temperature. The
behavior of the pressure coefficient of the band gap
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dEg/dP was examined by considering the dependence
E(P)α = const constructed from the absorption edge spec-
tra at different absorption coefficients α. It was demon-
strated that, at low pressures (P < 0.5 GPa), the pressure
coefficients dEg/dP for all three crystals are negative in
sign (Fig. 3), which is typical of all crystals with a lay-
ered structure [23]. However, as the pressure increases,
the behavior of the pressure coefficient dEg/dP
becomes different. With an increase in the pressure, the
pressure coefficient dEg/dP for the TlInS2 crystal
changes sign from negative to positive in the range
close to P ≈ 0.59 GPa (Fig. 3), remains positive to P ≈
0.9 GPa, and again changes sign from positive to nega-
tive but considerably increases in magnitude: dEg/dP ≈
–22.0 × 10–11 eV Pa–1 at P > 0.9 GPa and dEg/dP ≈
−8.5 × 10–11 eV Pa–1 at P < 0.5 GPa.

For the TlGaSe2 crystal, the pressure coefficient
dEg/dP ≈ –12.5 × 10–11 eV Pa–1 remains constant to P ≈
0.92 GPa and then drastically increases in magnitude
(dEg/dP ≈ –20.0 × 10–11 eV Pa–1) without changing
sign. For the TlGaS2 crystal, the pressure coefficient
dEg/dP ≈ –7.26 × 10–11 eV Pa–1 remains virtually
unchanged over the entire pressure range under investi-
gation.

According to [14, 15], the drastic changes in the
pressure coefficient of the TlInS2 and TlGaSe2 crystals
are accompanied by thermal effects. This indicates that
phase transitions can occur in these crystals under pres-
sure.

Attempts to interpret the experimental data on the
effect of pressure on the band structure and to explain
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Fig. 3. Dependences E(P)α = const for (1) TlGaS2,
(2) TlInS2, and (3) TlGaSe2 crystals at T = 300 K for
absorption coefficients α = (1) 600, (2) 180, and (3)
270 cm–1 [11].
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such different pressure dependences of the pressure
coefficient for the TlGaS2, TlInS2, and TlGaSe2 crystals
have failed because of the lack of information on the
deformation potentials for TlGaSe2-type layered crys-
tals.

2.3. Guseynov et al. [24] studied the effect of uniax-
ial pressure applied perpendicularly to the layer plane
on the exciton spectra of TlGaS2 and TlGaSe2 semicon-
ductors at low temperatures (4.2–100 K). It was shown
that, for both semiconductor crystals, the pressure coef-
ficient dEg/dP ≈ –3 × 10–11 eV Pa–1 does not depend on
the temperature, as is the case with III–VI semiconduc-
tors with a layered structure (GaSe, GaS, InSe) [23].

The above results demonstrate that the deformation
effects revealed in TlMeX2 layered crystals have both
common and specific features. In this paper, we pro-
pose a model of the deformation potential that makes it
possible, within a unified approach, to describe the
deformation effects in all the three crystals under con-
sideration and to elucidate the reasons for the observed
differences.

In order to describe the change in the band gap Eg
under deformation, we introduce two deformation
potentials, namely, D|| and D⊥ . In this case, the change
in the band gap Eg under deformation can be repre-
sented in the form

(1)

where U⊥  and U|| are the strains along the directions
perpendicular and parallel to the crystal layers, respec-
tively. In the framework of this simple model, Belen’kiœ
et al. [23] described the entire set of deformation effects
in III–VI semiconductors with a layered structure and
revealed the specific features of the effects associated
with the layered structure.

The deformation potentials D|| and D⊥  can be deter-
mined from the results of at least two deformation
experiments. In the first experiment, we examined how
the hydrostatic pressure affects the band gap Eg. It is
important to keep in mind that the available data on the
effect of uniaxial pressure on the band gap Eg at low
temperatures cannot be used in this case because the
pressure coefficients of the band gap for layered crys-
tals strongly depend on the temperature [23]. Further-
more, even the change in sign of the pressure coeffi-
cient dEg/dP with a variation in the temperature is
observed for GaSe, GaS, and InSe layered crystals. As
will be shown below, these features are also typical of
TlMeX2 crystals. Consequently, the low-temperature
(T = 4.2 K) deformation potentials can substantially
differ from the high-temperature (T = 300 K) deforma-
tion potentials.

As was already mentioned, the main objective of the
present work was to construct a unified model of the
deformation potential for all three crystals. For this pur-
pose, we estimated the deformation potentials D|| and
D⊥  from the experimental data on the effect of hydro-
static pressure on the optical absorption edge for TlInS2

∆Eg D⊥ U ⊥ 2D||U ||,+=
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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Lattice parameters and elastic constants of TlGaS2, TlGaSe2, and TlInS2 crystals

Crystal
Lattice parameters, Å [1–3] Elastic constants, 1010 Pa [6]

a b c C11 C12 C33 C44

TlGaS2 10.29 10.29 15.28 – – – –

TlGaSe2 10.77 10.77 15.64 6.42 3.88 4.37 0.5

TlInS2 10.95 10.95 15.14 4.49 3.05 3.99 0.5
and TlGaSe2 layered semiconductor crystals under the
assumption that the values of D|| and D⊥  for these crys-
tals are equal to each other, respectively. In this case,
we took into account that the elastic constants Cij (see
table) and their temperature dependences [6] are known
for these two crystals.

It should be noted, for the TlInS2 crystal, the absorp-
tion edge is governed by direct transitions. For the
TlGaSe2 crystal, according to the data obtained in a
number of works, indirect transitions also contribute to
the absorption edge. However, as was shown in [19], no
indirect transitions are observed in the geometry used
in the experiment on the influence of hydrostatic pres-
sure on the absorption edge for the TlGaSe2 crystal.
Therefore, the pressure coefficients chosen in our case
for the TlInS2 and TlGaSe2 crystals correspond to direct
transitions. After simple calculations, we obtained the
following deformation potentials: D|| = –7.3 eV and
D⊥  = 11.9 eV. As was noted above, the strains U|| and
U⊥  can be determined from the relationships used in
elasticity theory that are valid for crystals of hexagonal
symmetry; that is,

(2)

For our calculations, it is necessary to know the elastic
constants C13 of the TlInS2 and TlGaSe2 crystals, which
are not available in the literature, because the experi-
mental determination of these constants for layered
crystals presents considerable difficulties. The influ-
ence of the elastic constant C13 on the physical proper-
ties of the TlInS2 and TlGaSe2 crystals will be dis-
cussed below. Here, we only note that, at low pressures
and room temperature, the value of C13 is nearly identi-
cal for all layered crystals [23]. In our calculations, this
constant was taken to be C13 = 1.5 × 1010 Pa.

Let us now attempt to describe the results of other
deformation experiments in terms of the deformation
potentials derived above. First, we evaluate the contri-
bution of the thermal expansion to the change in the
band gap Eg with a variation in the temperature. We will
restrict our consideration to the temperature range 4.2–
100 K by assuming that the contribution of the elec-
tron–phonon interaction in this range is insignificant.

U ⊥
C11 C12 2C13–+

C11 C12+( )C33 2C13
2

–
-----------------------------------------------------P,–=

U ||
C33 C13–

C11 C12+( )C33 2C13
2

–
-----------------------------------------------------P.–=
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According to the estimates, the thermal expansion of
the TlGaS2 crystal due to an increase in the temperature
should lead to an increase in the band gap Eg by
≈20 meV, which is in good agreement with the experi-
mental data. For the TlGaSe2 crystal, the shift in the
band gap Eg should be approximately equal to
+25 meV, because the thermal expansion in the layer
plane is not very large in the temperature range cov-
ered. For the TlInS2 crystal, the calculation gives ∆Eg ≈
+25 meV. Thus, the calculated changes in the band gap
Eg for the last two crystals differ significantly from the
experimental values. However, it can be shown that this
disagreement is unrelated to the error in determining
the deformation potentials D|| and D⊥ . Indeed, as the
temperature decreases, the TlGaSe2 and TlInS2 crystals
undergo a transformation into the ferroelectric phase at
temperatures of 107 and 202 K, respectively. As a
result, these crystals, unlike the TlGaS2 crystal, are in
the ferroelectric phase in the temperature range 4.2–
100 K. Abdullaeva et al. [19] demonstrated that, upon
substitution of S for only 10% Se in TlGaSe2, the tem-
perature behavior of the band gap Eg changes and
becomes similar to that of TlGaS2. Moreover, Volkov et
al. [25] revealed that the substitution of sulfur for sele-
nium in TlGaSe2 leads to a decrease in the temperature
of the ferroelectric phase transition and to the complete
disappearance of the features attributed to the phase
transition at sulfur concentrations ≥25%. The way in
which the band structure of the TlGaSe2 and TlInS2
crystals changes upon phase transition is unknown.
However, we can argue that the phase transition is
responsible for the change in the behavior of the depen-
dence Eg(T) at low temperatures.

Now, we consider one more deformation effect
and estimate the change in the band gap Eg for
TlGaS2(1 − x)Se2x solid solutions. In this case, the change
in the quantity x in the system is considered an effective
“strain.” According to the estimates obtained from the
deformation potentials derived above and the unit cell
parameters of these crystals, the “contraction” of the
crystal lattice upon the transition from TlGaSe2 to
TlGaS2 (see table) should result in an increase in the
band gap Eg by 0.4 eV, which is very close to the data
obtained in [19].

Therefore, we can draw the inference that the model
based on the deformation potentials D|| and D⊥  offers an
adequate description of the results of at least four inde-
pendent experiments on (i) the influence of hydrostatic
03
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pressure on the band gap Eg for the TlInS2 crystal,
(ii) the influence of hydrostatic pressure on the band
gap Eg for the TlGaSe2 crystal, (iii) the increase in the
band gap Eg for the TlGaS2 crystal with an increase in
the temperature, and (iv) the concentration dependence
of the band gap Eg for TlGaS2(1 – x)Se2x solid solutions.

Up to this point, we have not been concerned with
the unusual pressure dependences of the band gap and
the difference between these dependences for the
TlGaSe2 and TlInS2 crystals (Fig. 3). Now, we focus
our attention on the behavior of the pressure coefficient
dEg/dP in the range close to P ≈ 0.59 GPa for the TlInS2
crystal and in the vicinity of P ≈ 0.92 GPa for the
TlGaSe2 crystal. We will not consider the behavior of
the pressure coefficient dEg/dP in the immediate vicin-
ity of P ≈ 0.9 GPa for the TlInS2 crystal (Fig. 3),
because the absorption edge for this crystal changes at
P ≈ 0.9 GPa [11, 14]. According to [11, 14], the change
in the absorption edge is associated with the fact that, at
pressures above 0.9 GPa, the role of the valence band
top or the conduction band bottom is played by a new
band. As the pressure increases, this band undergoes a
more significant shift as compared to one of the afore-
mentioned extrema. It should be emphasized that, in the
pressure range under investigation, the absorption
edges for the TlInS2 and TlGaSe2 crystals are governed
by transitions between the same extrema. In order to
evaluate the change in the quantity dEg/dP under pres-
sure, it is necessary to know the pressure dependences
of the elastic constants. However, these constants for
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TlMeX2 layered crystals are not available in the litera-
ture. Nonetheless, we will attempt to construct a quali-
tative pressure dependence of the pressure coefficient
with the use of the data available for other layered crys-
tals. As was noted above, the pressure coefficients of
layered semiconductors strongly depend on the pres-
sure and temperature [23]. This can be explained by the
high pressure and temperature sensitivities of the elas-
tic constants characterizing the weak interlayer interac-
tion (for layered crystals of hexagonal symmetry, these
are the elastic constants C33, C13, and C44).

It should also be noted that, as in the case of III–VI
semiconductors with a layered structure, the deforma-
tion potentials D|| and D⊥  for TlMeX2 layered crystals
are opposite in sign: a decrease in the interlayer spacing
under compression of the crystal leads to a decrease in
the band gap Eg, whereas the compression of the layers
themselves results in an increase in the band gap Eg. As
a consequence, with an increase in the pressure and a
relatively faster increase in the “interlayer” elastic con-
stants, the negative contribution to the change in the
band gap Eg decreases and the resultant pressure coef-
ficient increases. Furthermore, the pressure coefficients
dEg/dP for GaSe and GaS crystals even change sign
from negative to positive [23]. For the same reason, the
pressure coefficients for III–VI semiconductors change
sign with a decrease in the temperature.

Preparatory to constructing a qualitative pressure
dependence of the pressure coefficient of the band gap,
we will make the assumption that, among all the elastic
constants describing the deformation of TlMeX2 lay-
ered crystals, the constant C13 is the most sensitive to
pressure, even though the constant C33 can also change
with a variation in the pressure. The dependences of the
pressure coefficient of the band gap on the elastic con-
stant C13 of the TlInS2 and TlGaSe2 crystals (Fig. 4)
were constructed using the deformation potentials D||
and D⊥ . As can be seen from Fig. 4, even this crude
model offers an adequate qualitative (and even quanti-
tative) description of the behavior of the pressure coef-
ficient dEg/dP with a variation in the pressure. In actual
fact, it can be seen from this figure that, as the elastic
constant C13 increases (i.e., as the pressure rises), the
pressure coefficient dEg/dP for the TlInS2 crystal
changes sign at pressures where the elastic constant C13
approaches a value of ≈3.75 × 1010 Pa. A different situ-
ation occurs with the TlGaSe2 crystal: as the elastic
constant C13 increases, the pressure coefficient of the
band gap dEg/dP first changes only slightly and then
increases drastically in magnitude when the constant
C13 approaches a value of ≈4.3 × 1010 Pa. The reason
for this difference between the pressure dependences of
the pressure coefficient dEg/dP for the TlInS2 and
TlGaSe2 crystals is obvious. Indeed, it follows from
relationships (2) for the strains U|| and U⊥  that, as the
elastic constant C13 of the TlInS2 crystal increases and
approaches the quantity (C11 + C12)/2, the strain U⊥
tends to zero, whereas the strain U|| remains nonzero.
Compared to the TlInS2 crystal, the TlGaSe2 crystal
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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exhibits a stronger anisotropy; hence, the elastic con-
stants for the TlGaSe2 crystal satisfy the inequality
(C11 + C12)/2 > C33. Therefore, with an increase in the
elastic constant C13 in the latter case (TlGaSe2), the
strain U|| tends to zero and U⊥  ≠ 0. In the former case
(TlInS2), as the elastic constant C13 approaches the
quantity (C11 + C12)/2, the contribution of the layer
strain to the change in the band gap Eg under pressure
appears to be dominant and the pressure coefficient
dEg/dP changes sign from negative to positive. By con-
trast, with an increase in the pressure for the TlGaSe2
crystal, the strain U|| tends to zero; hence, the pressure
coefficient dEg/dP remains negative but drastically
increases in magnitude. The elastic constants of the
TlGaS2 crystal are unknown. However, judging from
the unit cell parameters, the elastic constants of this
crystal are even larger in magnitude than those of the
TlGaSe2 crystal. This implies that the pressure-induced
change in the pressure coefficient dEg/dP for the
TlGaS2 crystal can be achieved at a higher pressure as
compared to that for the TlGaSe2 crystal (and, espe-
cially, for the TlInS2 crystal). This inference is in agree-
ment with the experimental data.

Another important inference is the fact that the spe-
cific features in the behavior of the pressure coefficient
for the TlInS2 and TlGaSe2 crystals are observed in the
case where the elastic constants C13 are close to values
corresponding to the stability threshold, which can be
determined from the condition

(3)

Thus, the above estimates allow us to draw the con-
clusion that the drastic changes in the behavior of the
pressure coefficients for the TlInS2 and TlGaSe2 crys-
tals can be accompanied by loss of stability or, in other
words, by phase transitions, which also agrees with the
experimental data.

Despite its simplicity, the proposed model of the
deformation potential provides a satisfactory explana-
tion of the results of many experiments on the evolution
of the electronic spectra of TlMeX2 layered crystals
under deformation of different types.

The main feature of this model is the inclusion of
deformation potentials with different signs and the pos-
sibility of changing the relative contributions of the
strains U|| and U⊥  with variations in the pressure and
temperature. The effect of pressure on the pressure
coefficients was considered above. It can easily be
shown that, although the sign of the pressure coeffi-
cients dEg/dP for TlMeX2 layered crystals remains
unchanged, the effect of uniaxial compression (in a
direction perpendicular to the crystal layers) on these
coefficients strongly depends on the temperature.
Indeed, it is easy to verify with the use of the deforma-
tion potentials D|| and D⊥  that, under uniaxial compres-
sion in a direction perpendicular to the layers, the
TlGaSe2 and TlInS2 crystals have the pressure coeffi-
cients dEg/dP = –34 × 10–11 and –41 × 10–11 eV Pa–1,

C11 C12+( )C33 2C13
2

– 0.≥
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respectively. These coefficients are more than one order
of magnitude larger than those obtained in the experi-
ment at low temperatures [24]. As in the case of III–VI
semiconductors, we can assume that, with a decrease in
the temperature, the change in the interlayer spacing
under deformation of the crystals is of little importance.
For III–VI semiconductors under compression, the
pressure coefficients of the band gap change sign from
negative to positive. For TlMeX2 crystals, the sign of the
pressure coefficient dEg/dP does not change, but the
coefficients themselves appreciably decrease in magni-
tude.

Therefore, we can state that the deformation effects
observed in TlMeX2 and III–VI semiconductor crystals
have much in common. This can be explained by the
fact that the main feature of the band structure of III–VI
semiconductor crystals is also inherent in the TlMeX2
crystals. This feature is that the valence band top and
the conduction band bottom in the band structure of
layered semiconductors are split as a result of the inter-
action between the layers [23]. As a consequence, a
decrease in the interlayer spacing leads to an increase in
the splitting and, hence, to a decrease in the band gap
Eg; i.e., the deformation potential D⊥  becomes positive
in sign. Making allowance for the negative sign of the
deformation potential D||, this accounts for many spe-
cific features of the deformation effects in layered crys-
tals (the negative sign of the pressure coefficients of the
band gap at low pressures and room temperature, the
relatively small magnitudes of the pressure coefficients
dEg/dP, and their strong dependences on the tempera-
ture and pressure). It is evident that the band structure
of TlMeX2 crystals has many specific features inherent
in layered semiconductors.

Note once again that the dependences of the pres-
sure coefficient of the band gap on the pressure for the
TlGaSe2 and TlInS2 crystals differ from each other. It is
not surprising that the pressure coefficient dEg/dP for
the TlInS2 crystal changes sign with a variation in the
pressure. This situation is typical of III–VI semicon-
ductors with a layered structure and stems from the fact
that, with an increase in the pressure, the contribution
from the layer strain to the change in the band gap Eg
increases more rapidly as compared to the contribution
from the decrease in the interlayer spacing. The behav-
ior of the pressure coefficient of the band gap dEg/dP
for the TlGaSe2 crystal is more surprising: the pressure
coefficient drastically increases in magnitude and
retains negative sign. It should be emphasized that this
behavior of the pressure coefficient for the TlGaSe2
crystal can be explained only under the assumption
that, with an increase in the pressure, the elastic con-
stant C13 increases and becomes approximately equal to
the elastic constant C33. In [6], it was observed that the
elastic constant C13 for the TlGaSe2 crystal increases
significantly and approaches the elastic constant C33
with a decrease in the temperature. In particular, this
accounts for the specific features in the temperature
dependence of the linear thermal expansion coefficient
3
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along the direction parallel to the layer plane of the
TlGaSe2 crystal (see Fig. 2). In our recent work [7], we
showed that the sharp negative peak observed in the
dependence α||(T) for the TlGaSe2 crystal upon the
phase transition and the negative thermal expansion
coefficient over a wide range of temperatures are asso-
ciated with the drastic increase in the elastic constant
C13, which approaches the elastic constant C33 with a
decrease in the temperature. Thus, the unusual increase
in the elastic constant C13 with a variation in the tem-
perature is characteristic of TlGaSe2 crystals and the
above assumption that this elastic constant can exhibit
a similar behavior with a change in the pressure is jus-
tified.
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Abstract—The effect of 5-MeV electron irradiation of p-InxBi2 – xTe3 single crystals (x = 0, 0.04, 0.07), per-
formed at 250 K, on the galvanomagnetic properties of the crystals was studied. The irradiation was shown to
change the conduction from the p to the n type. Annealing at temperatures of 310–390 K restores the conduction
to the p type. The reversal of the conduction type and variation of the carrier concentration can be accounted
for by an increase in the concentration of charged point radiation defects produced in InxBi2 – xTe3 by irradia-
tion. Electron irradiation of p-type Te single crystals reduces the electrical resistivity without reversing the con-
duction type. Annealing restores the original properties almost completely. © 2003 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION

Bismuth telluride Bi2Te3 belongs to the class of lay-
ered semiconductors with rhombohedral structure and

space symmetry group R3m ( ). The crystal lattice is
made up of periodically stacked layers, each consisting
of five atomic planes (quintets) alternating as Te1–Bi–
Te2–Bi–Te1. Here, Te2 and Te1 stand for Te atoms occu-
pying two different positions. The chemical bonding in
each quintet is partially covalent and partially ionic,
and the quintets are coupled by van der Waals bonds.
This structure accounts for anisotropy in the electro-
physical properties of Bi2Te3 single crystals [1]. A char-
acteristic feature of Bi2Te3 single crystals is the exist-
ence of native point structural defects associated with
Bi atoms substitutionally entering Te sites in the lattice
[2]. Because such antisite defects are negatively
charged, bismuth telluride crystals usually have a high
initial hole concentration, p ≈ 1018 cm–3. The relatively
weak bond polarity favors the formation of such native
defects. As a result of such specific features, for exam-
ple, atoms of Sn (Group IV of the Periodic table) carry
a negative charge and bring about an increase in the
hole concentration [3]. The hole concentration in
Bi2Te3 can be reduced by suppressing the cause of the
native defect formation, for instance, by incorporating
In atoms into the lattice [4–6]. A study of the influence
of In on the galvanomagnetic effects in InxBi2 – xTe3 sin-
gle crystals, including measurements carried out under
pressure, revealed that indium not only reduces the hole
concentration but also forms an impurity band [4, 5].

D3d
5

1063-7834/03/4512- $24.00 © 22249
Doping with indium exerts the same donor action in
Sb2Te3 [7, 8].

Irradiation of crystals by electrons of an appropriate
energy is known to produce point defects [9]. The effect
of electron irradiation on bismuth telluride was studied
earlier at an electron energy of 2 MeV [10, 11].
Because of the low electron energy, no residual effects
were observed in the samples. Irradiation by other
agents, for instance, by neutrons, was found to reverse
the sign of the Hall coefficient RH, but the mechanism
underlying this effect involved the formation of donor
impurities (iodine) as a result of a tellurium isotope
capturing a neutron. The RH sign reversal under proton
irradiation can be assigned to the formation of charged
donor impurities which compensate the acceptors (see
the review in monograph [1]).

In the present communication, we report on a study
of the effect of 5-MeV electron irradiation to a dose of
1019 cm–2 performed at a temperature of 250 K on the
Hall coefficient and temperature dependences of the
resistivity of single-crystal p-InxBi2 – xTe3 samples (x =
0, 0.04, 0.07) and compare the irradiation effects pro-
duced in this compound and in Te single crystals.

2. SAMPLES AND MEASUREMENT 
TECHNIQUES

The p-InxBi2 – xTe3 single crystals used in the mea-
surements were cut from the same ingots as the ones
employed in [5]. The Hall coefficient measured at 4.2 K
in a magnetic field of 7 T was 0.7 cm3/C for Bi2Te3,
003 MAIK “Nauka/Interperiodica”



 

2250

        

KAR’KIN 

 

et al

 

.

                                                                                                
8
9

10

11

12
13
1

1.5

1.0

0.5

0 200100 300
T, K

k n
/k

0

10000

1000

100

10

1

0.1
0 100 200 300 400

T, K

ρ a
, m

Ω
 c

m

7
6

5

4
3
2

1.5

1.0

0.5

0 200100 300
T, K

k n
/k

0

0 100 200 300 400
T, K

Fig. 1. Temperature behavior of the basal-plane electrical resistivity ρa (1) of the original p-InxBi2 – xTe3 sample with x = 0.04 and

(2) of the same sample after electron irradiation to a dose of 1019 cm–2. Curves 3–13 were obtained on annealed samples. Annealing
temperatures (K): (3) 310 (60 min), (4) 320 (60 min), (5) 330 (60 min), (6) 335 (30 min), (7) 340 (30 min), (8) 345 (30 min),
(9) 350 (30 min), (10) 360 (60 min), (11) 370 (60 min), (12) 380 (60 min), and (13) 390 (60 min). Insets plot the corresponding
temperature dependences of the relative resistivity anisotropy kn(T)/k0 (k0 is the anisotropy of an unirradiated sample at 300 K).
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(2) of the same sample after electron irradiation to a dose of 1019 cm–2. Curves 3–10 were obtained on samples annealed for 60 min.
Annealing temperatures (K): (3) 310, (4) 320, (5) 330, (6) 340, (7) 350, (8) 360, (9) 370, and (10) 380.
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2.3 cm3/C for In0.04Bi1.96Te3, and 2.7 cm3/C for
In0.07Bi1.93Te3. To compare the effects of equal doses,
tellurium single crystals were also used. The samples
typically measured 1 × 0.5 × 0.2 mm. The samples were
chosen to be this small on purpose, to ensure uniform
irradiation.

The samples were irradiated in a channel of a
5-MeV-electron accelerator to a dose of 1019 cm–2

under cooling by purified gaseous helium to a temper-
ature of about 250 K. The sample irradiation was fol-
lowed by annealing at temperatures of 310–390 K
directly in the measuring cryostat, exactly as performed
in [12]. X-ray diffraction studies showed that the irradi-
ation chosen did not bring about amorphization of the
samples.

The galvanomagnetic properties were investigated
in the temperature region 1.7–380 K in magnetic fields
B of up to 13.6 T generated by a superconducting sole-
noid. The electrical resistivity in the basal plane and the
Hall effect were measured using the Montgomery
method [13]. We also measured the resistivity along the
C3 axis and the resistivity anisotropy.

3. RESULTS OF THE MEASUREMENTS
AND DISCUSSION

Figure 1 displays temperature dependences of the
electrical resistivity in the basal plane for the starting p-
InxBi2 – xTe3 sample with x = 0.04 (curve 1), irradiated
to an electron dose of 1019 cm–2 (curve 2), and annealed
at various temperatures after irradiation (curves 3–13).
Figure 2 presents similar plots obtained for an
InxBi2 − xTe3 sample with x = 0.07. As seen from Figs. 1
and 2, the resistivity of the irradiated samples increases
only slightly. The most interesting observation is the
variation of the resistivity during the course of anneal-
ing. As the annealing temperature was increased to
Tann = 340–345 K, the electrical resistivity of the sam-
ples increased by several orders of magnitude. We
believe this to be due to specific features of defect gen-
eration by high-energy electrons [9, 14]. For the chosen
dimensions of the samples, the irradiation dose (1019

cm–2) used ensures defect formation over the entire vol-
ume of a sample, because the electron penetration
depth greatly exceeds the sample size. 5-MeV electrons
knock the atoms out of the lattice sites to form posi-
tively charged point defects (bismuth and tellurium
vacancies, interstitial atoms), which are electrically
active and compensate the initial hole concentration. At
irradiation doses of 1019 cm–2, the number of charged
point defects thus formed exceeds the original hole
concentration and the Hall effect reverses sign. The
level of compensation depends on the temperature of
the subsequent annealing and its duration. Part of the
defects heal, and the electrons and holes can attain
complete compensation; indeed, for Tann = 340–345 K,
the temperature dependences of the resistivity acquire a
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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semiconducting pattern (see Fig. 1, curves 5–9, and
Fig. 2, curves 6, 7). The electrical resistivity of the sam-
ples may become as high as a few Ω cm. Reaching such
a high resistivity in semiconductors of the bismuth tel-
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Fig. 6. Hall mobilities µ plotted vs. temperature for (1) the
original and (2) irradiated p-Bi2Te3 samples.
PH
luride type using standard methods would meet with
staggering difficulties.

Due to the layered structure, the electrical resistivity
of InxBi2 – xTe3 single crystals is anisotropic along the
layers (Ra) and perpendicular to them (Rc) [15] and that
of single-crystal Te is anisotropic along the trigonal
axis and perpendicular to it. Under irradiation, part of
the atoms are knocked out of the lattice to become
interstitials and into the interlayer space (self-intercala-
tion of samples). This results in a change of the resistiv-
ity anisotropy under irradiation, an effect observed
experimentally from the relative change of the anisot-
ropy on the same sample. The inset to Fig. 1 plots the
temperature dependences of the relative variation of the
sample anisotropy kn/k0, where kn(T) = Rc/Ra(T), which
is equal to k0 = Rc/Ra at 300 K. Edge effects preclude
precise measurement of the absolute values of the
anisotropy on small samples. Annealing likewise
changes the resistivity anisotropy, which is associated
with defect healing. We did not succeed, however, in
completely restoring the original hole concentration
and the electrical resistivity (see Figs. 1, 2). The resis-
tivity anisotropy in Te irradiated to the same dose
decreases in the same way (inset to Fig. 3). Annealing
restores the resistivity anisotropy.

Electron irradiation of high-resistivity p-Te samples
also produces charged defects, which increase the hole
concentration. Figure 3 plots the electrical resistivity ρc

along the direction perpendicular to the basal plane as a
function of temperature for the starting sample (curve 1)
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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and after irradiation by electrons to a dose of 1019 cm–2

(curve 2) and subsequent annealing (curves 3–5). In
this case, irradiation brings about a decrease in the elec-
trical resistivity, which implies an increase in the hole
concentration. This conclusion is borne out by Hall
effect studies.

The specific features in galvanomagnetic effects
observed in In-doped Bi2Te3 samples under pressure
indicate the existence of an impurity band [5]. After
annealing, irradiated samples exhibit a linear depen-
dence of the conductivity on temperature in the low-
temperature region (Fig. 4), which does not allow inter-
pretation in terms of a simple model developed for
heavily doped semiconductors. However, the presence
of a peak in the density of states near the Fermi energy,
which is associated with the existence of an impurity
band with a low carrier mobility, provides a plausible
explanation for this dependence. Irradiation is appar-
ently capable of varying the density of states in this
band. The majority of defects in the starting sample are
antisites; i.e., Bi atoms sit at the Te sites. This is what
accounts for the high initial hole concentration. As
already pointed out, the formation of antisite defects is
hindered by In doping and, therefore, In acts here as a
donor. The 5-MeV electrons create, most probably, not
antisite point defects but rather vacancies and intersti-
tial atoms, which become annealed not at the tempera-
ture of irradiation but at a higher temperature. Special
structural studies would, however, be needed to provide
an accurate answer to the question regarding the type of
defects generated under irradiation.

Irradiation of p-Bi2Te3 by electrons to a dose of
1019 cm–2 reverses the sign of the Hall coefficient RH
both in the basal plane (with the magnetic field B ori-
ented perpendicular to it) and in the direction perpen-
dicular to it. Annealing restores the original sign of the
Hall coefficient. A similar effect is also observed to
occur in p-InxBi2 – xTe3 samples. For illustration, Fig. 5
presents temperature dependences of the Hall coeffi-
cient measured in the basal plane of In0.07Bi1.93Te3
(Fig. 5a) and Te (Fig. 5b) samples that were annealed
following irradiation. Note that, unlike p-Bi2Te3 and
p-InxBi2 – xTe3, Te single crystals do not reverse their
conduction type after the used electron irradiation.

As already mentioned, doping bismuth telluride
with indium lowers the hole concentration, so that in
InxBi2 – xTe3 samples the Hall coefficient in the basal
plane becomes as large as RH = 2.3 cm3/C for x = 0.04
and 2.7 cm3/C for x = 0.07, whereas the Bi2Te3 sample
exhibits RH = 0.7 cm3/C [5]. The temperature and mag-
netic-field dependences of the Hall coefficient in bis-
muth telluride can be traced to the complexity of the
energy spectrum; indeed, the top of the valence band
consists of two bands, each sixfold degenerate. This
feature entails anomalous dependences of the Hall
coefficient on magnetic field and temperature, which,
however, allow interpretation, quantitative as well as
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
qualitative, in terms of the two-band model, as shown
in [16].

Note that p-Bi2Te3 and p-InxBi2 – xTe3 are basically
heavily defected crystals characterized by a relatively
low carrier Hall mobility; therefore, while irradiation
by fast electrons does produce additional defects, it
does not reduce the carrier mobility noticeably. This is
illustrated in Fig. 6, which shows the temperature
dependences of mobility for the starting and irradiated
bismuth telluride single crystal.

The influence of irradiation on thermal conductivity
is apparently not very significant. The additional ther-
mal resistivity increases because of antisite defects [1],
but this effect may constitute a few percentage points at
the most (less than 5%). Because the mobility remains
high, the thermoelectric efficiency should not deterio-
rate. For instance, the thermal conductivity of n-type
samples decreased by 20% under irradiation by neu-
trons, while at doses below 1018 neutrons per cm2 it did
not change at all [1]. Irradiation by gamma rays up to
2 MeV in energy likewise did not produce noticeable
changes in the thermal conductivity. In monograph [1],
it was concluded that all kinds of radiation degrade the
thermoelectric efficiency of bismuth telluride. How-
ever, our present results suggest that the electron irradi-
ation used here at least does not degrade it.

4. CONCLUSION

Thus, irradiation of p-InxBi2 – xTe3 by 5-MeV elec-
trons to a dose of 1019 cm–2 brings about a substantial
change in the carrier concentration and a reversal of the
sign of the Hall coefficient from positive to negative,
which indicates compensation of positively charged
native structural defects by defects of another type. At
the same time, the carrier Hall mobility varies insignif-
icantly because of the starting samples already having a
large point defect density; as a result, the original car-
rier mobility is low and does not decrease noticeably
under irradiation. Annealing restores the conduction
character of the samples.
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Abstract—Spin density distribution in the GaAs/AlGaAs heterostructure was studied under steady-state opti-
cal orientation conditions. A comprehensive analysis of the dynamics and relaxation processes responsible for
the steady-state nonuniformity of spin orientation was made. The acceptor impurity concentrations in various
regions of nonuniformly doped gallium arsenide were determined. The concentrations were derived from the
spin relaxation times measured using the optical orientation method. © 2003 MAIK “Nauka/Interperiodica”.
1. High hopes were pinned on the spin orientation in
semiconductors as a phenomenon which could be
potentially applied in the area of information recording,
processing, and storage [1]. Recently, studies of spin
phenomena in various materials, including semicon-
ductors, have been attracting considerable interest.
Record-long spin memory times of electrons in n-GaAs
have been detected [2]. It has been shown that the spin
relaxation time in p-GaAs exceeds the lifetime of pho-
toexcited electrons [3] and that the decrease in orienta-
tion can be assigned to luminescence photon recycling.
In gallium arsenide and the related heterostructures, the
spin relaxation time can be controlled by properly vary-
ing the external magnetic field [4], doping level [2],
electric field [5], and pump photon energy [6].

Controlling the electron spin as an information car-
rier is intimately connected with the nonuniform spin
density distribution and spin transport. The nonunifor-
mity in spin distribution also makes it possible to deter-
mine the kinetic recombination parameters and the
mechanisms responsible for the transport of carriers
and of their average spin [3]. It is appropriate to note
here that the first observation of motion of nonequilib-
rium spins of optically oriented electrons was made in
an experiment involving a heterogeneous structure. It
was demonstrated that the spin orientation of electrons
crossing the interface between a comparatively broad-
to a narrow-band-gap semiconductor is preserved [7].
Later studies revealed a drift of spin-polarized electrons
in variable band-gap structures [8].

The effects of the recombination conditions at the
crystal surface and in the bulk on optical orientation in
doped gallium arsenide were found to be inequivalent
earlier in [9]. A study was made of the edge lumines-
cence depolarization in a transverse magnetic field (the
Hanle effect) and of the dependence of the depolariza-
tion rate on pump photon energy. The idea underlying
the experiment was as follows. In GaAs, we deal with
1063-7834/03/4512- $24.00 © 22255
direct optical transitions and, hence, a high absorption
coefficient α. Optical orientation is produced in a thin
surface crystal layer whose effective thickness d ~ α–1

varies strongly with variation of the pump photon
energy Ehν. If the surface recombination velocity of
electrons η is large enough (the η/d ratio is of the order

of the reciprocal spin orientation lifetime ), it can
be measured using the spin orientation effect. The half-
width of the ρ(H) dependence was found to vary with
pump photon energy at 77 K (ρ is the degree of lumi-
nescence circular polarization, H is a transverse mag-
netic field), and this was assigned to the effect of the
spin relaxation rate and recombination velocity on the
free GaAs surface [9, 10].

However, comprehensive studies of the kinetic
parameters performed later on GaAs samples with the
same doping level using various methods [3, 11] led to
results that are in contradiction to the conclusion drawn
in [9]; namely, it was found that surface recombination
in p-GaAs at 77 K is very weak and should not affect
the optical orientation noticeably.

This communication reports on additional experi-
ments carried out on p-GaAs/AlGaAs heterostructures,
including samples studied in [9], and reveals the rea-
sons for the contradictory interpretation of the results of
optical orientation experiments reported in [3, 11] and
[9]. It is shown that the variation of the magnetic lumi-
nescence depolarization rate with pump photon energy
is caused by the nonuniform distribution of the acceptor
concentration across the p-GaAs layer in the structure
studied in the first experiments [9].

The measurements reported in [11] were conducted
in stationary conditions at room temperature and under
high-frequency (26.6 kHz) modulation of the polariza-
tion and intensity of luminescence. This method of
measuring the nonequilibrium-carrier diffusion length
is based on the use of self-absorption, i.e., the absorp-
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tion of the recombination radiation in the sample itself,
which is a GaAs crystal in our case [12]. If the depen-
dence of the absorption coefficient α on the wavelength
of light λ is known, the distribution of the nonequilib-
rium carrier concentration can be derived from the vari-
ation of the luminescence line shape.

When the crystal surface is illuminated by photons
of energy Ehν ≥ Eg, the spatial distribution of photoex-
cited carriers is determined primarily by their diffusion
into the crystal bulk and recombination. The distribu-
tion of nonequilibrium carrier concentration in thin
crystals (with thickness of the order of the electron dif-
fusion length) depends on the recombination velocity at
the surface opposite the illuminated side. The surface
recombination velocity at the free p-GaAs surface (p ~
1018 cm–3) is fairly high (η0 = 8 × 105 cm/s at T = 300 K
[13]). It is known, however, that crystallization of the
solid solution on the GaAs surface gives rise to passiva-
tion, a process in which the number of defects and
states characteristic of the free GaAs surface decreases
substantially [14], thus resulting in a decrease in the
surface recombination velocity.

These effects in thin layers can be studied most con-
veniently from the spectral dependence of the intensity
ratio of the luminescence leaving opposite sides of a
plane-parallel sample, I1(λ)/I2(λ). This ratio does not
contain parameters capable of affecting the lumines-
cence line shape, which facilitates analysis of the
experimental data. The behavior of the I1(λ)/I2(λ)
dependence is governed by the α(λ) relation at the
absorption edge and by the carrier spatial distribution in
the crystal.

The study of the effect of the nonuniform distribu-
tions of electron concentration and spin density on opti-
cal orientation was carried out in three stages. In the
first stage, measurements of the wavelength depen-
dence of the absorption coefficient α for the GaAs lay-
ers of interest were performed in the edge luminescence
region. In the second stage, the I1(λ)/I2(λ) dependence
was obtained and the α(λ) relation was used to deter-
mine the room-temperature recombination velocity at
the free GaAs surface. It was also shown experimen-
tally that the electron recombination at the free GaAs
surface at 77 K is very small and cannot affect the elec-
tron concentration distribution away from the light-illu-
minated heterointerface into the bulk of the gallium ars-
enide crystal. In the third stage, experiments were car-
ried out on the samples employed in [9]. We studied
luminescence spectra and electron spin orientation in
the reflection geometry. The results obtained in these
experiments indicate that the doping is substantially
nonuniform in the region close to the free GaAs
surface.

2. Samples of the first group were inverted struc-
tures [15] similar to those used in the production of
GaAs-based photocathodes. A 0.5-mm-thick layered
structure (n-Al0.6Ga0.4As)/(p-GaAs)/(p-Al0.6Ga0.4As)
was grown through molecular beam epitaxy on a GaAs
PH
substrate. An 8-µm-thick p-GaAs active layer was
doped by germanium to a level of (3–5) × 1018 cm–3. A
p-Al0.6Ga0.4As buffer layer 1–2 µm thick, doped by ger-
manium to (5–8) × 1017 cm–3, was capped by a 150- to
200-nm-thick SiO2 layer. Next, this structure was
welded through thermal compression with a glass hav-
ing a thermal expansion coefficient close to that of gal-
lium arsenide. After this, the substrate and the n-
Al0.6Ga0.4As stopper layer were etched off chemically.
Below, we present experimental data on two samples
that differ only in the thickness of the p-GaAs layer (2.5
and 5 µm).

The parameters characterizing the spatial distribu-
tion of electrons in the GaAs layer were derived from
the spectral dependence of the intensity ratio Itr /Iref(λ)
of the luminescence emerging from the GaAs layer
through the opposite surfaces, i.e., in the transmission
and reflection geometries. It is known that the absorp-
tion coefficient in GaAs can vary by three to four orders
of magnitude within the edge luminescence band and
can reach levels of the order of 104 at its short-wave-
length edge [16]. As already mentioned, the radiation
that is emitted in electron recombination in the bulk of
the layer and exits through the two layer faces is weak-
ened through self-absorption. Due to the nonuniform
spatial distribution of electrons generated by stationary
pumping near one of the layer faces, which is obtained
by diffusion and recombination, the transmitted lumi-
nescence travels, on average, a longer path in the
absorbing medium than the reflected one. The value of
Itr /Iref is close to unity in the long-wavelength part of the
spectrum (where the absorption coefficient α is small)
and decreases with decreasing luminescence wave-
length (i.e., with increasing α). Thus, the Itr /Iref(λ)
dependence carries information on the spatial distribu-
tion of nonequilibrium electrons in the crystal, which
can be extracted by comparing the measured values of
Itr /Iref(λ) with calculated ones. The sensitivity of this
method is highest when the layer thickness is of the
order of the electron diffusion length.

The Itr /Iref(λ) dependence can be expressed analyti-
cally as

(1)

where n is the electron concentration, Z is the spatial
coordinate along the crystal surface normal, and d is the
layer thickness.
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Fig. 1. Setup for measurement of the photoluminescence intensity ratio in the transmission and reflection geometries (Itr /Iref).
To find n(Z), one has to solve the diffusion equation
for nonequilibrium electrons with the corresponding
boundary conditions:

(2)

where D is the diffusion coefficient, τ is the lifetime, I is
the pump intensity, and η0 and ηd are the recombination
velocities on the excited surface and the opposite side,
respectively.

Equation (2) was derived with allowance for the fact
that the width of the pump beam is much larger and the
depth of its penetration into the crystal is much lower
than the layer thickness and the electron diffusion
length. Substituting the solution to Eq. (2) into Eq. (1)
yields

(3)

where L =  is the electron diffusion length and ξ =
ηdτ/L is a dimensionless parameter characterizing the
relative contribution from the recombination on the sur-
face opposite the excited surface (note that surface
recombination at the pumped surface does not affect
the Itr /Iref ratio). We subsequently denote this parameter
for the free surface by ξf and for the interface by ξi .

Figure 1 gives a schematic representation of the
optical setup used to measure Itr /Iref. The sample fixed
at an end face of a regular fiber bunch (that does not dis-
tort the image) is pumped by a He–Ne laser beam (λ =
6328 Å). A spherical concave mirror (SpM) fixed at a
distance that is twice the focal length from the sample
focuses the luminescence, studied in the reflection
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geometry, onto the fiber bunch end face near the sam-
ple. The luminescence propagates to the other fiber
bunch end together with the luminescence leaving the
other side of the sample (i.e., as studied in the transmis-
sion geometry). In this way, one can obtain two images,
1 and 2, arranged one under the other. The light emerg-
ing from the fiber bunch is unpolarized. Next, one of the
beams is passed through polaroid P1. After this, the two
diverging luminescence beams are made parallel by
objective lens O1. The beam of linearly polarized lumi-
nescence is transformed into circularly polarized light
by passing it through a λ/4 phase plate (the quarter-
wavelength phase plates designed to operate in the
spectral scanning range were selected from mica chips
of different thickness). Next, the two light beams
traverse photoelastic polarization modulator M, which
represents a rectangular fused quartz parallelepiped
subjected to uniaxial strain at the natural mechanical-
resonance frequency [17]. On passing through linear
polarizer P2 with the transmission axis set at 45° to the
quartz strain axis [17], the intensity of the reflection
luminescence is modulated at the same frequency. The
intensity of the unpolarized (transmission) lumines-
cence remains constant. Objective O2 focuses both
beams onto the spectrometer entrance slit. The light
that passed through the spectrometer is recorded with a
PM tube. The PM tube output pulses are fed into the
intensity ratio measurement circuit. The reference
oscillator frequency of quartz modulator M is used to
generate a train of pulses of equal length, which alter-
nately activate two photon-counting channels. The
number of pulses N1 accumulated in the first channel
during the exposure time needed to reach the given
accuracy is proportional to Itr + Iref , and the number of
pulses N2 in the second channel is proportional to Itr.
Thus,
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The measured ratio Itr /Iref is corrected for the inten-
sity modulation depth of the polarized light beam. Fig-
ure 2 is a graphical representation of the spectral depen-
dence of this ratio (circles) obtained at T = 300 K
(Fig. 2a) and 77 K (Fig. 2b).

Recall that the quantity Itr /Iref was measured
throughout the spectral region of the edge lumines-
cence. To extract the kinetic parameters from Eq. (3),
one has to know the values of the absorption coefficient
α(λ) for the same spectral intervals.

The use of data obtained by different authors on the
spectral dependence of the absorption coefficient
should not produce large errors. However, precise
determination of the electron diffusion length and of
the surface recombination velocity for these samples
was of fundamental importance, because this determi-
nation served as a check on the method of measuring
the dynamic parameters based on electron spin trans-
port [3]. Therefore, it was the samples used in the study
that were chosen to measure the spectral response of
the absorption coefficient α(λ). We measured the inten-
sity ratio of two light beams that passed through sam-
ples of the photocathode structure with different GaAs
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Fig. 2. Spectral dependence of the photoluminescence
intensity ratio in the transmission and reflection geometries
(Itr /Iref) measured on a GaAs : Ge sample (d = 2.5 µm) at
(a) T = 300 and (b) 77 K. The open circles relate to excita-
tion through the free surface, and the filled ones, to that
through the heterointerface.
PH
layer thicknesses. The samples employed in this exper-
iment were obtained from the same structure with an
active GaAs layer 8 µm thick. This layer was subse-
quently etched off to a thickness of 2.5 and 5 µm,
respectively.

Prior to determining the electron diffusion length
and other parameters influencing the steady-state elec-
tron concentration distribution away from the surface
excited by light into the bulk of the sample, we consider
the results of α(λ) measurements.

3. The absorption coefficient measurements were
performed on these same samples with different GaAs
layer thicknesses (2.5 and 5 µm). The intensity of the
light transmitted through the crystal can be written as

(4)

where R1 and R2 are the coefficients of reflection from
the two opposite crystal faces and I0 is the incident light
intensity. By measuring the ratio

(5)

(where I01 and I02 are the light intensities incident on
samples 1 and 2), one can eliminate the reflection coef-

ficients and determine the quantity  to within
a constant factor I01/I02. The constant factor can be
determined through normalization to the long-wave-

length region, where the value of  can be
assumed equal to unity (weak absorption).

The Itr1/Itr2 ratio was measured using a modulation
technique similar to the one employed to determine the
ratio of the luminescence intensities in the transmission
and reflection geometries. The light striking the sample
was previously passed through a monochromator hav-
ing a wavelength matching that of the recording spec-
trometer (Fig. 1). This permitted us to exclude the effect
of luminescence on the magnitude of the measured sig-
nal. Because the intensities of the two light beams were
compared using an optical arrangement, both samples
should have equal distributions of the intensity and of
the spectral composition over the area of the light spot
(to exclude the effect of possible mismatch between the
monochromator and spectrometer). The light beam was
split into two beams differing only in polarization. This
was achieved by means of a natural Iceland spar crystal
(CaCO3 · H2O), which was placed between the mono-
chromator slit and the condenser (Fig. 3). In the focal
plane, the condenser produced two slit images due to
the two light beams linearly polarized in mutually per-
pendicular directions. By properly varying the thick-
ness of the Iceland spar crystal, we could change the
distance between the two slit images. They were pro-
jected by the condenser onto two GaAs samples of dif-
ferent thickness. The distance between the images in
the focal plane was 3 mm. The samples were placed the
same distance apart on the end face of the regular
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Exit slit
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Polarizer

Fig. 3. Light beam splitting used to measure the absorption coefficient.
waveguide. The luminescence leaving the waveguide
was completely depolarized. The other (output) end
face of the fiber bunch could be turned so as to arrange
the images of the crystals vertically, one under the
other. This permitted us to translate them onto the
entrance slit of the recording spectral instrument, as
shown in Fig. 1. The modulation of one of the beams in
intensity and the measurement of the beam intensity
ratio were subsequently performed following the above
technique (Fig. 1).

Figures 4 and 5 plot the absorption coefficient of the
active p-GaAs layer [Ge concentration (3–5) × 1018 cm–3]
of the samples of the photocathode structure measured
at the nitrogen boiling point and room temperature. At
77 K, the shape of the α(λ) dependence is affected by
the splitting into light and heavy holes caused by the
residual strains that originate from welding the struc-
ture with glass (the effect of strain-induced subband
splitting is still more pronounced at lower tempera-
tures [18]).

4. Figure 2a plots the values of Itr /Iref measured at
room temperature (filled circles relate to excitation car-
ried out through the solid-solution layer, and open ones,
to pumping across the free GaAs surface). The solid
curves are plots of Eq. (3). The calculation was per-
formed using the values of the absorption coefficient
measured earlier (Fig. 4). The best fit of the experimen-

GaAs : Ge
T = 300 K

104

103

102

101

810 850 890 930

A
bs

or
pt

io
n 

co
ef

fi
ci

en
t, 

cm
–

1

Wavelength, nm

Fig. 4. Absorption coefficient of the GaAs : Ge sample plot-
ted vs. wavelength at 300 K.
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tal to calculated relations is reached for L = 4 µm, ξf =
ηfτ/L = 4, and ξi < 0.1.

The optical orientation experiments carried out at
liquid nitrogen temperature revealed a substantial
effect of luminescence photon recycling on the distri-
bution of the nonequilibrium carrier concentration
away from the pumped surface into the bulk of the crys-
tal [3]. In this case, determination of the kinetic param-
eters is no longer a simple problem, as it was at 300 K.
The coincidence (to within the accuracy of measure-
ment) of the experimental values of Itr /Iref obtained
under pumping through the interface and the free sur-
face (Fig. 2b) suggests, however, that recombination at
the free surface has practically no effect on the station-
ary electron concentration distribution in terms of layer
depth (the recombination velocity at the interface can
be neglected). Thus, surface recombination does not
influence the spatial distribution of the electrons and
their effective lifetime at T = 77 K.

To determine the lifetime of photoexcited electrons,
we carried out measurements of the degree of circular
polarization of the recombination radiation involving
optically oriented electrons in a transverse magnetic
field (see [4, Chapter 1]). The luminescence was
excited from the side of the heterointerface by circu-
larly polarized light with photon energy Ehν = 1.55 eV
(λ = 800 nm). To reduce the effect of recombination at
the other (free of AlGaAs) surface, the measurements
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were conducted on the starting structure with GaAs
layer thickness d = 8 µm. Assuming the g factor to be
g = –0.44 [19], the lifetime was found to be τ = 2.3 ×
10–9 s.

The known values of L, τ, and ξf were used to calcu-
late the diffusion coefficient D = L2/τ = 70 cm2/s and the
recombination velocity at the free surface ηf = Lξf/τ ≈
7 × 105 cm/s. The recombination velocity at the inter-
face was estimated as ηi < 104 cm/s.

It should be noted that important parameters of the
gallium arsenide layers, such as the absorption coeffi-
cient, the lifetime of photoexcited electrons, their diffu-
sion length, and the surface recombination velocity,
were measured under stationary conditions using the
same setup (based on the light polarization modula-
tion). The values of the parameters obtained by us agree
with the data quoted by other authors [15, 20].

5. The results presented above were obtained on the
uniformly doped samples described in the beginning of
Section 2. The results described below were obtained
on sample 1224 studied in [9]. This sample was a
0.4-mm-thick plane-parallel plate of Czochralski-
grown gallium arsenide. Zinc was doped by diffusion
through opposite sides of the plate [21]. The Zn dopant
concentration was measured on both crystal surfaces to
be 3 × 1018 cm–3. After this, a layer of the AlxGa1 – xAs
solid solution (x ≈ 0.6) was deposited through liquid
phase epitaxy on one of the surfaces. This layer was opti-
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Fig. 6. Hanle effect measured in the transmission geometry
under excitation through the free surface for different values
of Ehν: (1) 1.85, (2) 1.74, and (3) 1.54 eV.
PH
cally transparent to the light used to excite the GaAs:
2.1 eV = Eg(AlGaAs) ≥ Ehν ≥ Eg(GaAs) = 1.52 eV.

In [9], measurement of the luminescence depolar-
ization was performed on optically oriented electrons
in a transverse magnetic field at different pump photon
energies. Samples were excited from the side of the free
GaAs surface. The luminescence polarization was mea-
sured at the wavelength λ = 850 nm in the transmission
geometry. Figure 6 plots normalized ρ(H) dependences
for photon energies of 1.85, 1.74, and 1.54 eV. We
observe that the depolarization curves differ noticeably
in width. The luminescence detected at different pump
photon energies Ehν emerged from regions of different
depth (the electron diffusion length under such doping is
small, Le ~ 1 µm [3]). Thus, the spin orientation lifetime
in the GaAs surface layer of thickness α–1 ~ 0.3 µm
(Ehν = 1.85 eV) is substantially shorter than that mea-
sured in the surface layer with thickness α–1 ~ 1 µm
(Ehν = 1.54 eV). This implies that the doping profile
near the free GaAs surface is nonuniform.

The resultant doping profile obtained after Zn diffu-
sion into GaAs was studied in [21]. It was shown that,
at the doping temperature 850°C, zinc diffuses to pro-
duce a concentration p ~ 1018 cm–3 not farther than 0.5–
1 µm from the surface; directly at the surface, the dop-
ing level is two orders of magnitude higher. It is diffi-
cult to attain a more uniform doping; indeed, the zinc
concentrations at the surface and in the bulk differ by a
few times even when special measures are taken to
counter this effect [22]. No efforts were made to level
the doping profile in sample 1224. An epitaxially grown
AlxGa1 – xAs layer on one of the surfaces could, how-
ever, substantially lower the zinc concentration in the
GaAs layer near the heterointerface.

Below, we present the results of the optical orienta-
tion experiments additionally performed on sample
1224. The experiments were conducted at 77 K in the
reflection geometry [23].

We measured the spectra of luminescence and of the
degree of its circular polarization under excitation from
both sides of the sample at different pump energies. A
tunable titanium–sapphire laser and a He–Ne laser
(Ehν = 1.96 eV) were used as excitation sources. The
electron spin relaxation times were determined in vari-
ous experimental conditions.

When excited by circularly polarized light, the
degree of circular polarization of photoluminescence
(PL) as a function of transverse magnetic field can be
fitted by a Lorentzian,

The PL polarization in a zero magnetic field, ρ(0), and
the half-width H1/2 are found from fitting the theoretical
relation to the experimental data. Knowing H1/2, one
can derive the lifetime of the nonequilibrium spin ori-

ρ H( ) ρ 0( )
1 H/H1/2( )2

+
---------------------------------.=
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entation Ts (  =  + τ–1; τ and τs are the electron
lifetime and the spin relaxation time, respectively):

(6)

The polarization in a zero magnetic field is ρ(0) =
ρmax(Ts/τ). Here, ρmax is the PL polarization in the
absence of spin relaxation. When excited near the fun-
damental absorption edge, ρmax = 25%; ρmax decreases
with increasing pumping energy and can become nega-
tive at a certain concentration of the acceptor impurity.
Knowing ρ(0) and Ts, we can determine the electron
lifetime and spin relaxation time

(7)

Figure 7 presents the results of the Hanle effect
experiments obtained under excitation from the side of
the interface (Fig. 7a) and the free surface (Fig. 7b) at
(1) Ehν = 1.55 and (2) 1.96 eV. The ρ(H) relations are
normalized, and the values of the PL polarization in a
zero magnetic field are listed in the table.

The table also presents the values of the times calcu-
lated from Eqs. (6) and (7) using the experimental data.
At Ehν = 1.55 eV, the excitation is quasi-resonant and,
hence, ρmax = 25% [4] (for both surfaces). The spin relax-
ation time determined for α–1 ~ 0.3 µm (Ehν = 1.85 eV)
is 0.6 ns for the region near the heterointerface and
0.4 ns for the free surface. When pumped from the side
of the free surface with Ehν = 1.96 eV (nonresonant exci-
tation), ρmax was assumed equal to 7%, in accordance
with [4, Chapter 2, item 4.1]. In this case, τs = 0.3 ns.

Let us use known values of the spin relaxation time
to estimate the acceptor concentration on both sides of
the gallium arsenide layer. Because the doping level
near the heterointerface is small, the D’yakonov–Perel’
mechanism of electron spin relaxation should be dom-
inant [24]. In this mechanism, the spin relaxation time
is related to the momentum relaxation time of electrons
τp. Accepting τs = 0.6 ns for the spin relaxation time, we
obtain τp = 0.7 ps and the electron mobility µe = eτp/me =
19 500 cm2/Vs for gallium arsenide at 77 K. Such val-
ues of the electron mobility are characteristic of p-
GaAs samples with doping levels on the order of
1016 cm–3 [25], i.e., for fairly pure samples.

Note that the experimental relations plotted in
Fig. 7a coincide with one another; in other words, the

Ts
1– τ s

1–

Ts "/ µBgH1/2( ).=

τ
ρmax

ρ 0( )
-----------Ts, τ s 1/Ts 1/τ–( ) 1–

.= =
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electron spin orientation lifetime Ts is the same in both
cases. This means that the corresponding spin relax-
ation times are also equal. The latter implies, in turn,
that the doping near the heterointerface is practically
uniform, because these two experiments differ only in
excitation energy (i.e., in the depth of the pumped
layer).

The doping level in the immediate vicinity of the
free surface should be estimated from the experimental
data corresponding to excitation to high energy levels
in the conduction band (Ehν = 1.96 eV). In this case, the
absorption coefficient is fairly large and electrons will
be created in a thin surface layer. Because the spin
relaxation time in these conditions (0.4 ns; see table) is
not very different from the value determined near the
heterointerface (0.6 ns), it may be assumed that the spin
relaxation of electrons near the free surface likewise
occurs through the D’yakonov–Perel’ mechanism.
However, the spin relaxation time τs of electrons at the
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Fig. 7. Hanle effect measured in the reflection geometry
under excitation (a) of the heterointerface and (b) of the free
surface for Ehν equal to (1) 1.55 and (2) 1.96 eV.
Electron parameters in the conduction band of p-GaAs

Ehν , eV H1/2, kOe ρ(0), % Ts , ns τs , ns µe, cm2/V s D, cm2/s L, µm Ls, µm

Heterointerface 1.55 0.60 7.5 0.4 0.6 19500 130 4.3 2.4

1.96 0.58 –0.81 0.4

Free surface 1.55 0.87 7.15 0.3 0.4

1.96 1.1 1.32 0.24 0.3
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free surface is shorter than that at the interface. Also,
the momentum relaxation time of electrons τp is, by
contrast, longer (in the D’yakonov–Perel’ mechanism,
τs is inversely proportional to τp). This situation corre-
sponds to lower impurity concentrations, which is in
contradiction to [21]. It seems reasonable to conclude
that the electron spin relaxation near a free surface
occurs through a mechanism other than the
D’yakonov–Perel’ mechanism.

Indeed, the impurity concentration near a free sur-
face is high [21]; hence, the electron spin relaxation can
proceed through the Bir–Aronov–Pikus mechanism, in
which the electron spin relaxes during exchange inter-
action with holes. Here, the spin relaxation time is gov-
erned, in the end, by the concentration of acceptors (see
[4, Chapter 3, items 5, 8.3.4]), which makes it possible
to determine this concentration from the known spin
relaxation time. For τs = 0.3 ns, we obtain an estimate
of the order of 1020 cm–3. This value is in good agree-
ment with the data reported in [21].

The nonuniformity of doping near the free surface
becomes manifest in the experiment with quasi-reso-
nant excitation on this surface (Ehν = 1.55 eV). In this
case, electrons are generated in a thicker surface layer
(α–1 ~ 1 µm), which also includes, in addition to a
heavily doped region, a lightly doped one [21], which
should affect the measured spin relaxation velocity.
Here the spin relaxation time (0.4 ns) is shorter than
that calculated for the lightly doped region near the het-
erointerface but longer than the value of τs calculated
for the heavily doped crystal region.

It should be pointed out that a straightforward com-
parison of edge luminescence spectra obtained under
quasi-resonant and high-energy excitation from the
side of the free surface also provides a convincing argu-
ment for the doping in sample 1224 being nonuniform.
At room temperature, edge luminescence at Ehν =
1.96 eV produces one broad line (half-width 90 meV),
whereas for Ehν = 1.55 eV its spectrum consists of two
lines. The luminescence originating from the surface
layer is complemented by recombination radiation
emerging from deeper regions, which has a smaller
half-width (20 meV) and a maximum shifted toward
shorter wavelengths.

6. Thus, we have reported on the results obtained in
an experimental study of gallium arsenide structures
doped by germanium (samples 2.5 and 5 µm thick) and
by zinc (0.4-mm-thick sample). The study was carried
out using the optical orientation method. We have
determined the kinetic parameters of electrons in the
GaAs conduction band, namely, the lifetime, spin
relaxation time, mobility, diffusion coefficient, and dif-
fusion lengths of electrons and of their average spin
(see table).

Eliminating the controversy between the conclu-
sions drawn in [9] and [3, 11] is the main point of this
work. While the Hanle effect was found in [9] to
PHY
depend on the pump light wavelength, which was
assigned to the effect of electron recombination at the
gallium arsenide surface, the experiment conducted in
[11] showed surface recombination to be insignificant.
Our study revealed that the dependence of the Hanle
effect on pump wavelength is due not to the electron
surface recombination but rather to the nonuniformity
of the acceptor impurity over the p-GaAs thickness.
This conclusion finds support in studies on impurity
diffusion during the growth of a structure [21].

The optical orientation measurements yielded the
spin relaxation times (see table). It was found that the
impurity concentrations near two opposite surfaces are
different; more specifically, at the surface on which
AlGaAs was grown (the heterointerface), the impurity
concentration is small (Na = 1016 cm–3), while near the
free surface the doping level is high (Na = 1020 cm–3)
and then drops to 1018 cm–3 at distances of the order of
one micron from the surface.

Thus, although determination of the kinetic param-
eters of recombination, electron transport, and electron
average spin is more difficult under nonuniform dop-
ing, experimental data on the carrier optical orientation
nevertheless make it possible to estimate the electron
spin relaxation time and, in the end, to determine the
impurity concentration in various regions of the
GaAs/AlGaAs heterostructure.
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Abstract—Single crystals of first- to fourth-stage graphite–nitric acid intercalation compounds are synthe-
sized. The Hall and Shubnikov–de Haas effects are investigated in magnetic fields up to 6 T at low temperatures
(≈4.2 K). The temperature dependence of the resistance is measured in the basal plane. The parameters of the
crystal structure and the characteristics of the energy spectra of charge carriers are determined for all the com-
pounds prepared. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

For compounds with a layered structure, such as
graphite, sulfides, selenides, iodides, and their interca-
lation compounds, the large difference between the
interaction energy of atoms located in the same layer
and the interaction energy of atoms located in adjacent
layers leads to strong anisotropy of their physical prop-
erties. The graphite structure is formed by perfectly pla-
nar hexagonal layers. In a layer, carbon atoms are
linked by strong covalent bonds. The distance between
carbon atoms in the layer is found to be b0 = 0.1415 nm.
The interlayer spacing at room temperature is d0 =
0.33538 nm [1], and the interlayer interaction is gov-
erned by weak van der Waals forces. Owing to this
structure, atoms and molecules can be intercalated
between layers, thus forming a new class of graphite
intercalation compounds. In their lattice, planar layers
of carbon alternate with layers formed by an interca-
lated material (intercalant). Graphite intercalation com-
pounds exhibit metallic properties and high electrical
conductivity, and some of these compounds are super-
conductors [2].

A large number of graphite intercalation com-
pounds have been synthesized to date. These com-
pounds have been intensively studied for the following
reasons. First, owing to their specific physical and
chemical properties, these materials have found wide
practical application in the manufacturing of IR polar-
izers, low-energy neutron monochromators, light filters
tuned to a particular wavelength, electrochemical
devices used in optical displays, and heat-shield sys-
tems. Second, graphite intercalation compounds are of
considerable interest as model objects for studying
physical and chemical processes occurring in low-
dimensional systems.

Graphite intercalation compounds are divided into
two large classes, namely, donor and acceptor com-
pounds. The redistribution of the electron density
among intercalant molecules and carbon atoms in
1063-7834/03/4512- $24.00 © 22264
acceptor graphite intercalation compounds gives rise to
additional delocalized holes in graphite layers. In donor
compounds, intercalated molecules donate valence
electrons and the conduction is provided by excess
electrons in carbon layers. Acceptor compounds are
formed upon intercalation of halogens, metal halides,
and acids. Donor compounds are formed upon interca-
lation of alkali and alkaline-earth metals into the graph-
ite matrix. Examples of donor compounds are C4K,
C8Li, C8Ca, C4Hg, etc. Acceptor compounds have more
complex compositions, such as C16Br2, C20FeCl3, C16ICl,

HS 2H2SO4, and N 3HNO3 [3–5].

Moreover, there exist graphite intercalation com-
pounds in which two intercalating agents are alter-
nately located between layers. These are the so-called
heterocompounds, for example, graphite intercalation
compounds with CuCl2 and ICl [5]. The heterocom-
pounds have opened up fresh opportunities for synthe-
sizing new materials with a unique combination of
physicochemical properties.

The intercalation always leads to a considerable
(twofold or threefold) increase in the spacing between
graphite layers and can disturb the order of layer alter-
nation typical of single-crystal graphite. The distinctive
feature of graphite intercalation compounds is that the
same intercalant can form a large variety of compounds
with different compositions and structures. These com-
pounds are referred to as stages. The stage number N is
equal to the number of graphite layers between the
nearest neighbor layers of an intercalated material. For
graphite intercalation compounds, the intercalant layer
thickness di and the identity periods Ic , that is,

(1)

have been determined with the use of the (001) reflec-
tions [3].

Graphite intercalation compounds are characterized
by a strong anisotropy of the electrical conductivity η =

C24
+

O4
–

C24
+

O3
–

Ic di N 1–( )d0,+=
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σa/σc , which is equal to 103–104 for pure graphite and
increases to 105–106 in acceptor graphite intercalation
compounds [4]. High conductivity σa of graphite inter-
calation compounds in the basal plane is determined by
the composition of the intercalated material, the graph-
ite type, and the stage number. As the intercalant con-
tent increases, the conductivity increases and reaches a
maximum for second- or third-stage graphite intercala-
tion compounds, predominantly for metal halide inter-
calation compounds [5].

The HNO3-intercalated graphite is a representative
of acceptor graphite intercalation compounds. There
exist two modifications of graphite intercalation com-
pounds with nitric acid, namely, the α and β modifica-
tions, which differ in the orientation and position of

 anions in the graphite matrix [6–12]. In the α-
HNO3-intercalated graphite modification of chemical
formula C5.5NHNO3, nitric acid anions, whose structure
can be represented in the form of triangles with nitro-
gen atoms situated at the centers and oxygen atoms
occupying the vertices, are located perpendicularly to
graphite planes between layers. In the β-HNO3-interca-
lated graphite modification, the triangle planes are
aligned parallel to the graphite layers. As a conse-
quence, the amount of intercalant and the identity
period of these graphite intercalation compounds are
less than those of other intercalation compounds and
the chemical formula can be written as C8NHNO3.

Upon cooling from room temperature, at which
graphite intercalation compounds with nitric acid are
synthesized, the intercalated acid transforms from the
two-dimensional liquid phase into the solid phase. A
superlattice that is commensurate to the graphite lattice
along one direction and incommensurate along another
direction is formed at T = 250 K. A decrease in the tem-
perature to T = 210 K leads to the formation of a super-
lattice commensurate to the graphite structure along
both directions. A similar superlattice was found, for
example, in graphite–sulfuric acid intercalation com-
pounds [13]. Takahashi et al. [14] investigated the de
Haas–van Alphen effect in the third-stage graphite–
nitric acid intercalation compound. These authors
revealed seven different oscillation frequencies, which
are most likely associated with the formation of an
intercalant superlattice.

In this work, we studied samples of the α-HNO3-
intercalated graphite modification. The β modification
was prepared from the α modification after holding in
air for several days. In this case, we did not observe a
superlattice, because it can only be formed upon slow
cooling (for approximately 24 h), whereas the samples
in our experiments were rapidly cooled (for a few min-
utes) in order to prevent degradation of the contacts.

The physical properties (electrical conductivity,
temperature dependence of the resistance, phase transi-
tions) of graphite intercalation compounds with nitric
acid have been investigated in sufficient detail. In par-

NO3
–
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ticular, Ubbelohde [15] examined the temperature
dependence of the resistance Rc along the c axis for
first- and second-stage graphite–nitric acid intercala-
tion compounds. The anomalies revealed in the depen-
dence Rc(T) at a temperature of 253 K were attributed
to an order–disorder phase transition (two-dimensional
melting) in intercalant layers. Furthermore, the depen-
dence Rc(T) in the phase transition range exhibits a hys-
teresis characteristic of first-order phase transitions.
Anomalies in the temperature dependences of the ther-
mal expansion coefficient and the thermopower have
also been observed at a temperature of 253 K.

Fisher et al. [16] investigated the optical and electri-
cal properties of first- to third-stage graphite–nitric acid
intercalation compounds. It was shown that these mate-
rials possess metallic properties. However, attempts of
these authors to use the Drude theory demonstrated that
this simple model is inapplicable.

The properties and synthesis of HNO3- and H2SO4-
intercalated graphites, which are the initial materials
for preparing cellular graphite, have been investigated
in a large number of works. Nitric acid is a strong oxi-
dizing agent. Consequently, the synthesis of graphite
intercalation compounds in the HNO3–graphite system,
unlike the H2SO4–graphite system, can be performed
without additional chemical or electrochemical oxida-
tion [17].

The purpose of this work was to investigate the
Shubnikov–de Haas and Hall effects in first- to fourth-
stage graphite–nitric acid intercalation compounds and
to calculate the parameters of the energy spectra
according to the Blinowski–Rigaux model.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Graphite and 98 (d = 1.51 g/cm3), 85, and 83% nitric
acids (reagent grade) served as initial compounds for
synthesizing graphite nitrate. We used an oriented
UPV-1-TMO pyrolytic graphite prepared by thermo-
mechanical treatment at a temperature above 3000°C.
The misorientation angle of the crystals with respect to
the c axis was equal to 71′, and the carbon content was
99.999%. Graphite samples were prepared in the form
of plates 2 × 5 mm in size, 0.1–0.25 mm in thickness,

Table 1.  Synthesis times, HNO3 concentrations, identity
periods, and gains in the weight for graphite–nitric acid inter-
calation compounds of different stages

Stage
number N

HNO3 con-
centration, 

%

Synthesis 
time, h

Identity 
period
Ic, nm

Gain
in weight, 

%

1 98 1 0.798 100

2 98 0.5 1.121 53

3 85 1 1.456 38

4 83 1.5 1.807 31
3
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Table 2.  Extremal cross sections of the Fermi surface, charge carrier densities Posc, Hall coefficients RH, and Hall densities
PHall of holes in graphite–nitric acid intercalation compounds

Stage number N Sextr1, 1013 cm–2 Sextr2, 1013 cm–2 Sextr3, 1013 cm–2 Posc, 1021 cm–3 RH, cm3/C PHall , 1021 cm–3

1 2.99 – – 0.04 0.06 0.10

2 3.40 14.30 – 0.16 0.05 0.13

3 2.40 4.30 23.80 0.21 0.01 0.60

4 0.57 14.30 – 0.08 0.15 0.04
and 10–15 mg in weight. For single-crystal samples,
the interplanar distance was equal to 0.3354–
0.3359 nm.

The second- to fourth-stage graphite intercalation
compounds were synthesized by the liquid-phase
method. The graphite plates were immersed in a her-
metically sealed vessel containing 2–3 ml of an HNO3
solution for a time. The first-stage graphite intercala-
tion compound was prepared by anodic oxidation of
graphite in HNO3 in a three-electrode cell under gal-
vanostatic conditions (I = 1.5 mA) according to the pro-
cedure described in [18]. The synthesis times and
HNO3 concentrations necessary for preparing particu-
lar stages are presented in Table 1.

All the graphite–nitric acid intercalation compounds
synthesized were investigated using x-ray diffraction
on a DRON-2 diffractometer. The identity periods Ic
were in good agreement with those available in the lit-
erature for the α modification (Table 1). Another impor-
tant characteristic of graphite intercalation compounds
is the gain in weight (∆m) of the sample upon intercala-
tion. According to the gravimetric data (Table 1), the
graphite–nitric acid intercalation compounds have the
formula C5.5NHNO3. This corresponds to the composi-
tions of stages N for the given graphite intercalation
compounds, which, like all compounds of this type, are
characterized by an extended homogeneity region. The
measurements were carried out using only perfect sin-
gle-phase samples of first- to fourth-stage α-HNO3-
intercalated graphite modifications.

The temperature dependences of the electrical resis-
tance, galvanomagnetic properties (the longitudinal
and transverse magnetoresistances, the Hall effect), and
the Shubnikov–de Haas effect were measured by the
standard dc four-point probe method. Contacts were
produced with a silver paste. Stationary magnetic fields
with a strength up to 6 T were generated by a supercon-
ducting solenoid placed in liquid helium. When study-
ing the quantum oscillation effects, the monotonic part
of the magnetoresistance was compensated. In order to
exclude thermoelectric and thermomagnetic effects, all
measurements were performed four times in two oppo-
site directions of the field and current flowing through
the samples. The samples were cooled to the liquid-
helium temperature in a matter of minutes, which did
not result in the formation of an ordered structure in
layers of intercalated nitric acid.
PH
3. THE SHUBNIKOV–DE HAAS EFFECT
IN GRAPHITE–NITRIC ACID INTERCALATION 

COMPOUNDS
The Shubnikov–de Haas effect was observed in the

graphite–nitric acid intercalation compounds of all
stages at the liquid-helium temperature. Figure 1 shows
the oscillating parts of the transverse magnetoresis-
tance and their Fourier spectra of the first- to fourth-
stage graphite–nitric acid intercalation compounds.
The observed oscillation frequencies are designated
by Fi .

The extremal cross sections Sextr of the Fermi sur-
face and the charge carrier densities Posc (Table 2) were
determined from the frequencies of quantum oscilla-
tions of the transverse magnetoresistance. The Hall
densities PHall of holes in the graphite intercalation
compounds under investigation are also listed in Table 2.
The charge carrier densities Posc were calculated from
the relationship

(2)

under the assumption that the Fermi surface consists of
smooth cylinders. In relationship (2), factor 4 accounts
for the Pauli exclusion principle and the fact that, in the
case of graphite intercalation compounds, there are two
cylinders of the Fermi surface with the extremal cross
section Sextri for every band with index i (the summation
is performed over different occupied bands).

The Hall effect was measured with the aim of deter-
mining the densities of free charge carriers in the
graphite intercalation compounds. For single-phase
samples of the same stage, the Shubnikov–de Haas
oscillation frequencies and, hence, the densities of
delocalized charge carriers can differ by 10%.

4. THE HALL EFFECT AND THE TEMPERATURE 
DEPENDENCE OF THE RESISTANCE

For a number of samples, we measured the temper-
ature dependences of the resistance. These measure-
ments were complicated at temperatures above the
phase transition point Tc (Tc = 210 K is the solidification
temperature of nitric acid in graphite intercalation com-
pounds), because nitric acid in the layers becomes liq-

Posc

4 Sextri

i

∑
2π"( )2

di N 1–( )d0+[ ]
---------------------------------------------------------=
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Fig. 1. (a–d) Shubnikov–de Haas oscillations and (e–h) Fourier spectra of first- to fourth-stage graphite–nitric acid intercalation
compounds.
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uid and attacks the contacts. The temperature depen-
dence of the resistance Ra in the basal plane for the sec-
ond-stage graphite intercalation compound is plotted in
Fig. 2. It can be seen from this figure that the depen-
dence of the resistance exhibits a metallic behavior,
which is in agreement with the available data on the
metallic properties of graphite–nitric acid intercalation
compounds [16].

The Hall effect in HNO3-intercalated graphite sam-
ples was measured at a temperature of 4.2 K. The
dependences of the Hall coefficient RH on the magnetic
field strength for the first- to fourth-stage graphite–
nitric acid intercalation compounds are depicted in

9

8

7

6

5

0 100 200
T, K

R
a,

 m
Ω

Fig. 2. Temperature dependence of the resistance Ra of the
second stage graphite–nitric acid intercalation compound.

4
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3

16
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 ×
 1
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m

3 /C

Fig. 3. Dependences of the Hall coefficient RH on the mag-
netic field strength for the first- to fourth-stage graphite–
nitric acid intercalation compounds (numerals near the
curves correspond to the stage numbers).
PH
Fig. 3. As can be seen from this figure, the Hall coeffi-
cient for the first- to third-stage samples is virtually
independent of the magnetic field strength, whereas the
Hall coefficient for the fourth-stage sample decreases
with an increase in the magnetic field strength. This is
explained by the fact that the fourth-stage sample has a
sandwich structure in which four graphite layers are
located between two intercalant layers. Two inner
graphite layers are not in contact with the intercalant
and possess the properties of pure graphite if the
screening length does not exceed the interlayer spacing.
In our case, this condition is satisfied, because the
Shubnikov–de Haas oscillations at the frequency corre-
sponding to graphite are observed for the fourth-stage
sample (Fig. 1d). Graphite is a semimetal in which elec-
trons and holes are charge carriers. At the same time, it
is known that, for materials with several types of charge
carriers, the Hall coefficient always decreases in a mag-
netic field, which is observed for the fourth-stage
graphite intercalation compound. Seemingly, a similar
behavior of the Hall coefficient should also be observed
for the third-stage graphite intercalation compound.
However, this material is characterized by a very high
hole density and, hence, a small Hall coefficient, which
is determined with a considerably lower accuracy as
compared to that for the fourth-stage graphite intercala-
tion compound. Moreover, only one inner graphite
layer is not in contact with the intercalant in the struc-
ture of the third-stage sample. When the charge transfer
to this layer is absent upon intercalation and the hole
density is very high, electrons of the layer make only a
small additional contribution.

The Hall coefficients were used to calculate the
charge carrier densities from the formula PHall = 1/eRH
(Table 2). The charge carrier densities determined from
the Hall effect are in reasonable agreement with those
obtained from the experimental data on the quantum
oscillations. The differences are primarily associated
with the fact that the Hall density was evaluated from
the formula valid for one type of charge carriers,
whereas the third-stage and fourth-stage graphite inter-
calation compounds involve several types of charge
carriers. The data presented in Table 2 indicate that the
third-stage sample has the highest density of charge
carriers.

5. ENERGY SPECTRA OF GRAPHITE–NITRIC 
ACID INTERCALATION COMPOUNDS

In 1980, Blinowski and Rigaux [19–21] proposed a
model for the energy spectrum of low-stage acceptor
graphite intercalation compounds. Within this model,
first-stage graphite intercalation compounds are treated
as systems of equivalent noninteracting graphite layers.
The dispersion law for first-stage acceptor graphite
intercalation compounds can be written in the form

(3)Ec v,
3
2
---γ0b0k,±=
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where γ0 is the parameter describing the interaction of
the nearest neighbor carbon atoms in the layer.

For second-stage graphite intercalation compounds,
only the interactions of adjacent carbon atoms in the
basal plane (described by the parameter γ0) and the
nearest neighbor atoms in adjacent layers (described by
the parameter γ1) are considered in a subsystem of two
graphite layers. The dispersion laws for the valence and
conduction bands have the form

(4)

(5)

In third-stage graphite intercalation compounds,
graphite layers are not equivalent with respect to the
intercalant and the parameter δ, which characterizes the
difference between the potential energies of carbon
atoms in outer and inner layers, appears in calculations.
The energy spectrum of third-stage graphite intercala-
tion compounds consists of six branches:

(6)

(7)

(8)

where |x | = 3γ0b0k and δ is the parameter dependent on
the distribution of excess charge over the inner and
outer graphite layers. Therefore, the energy spectrum of
both the conduction and valence bands involves three
branches. From a comparison of experimental data on
the optical reflection in graphite intercalation com-
pounds with the results of theoretical calculations, the
above parameter was estimated as δ ≈ 0.2 eV. For this
parameter δ, the fraction of the excess charge redistrib-
uted into the inner graphite layer was evaluated to be
z = 0.15. The uniform charge distribution over three
graphite layers is characterized by z = 1/3. It should be
noted that, in the case when the inner graphite layer is
completely screened, the Shubnikov–de Haas oscilla-
tions in third-stage graphite intercalation compounds
should be observed at a frequency corresponding to
pure graphite.

Undeniably, the Blinowski–Rigaux model can only
be considered a simplified approach. However, this
model adequately describes the data on the optical
reflection in a number of low-stage acceptor graphite
intercalation compounds. Within this model, the Fermi
surface of first-stage acceptor graphite intercalation
compounds (N = 1) consists of two cylinders located
along the edges of the hexagonal Brillouin zone (as a
rule, it is depicted as six cylinders located along all
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edges, so that the total volume of the Fermi surface per
band is equal to 6/3 = 2). The Fermi surface of second-
stage intercalation compounds with strong acceptors is
composed of coaxial cylinders (two cylinders per
band). For third-stage intercalation compounds, the
number of coaxial cylinders can be equal to three at a
high Fermi energy, i.e., when three bands are occupied
(the total number of cylinders is six).

Dresselhaus et al. [22] proposed a model for
describing the energy spectra of dilute graphite interca-
lation compounds with large stage numbers (beginning
with at least the fourth stage). According to this model,
the intercalation does not lead to a substantial change in
the band structure of graphite and is only accompanied
by a lowering (for acceptors) or raising (for donors) of
the Fermi level (the so-called rigid-band model). If this
were the case with HNO3-intercalated graphite, Shub-
nikov–de Haas oscillations at a frequency slightly
higher than the frequency corresponding to graphite
would be observed for the fourth-stage intercalation
compound. However, the experimental data demon-
strate that the oscillations occur at both high frequen-
cies and the frequency corresponding to graphite. This
implies that the two inner graphite layers between the
nearest intercalant layers are screened completely. The
high-frequency oscillations are associated with two
graphite layers adjacent to the intercalant layers. To put
it differently, the system is extremely inhomogeneous
and can be represented as a one-dimensional superlat-
tice composed of alternating layers (double graphite
layers alternate with graphite–intercalant–graphite lay-
ers) with high metallic conductivity. A similar hetero-
geneous two-phase structure of high-stage graphite–
Br2 intercalation compounds was considered earlier by
Bender and Young [23].

In order to describe the energy spectra of first- to
third-stage graphite–nitric acid intercalation com-
pounds, we use relationships (3)–(8). The experimental
data agree well with the theoretical predictions. Actu-
ally, for the first-stage graphite intercalation com-
pound, there is one hole band and the oscillations are
observed at one frequency F1 (Fig. 1e). In the case of
the second-stage graphite intercalation compound, two
hole bands are occupied and the oscillations occur at
two frequencies F1 and F2 (Fig. 1f). For the third-stage
graphite intercalation compound, three hole bands are
occupied and the oscillations are observed at three fre-
quencies F1, F2, and F3 (Fig. 1g). The Fermi energy EF
for the first-stage compound can be calculated from for-
mula (3) and the experimental cross section of the
Fermi surface (Table 2). Moreover, it is necessary to
know the parameter γ0 describing the interaction of the
nearest neighbor carbon atoms in the layer. This param-
eter for intercalation compounds remains virtually
unchanged. Hence, we performed our calculations with
the parameter γ0 = 3.2 eV, which is characteristic of
graphite. The determination of the Fermi energy for
graphite intercalation compounds of other stages
requires knowledge of the parameter γ1. This parameter
3
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for graphite intercalation compounds, as a rule, is either
equal to or slightly smaller than that for graphite [24–
26]. For this reason, we used the approximate value
γ1 = 0.3 eV. For the first-stage compound, the Fermi
energy was found to be EF = 0.21 eV. From relation-
ships (4) and (5), we obtained EF = 0.42 eV for the sec-
ond-stage compound. Finally, from expressions (6)–
(8), we determined the Fermi energy EF = 0.75 eV for
the third-stage compound.

6. CONCLUSIONS
Thus, we synthesized perfect single crystals of first-

to fourth-stage graphite–nitric acid intercalation com-
pounds and investigated the Hall and Shubnikov–de
Haas effects. The results obtained are consistent with
the Blinowski–Rigaux two-dimensional model for
graphite intercalation compounds. Within this model,
we calculated the Fermi energies for the materials syn-
thesized.
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Abstract—The EPR spectra of Gd3+ tetragonal centers in crystals with a scheelite structure are analyzed. It is
found that the EPR spectra exhibit additional signals in the vicinity of coincidence of the resonance lines attrib-
uted to Gd3+ EPR transitions. It is shown that these signals are caused by averaging (due to relaxation spin–
lattice transitions between the resonance doublets) of the internal part of the quasi-symmetric system of spin
packets corresponding to the inhomogeneously broadened initial EPR lines. The quasi-symmetric arrangement
of the spin packets is associated with the mosaic structure of the studied crystals. © 2003 MAIK “Nauka/Inter-
periodica”.
1. As was shown earlier in [1–4], an additional EPR
signal appears between the initial signals when the ori-
entation of a polarizing magnetic field corresponds to
the coincidence of the resonance lines associated with
two EPR transitions. The initial EPR signals were
attributed either to different transitions of a high-spin
center in [1–3] or to hyperfine components of two off-
center configurations related through thermally acti-
vated transitions of a low-spin center in [4]. It is
believed that, in all cases, the transitions between the
initial resonances are due to spin–spin, spin–lattice, or
orientational relaxation.

In our previous works [5, 6], we demonstrated that an
additional signal in the EPR spectrum of Pb5Ge3O11 :Gd3+

is caused by averaging (due to relaxation spin–lattice
transitions between the resonance doublets) of the
internal part of the quasi-symmetric spin packets corre-
sponding to the initial lines. The quasi-symmetric
structure of spin packets for a pair of initial lines is
associated with the spread of the spin Hamiltonian
parameters b21 and b43. This spread increases as the fer-
roelectric phase transition point is approached. Within
the proposed model of a three-component EPR spec-
trum, we performed computer simulation of the tem-
perature dependences of the spin-packet width and the
rate of relaxation between the resonance doublets. It
was found that these temperature dependences (~T2)
exhibit a narrow maximum in the vicinity of the ferro-
electric phase transition point. In [7], we made an
attempt, within this model, to explain the appearance of
the additional signals revealed in [2–4] in the vicinity of
accidental coincidence of the resonance lines attributed
to EPR transitions.

The purpose of this work was to elucidate the mech-
anisms responsible for the appearance of additional sig-
nals in the range close to the intersections of the angular
1063-7834/03/4512- $24.00 © 22271
dependences of the positions of the EPR signals
assigned to the transitions of Gd3+ tetragonal centers
(symmetry group S4) in crystals with a scheelite struc-
ture.

2. The experiments were performed with SrMoO4
single crystals doped by gadolinium oxide (0.2 and
0.007 mol % in the batch) and compensated with
sodium and also CaWO4, PbWO4, CaMoO4, and
PbMoO4 crystals containing Gd3+ impurity tetragonal
centers. The EPR spectra were recorded on a spectrom-
eter operating in the 3-cm band.

For the majority of the samples, the EPR spectra
measured at a small misorientation (∆θ = θ – θ0 ≈ 0.2°)
with respect to θ0 ≈ 50° (θ0 is the polar angle at which
the initial resonances coincide with each other) exhibit
weak signals of two-photon transitions between the sig-
nals associated with the 3  4 and 4  5 transi-
tions. The assignment of the weak signals to two-pho-
ton transitions is supported by the decrease in their rel-
ative intensity with a decrease in the microwave power.
For the other samples, a decrease in the microwave
power leads to an improvement of the resolution of the
initial signals, which, in our opinion, can also be
explained by the decrease in the intensity of unresolved
lines of the two-photon transitions. No two-photon
transitions are observed in the range where the angular
dependences of the positions of the signals attributed to
the 4  5 and 5  6 transitions intersect each other.

The Gd3+ EPR spectra of SrMoO4 crystals at both
impurity contents and the spectra of CaWO4 and
CaMoO4 crystals contain three lines (Fig. 2) in the
range where the positions of the signals associated with
the 3  4 and 5  6 transitions coincide with each
other (Fig. 1, θ0 ≈ 40°). A variation in the azimuthal
angle does not substantially affect the relative intensity
of the additional signal. In the temperature range 140–
003 MAIK “Nauka/Interperiodica”
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540 K, the intensity of the additional signal at a con-
stant misorientation angle ∆θ increases only slightly
with an increase in the temperature. The misorientation
angles (Fig. 2) were chosen in such a way as to provide
the most efficient detection of additional signals.

The EPR spectra of CaWO4 and heavily doped
SrMoO4 crystals (Fig. 3) also exhibit an additional sig-
nal between the signals of the 3  4 and 6  7 tran-
sitions in the range where the angular dependences of
their positions intersect each other (Fig. 1, θ0 ≈ 35°).
Note that no additional signals were observed in [1–4]
when the positions of the signals corresponding to tran-
sitions in doublets separated by more than one energy
interval coincided with each other. This brings up the
question as to whether the signal of the two-photon
transition observed in the vicinity of the coincidence of
the signals attributed to the 3  4 and 4  5 transi-
tions masks an additional signal of a different nature, as
is the case with transitions in the triplet of dimeric
exchange clusters [2]. A comparison of the shape of the
EPR spectrum of heavily doped SrMoO4 : Gd3+ (mea-
sured at a microwave power of 20 dB and ∆θ = 0.35°)
with the initial signals recorded at ∆θ = 1.5° and then
shifted to the position at ∆θ = 0.35° shows that, within
the limits of experimental error, the spectrum contains
no additional signal.

3. In order to elucidate the mechanisms responsible
for the appearance of the additional signals, we exam-
ined the broadening of the EPR spectra. In the temper-
ature range 140–540 K, the EPR linewidth for heavily
doped SrMoO4 (the 5  6 transition for the orienta-
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Fig. 1. Polar angular dependences of the position of the
EPR signal of Gd3+ tetragonal centers in SrMoO4 [8] at ϕ =
0. Variation in the azimuthal angle weakly affects the polar
dependences. Numbers on the curves indicate the number-
ing of states involved in the transitions. Angular depen-
dences of Bres for other crystals with a scheelite structure
[9] are similar to those depicted in this figure.
PHY
tion B ⊥  S4 at ∆Bpp(300 K) = 0.5 mT, where ∆Bpp is the
separation between the extrema of the first-order deriv-
ative of the absorption line) changes by no more than
0.3 mT. According to estimates, the spin–spin relax-
ation rate does not exceed 106 Hz. Therefore, the width
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Fig. 2. EPR spectra of SrMoO4 (0.2 mol % Gd3+) in the
vicinity of the coincidence of the signals associated with the
3  4 and 5  6 transitions (θ0 ≈ 40°): (1) ∆θ ≈ 0.25°,
T = 225 K; (2) ∆θ ≈ 0.33°, T = 329 K; and (3) ∆θ ≈ 0.68°,
T = 483 K. Solid lines are experimental data. Dashed lines
represent the results of computer simulation.
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Fig. 3. EPR spectra of SrMoO4 (0.2 mol % Gd3+) in the
vicinity of the coincidence of the signals associated with the
3  4 and 6  7 transitions (θ0 ≈ 35°): ∆θ ≈ (1) 0.2°,
(2) ≈0.3°, (3) ≈0.4°, and (4) ≈0.8°.
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of the spin packet at room temperature should not
exceed several tenths of mT.

For Gd3+ tetragonal centers in the majority of the
studied crystals, the linewidth is characterized by
strong anisotropy. The polar angular dependences of
the linewidth ∆Bpp (Figs. 4, 5) correlate well with the
orientation dependence of the magnitude of ∂Bres /∂θ(θ)
(Fig. 4). A similar correlation is observed for other tran-
sitions. Hence, it follows that, in the vicinity of the
maxima observed in the dependence ∆Bpp(θ), the
mosaic structure of the crystal makes a dominant con-
tribution to the EPR linewidth. For heavily doped
SrMoO4, the mosaicity parameter was estimated from
the peak-to-peak value of the angular dependence of

the linewidth as follows:  ≈ 0.3°.
It should be noted that additional signals are

observed for crystals whose mosaic structure makes a
significant contribution to the total linewidth. This find-
ing is in agreement with our inference that the symmet-
ric arrangement of the spin packets is a necessary con-
dition for the appearance of a three-component spec-
trum [5, 6]. Since the angular dependences of the
positions of the signals associated with the 3  4,
5  6 and 3  4, 6  7 transitions intersect in the
vicinity of the maxima in the dependence |∂Bres /∂θ(θ)|
(Fig. 4) and the derivatives are opposite in sign (Fig. 1),
the pair of initial signals should be characterized by a
quasi-symmetric system of spin packets owing to the
mosaic structure.

The aforementioned absence of the two-photon tran-
sition in the vicinity of the coincidence of the 5  6
and 4  5 transitions (see Section 2) can be associ-
ated with the asymmetric arrangement of the spin pack-
ets (as can be seen from Fig. 1, the values of ∂Bres /∂θ
for the 5  6 and 4  5 transitions differ signifi-

∆θ2〈 〉
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Fig. 4. Dependences of the EPR linewidth on the polar
angle for (1) 3  4 (0.2 mol % Gd3+), (2) 3  4
(0.007 mol % Gd3+), and (3) 5  6 (0.2 mol % Gd3+)
transitions in SrMoO4. The solid line shows the dependence
of the magnitude of ∂Bres/∂θ on the polar angle for the
3  4 transition in SrMoO4.
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cantly), which leads to a broadening of the EPR line
attributed to the two-photon transition. Moreover, the
EPR signal corresponding to this transition is difficult
to observe because of the large difference between the
intensities of the initial signals.

The contribution to the inhomogeneously broad-
ened line, which depends only slightly on the orienta-
tion of the magnetic field and is unrelated to the mosaic
structure, is most likely determined by the magnetic
dipole interaction and the spread of the fine-structure
parameters due to random electric and strain fields. The
changes in the parameters of the second-rank spin
Hamiltonian [10] in an electric field Ei [11] at a strain
eij [12] can be represented by the expressions

(1)

where Gij are the components of the fourth-rank tensor
of the spin–strain interaction (according to the Voigt
notation) and Rij are the components of the third-rank
tensor of the linear electric-field effect.

The static modulation of the parameters b22 and c22
can be judged from the strong azimuthal angular depen-
dence (for the 3  4 transition, the peak-to-peak
value is approximately equal to 1 mT) of the linewidth
at B ⊥  S4, which is governed by fluctuations in these
parameters. For this transition, the shift in the position
of the EPR signal depending on the azimuthal angle ϕ
can be written as

(2)

∆b20 9/2 G33ezz 2G36 exx eyy+( )+[ ] ,=

∆b22 6 G11 G12+( ) exx eyy–( ) 3R31Ez,+=

∆c22 12 G12 G11–( )exy 3R36Ez,+=

∆b21 24G54exz 6 R15Ex R14Ey+( ),+=

∆c21 24G54eyz 6 R14Ex R15Ey–( ),+=

∆B ϕ( ) Q b22 2ϕcos c22 2ϕsin+( ),=
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Fig. 5. Polar angular dependences of the Gd3+ EPR line-
width for the 3  4 transition in (1) CaWO4, (2) PbWO4,
(3) CaMoO4, and (4) PbMoO4.
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where Q is the peak value of ∂Bres /∂b22 and ∂Bres /∂c22.
The shift in the position of the EPR signal only due to
the electric field (z || S4) can be represented in the form

where tan2ϕ0 = (R31/R36). By squaring and averaging
this expression, we obtain the contribution to the line-
width in the form

(3)

In this case, the position of the signal associated with
the transitions varies as ~cos4ϕ. Indeed, the extrema in
the observed dependence of the linewidth are shifted
with respect to those in the dependence Bres(ϕ) [11, 13].

The value of Q for the 3  4 transition is equal to
0.056 mT/MHz [the peak-to-peak value of the depen-
dence ∆Bpp(ϕ) is approximately equal to 1 mT] at B ⊥
S4 and to only 0.006 mT/MHz at an angle θ = 40° at
which the angular dependences of the position of the
signal associated with the 3  4 and 5  6 transi-
tions intersect each other. Consequently, the contribu-
tion from this mechanism to the linewidth at θ = 40° is
of the order of 0.1 mT for the 3  4 transition and
increases by a factor of approximately four for the
5  6 transition due to the larger value of Q. It should
be noted that the above derivatives for the transitions
under consideration have the same sign, which results
in the formation of an asymmetric structure of the spin
packet for the pair of initial signals. The dipole interac-
tion leads to the antisymmetric arrangement of the spin
packets, whereas fluctuations of the parameters b20, b21,
and c21 [defined by relationships (1)], according to the
numerical calculations, are responsible for the forma-
tion of a quasi-symmetric structure of the spin packets
for the pair of initial signals.

For the 3  4 and 5  6 transitions, the broad-
ening can occur through the quasi-symmetric mecha-
nism due to the spread of the azimuthal angles. This

∆B ϕ( ) Q
∂b22

∂Ez

---------- 2ϕcos
∂c22

∂Ez

---------- 2ϕsin+ Ez=

=  3Q R31 2ϕcos R36 2ϕsin+( )Ez

=  3Q R31
2

R36
2

+ 2 ϕ ϕ 0+( )Ez,sin

∆Bpp ϕ( ) Q R31
2

R36
2

+ 2 ϕ ϕ 0+( )sin Ez
2〈 〉 .∼
PH
should lead to a dependence of the relative intensity in
the three-component spectrum on the angle ϕ. The
absence of a noticeable dependence (see Section 2) is
most likely associated with the compensation for this
contribution (i.e., with the broadening of the additional
line) due to fluctuations of the parameters b22 and c22,
which are characterized by an asymmetric structure of
the spin packets. According to [14], the mosaic struc-
ture of crystals is responsible for a Gaussian shape of
the EPR line, the spread of electric fields of point
charges is described by a Holtsmarkian distribution,
and fields of point electric dipoles and elastic stresses
are represented by a Lorentzian distribution.

4. The initial EPR signals of heavily doped SrMoO4 :
Gd3+ at the misorientation angle ∆θ = θ – θ0 ≈ 1° were
processed under the assumption that the signal shape
represents a convolution of the Lorentzian and the
Gaussian. For the 3  4 transition, the Gaussian con-
tribution to the linewidth was estimated as ∆Bpp ≈ 3 mT
and the Lorentzian contribution was determined to be
1.2 mT. For the 5  6 transition, the Gaussian and
Lorentzian contributions are equal to 4 and 3 mT,
respectively. These results are in qualitative agreement
with both the data presented in Fig. 4 at θ = 40° and the
above quantities ∂Bres /∂b22. In the field range covered
(Fig. 2), the parameters obtained do not depend on the
temperature.

The computer simulation of the three-component
spectrum in the region of the coincidence of the signals
associated with the 3  4 and 5  6 transitions was
performed using the modified Abragam formulas [6, 7,
15]. It was assumed that the broadening of the EPR
spectrum includes the following contributions: (i) inho-
mogeneous broadening with a symmetric structure of

the spin packets with the Gaussian distribution ( ),
(ii) inhomogeneous broadening with a symmetric struc-
ture of the spin packets with the Lorentzian distribution

( ), and (iii) Lorentzian broadening with an anti-

symmetric structure of the spin packets ( ). The
shape of the absorption line was described by the
expression

∆Bpp
GS

∆Bpp
LS

∆Bpp
LAS
(4)

I B( ) 1

1
4
3
--- ke/∆Bpp

LAS( )
2

+
------------------------------------------- 1

1
4
3
--- mc/∆Bpp

LS( )
2

+
------------------------------------------ Re W A B( ) 1– 1⋅ ⋅( ) 2 nd/∆Bpp

GS( )
2

–( )exp
n

∑
m

∑
 
 
 
 
 

,
k

∑=

A B( ) ĉ B( ) I, I+ V– V

V V–
,= =

Ω B( ) iα a ke nd mc B–+ + +( ) V0– 0

0 iα' b ke' nd'– mc'– B–+( ) V0–
,=

˘ ˘
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where W is the vector with components equal to the
probabilities of the initial transitions induced by a
radio-frequency field; 1 is the unit vector;  is the
matrix of the probabilities of relaxation transitions
between resonance levels; Ω(B) is the matrix of the
parameters of the initial spin packets (the positions and
the intradoublet relaxation rate V0); a and b are the posi-
tions of the initial signals; e, c, d, e', c', and d' are the
separations between the adjacent spin packets; α =
geffβ; geff is the effective g factor; β is the Bohr magne-
ton; and the V is the probability of the relaxation transi-
tion between the resonance levels. Expression (4)
accounts for the difference in the integrated intensities
of the initial signals, the difference in the effective g
factors, and the difference in the parameters of the inho-
mogeneous broadening. The first-order derivatives of the
simulated spectra are shown by dashed lines in Fig. 2.

As follows from the results obtained in the computer
simulation of the EPR spectra in the temperature range
studied (Fig. 2), an increase in the temperature leads to
an increase in the interdoublet relaxation rate from 2 ×
106 to 8 × 106 1/s and in the intradoublet relaxation rate
from 107 to 6 × 107 1/s. Similar temperature behavior of
the relaxation rates V0 and V counts in favor of their
identical nature, namely, the spin–lattice interaction.
The initial signals are characterized by the same param-
eter of the Lorentzian broadening with an antisymmet-

ric structure of the spin packets:  = 0.4 mT. For

the 3  4 transition, the values of  and 
virtually coincide with those obtained from analyzing
the shape of the initial lines. For the 5  6 transition,

the parameter  is 30% greater than the initial

Gaussian width, whereas the parameter  is equal
to half the initial Lorentzian width. These differences
can be explained, among other factors, by a spurious
signal in the magnetic field range covered, which pri-
marily distorts the shape of the broader line attributed
to the 5  6 transition.

5. Thus, the additional signals observed in the Gd3+

EPR spectra of crystals with a scheelite structure can be
qualitatively (and, to some extent, quantitatively)
explained as resulting from the averaging of the internal
part of the quasi-symmetric structure of spin packets
corresponding to two resonance lines with a fine struc-
ture. Owing to the formation of quasi-symmetric spin
packets due to the mosaic structure of the crystals, the
specific features observed in the EPR spectrum closely
resemble the cross-singular effects revealed long ago in
the NMR spectra of polycrystals [16]. The possibility
of forming a quasi-symmetric structure of spin packets
due to the mosaic structure of the crystals must be taken
into account in the analysis of the nature of the addi-
tional EPR signals observed in [2–4].

It should be noted that, according to [9], the walk of
the principal axes of paramagnetic centers under the
action of charge-compensating defects rather than a

Ĭ

∆Bpp
LAS

∆Bpp
GS ∆Bpp

LS

∆Bpp
GS

∆Bpp
LS
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geometric imperfection of the CaMoO4 : Nd3+ crystals
is responsible for the formation of the mosaic structure.
Most likely, in our crystals, the situation is reversed
because the block structure clearly manifests itself in
the EPR spectra of the majority of the samples.
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Abstract—This paper reports on the results of investigations into the thermal resistance W and thermal
expansion coefficient β for single-crystal samples of Si, SiO2, Al2O3, and NaCl. The available experimental
data on the thermal resistance and thermal expansion coefficient for materials with different types of inter-
atomic bonding and different Landau criteria for convection are analyzed. It is demonstrated that the reduced
phonon thermal resistance is equal to the isobaric thermal strain at any temperature. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

At present, the quantum-mechanical theory of
anharmonic effects in crystals has been elaborated in
sufficient detail [1, 2]. However, practical application
of this theory involves a number of problems. In partic-
ular, although the quantum-mechanical theory offers a
detailed classification of mechanisms of phonon–
phonon interactions [3, 4], the concrete contributions of
these mechanisms (specifically those involved in rela-
tionships describing the thermal conductivity of real
systems) remain unclear. In this respect, experimental
investigations into the thermal properties inherent in
crystals due to the anharmonicity of atomic vibrations
are of considerable scientific importance. Accumulat-
ing experimental data on the thermal properties of
materials and revealing the various correlations
between these properties will make it possible to inter-
pret them phenomenologically. In turn, a consistent
analysis of these correlations, as is known [5], leads to
the elucidation of the mechanisms of the processes
under consideration and provides deeper insight into
the nature of interparticle interactions in crystals.

This work continues our previous investigations [6,
7] and is aimed at determining the parameters charac-
terizing the thermal resistance and its temperature
dependence for nonmetallic crystals.

2. THEORETICAL BACKGROUND

Kinetic coefficients can be conveniently calculated
using a variational method based on solving a kinetic
equation [3]. The solution to a linearized kinetic equa-
tion, as a rule, can be obtained from a phenomenologi-
cal transport equation. In the framework of traditional
nonequilibrium thermodynamics, the heat flux density
q is proportional to the temperature gradient:

(1)q λ grad T ,–=
1063-7834/03/4512- $24.00 © 22276
where λ is the thermal conductivity coefficient. In par-
ticular, the heat flux in crystal structures can be treated
as a thermal diffusion of quasiparticles (phonons). At a
finite temperature, an ensemble of quasiparticles can be
considered a nearly ideal gas of excitations in which
interactions associated with both scattering by impuri-
ties and umklapp processes prevent their spontaneous
convection [3, 8]. The appropriate criterion for phonon
convection in the continuum limit for a sufficiently
dense gas of quasiparticles can be determined from the-
oretical considerations given in [9]. It is known that
particles involved in a normal gas are characterized by
an inhomogeneous distribution in the gravitational field
in the absence of an external thermal field. For particles
of a phonon gas, an inhomogeneous distribution arises
at the instant an external thermal field is applied due to
scattering, which is responsible for the finiteness of the
conductivity. Although these differences do not affect
the Landau conditions of convection for a second-quan-
tized gas in solids, it is necessary to distinguish
between the situations observed in the presence and
absence of an external thermal field. According to the
Landau theory, the extremality of the entropy of a
phonon gas along the direction of propagation of the
heat flux must be postulated for a particular system.
Justification of this postulate in terms of the problem
solved in [9] is based on the following considerations.

It is assumed that a volume element of a phonon gas
with the center at a point x has a specific volume V(P, S).
After an accidental adiabatic displacement of this ele-
ment over a distance ξ, the specific volume becomes
equal to V(P', S), where P' is the pressure of the phonon
gas at a point x + ξ. To accomplish this, the element
must displace the specific volume V(P', S '), where S ' is
the equilibrium entropy at the point x + ξ. The stability
condition for this system in the absence of a tempera-
003 MAIK “Nauka/Interperiodica”
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ture gradient is determined by the equality of the ele-
mentary volumes of the phonons:

(2)

In the case when an external thermal field ∆T ≠ 0 is
applied along the x axis of the sample, condition (2) is
violated, because there arises a difference between the
temperatures at the sample ends. This must necessarily
lead to a dependence of the entropy of the system on the
distance x (∆S/∆x > 0); i.e., the entropy increases with
increasing x. In turn, the phonon concentration gradient
gives rise to a convective heat flux, which results in the
appearance of an inverse dependence of the entropy on
x (∆S/∆x < 0); i.e., the entropy decreases with increas-
ing x. Therefore, according to [9], the entropy of the
system in a stationary state at ∆T ≠ 0 should follow an
extreme dependence on x satisfying the equality

(3)

The entropy of the phonon gas of quasiparticles is a
function of the temperature T and pressure P. Conse-
quently, condition (3) can be represented in the form

(4)

Here, CP = T(∂S/∂T)P and V is the volume of the system
under consideration. In a linear approximation, the
pressure gradient of the phonon gas is proportional to
the temperature gradient G = (dT/dx)sc arising from
phonon scattering due to the anharmonicity of atomic
vibrations. According to the equation of state of an
ideal gas, we can write the relationship

(5)

where n is the equilibrium concentration of phonons at a
temperature T. Therefore, according to [9], condition (4)
for the phonon gas, with due regard for relationship (5),
can be represented as

(6)

where cP is the atomic heat capacity of the system.
Since we are dealing here with crystals, the change in
the volume of the subsystem can be caused only by a
change in the atomic volume of the system. Hence, the
parameter β = (1/V)(∂V/∂T)P involved in formula (6) is
the thermal expansion coefficient of the crystal. By
using the condition for convection (3) with the inclu-
sion of transport equation (1), we derive the phenome-
nological relationship for the coefficient λ:

(7)

V P' S ',( ) V P' S,( ).=

dS x( )/dx 0.=

dS
dx
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∂S
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------ 

 
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dT
dx
------ ∂S

∂P
------ 

 
T

∂P
∂x
------+=

=  
CP

T
------dT

dx
------ ∂V

∂T
------- 

 
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dP
dx
-------– 0.=

dP
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------- nkBG,–=

dT
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kBG
cP

----------βT ,=

λ 1–
W≡

kBG
qcP

---------- 
  βT .=
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Specifically, when the isobaric thermal strain tends to
unity (βT  1), according to condition (3), the
phonon thermal resistance W represents a characteristic
phonon thermal resistance W*, that is,

(8)

From relationships (7) and (8), we obtain the following
result:

(9)

Therefore, the reduced phonon thermal resistance of
crystals is a universal function directly related to the
isobaric thermal strain.

3. EXPERIMENTAL TECHNIQUE

The temperature dependences of the total thermal
resistance and thermal expansion coefficient were mea-
sured for the same single-crystal samples of NaCl,
Al2O3, Si, and SiO2 in the temperature range from 100
to 500 K. For quartz samples, the measurements were
performed in directions parallel and perpendicular to
the principal crystallographic axis. Samples were pre-
pared in the form of rods ~3 × 10–2 m long with a cross
section of ~15 × 10–6 m2. The thermal resistance was
measured according to the procedure described in
detail in [6]. The thermal expansion coefficient of sin-
gle-crystal samples was determined using a quartz
dilatometer method with photoelectric registration of
the displacement. The displacement sensitivity was
~10–2 µm. The limiting error in estimating the thermal
expansion coefficient did not exceed ~4% for materials
whose thermal expansion coefficient was of the order of
1 × 10–6 K at a sample length of ~3 × 10–2 m. The travel
of the measuring instrument in the temperature range
100–500 K was estimated from the thermal expansion
of an M0-type copper at ~3 × 10–2 m, and the correction
for the thermal expansion coefficient of the measuring
cell did not exceed ±5 × 10–7 K–1.

4. RESULTS AND DISCUSSION

The experimental data were approximated using the
function W = f(βT). As a result, we obtained the follow-
ing expressions:

W = 9.46 × 10–4 + 4.7βT for Al2O3,

W = 2.27 × 10–2 + 3.36βT for NaCl,

W = 5.0 × 10–2 + 11.86βT for SiO2||,

W = 1.8 × 10–2 + 10.63βT for SiO2⊥ ,

W = 1.9 × 10–3 + 2.31βT for Si at T > 120 K.

Figure 1 shows the dependence of log(W/W*) on
log(βT) over a wide temperature range. This depen-
dence was obtained using our results and reference data

W*
kBG
qcP

---------- 
  *.=

W
W*
-------- βT .=
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Fig. 1. Correlation between the thermal resistance W and
the isobaric thermal strain βT [see expression (9)] for sin-
gle-crystal samples of KCl (0.997, 60–300 K), NaCl (0.999,
80–400 K), SiO2 (0.996, 100–500 K), SiC (0.998, 200–
1200 K), MgO (0.995, 120–1600 K), BeO (0.998, 573–
1673 K), Si (0.999, 150–1100 K), diamond (0.998, 150–
1000 K), and Al2O3 (0.998, 110–600 K).
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Fig. 2. Correlation between the thermal resistance W and βT
[see expression (9)] for (1, 2) negative and (3, 4) positive
isobaric thermal strains of Si and InSb single-crystal sam-
ples.
PH
for materials with different types of interatomic bond-
ing. The data given in parentheses in the caption to
Fig. 1 are the correlation coefficients and temperature
ranges for which the available data on W and β proved
to be quite reliable. As can be seen from Fig. 1, the
results obtained are consistent with relationship (9).

In our earlier works [6, 7], we investigated the
phonon thermal resistance and thermal expansion of
silicon in the temperature range 80–160 K, including
the temperature at which the thermal expansion coeffi-
cient reverses sign (Ti = 121 K). As was shown in [7],
the thermal resistance is a linear function of βT at pos-
itive and negative anharmonicities of atomic vibrations.
Figure 2 presents the results of the correlation analysis
of W ph/W* and βT for Si and InSb over a wide temper-
ature range, including the temperature Ti . It is found
that the characteristic phonon thermal resistances for
the same materials at temperatures above and below Ti
differ from each other. As a rule, the materials with a
negative thermal strain are characterized by a higher
phonon thermal resistance.

The above findings can be qualitatively interpreted
as follows. In the vicinity of the temperature corre-
sponding to sign reversal of the thermal strain, the
behavior of the phonon subsystem of the crystal can be
described using the semiphenomenological hydrody-
namic equation of phonon transport [10]:

(10)

where a is the thermal diffusivity, νu is the kinematic
viscosity of the phonon gas, and γ1 and γ2 are the
phonon collision integrals [10]. Simultaneous solution
of Eqs. (6) and (10) expressed in terms of the mean free
path l of phonons leads to the expression

(11)

where l* is the characteristic mean free path of
phonons. The mean free path l is a real quantity for a
positive value of thermal expansion coefficient β and a
complex quantity for a negative value of β; that is,

(12)

The imaginary part in the mean free path is associated
with the weakening of scattering of thermal phonons
below the temperature of sign reversal Ti . The magni-
tude of this weakening is in agreement with the
decrease in the phonon thermal resistance observed in
the experiment.

Let us now express the characteristic phonon ther-
mal resistance W* in terms of microscopic parameters
of the material with a positive thermal strain. The char-
acteristic heat flux q* can be evaluated from the follow-
ing considerations. The peak acceleration imparted to
an atom from the nearest neighbor atom, on average, is

aγ2T
∂
∂t
----- ∇ T γ1∇ T+ νuaγ2T∇ T ,–=

l l*
1

βT
------- 

  ,ln=

lRe l*
1

β T
---------- 

  , lImln πl*.= =
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Characteristic phonon thermal resistance calculated from the experimental data and relationship (17)

Material , kg/kmol γ, kg/m3 TD, K W*(17), m K/W , m K/W

Covalent crystals

Diamond 12.01 35.15 1860 0.412 0.41 ± 0.07

SiC 20.04 3210 1310 0.401 0.59 ± 0.10

B4C 11.04 2520 1500 0.616 0.61 ± 0.08

BeO 12.50 3010 1280 0.740 0.83 ± 0.10

MgO 20.15 3580 900 0.900 1.26 ± 0.17

Ionic crystals

LiF 12.97 2630 700 2.660 2.37 ± 0.13

NaF 20.98 2804 473 2.828 3.26 ± 0.50

NaCl 29.23 2161 308 4.017 4.00 ± 0.20

KCl 37.28 1988 234 4.600 4.3 ± 0.40

KBr 59.50 2780 166 5.690 5.4 ± 0.70

Loose-packed crystals

Si 28.08 2332 674 2.51 2.16 ± 0.20

Ge 72.61 5323 377 2.80 2.9 ± 0.40

GaP 50.35 4100 445 2.82 2.8 ± 0.40

GaSb 90.75 5619 265 6.10 5.8 ± 0.80

InSb 118.3 5789 203 13.00 14.5 ± 1.50

InAs 94.85 5672 249 5.94 6.7 ± 1.10

Ionic–covalent crystals

AlN 20.5 3200 1000 3.360 3.53 ± 0.60

Al2O3 20.4 3980 1020 3.62 3.86 ± 0.13

SiO2 20.0 2650 550 10.68 10.00 ± 0.80

TiO2 26.6 4260 712 7.90 8.60 ± 0.50

µ Wexp*
determined as the product of the peak amplitude of
atomic vibrations multiplied by the Debye frequency

squared (∆a). It is assumed that an atom of mass M
possesses a given acceleration and, for a time 1/νD,
imparts an energy to the neighbor atom located at a dis-
tance a0. Note that, in this case, the acquired energy
does not exceed the energy Q* given by the expression

(13)

Consequently, the energy flux density can be repre-
sented in the form

(14)

According to the Pictet criterion, the peak amplitude of
atomic vibrations is determined in terms of the thermal
expansion coefficient and melting temperature: (∆a)* =
αmTma0.

Since the difference between the temperatures of the
nearest neighbor atoms does not exceed the Debye tem-
perature and the atomic displacement in a condensed

νD
2

Q* MνD
3 ∆a( )a0.=

q*
MνD

3 ∆a( )
a0

------------------------.=
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medium results in a directed elastic disturbance, the
limiting temperature gradient can be expressed by the
formula

(15)

where qD = (6π2ρN/ )1/3 is the Debye wave vector.
Here, ρ and  are the density and the mean atomic
mass of the material, respectively. Hence, the character-
istic heat capacity should be equal to c* = kB; i.e., it
should be equal to the heat capacity per atom. As a
result, relationship (8) for the characteristic thermal
resistance can be represented in terms of macroscopic
parameters as

(16)

or in a form more convenient for calculations as

(17)

G* TDqD,=

µ
µ

W*
h

3
qDa0

kB
3
TD

2
M ∆a( )*

----------------------------------=

W* K
ρ1/3

TD
2 µ3/4

---------------.=
3
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Here, K = 6.6 × 105/αmTm. All except loose-packed
crystals are thermodynamically similar materials for
which αmTm ≈ 0.029.

The above reasoning is supported by the experimen-
tal data for pure nonmetallic single crystals. The corre-
lation analysis of our results and data available in the
literature [11–14] on the total thermal resistance and
thermal expansion coefficient demonstrated that the
characteristic thermal resistances calculated according
to relationship (17) and those found from the experi-
ment [W = f(βT)] coincide to within the total error in
determining the quantities W and β. This agreement is
clearly seen from the table. For materials with a pre-
dominantly ionic or covalent type of bonding, the Pictet
criterion holds true and the constant Ki, c is estimated at
7.59 × 106. The Pictet criterion is also valid for materi-
als characterized by almost equal contributions of ionic
and covalent types of bonding, but, in this case, the con-
stant Ki–c = 37.95 × 106 is approximately five times
greater than that in the former case, which is associated
with the phonon scattering by electron-density fluctua-
tions upon crossover from one type of bonding to
another [15]. For thermodynamically dissimilar (loose-
packed) materials, we have Kf–p = 6.6 × 105/αmTm.

5. CONCLUSIONS
The results obtained in the above investigations of

the thermal resistance and thermal expansion coeffi-
cients for nonmetallic single crystals can be summa-
rized as follows.

(i) The total thermal resistance of nonmetallic crys-
tals is a linear function of the isobaric thermal strain.

(ii) The generalized Landau model of convective
transport is applicable to a phonon gas in solids.

(iii) The reduced phonon thermal resistance of non-
metallic crystals at any temperature is equal to the iso-
baric thermal strain, irrespective both of the structure
and type of chemical bonding in the material and of
whether the thermal expansion coefficient is positive or
negative.

(iv) The jump observed in the characteristic phonon
thermal resistance at the point where the isobaric ther-
mal strain reverses sign can be explained by the fact
PH
that, at a negative coefficient of thermal expansion, the
mean free path of phonons appears to be a complex
quantity.
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Abstract—The parameters of the crystal field of the tetragonal oxygen center associated with a Yb3+ ion in the
KMgF3 crystal found previously in a study of optical and ESR spectra are applied to analyze lattice distortions
in the vicinity of the impurity ion and the O2– ion compensating for the excess positive charge. Within the super-
position model, it was ascertained that the Yb3+ ion and the neighboring ions of fluorine and oxygen on the axis
of the center shift significantly along the direction from the O2– ion to the Yb3+ ion during the formation of the
tetragonal oxygen center. As this takes place, the distances of both (fluorine and oxygen) ions from the impurity
ion increase. The four F– ions of the nearest octahedral neighborhood of Yb3+ that are arranged symmetrically
in the plane perpendicular to the axis of the center slightly recede from the axis. © 2003 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

The results of detailed electron spin resonance, dou-
ble electron–nuclear resonance, and optical spectro-
scopic studies of tetragonal paramagnetic centers (PCs)
associated with Yb3+ ions in the KMgF3 crystal have
shown convincingly that the observed tetragonal cen-
ters (Fig. 1) arise during the introduction of Yb3+ into
octahedral sites of Mg2+ ions rather than due to the sub-
stitution of monovalent K+ ions (surrounded by twelve
fluorine ions) by Yb3+ ions, as expected previously [2,
3]. The excess positive charge is compensated by a non-
magnetic oxygen O2– ion, which substitutes for one of
the fluorine ions in the octahedron of the nearest neigh-
borhood of a Yb3+ ion. The compensating ion is close to
the paramagnetic ion (PI) and possibly causes a signif-
icant rearrangement in its neighborhood, which is sug-
gested by the parameters of the crystal field (CF) acting
on the Yb3+ ion, by the strong anisotropy of the mea-
sured g factors, and by the significant difference
between the ligand hyperfine structure constants char-
acterizing the interaction of the Yb3+ ion with axial

( ) and planar ( ) fluorine ions. The structure of
the observed center was discussed in [1] only in the
context of explaining the ligand hyperfine interaction
(LHFI); it was assumed that the Yb3+ ion shifts to the
O2– ion during the formation of the tetragonal oxygen
center (TOC), thereby increasing the distance between

the PI and  ions. An adequate theoretical interpre-
tation of the observed LHFI parameters was attained
only when the least of these distances was set equal to
the sum of the F– and Yb3+ ion radii (≅ 2.2 Å [4]), which

F5
–

F1–4
–

F1–5
–

1063-7834/03/4512- $24.00 © 22281
significantly exceeds the distance between Mg2+ and F–

ions in the undistorted KMgF3 host lattice.

In this paper, we analyze the TOC structure in more
detail, basing our study mainly on its CF parameters
and on the superposition model (SM), which is more or
less usefully applied for solving such structural prob-
lems [5–9].

Z[001]

Y[010]

X[100]

F– Mg2+ K+

Yb3+ O2–

1

2

3

4

5

Fig. 1. Fragment of the KMgF3 structure containing a tet-
ragonal oxygen center.
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2. SUPERPOSITION MODEL PARAMETERS
FOR FLUORINE IONS

Using the energy-level diagram obtained in [1] and
the g factors of the ground-state Kramers doublet, we

determined the parameters  of the Hamiltonian of
the Yb3+ ion interaction with the TOC crystal field: 

(1)

The values of these parameters (tetr.exp.), as well as
the values of the CF parameters of the cubic center (in

tetragonal notation) (cub.exp.) taken from [10], are

shown in Table 1. The quantities  in Hamiltonian (1)
are harmonic Stevens polynomials [11] in which the
Cartesian coordinates of 4f electrons are related to the
cubic crystal axes, with the z axis taken to be the Z axis
of the TOC symmetry (Fig. 1).

The CF parameters suggest that the CF of the TOC
in the KMgF3 crystal is strong. A comparison of the CF
parameters with those of cubic centers shows that the
cubic crystal field is rather strongly distorted during the
formation of the tetragonal PC.

Since the CF acting on the PI is mainly determined
by the electrostatic and contact interaction between the
Yb3+ and the nearest neighbor F– ions, it can be
assumed that the ligand sites change significantly dur-
ing the TOC formation in comparison with those in the
case of cubic symmetry.

To quantitatively estimate the lattice distortions near
the impurity ion, we invoke the SM proposed by New-
man [6, 9, 12]. This model postulates that the total CF
is a linear superposition of fields induced by each ion of

Bk
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0
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4
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Table 1.  Crystal-field parameters (cm–1) of tetragonal oxy-
gen and cubic centers associated with the Yb3+ ion in KMgF3

(tetr.exp.) 850 39 1274 –1 137

Model A 146 1245 0 –24

Model B 37 1275 26 132

(cub.exp.) 0 334 1671 4 –86

850 –295 –397 –5 223

Note:  = (tetr.exp.) – (cub.exp.) are the changes in the

parameters due to the formation of tetragonal oxygen centers.
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∆Bk
q

∆Bk
q

Bk
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the crystal. In this case, the resulting CF parameters are
written as

(2)

where (ϑ i , φi) are structural factors depending on
the angular positions (defined by the spherical angles ϑ i

and φi) of all ions being at a distance Ri from the PI (the
most complete table of their expressions can be found
in [13]) and (Ri) are the “intrinsic” parameters
depending on the ligand type. In practice, it is generally
assumed that the dependence of the parameters  on
Ri in a limited range of distances is given by

(3)

where tk is the exponent and (R0) is a model param-
eter related to a certain average distance R0, which is, in
general, taken equal to the sum of the ion radii of the
magnetic ion and a ligand.

The values of tk and ( ) characterizing the field
produced by F– ions can be determined from the CF
parameters of the cubic Yb3+ centers in isomorphous
KMgF3 and KZnF3 crystals if the equilibrium distances
R from the F– ligands to the paramagnetic Yb3+ center
are known. This is precisely the way we chose to ana-
lyze the structure of trigonal fluorine centers associated
with the Yb3+ ion in SrF2 and BaF2 crystals [14]. Unfor-
tunately, there are no reliable data on the distance from
an impurity ion to its nearest neighbors for fluorine per-
ovskite crystals with impurities; therefore, we deter-

mined the parameters tk and ( ) in a somewhat dif-
ferent way. The authors of [15], when considering the
LHFI in trigonal vacancy centers associated with the
Yb3+ ion, calculated lattice distortions by minimizing
the energy of the complex consisting of an Yb3+ ion and
its five surrounding coordination shells formed by F–,
K+ and Mg2+ ions in the crystal KMgF3. We took the
coordinates of the nearest six F– ions to the Yb3+ ion
from [15] and assumed that they determine (within the
SM) the CF of the trigonal vacancy center of the Yb3+

ion in the KMgF3 crystal found in [10] from the optical
spectra. With these coordinates, by closely fitting the
CF parameters to the experimental ones, we obtained
the following values of the SM parameters: t4 = 7.95,

( ) = 105.72 cm–1, t6 = 49.83, and ( ) =

18.48 cm–1. In this case, the distance  = 2.19 Å
appeared to be somewhat less than the equilibrium
value used in [1]. For the cubic centers, we obtained the
value R = 2.22 Å. Details of the calculations carried out

Bk
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will be given in a separate paper devoted to trigonal
vacancy centers in double-fluoride crystals. It is also
worth noting that the values of the SM parameters differ
appreciably from the values 6.43, 67.68 cm–1, 9.93, and
18.79 cm–1, respectively, which we obtained in [14] for

the Yb3+ ion in SrF2 and BaF2 crystals at  = 2.295 Å.
This is especially true for the exponent t6. However, this
difference can be expected if we taken into account that
a pair of interacting Yb3+ and F– ions in double fluoride
crystals differs greatly (in terms of the SM) from the
pairs in alkaline-earth fluoride crystals. These pairs dif-
fer distinctly in the distance between ions, and intro-
duction of Yb3+ ions into the fluorite lattice is accompa-
nied by crystal compression near the PIs, whereas Yb3+

ions in the double-fluoride lattice, on the contrary,
cause the crystal to expand.

3. THE STRUCTURE OF TETRAGONAL OXYGEN 
CENTERS

Fluorine ions , composing the octahedron of the

nearest neighborhood of the Yb3+ ion, occupy sites with
coordinates R1 = R2 = R3 = R4 = R5 = R6 = R, ϑ1 = ϑ2 =
ϑ3 = ϑ4 = π/2, ϑ5 = π, ϑ6 = 0, φ1 = 0, φ2 = π/2, φ3 = π,
and φ4 = 3π/2 in the coordinate system of the cubic cen-
ter (Fig. 1).

First, let us assume that the Yb3+ ion and four 
ions remain in the same plane perpendicular to the cen-

ter axis during the formation of a TOC in which the 

ion is replaced by O2–; hence, the angular coordinates
of these ions remain unchanged and only the coordi-
nates R1–5 are changed, with the distances R1–4 remain-
ing equal due to tetragonal symmetry of the center.
According to the SM, one more term should be added
to expression (2) in the sum over i; this term is caused
by the compensating ion O2– located at the distance Rk

from the Yb3+ ion. Within this model, the changes in the
crystal-field parameters ∆  = (tetr.exp.) –

(cub.exp.) are described by the equations

(4)
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which, in combination with the values of ∆  listed in
Table 1, make it possible to determine the distances R1,
R5, and Rk characterizing the TOC structure. A term

involving the parameter  (which is absent in the case
of cubic centers) also arises in potential (1) for tetrago-
nal centers. However, the use of the equation for this
parameter is beyond the framework of the ligand SM,
since the electrostatic interactions of the PI with more
distant (than the nearest six) lattice ions make a signif-

icant contribution to .

The two equations for ∆  and ∆  depend only

on a single unknown, R1. Solving the equation for ∆ ,

we get R1 = 2.29 Å; the equation for ∆  cannot be
solved exactly. Nevertheless, a self-consistent solution
to a set of two nonlinear equations can be obtained.
Such a solution gives R1 equal to 2.30 Å. In this case,

the calculated values of the CF parameters  and 
are 1254 and –25 cm–1, respectively. We can see that the
square formed by the ions becomes strongly enlarged
and that the deviation of the calculated value of the

parameter  from its experimental value is great

(−162 cm–1) with the parameter  being described
adequately (the deviation is 20 cm–1).

To determine the axial parameters  and , it is

necessary to know tk and ( ), which define the

CF induced by the O2– ion substituting for the  ion in
the TOC. These quantities may be taken from [15],
where the CF parameters of rare-earth ions in garnets
were interpreted in terms of the SM. In particular, for
the Yb3+ ion interacting with an O2– ion, the values t4 =

16.9, ( ) = 71.0 cm–1, and t6 = 22.9, and

( ) = 41.0 cm–1 were obtained at the distance

 = 2.34 Å. There is no certainty that the pair of
interacting Yb3+ and O2– ions in the KMgF3 crystal will
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Table 2.  Structural parameters of the tetragonal oxygen cen-
ter associated with the Yb3+ ion in KMgF3

Rk , Å R5, Å R1, Å ϑ1, deg

Model A 2.67 2.55 2.30 90.0

Model B 2.53 2.33 2.20 66.5

Note: In the cubic center, R = 2.22 Å for all fluorine ions, the
impurity-free crystal, R = R0 = 1.987 Å [2].
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behave as in garnets; however, there is no alternative
concept. Substituting the above values for the CF
parameters in relation (3) and solving the self-consis-
tent set of four equations (4), we obtain the values of R1,
R5, and Rk listed in Table 2 (model A). In this model of
the tetragonal center, the PI remains at the Mg2+ ion site
of the host crystal and the F5 ion recedes from the PI,
being displaced by 0.56 Å along the center axis. Each
of the four in-plane ions is displaced by 0.31 Å from the
center axis. The on-axis oxygen ion is displaced from
the Yb3+ ion along the center axis by 0.68 Å from the
site of the F6 ion it replaces. The description of the CF

parameters (except for , ) turns out to be inade-
quate (Table 1, model A). For example, the calculated

value of the parameter  differs from its experimental

value (39 cm–1) by 107 cm–1. Moreover, the calculated

parameter  is opposite in sign to its experimental
value.

For this reason, in the further analysis of the tetrag-
onal center structure, we ruled out the condition of
unchanged angular coordinates and assumed that the
Yb3+ ion can leave the four–ion plane and go up or
down with respect to this plane. Such deformation of
the center is characterized by a single angle ϑ1. Varying
this angle simultaneously with the distances R1, R5, and
Rk can in principle causes a sign reversal of the param-

eter  and, presumably, improves the description of
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B6
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4
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4
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O2–
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δk

δ0
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R0

R 1

∆ ϑ1

Fig. 2. Structure of the tetragonal oxygen center associated
with the Yb3+ ion in the KMgF3 crystal (schematic). Dashed
circles are the sites of the ions in the impurity-free crystal.
PH
other quantities. Instead of the set of equations (4) for
the CF parameters, we write

(5)

When writing this set, we assumed that the CF param-
eters of the cubic centers as calculated within the SM
are exactly equal to their experimental values (this
assumption was also used when solving set (4)). In this

case, the two equations for  and  depend on two
quantities (R1, ϑ1); therefore, their simultaneous solu-
tion immediately gives these quantities. We get R1 =
2.19 Å and ϑ1 = 66.35°. Thus, the Yb3+ ion indeed goes
out of the four-ion plane away from the compensating
ion, so that the deviation of angle ϑ1 from 90° is ∆ϑ1 =
–23.65°. In this case, the planar ions themselves recede

from the PI by 0.21 Å. The values  = 1274 cm–1 and

 = 137 cm–1, calculated using the determined values
of R1 and ϑ1, are identical to the experimental values
listed in Table 1.

Solution of the set of four equations yields the val-
ues of Rk, R5, R1, and ϑ1 listed in Table 2 (model B). By
comparing the values of Rk and R5 with the correspond-
ing distances in the impurity-free crystal (1.987 Å [2]),
we can see that, in this deformation model, the on-axis

O2– and  ions become more distant from the Yb3+ ion
due to the formation of the tetragonal center and all of
them are significantly displaced along the center axis in
the direction away from the O2– ion toward the PI

(Fig. 2). The equations for the parameters  and 

in set (5) require that four planar ions  become
slightly less distant from the PI (only by 0.001 Å) than
follows from the solution of only the two equations and
the angular deformation of the center slightly decrease.

It should be noted that all the structural factors (ϑ1)
in the equations in set (5) are even functions of the
angle ϑ1. Solution of these equations also yields
another reasonable value, ϑ1 = 113.53°, which corre-
sponds to the angle deviation ∆ϑ1 = 23.53° and for
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which all three ions (Yb3+, O2–, ) are displaced along
the axis of the center in the opposite direction. How-
ever, we excluded this solution for physical reasons,
since it is unlikely that a significant increase in the dis-
tance between the O2– ion and the PI will be accompa-
nied by a displacement of the PI itself from the four-ion
plane toward the O2– ion. Most likely, the four-ion plane
will be displaced from the PI toward the O2– ion, as is
the case for the first solution. The values of the CF
parameters of the tetragonal center as calculated using
the values of Rk , R5, R1, and ϑ1 within model B are
listed in Table 1. By comparing them with the experi-

mental values (tetr.exp.) (Table 1), we can see that
the model of the center structure with angular deforma-
tion describes the fourth-order parameters very well
and reproduces the sixth-order parameters somewhat

worse. This is related particularly to the parameter ,
which was calculated to be positive and large at this
deformation of the center. In order to attempt to change

the sign of parameter  in the model under consider-
ation, we used another calculation version, where only
the two equations in set (5) that describe the sixth-order
parameters were considered. As a result, we obtained

 = –0.64 cm–1 and  = 137 cm–1, which agree with
the experimental values. This was achieved almost at
the same distances, Rk = 2.54 Å and R5 = 2.31 Å, but at
significantly different coordinates of the in-plane fluo-
rine ions, R1 = 2.22 Å and ϑ1 = 42.74° (∆ϑ1 = 47.26°).
Thus, in order to explain the experimental values of the
sixth-order parameters, the displacements of the in-
plane ions of the center have to have much larger val-
ues; in this case, however, the calculated fourth-order

parameters (  = –63 cm–1,  = 346 cm–1) differ
notably from the experimental ones.

The structure of the tetragonal center as determined
within model B is given in Fig. 2, which shows the sec-
tion of the center by a plane passing through its axis and
two in-plane fluorine ions, F1 and F3. If we assume that
the plane of the four F– ions is displaced by ∆ with
respect to its position in the nondeformed crystal during
the tetragonal center formation, then, based on the data
obtained (Table 2, model B), the Yb3+ ion displacement
δ0 with respect to the site of the Mg2+ ion substituted by
Yb3+ is found to be δ0 = R1sin(∆ϑ1) – ∆ = 0.88 Å – ∆.
For the distance Rp from an in-plane F– ion to the center
axis, we obtain Rp = R1cos(∆ϑ1) = 2.01 Å. Thus, the
displacement of the in-plane ions from the center axis
is δp = Rp – R0 = 0.03 Å. The displacement of the O2–

compensator from the site of the  ion substituted by
it toward the Yb3+ ion is given by δk = R0 – Rk +
R1sin(∆ϑ1) – ∆ = 0.34 Å – ∆. The displacement δ5 of the
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on-axis  ion away from the Yb3+ ion is δ5 = R5 – R0 +
Rsin(∆ϑ1) = 0.76 Å – ∆.

Unfortunately, we cannot determine the displace-
ment ∆ of the four-ion plane on the basis of the CF
parameters. Data on this parameter could be obtained
by analyzing the constants of the LHFI with the fluorine
ion nuclei in the first and more distant coordination
shells. In [1], the LHFI with only the nearest neighbor
ligands was studied; thus, we have no data on the TOC
ion sites in more distant coordination shells.

4. CONCLUSIONS

(1) Substitution of one of the fluorine ions of the
nearest octahedral neighborhood of the Yb3+ ion by the
O2– ion compensating for excess positive-charge causes
strong deformation of the KMgF3 lattice in the vicinity
of the PI.

(2) Reproduction of these deformations within the
center model in which the PI is not displaced from the
site of the Mg2+ ion substituted by the PI in the crystal
host is not adequate; the displacements of the compen-

sating ion and of the on-axis  ion are unduly large
and the CF parameters of the paramagnetic center can-
not be interpreted adequately.

(3) It seems likely that the model in which not only
the distances between the PI and ligands but also the
angular coordinates of planar ions change during the
TOC formation is more realistic. The CF parameters
calculated on the basis of this model agree well with the

experimental values, except for the parameter ,
whose interpretation calls for a larger angular deforma-
tion of the center.

Certainly, we recognize that the presented numeri-
cal values of the ion displacements are no more than
estimates, because the SM is a crude approximation;
however, we expect that these results at least qualita-
tively reproduce the changes in the PI and its neighbor-
hood during the TOC formation.
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Abstract—The effect of weak low-frequency vibrations on the process of microfailure was studied. Cylindrical
rock samples were subjected to uniaxial compression, during which low-frequency vibrations were periodically
applied. The vibrations were weak as compared to the compressive load. Acoustic emission was monitored. The
acoustic-emission signal was found to increase sharply after a delay when vibrations were applied for a short
time (100–200 s). This effect was explained using the concentration criterion for the formation and development
of a site of failure. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When loaded, solids of different nature undergo
nonuniform deformation and microfailure (up to jump-
wise behavior) even under constant loads [1, 2]. This is
most pronounced upon vibrational loading [3]. This
nonuniform behavior is characteristic of various phe-
nomena caused by pulse loading, such as avalanches,
landslides, and earthquakes [4, 5], and of the results of
special studies into the effect of vibrations on deforma-
tion processes. The manifestation of deformation of
rock vibrational sensitivity was investigated in [6, 7].
The deformations and deformation rates of loaded sam-
ples (natural and artificial samples in both an amor-
phous and a crystalline state) additionally subjected to
vibrations were found to vary anomalously (jumpwise).
The anomalous deformation behavior consisted in a
sharp deformation jump at the beginning of vibrations
and in a reverse jump after their termination. The defor-
mation rate also increased during vibrations. After the
termination of vibrations, the deformation characteris-
tics were identical to those measured without applying
vibrations [7]. When vibrations were turned on, the
level of acoustic emission (AE) substantially decreased
as compared to the case where a sample was deformed
without vibration. After the vibrations were turned off,
the number of acoustic pulses increased to the initial
level beginning from the recovery of the deformation
characteristics [7].

Pulse action (impacts with a concentrated load) on
stick-slip processes was studied in [8, 9]. In those stud-
ies, a delayed response of loaded models to impact
loads and vibrations was detected. We also observed
such a delay and an AE aftereffect [10]. However, as
shown in the above brief review, the issue of the initiat-
ing action of weak low-frequency vibrations on the
deformation of loaded geologic materials remains open
in the context of the problems of an active effect of
1063-7834/03/4512- $24.00 © 22287
vibrations on stress concentration regions and the esti-
mation of the stability of mechanical systems.

Therefore, in this work, we study AE in rock sam-
ples subjected to steady-state uniaxial compression
alone or with weak low-frequency vibrations. Particu-
lar attention is given to AE in the initial stage of the
effect of vibrations, when vibration-induced trigger
effects manifest themselves.

2. EXPERIMENTAL

We examined three rock types taken from the fol-
lowing deposits in Kyrgyzstan: Kaindinsk (K) and
Sara-Dzhazsk (SD) granites and Chychkansk marble
(CM). Cylindrical samples 60 mm high and 30 mm in
diameter were subjected to uniaxial compression using
a spring rheological press, which provided a constant
load for a long period of time. Samples were tested for
25–40 days. In this paper, we present results for three
samples. Sample K was loaded stepwise up to failure;
fixed loads were 80, 100, 114, 136, and 143 MPa. As
the last load was increased, the sample failed. The other
samples did not fail during tests. Sample SD was
loaded at 22, 29, 36, and 38 MPa, and sample CM was
tested at 29, 43, and 57 MPa.

The test duration at each load was several days. In
the course of this time, we performed several vibra-
tional sessions alternating with conventional loading of
the samples without vibration to reveal the effect of
vibrations. Usually, vibrational sessions were con-
ducted in the daytime and tests were continued without
vibrations at night. The vibration source was a low-
power, five-paddle fan operating at a frequency of rota-
tion of 2400 rpm (40 Hz); it was located at the upper
traverse of the press, through which vibrations were
transferred to the sample. The pressure in the air flow
003 MAIK “Nauka/Interperiodica”
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created by the fan was varied at a frequency of 200 Hz,
and the vibration amplitude was about 1 µm.

AE and microdeformation parameters were
recorded during all tests. AE was detected with a wide-
band damped piezoelectric detector with an active ele-
ment made of PZT-19 piezoelectric ceramics. The gain
of the AE channel was ~2000, and the delay time of the
equipment was ~1 ms. To decrease the influence of
noise, we record events with certain amplitudes. The
threshold of amplitude discrimination was chosen
above the noise and fan vibration level. The experimen-
tal data were accumulated and processed with a com-
puter. The equipment operated in the waiting mode. A
write cycle started once a subsequent AE event satisfy-
ing the sampling conditions appeared. Each event was
described with six parameters, including the current
time counted from the beginning of the experimental
session. In one session, 102 to 105 acoustic signals were
recorded. The data were statistically processed using a
sliding statistical sample of constant volume
(32 events) with a one-event shift. The time at which
the last event in a sample occurred was assigned to the
whole sample.

3. EXPERIMENTAL RESULTS

We performed 55 ordinary experimental sessions
and 57 vibrational sessions. The difference between the
AE recorded during a vibrational session and the AE
characteristic of the ordinary deformation mode, which
was earlier detected in [10], consisted in an increase in
the number of low-amplitude signals during the vibra-
tional session; most of them appeared synchronously
with vibrations. The AE level during a vibrational ses-
sion is usually a few times higher than that recorded in
an ordinary deformation session without vibrations.
However, the specific features of AE are most pro-
nounced in the initial stage of vibrational sessions.
Indeed, during an ordinary deformation session, the AE
behavior changes only weakly, whereas at the begin-
ning of a vibrational session AE increases abruptly and
then significantly decreases. Thereafter, AE is virtually
constant for the rest of a vibrational session. The typical
time sequences of AE during an ordinary test session
and during a vibrational session are shown in Fig. 1. All
vibrational sessions can be conventionally divided into
three groups differing in the initial stage. In the first
group, a vibrational session begins without an increase
in the AE amplitude; about 10% of the sessions belong
to this first group. In the second group of vibrational
sessions, the AE amplitude increases sharply without
any delay; such sessions make up about 25% of the
total. The third group contains the majority of vibra-
tional sessions; the AE amplitude in this group
increases after a certain time delay with respect to the
beginning of a vibrational session. The scaled-up
parameters of the second and third groups are shown in
Figs. 2 and 3.
PH
4. DISCUSSION OF THE RESULTS

The AE spikes at the beginning of vibrational ses-
sions in the given dependences are most likely due to
the trigger effect of vibrations on the stressed medium.
The initial AE spikes are seen to be significantly higher
than the AE background level typical of the rest of the
vibrational sessions. The anomalous activation is com-
plex and consists of several alternating short AE rises
and drops, which are likely associated with the individ-
ual regions in a sample involved in the process, with
each region having a different degree of susceptibility
to vibrations. The degree of susceptibility of a local
volume to vibrations will be high if there are stresses
comparable to the material strength in this volume and
a relatively high concentration of defects in it. This con-
centration should be sufficient to form defects of a
higher structural level, whose appearance is accompa-
nied by the generation of an acoustic signal that can be
reliably recorded because of its high amplitude.

Indeed, according to the modern concepts, struc-
tural elements of the lowest level have the highest sus-
ceptibility to weak vibrations. The mobility of such ele-
ments increases in a vibrational field, which raises the
probability of creating point and linear defects. As
these defects accumulate, they grow in size and the pro-
cess of failure involves another structural level and pro-
ceeds via a concentration mechanism.

According to the concentration criterion of crack
growth [11], the transition of failure to the next struc-
tural level takes place when a certain critical concentra-
tion of defects N is reached in a loaded material. This
concentration depends on the sizes of the forming
defects li:

where R is the mean distance between cracks of the ith
rank and K is a dimensionless parameter characterizing
the mean defect spacing in terms of the defect sizes.

In this form, the concentration criterion is valid for
materials that have no defects prior to loading. Imper-
fect media, such as rocks, always contain a certain
amount N0 of defects formed earlier. Taking these
defects into account, we can write the current concen-
tration of defects as

where  is the rate of defect concentration change.
Whence it follows that the transition of failure

(which proceeds at a rate of defect accumulation ) to
the next structural level takes some time. Depending on
the vibration parameters (in particular, the vibration
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Ṅ

Ṅ
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Fig. 1. AE in a session (a–d) without vibrations and (e–h) with vibrations. (a, e) Sample K under a load of 80 MPa; (b, f) sample K,
143 MPa; (c, g) sample SD, 29 MPa; and (d, h) sample CM, 29 MPa.

40
amplitude), only relatively low structural levels of a
loaded material are directly affected by vibrations.
Then, this effect extends to higher levels through a
rapid accumulation of defects. Because of the finite
sensitivity of the equipment and the presence of noise,
the effect of vibrations on a certain high structural level
can be detected only after the time for which defects are
accumulated and failure reaches this structural level
according to a concentration scheme. Beginning from
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
this instant, the rate of defect accumulation can be
roughly estimated using the AE method. Of course,
defects whose acoustic signals do not exceed the noise
level and the equipment sensitivity cannot be detected.

The trigger effect of weak vibrations in heteroge-
neous materials can be explained using the following
considerations based on the concepts of the local (dif-
ferential) strength and life of structural elements mak-
ing up a material. We assume that the strength distribu-
03
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Fig. 2. AE in the initial stage of vibrational sessions: (a) sample SD under a load of 29 MPa; (b) sample K, 143 MPa; (c) sample K,
80 MPa; and (d) sample CM, 29 MPa.
tion of the structural elements is close to being expo-
nential (Fig. 3a). At a given load, only structural
elements whose strength is below σ0 can be involved in
the process of failure. Vibrations involve an additional
number of structural elements in this process (the
region between σ0 and σb in Fig. 3a), which is equiva-
lent to an increase in the load.

According to modern concepts, the mobility of
structural elements increases in a vibrational field,
which results in a decrease in internal friction, an
increase in the probability of defects forming, and an
apparent decrease in the strength and life of a material.
PH
An increase in the number of defects forming at the
beginning of vibrations is accompanied by an increase
in the AE activity and, therefore, can be reliably
detected. These changes are shown schematically in
Figs. 3b and 3c. Here, the instant of time t0 corresponds
to the beginning of vibrations. At this instant, the mate-
rial transforms jumpwise from the state with apparent
strength σ0 to a new state with strength σb. When vibra-
tions are applied to the material, the loading conditions
change jumpwise and the portion of structural elements
(corresponding to the region between σ0 and σb in
Fig. 3a) acquire the new (prefailure) state. These ele-
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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ments fail rapidly, which manifests itself as a trigger
increase in the AE activity. However, if vibrations are
insufficiently intense, this effect, as noted above, can be
detected only after the time it takes for the process of
failure to reach a relatively high structural level making
it possible to experimentally detect this effect.

Another specific feature of the initial stage of cer-
tain vibrational sessions is the deep and long decrease
in the AE amplitude after the initial trigger jump
(Fig. 2). This decrease is likely caused by intense
unloading of the most mechanically unstable regions
because of an avalanche mechanical process during the
initial activation of failure after vibrations have been
turned on. In several cases (especially in marble), the
AE decrease is followed by a secondary AE jump,
which resembles a transient process developing in the
case of weak damping in the system.

5. CONCLUSIONS

Thus, we have revealed the initiating effect of weak
low-frequency vibrations on the process of elastic
energy release in loaded geologic materials, which
manifests itself as a sharp increase in the AE activity at
the beginning of vibrational sessions. The increase in

n(σ)

σ0 σb σ

(a)
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t

(b)
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n0

t

(c)

nb

t0

Fig. 3. (a) Hypothetic strength distribution of structural ele-
ments, (b) assumed vibration-induced apparent decrease in
the strength, and (c) vibration-induced change in the AE
signal.
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the AE activity can proceed with a delay. The high AE
activity at the beginning of a vibrational session takes
place for a rather short time (100–200 s), after which it
drops within about the same time period and the AE
amplitude levels off at a magnitude higher than the
background level characteristic of an ordinary session
without vibrations.

The time delay of the vibrational action is likely
associated with the concentration mechanism of failure
and depends on the parameters of externally applied
vibrations, the imperfection of a material, the condi-
tions for recording signals, and the sensitivity of the
equipment employed.
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Abstract—This paper reports on experimental data on the penetration of helium atoms into single-crystal and
nanocrystalline copper samples subjected to tensile and compressive strains at T = 4.2 K, respectively. The
dependences of the helium concentration N in the samples on the strain ε and the curves of helium extraction
in the temperature range 300–1000 K at different strains ε are determined. It is found that the dependences N(ε)
and σ(ε) correlate qualitatively with each other for single-crystal copper and do not correlate for nanocrystalline
copper. This is associated with the different mechanisms of deformation in these samples. The deformation pro-
ceeds through the dislocation mechanism in single-crystal copper and through the jumpwise (twinning, rota-
tional) mechanisms in nanocrystalline copper during local heating in regions of plastic shears. These factors are
also responsible for the considerable difference between the curves of helium extraction from samples of both
types. The curves of helium extraction exhibit two maxima for single-crystal copper and five maxima for nanoc-
rystalline copper samples. The results obtained are discussed in terms of both the dynamic dislocation pipe dif-
fusion and grain-boundary mechanisms of particle penetration from the surrounding medium into copper
through different-type moving defects under applied stresses and due to the gradient of the chemical potential
at the metal–surrounding medium interface. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The basic regularities of mechanochemical penetra-
tion of particles from an external medium into crystal-
line materials have been investigated on the basis of
dynamic dislocation pipe diffusion for a long time [1–
6]. This phenomenon is associated with the penetration
of particles from the surrounding medium into a surface
layer of strained materials through nucleating and mov-
ing dislocations owing to a decrease in the potential
barriers in their cores under applied stresses and due to
the gradient of the chemical potential at the solid–
medium interface. The generality of this phenomenon
in single-crystal and polycrystalline materials with lat-
tices of different types has been proved experimentally
using the example of a model helium medium in the
temperature range 300–0.6 K and also gaseous nitro-
gen, air with various water contents, and heavy water at
T = 300 K. In our earlier work [5], we revealed that
helium can also penetrate into amorphous materials
(eutectic amorphous films) in the course of their defor-
mation in liquid helium. In the initial defect structure of
amorphous materials, slip occurs through intercluster
boundaries (interlayers). In these materials, regions of
local plastic shears are formed, for example, by way of
homogeneous nucleation of quasi-dislocations with a
quasi-periodic potential (Somigliana dislocations) [7].
This provides viscous plastic flow of amorphous films
with a very small coefficient of hardening, which was
1063-7834/03/4512- $24.00 © 2292
observed in films down to the liquid-helium tempera-
ture [5].

The curves of helium extraction from amorphous
films strained at T = 4.2 K exhibit several peaks, which
are located at temperatures close to the melting point, at
this point, and higher temperatures. These findings can
be explained by the chemical bonding of helium atoms
and atoms of the defect structure of amorphous films
due to the formation of excited chemical bonds in the
intercluster structure in the course of dynamic transfor-
mation during plastic deformation. The presence of
chemical bonds between helium atoms and atoms of the
crystal lattice was experimentally demonstrated with
ionic crystals of lithium fluoride by helium flaw detec-
tion [8]. Therefore, in amorphous materials, the phe-
nomenon of dynamic dislocation pipe diffusion, which
is characteristic of crystalline materials, transforms into
the phenomenon of mechanochemical penetration of
particles from the surrounding medium through defects
differing from dislocations. In the general case, the car-
riers that provide the penetration of particles from the
surrounding medium into different-type (crystalline,
amorphous, polymeric) solids are moving, chemically
active, excited nanodefects—localized states of atomic
or molecular groups. The electronic structure of these
states experiences dynamic transformations due to
plastic deformation or other dynamic processes, which
result in a change in the energy parameters of the cor-
2003 MAIK “Nauka/Interperiodica”
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related interactions between particles of the surround-
ing medium and solids subjected to external actions of
different physical nature.

The main objective of this work was to elucidate
how the initial defects in a metal under deformation
affect the regularities in the penetration of helium
atoms into the metal. For this purpose, we undertook
comparative investigations of the penetration of helium
atoms into nanocrystalline and single-crystal copper
samples.

2. EXPERIMENTAL TECHNIQUE

The copper single crystals (purity, 99.998%) ori-
ented approximately along the [110] axis were grown
by the Bridgman method in graphite molds under vac-
uum. Samples 4 × 1 × 30 mm in size with vanes were
extended on an Instron 1342 machine to different
strains at a rate of 10–4 s–1 in liquid helium at T = 4.2 K.
Nanocrystalline copper (purity, 99.996%) with a mean
grain size of 100 nm was prepared by equichannel
angular pressing. Samples 4 × 6 × 14 mm in size were
cut out with a milling cutter from a large piece. These
samples were compressed to different strains at a rate of
10–4 s–1. The helium concentration in the strained sam-
ples was determined using a high-resolution mass spec-
trometer (the threshold of sensitivity was approxi-
mately equal to 109 atoms for 4He [9]). The strained
samples were cut by the electric-spark method. We ana-
lyzed regions corresponding to the operating length of
the samples, regions in the vicinity of the vanes, and
face regions in the case of compression.

With the aim of revealing helium traps in differently
strained copper samples, the curves of helium extrac-
tion were obtained at a constant heating rate (7 K/min)
in the temperature range 300–1000 K.

3. RESULTS AND DISCUSSION

3.1. Copper Single Crystals 

The samples were extended to different strains up to
ε = 13%. Curve 1 in Fig. 1 depicts the diagram σ(ε),
where σ is the applied stress. The initial portions of the
curves σ(ε) for different samples at small strains ε are
shown by curves a, b, and c in Fig. 1. It is clearly seen
from Fig. 1 that these curves are characterized by yield
plateaus with a small coefficient of hardening. As the
strain increases, the slope of the curve increases twice,
because all slip planes of the (110) [110] system for
these single crystals successively come into play at
large strains. Unlike the stress–strain diagram for
nanocrystalline copper (see Section 3.2), the diagram
for copper single crystals does not exhibit jumps.

The dependence of the helium concentration N
(atoms/cm2) on the strain of the samples is shown by
curve 2 in Fig. 1. The dependences N(ε) and σ(ε) corre-
late with each other, except for the initial range in
which the slope of the dependence N(ε) is larger than
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
that of the dependence σ(ε). This behavior is associated
with the fact that, at strains in the vicinity and at the
yield point of the copper single crystals, plastic shears
arise from Frank–Read sources in the form of pileups of
dislocations. These dislocations have the same sign and
move at high velocities, which leads to an increase in
the penetration rate of helium into dislocations. In the
range of the yield plateau, the dislocation multiplica-
tion proceeds as a result of propagation of plastic shears
through the mechanism of their cross slip, which is
accompanied by a decrease in the dislocation velocity
and, hence, in the penetration rate of helium into dislo-
cations. This leads to a weakening of the dependence
N(ε), whose slope becomes constant at larger strains.

The temperature dependence of the amount of
extracted helium from the central region of the sample
strained to ε = 13% is depicted by curve 1 in Fig. 2. The
principal broad maximum of helium extraction is
located in the range 373–773 K with a peak at T = 523
(T ≈ 0.4Ts , where Ts = 1356 K is the melting tempera-
ture of copper). Moreover, the dependence exhibits a
weak maximum with a peak at T = 823 K (T ≈ 0.6Ts).
These two maxima indicate that the strained sample
contains helium traps of two types, namely, high- and
low-temperature traps. Helium is predominantly con-
tained in the low-temperature traps. The helium con-
centration in the low-temperature traps is equal to 25 ×
1010 atoms/cm2, whereas the helium concentration in
the high-temperature traps is 0.8 × 1010 atoms/cm2. The
ratio of these concentrations is approximately 30 : 1.
Defects that form traps for helium atoms in the strained
copper single crystals are dislocations and deforma-
tion-induced vacancies, which are formed in large
amounts when dislocations multiply through the mech-
anism of double cross slip. Upon heating of the strained
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samples to 300 K, vacancies partially emerge from the
sample bulk to the outer surface, annihilate with inter-
stitial atoms in dislocation dipoles, and form vacancy
pores into which helium atoms penetrate in the course
of heating of the samples and their subsequent treat-
ment at 300 K. For the most part, helium is contained in
the low-temperature traps located in dislocations and
escapes from them through the mechanism of pipe dif-
fusion, migration over divacancies and interstices, and
annihilation of short dislocation loops that carry helium
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to the sample surface due to image forces. It seems
likely that the high-temperature maximum is caused by
the escape of helium atoms from vacancy pores whose
activation energy is higher than that of defects respon-
sible for the low-temperature maximum.

3.2. Nanocrystalline Copper 

The compression stress–strain diagram for the sam-
ple strained to a maximum degree is presented in Fig. 3
(curve 2). It can be seen from this figure that the plastic
deformation in nanocrystalline copper at T = 4.2 K pro-
ceeds in an irregular way with a large constant coeffi-
cient of hardening. At small strains ε < 5% (Fig. 4,
curve 1), plastic flow occurs through intragrain slip of
dislocations generated in nanograins with the most pre-
ferred crystallographic orientation. In the range ε = 5–
14% (Fig. 4, curve 2), the diagram exhibits random
jumps with irregular amplitudes differing in shape. The
appearance of jumps can be associated with mechanical
twinning that covers the volume of several nanograins
with a similar orientation. A jumpwise plastic deforma-
tion due to mechanical twinning is typical of nanocrys-
talline copper at the liquid-helium temperature [9].
Therefore, we can assume that this process in nanocrys-
talline copper also takes place in the above strain range.
The final portion of the diagram (ε > 14%) corresponds
to the completion of correlated lattice reorientations in
nanograins owing to the mechanical twinning and the
initiation of the rotational (disclination) intercrystalline
mechanism of deformation. The deformation occurs
through mesoscopic plastic shears, which manifest
themselves in macroscopic jumps with amplitudes as
large as several tenths of a percent of the total strain of
the sample. This suggests that the kinetics of structural
relaxation in nanocrystalline copper is governed by the
time evolution, self-organization, and correlation of
structural kinetic units of plastic deformation proceed-
ing in the form of jumps. The above mechanism of the
dynamic process of structural relaxation in the strained
samples is collective and correlated (synergetic) in
character. Therefore, the diagram σ(ε) (Fig. 3, curve 2)
can be divided into three portions: portion I corre-
sponds to the intragrain dislocation slip, portion II is
associated with the mechanical twinning, and portion
III is described by the intercrystalline (rotational)
mechanism.

The measured dependence of the helium concentra-
tion N in the central regions of the samples on the strain
is shown by curve 2 in Fig. 1. At strains smaller than
ε ≈ 4% (portion I), the helium concentration N in the
strained samples increases by a factor of approximately
three as compared to that in the unstrained sample. This
is associated with the intragrain dislocation slip, which
provides efficient penetration of helium atoms into the
nanograin structure of copper at small strains ε. In por-
tion II (ε ≈ 5–14%), the helium concentration N
remains almost unchanged. In this case, we can assume
that helium atoms do not penetrate into the strained
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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samples owing to the development of mechanical twin-
ning, which manifests itself as irregular jumps of vari-
ous shape in the dependence σ(ε). Twinning disloca-
tions have no clearly defined core, because they only
ensure the reorientation of the crystal lattice, in contrast
to lattice dislocations involved in the material transfer
due to the slip. Therefore, atomic displacements in
twinning dislocations are small compared to those in
cores of edge and screw dislocations, whose motion is
accompanied by the breaking and formation of bonds
between atoms in the lattice and, hence, by a drastic
change in the potential barriers between atoms. Conse-
quently, we can expect that helium atoms will not pen-
etrate into moving twinning dislocations, which leads
to the appearance of a plateau in the curve N(ε). A slight
decrease in the helium concentration in the strained
samples from the maximum to N = const in the curve
N(ε) can be explained by the crossover from intragrain
slip to mechanical twinning (Fig. 3, curve 2). In this
case, a number of helium atoms can escape from the
sample under deformation as a result of interaction of
moving twinning dislocations with immobile intragrain
dislocations saturated with helium atoms. Furthermore,
as was noted above, the mechanical twinning leads to
the cessation of helium penetration into the nanocrys-
talline copper samples. For this reason, the amount of
helium that penetrates into the nanocrystalline copper
sample (7 × 1010 atoms/cm2) turns out to be more than
one order of magnitude less than the amount of helium
that penetrates into the single-crystal sample (7 ×
1011 atoms/cm2) at ε = 13%.

At ε > 14% (portion III), the helium concentration N
sharply increases (by a factor of seven) as compared to
30 × 109 atoms/cm2 in the unstrained sample and
reaches 220 × 109 atoms/cm2. The considerable
increase in helium concentration N can be explained by
the following factors. Compared to the initial wavy por-
tion of the curve σ(ε), jumps at large strains ε occur
more frequently and their amplitude increases drasti-
cally (Fig. 4, curves 1, 2). This transformation of jump-
wise plastic deformation can be associated with the
rotational mechanism of nanograin deformation after
the mechanical twinning is complete [10]. In this case,
the local strain γ in plastic shears in the course of jump-
wise deformation also increases appreciably. Moreover,
it is known [11] that the jumpwise plastic deformation
in crystalline materials at very low temperatures is
accompanied by a local heating (with a temperature
gradient ∆T up to tens of degrees) in regions of plastic
shear [12, 13]. In nanocrystalline copper, an increase in
the local strain γ in plastic shears in the case of the rota-
tional mechanism of deformation leads to an increase in
the value of ∆T, which, in turn, results in an increase in
γ in plastic shears. Therefore, the effect of these two
factors is substantially enhanced for the rotational
mechanism of deformation and, as a consequence,
results in a sharp increase in the rate of penetration of
helium into nanocrystalline copper at large strains ε.
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
The absence of correlation between the depen-
dences N(ε) and σ(ε) for nanocrystalline copper can be
explained by the aforementioned sequential crossover
from the dislocation (intragrain) mechanism to the
mechanical-twinning mechanism and then to the rota-
tional (intercrystalline) mechanism of plastic deforma-
tion with an increase in the strain ε.

The curves N(T) of helium extraction for nanocrys-
talline copper in the range 300–1000 K are depicted in
Fig. 2 (curves 2–4). These curves were obtained for the
central regions of the samples at ε = 14 and 19% and
also for their face regions at ε = 7%. The curves exhibit
maxima with different heights and widths at T = 0.25Ts ,
0.35Ts , 0.45Ts , 0.5Ts , 0.6Ts , and 0.65Ts . An increase in
the strain leads to an increase in the heights of all the
maxima (Fig. 2). The principal maximum with a peak
at T = 0.45Ts (620 K) is located in the temperature
range 470–670 K. The curve N(T) at ε = 14% also
involves a high-temperature maximum at T = 0.6Ts and
two low-temperature maxima at T = 0.25Ts and 0.35Ts.
As the strain ε increases to 19%, one more maximum at
T = 0.5Ts arises in the curve N(T). Possibly, the appear-
ance of this maximum is associated with the crossover
from the mechanical-twinning mechanism to the rota-
tional (grain-boundary) mechanism of plastic deforma-
tion. The crossover is attended by an increase in the
helium concentration in the sample [see the depen-
dence N(ε)] and stimulates the formation of new high-
temperature traps of helium atoms at T = 0.5Ts (for
example, vacancy pores). This maximum is located
close to the principal maximum (Fig. 2, curve 3) and
becomes even more pronounced in the curve N(T) for
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the face regions of the sample at ε = 7% (Fig. 2, curve
4). For these regions, the high-temperature maximum
observed at T = 0.6Ts for the central regions of the sam-
ples is shifted to T = 0.65Ts (cf. curves 2–4 in Fig. 2).
Furthermore, the height of the principal maximum at
T = 0.6Ts for the face regions is more than 30 times
greater than that for the central regions of the samples.
This finding can be explained by the fact that the com-
pression of the samples gives rise to large, contact,
uncontrollable local strains (similar to those observed
upon microindentation) in the face regions. These
strains are responsible for the drastic increase in the
amount of helium atoms that penetrate into the face
regions and, hence, in the amount of extracted helium.

For these reasons, the energy traps of helium atoms
that manifest themselves in curves N(T) at different
temperatures have a different nature and depth depend-
ing on the degree and character of deformation of the
sample regions.

4. CONCLUSIONS

Thus, we investigated the specific features of the
dynamic-dislocation and grain-boundary penetration of
helium into single-crystal and nanocrystalline copper
samples subjected to tensile and compressive strains in
liquid helium at T = 4.2 K. The dependences of the
helium concentration in the copper samples on the
strain and the curves of helium extraction from them
were measured for samples with different initial struc-
tures. The comparison of the stress–strain diagrams and
the dependences of the helium concentration in the
samples on the strain revealed a qualitative correlation
between them for single-crystal copper and the absence
of correlation for nanocrystalline copper. This result
was explained by the fundamental difference between
the mechanisms of deformation of these samples (the
dislocation mechanism for the single crystals and
jumpwise twinning and rotational mechanisms for the
nanocrystalline copper samples). It was found that the
curves of helium extraction from samples of both types
differ significantly in the number and location of the
maxima of helium liberation.

The results obtained in this study demonstrated that
helium traps of different types are formed in the copper
samples, depending on their initial structure, which is
responsible for the different mechanisms of plastic
deformation in liquid helium and, as a consequence, the
PHY
different curves of helium extraction and helium con-
centration in the strained samples.
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Abstract—The magnetic state of the manganite La0.93Sr0.07MnO3 in the range 4.2–290 K was studied using
elastic neutron scattering. The magnetic state of this compound was found to occupy a particular place in the
La1 – xSrxMnO3 solid-solution system, in which the antiferromagnetic type of order (LaMnO3, TN = 139.5 K)
switches to ferromagnetic ordering (La0.9Sr0.1MnO3, TC = 152 K) with increasing x. In the transition state, this
compound contains large-scale spin configurations of two types. A fractional crystal volume of about 10% is
occupied by regions of the ferromagnetic phase with an average linear size of 200 Å, while the remainder of
the crystal is a phase with a nonuniform canted magnetic structure. Arguments are presented for the phase sep-
aration of the La0.93Sr0.07MnO3 spin system being accounted for by Mn4+ ion ordering. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The acute interest in the magnetic state of complex
manganese oxides originates from the rich diversity of
their physical properties. Indeed, while the fact nonuni-
form states (phase separation) can arise that in sub-
stances of this class has been known for a long time, it
only recently became recognized that this phenomenon
can play a crucial part in the formation of their unusual
physical properties [1, 2].

A typical complex manganese oxide is represented
by the system

La1 – xSrxMnO3. (1)

As the parameter x increases, system (1) transfers from
the antiferromagnetic (AFM) type of ordering in
LaMnO3 (TN = 139.5 K [3]) to ferromagnetic (FM)
ordering in the manganite La0.9Sr0.1MnO3 (TC = 152 K
[4]). The change in the type of magnetic ordering is the
result of competition between the indirect- and double-
exchange (Mn4+  O  Mn3+) mechanisms. This
phase transition is specific in that it occurs in a narrow
compositional interval, 0 < x < 0.1 (this may take place
in the case of strongly correlated systems [2]), so that
small changes in the doping level (in the fraction of
Mn4+ ions) may trigger substantial changes in the spin
system of the manganite in the transition region.

We are aware of only one publication [5] on in-
depth study of the magnetic state of single-crystal
La0.94Sr0.06MnO3 close in composition to the middle of
the AFM  FM transition region made using elastic
and inelastic neutron scattering. According to [5], the
manganite has a canted magnetic structure in which the
1063-7834/03/4512- $24.00 © 22297
z and (x, y) spin projections determine the ferromag-
netic and antiferromagnetic types of ordering, respec-
tively. This transition spin configuration is nonuniform.
Slight deviations of individual components of the
canted structure from their average values become
manifest in the diffraction pattern of the crystal in the
form of small diffuse maxima near the main Bragg
reflections. The scale of these nonuniformities was also
defined in [5]. Here, we present the most typical corre-
lation lengths χ[nkl], because they will be of interest fur-
ther on:

(2)

To gain a better understanding of the structure of the
spin system in the transition region of the manganese
oxides (1), we studied the manganite La0.93Sr0.07MnO3
having a doping level larger than that of the crystal
studied in [5].

The manganite crystal was grown using the floating-
zone technique and consisted of two large, closely
spaced single-crystal blocks. The misorientation in a
block did not exceed 20′. The sample was a cylinder
with linear dimensions d = 4 mm and l = 10 mm. At
room temperature, the crystal had orthorhombic struc-
ture O' with lattice parameters a0 = 5.58, b0 = 7.76, and
c0 = 5.55 Å.

Experiments on the elastic scattering of thermal
neutrons were performed on a special multidetector dif-
fractometer intended for investigating single crystals.
The wavelength of the neutrons striking the sample
after passing through a double-crystal monochromator
of pyrolytic graphite and strained germanium was λ =

χ 010[ ] 7 Å, χ 101[ ] 17 Å.= =
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1.567 Å. By strongly monochromatizing the primary
beam and choosing the optimum wavelength of mono-
chromatic neutrons, we succeeded in suppressing mul-
tiple diffraction harmonics in the scattering pattern.
This feature substantially increases the sensitivity of
our technique.

2. RESULTS OF THE EXPERIMENT

The neutron elastic scattering patterns of the
La0.93Sr0.07MnO3 single crystal were obtained in the
range 4.2–290 K in the a*b* reciprocal-lattice plane,
which includes nodes of both the antiferromagnetic and
ferromagnetic types. The scanning directions of the
reciprocal-lattice Bragg nodes were chosen with due
account of the instrument resolution of the diffractome-
ter. It is appropriate to note here that the magnetic scat-
tering pattern of La0.93Sr0.07MnO3 measured at 4.2 K
turned out to be fairly complex and differs from the one
published in [5]. Therefore, the results of our experi-
ment will be presented in an order which we believe to
be more convenient for logical construction of the
ground-state arrangement of the manganite spin
system.

Let us consider first the pattern in the vicinity of the
(200) Bragg reflection. The open circles in Fig. 1 show
the scattering pattern obtained at the sample tempera-
ture of 290 K. The reflection shown in Fig. 1 was
scanned in the [010] direction. The instrument resolu-
tion is determined in this case by the quality of the sam-
ple crystal. Obviously enough, all Bragg reflections in
the neutron diffractogram of the oxide obtained at
290 K are of nuclear origin. The thin solid and dashed
lines relate to the profile analysis of the observed scat-
tering pattern (R factor = 3%). We readily see that the
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Fig. 1. (200)N nuclear reflection and analysis of its intensity
profile in the neutron scattering pattern of
La0.93Sr0.07MnO3, measured at 290 K along the [010] crys-
tallographic direction. Points are experimental data, the
thick line is calculation, and thin and dashed lines refer to
the contributions from single-crystal blocks I and II to the
scattering intensity.
PH
experimental reflection intensity profile consists of two
Gaussians. This means that the sample is made up of
two large blocks a very small distance, 0.01 Å–1, apart
in the wave-vector space. The halfwidths of the reflec-
tions originating from different blocks are also small,
not exceeding 0.01 Å–1. Despite the block character of
the sample crystal, we clearly have good instrument
resolution in the wave vector q[010] in the scanning
geometry chosen. This good instrument resolution
makes it possible to observe a weak diffuse paramag-
netic maximum at the foot of the nuclear Bragg reflec-
tion (Fig. 1).

After the sample crystal was cooled to 4.2 K, the
intensity of the (200) reflection increased substantially.
An increase in the (200) reflection intensity in the neu-
tron diffractogram of La0.93Sr0.07MnO3 at 4.2 K can be
associated only with the onset of ferromagnetic order-
ing in the manganite. In other words, the (200) reflec-
tion has a nuclear (N) and a ferromagnetic (FM) com-
ponent at 4.2 K. Figure 2 displays the intensity and the
profile of the ferromagnetic part of the reflection, which
were obtained by subtracting the nuclear component of
the reflection shown in Fig. 1 from the total scattering
intensity profile. Figure 2 also presents the results of a
profile analysis of the observed scattering pattern made
with due allowance for the block structure of the crys-
tal. (The analysis was conducted assuming the individ-
ual components of the (200)FM maximum to have Gaus-
sian shape.)

The good agreement between the experimental data
and the results of the profile analysis seen from Figs. 1
and 2 (R factor = 3%) makes it possible to isolate the
neutron scattering effects related to one single-crystal
block only. Figure 3 presents diffractograms corre-
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Fig. 2. Ferromagnetic component of the (200) Bragg reflec-
tion and its profile analysis in the neutron scattering pattern
of La0.93Sr0.07MnO3 measured at 4.2 K along the [010]
crystallographic direction. Points are experimental data, the
thick line is calculation, and thin and dashed lines refer to
the contributions from single-crystal blocks I and II to the
scattering intensity.
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sponding to single-crystal block I (Fig. 1). The nuclear
component I(200)N of the reflection intensity is seen to be
substantially weaker in intensity than the ferromagnetic
contribution I(200)FM. This observation improves the
accuracy of numerical estimates of the parameters of
the manganite ferromagnetic subsystem, because sub-
sequently we use relations of the type I(200)FM/I(200)N for
this purpose.

Thus, the scattering pattern in Fig. 3a obtained at the
temperature 4.2 K corresponds to the ground state of
the ferromagnetic subsystem of single-crystal
La0.93Sr0.07MnO3. This pattern is seen to consist of two
fragments, namely, a central maximum, whose half-
width is equal to the instrument resolution, and two
broadened maxima arranged symmetrically with
respect to the center, whose total intensity (114 arbi-
trary units) differs very little from the integrated inten-
sity (142) of the central peak. In view of their high
intensity, the side maxima cannot originate from inho-
mogeneities in the manganite crystal caused by a mod-
ulated deviation of the magnetic-moment densities in
clusters from their average values. Indeed, the intensi-
ties of the side maxima treated in terms of the modu-
lated-structure model should have been weak relative to
that of the central peak, as is the case, for instance, in
the neutron diffraction pattern of the La0.94Sr0.06MnO3
manganite [5]. It thus appears that the diffractogram in
Fig. 3a indicates the of two large-scale ferromagnetic
phases coexistence in the La0.93Sr0.07MnO3 crystal. The
central peak indicates the presence of a ferromagnetic
phase with long-range order (phase 1), whereas the
broadened side maxima suggest the existence of a sec-
ond ferromagnetic phase of finite size (phase 2). The
characteristic linear size L of the regions of phase 2 and
the average separation d between the regions can be
estimated from the expressions

(3)

where ∆q = (∆  – ∆ )1/2 and qm is the wave vector
corresponding to the maximum intensity of the side
reflection. The parameters in Eqs. (3) for
La0.93Sr0.07MnO3 are

L = 200 Å and d = 420 Å. (4)

It appears reasonable to conjecture that the spin con-
figuration of La0.93Sr0.07MnO3 is actually a mixture of
two types of magnetic structure, with one of them being
similar to that in the spin system in La0.94Sr0.06MnO3 [5]
and the other being similar to the ordering in
La0.9Sr0.1MnO3 [4]. In other words, the phase with long-
range order is the ferromagnetic component of the
canted magnetic structure and (large-scale) phase 2 is a
collinear ferromagnetic phase with an average mag-
netic moment at the manganese sublattice site,

(5)

L 2π/∆q, d≅ 2π/qm,=

qobs
2

qinst
2

µ 0.93µ
Mn

3+ 0.07µ
Mn

4+.+=
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The Curie temperatures of these two phases are appar-
ently similar and, thus, have one effective TC ≅  128 K
(Fig. 4). This model allows one to determine the frac-
tional volumes of the magnetic phases in the crystal and
the canting angle in phase 1.

The volume fraction c of the collinear ferromagnetic
phase was found from the expression

(6)

The experimental values of the intensities I(200)FM2 and
I(200)N in Eq. (6) were taken from the data in Fig. 3, and
the structural amplitude FFM2 was calculated using the
average magnetic moment given by Eq. (5). The calcu-

I 200( )FM2/I 200( )N( )obs c 2/3 FFM2( )2
/ FN( )2[ ] cal.=
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Fig. 3. Neutron scattering patterns from La0.93Sr0.07MnO3
measured along [010]. (a) (200)FM at 4.2 K and (b) (200)N
at 290 K.

9

8

7

6

5

4

3

2

1

0 20 40 60 80 100 120 140
T, K

In
te

ns
ity

, a
rb

. u
ni

ts TCO

TC

Fig. 4. Temperature dependence of the peak intensity of the
(200)FM ferromagnetic reflection in the neutron scattering
pattern of La0.93Sr0.07MnO3.
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lation yielded a value of 0.1 (10%) for c. The remainder
of the crystal, (1 – c) = 0.9, is occupied, following our
model, by the large-scale phase with a canted magnetic
structure. The ferromagnetic component of the canted
structure coincides, as in [5], with the [010] crystallo-
graphic direction, and the antiferromagnetic compo-
nent of phase 1 lies in the (010) crystal plane. The cant-
ing angle ϕ in magnetic phase 1 was found to be 25°. It
was determined using the simple expression

where

(7)

The fraction of the correlated antiferromagnetic
component of phase 1 was derived from the relative
intensity of the coherent antiferromagnetic peak,
I(010)AF/I(010)N. The (010)AF and (020)N reflections are
presented in Fig. 5. Their intensities were measured at
crystal temperatures of 4.2 and 290 K, respectively,
along the scattering vector κ[010] = 4πsinθ/λ (2θ is the
scattering angle, λ is the neutron wavelength). The
experimental value of µxy was found to be equal to
0.9µB, which is substantially smaller than the maximum

ϕ µ z
/µ( ),arcsin=

µz
1.7µB, µz

FFM1,∼=

FFM1
2

I 200( )FM1/I 200( )N( )obsFN
2

/ 1 c–( ).=
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Fig. 5. (a) Antiferromagnetic (010)AFM and (b) nuclear
(020)N reflections in the neutron scattering patterns of
La0.93Sr0.07MnO3 measured at 4.2 and 290 K, respectively.

0.90

(0ξ0) 
PHY
possible value  = cosϕ = 3.6µB. The noticeable

difference between the values of µxy and  implies
the presence of a considerable number of frustrated
bonds in phase 1, which break the periodicity in orien-
tation of the antiferromagnetic spin component in the
crystal. The Néel temperature of the correlated antifer-
romagnetic component of the canted structure was
derived from the temperature dependence of the
(010)AF reflection and is 121 K, as can be seen from
Fig. 6.

3. DISCUSSION OF RESULTS

To facilitate discussion of the results of this study,
the main parameters of the spin systems of the manga-
nites La0.94Sr0.06MnO3 [5] and La0.93Sr0.07MnO3 are
listed in the table below. As follows from the tabulated
data, a slight increase in the doping level (with the rel-
ative fraction of the Mn4+ ions increasing by 0.01/0.06 =
0.167) substantially changes the ground-state spin con-
figuration of the manganites. More specifically, the
La0.93Sr0.07MnO3 crystal undergoes large-scale phase
separation of the spin system. Note that the existence of
critical (threshold) carrier densities nci (i = 1, 2, 3, 4) in
La1 – xSrxMnO3-type compounds is physically quite nat-
ural in the quantum version of description of the
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Fig. 6. Temperature dependence of the peak intensity of the
(010)AFM antiferromagnetic reflection in the neutron scat-
tering pattern of La0.93Sr0.07MnO3.
Main parameters of the La1 – xSrxMnO3 manganite spin systems in the vicinity of the AFM  FM transition

Doping level

Phase 1 Phase 2

volume fraction 
in crystal

canting angle, 
deg TN, K TC, K volume fraction 

in crystal TC, K

x = 0.06 [5] 1 13 129 124 – –

x = 0.07 0.9 25 121 128 0.1 ≅ 128
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AFM  FM transitions [2]. For instance, above the
threshold level nc1, the canted spin configuration
becomes energetically preferable (for the collinear
AFM structure), whereas at electronic densities above
nc4 collinear ferromagnetic ordering is a stable state in
the crystal.

However, the most important physical factor
directly affecting phase separation in the spin system in
manganites is charge ordering [2]. Charge ordering sets
in in the manganites near definite threshold dopant lev-
els, for instance,

(8)

Consider the problem of charge ordering in more
detail. Charge ordering in the vicinity of stoichiometry,
x = 1/8, i.e., in the region of comparatively low stron-
tium concentrations in compounds (1), is the most
actively discussed in the literature. A positive answer to
this problem was given by us in [6] for the particular
case of single-crystal La0.85Sr0.15MnO3. We studied
magnetic elastic scattering patterns of neutrons in this
single crystal in the temperature range 4.2–300 K. It
was found that, in addition to the well-known ferro-
magnetic ordering (TC = 240 K), this compound has a
ferromagnetic superstructure with a wave vector
(010)2π/b, which persists in the crystal at temperatures
from 4.2 to 200 K. The ferromagnetic superstructure
was shown in [6] to be a direct consequence of charge
ordering of the Mn3+ and Mn4+ ions in this compound,
as in the case of x = 1/8.

Here, we have assumed that the minimum stoichio-
metric composition at which charge ordering can take
place in the La–Sr manganite system (1) is

(9)

The critical threshold in Eq. (9) lies within the compo-
sitional interval of interest to us here, 0.06 < xmin < 0.07
(see table). Figure 7 presents (on the a0c0 plane) the
model of the superstructure cell of charge ordering in
the case of Eq. (9). The filled and open circles identify
the positions of the Mn4+ and Mn3+ ions. The super-
structure dimension along the b0 = 2bC axis (bC is the
unit cell parameter of the perovskite cube) coincides
with that of the original cell. Note that only the Mn3+

ions are located at height (1/2)b0, while at the b0 level
the cell has the same pattern as in Fig. 7. The overall
dimensions of the superstructure cell were chosen such
that only one of the 16 manganese ions in this cell had
the 4+ valence, the remaining fifteen being in the 3+
state. The numbering of the eight manganese ions in the
a0c0 plane is shown in Fig. 7.

Consider now arguments for the existence of Mn4+

ordering effects in the manganites under study here.
(1) First, this conclusion follows immediately from

theory [2]. It was shown in [2] that a uniform charge-
ordered state in the vicinity of a “good” electron density
(n = 1/2) in manganites with competing exchange cou-

xc 1/8 1/4 1/3 1/2., , ,=

xmin 0.0625 1/16.= =
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plings is unstable. For instance, for electron densities n
close to but higher than 1/2, the ground state of the
manganite can break down only into phases with densi-
ties

(10)

Thus, the separation of the spin system in
La0.93Sr0.07MnO3 [in the vicinity of the stoichiometric
composition (9)] is not at odds with fundamental the-
ory [2].

(2) The anisotropic scale of the “polaron-type” non-
uniformity in La0.94Sr0.06MnO3 (and, hence, as we
believe, in phase 1 of La0.93Sr0.07MnO3) is in good
agreement with the dimensions of the model super-
structure cell in Fig. 7. The dimensions of the charge-
ordering cell along the [010] and [101] directions are

b0 = 7.76 Å and 2a0 = 2 × 5.58  Å = 15.78 Å, respec-
tively which coincides with the correlation lengths in
Eq. (2) to within experimental error.

Consider one more point bearing on the spin structure
of phase 1. In accordance with Eq. (10), the chemical
composition of phase 1 (large-scale canted nonuniform
magnetic structure) is determined by parameter (9),
which is in excess of the doping level in
La0.94Sr0.06MnO3 [5]. It is this factor that accounts, in
our opinion, for the canting angle in phase 1 being
larger than that in La0.94Sr0.06MnO3 (see table).

(3) The charge ordering in phase 2 manifests itself
in the temperature dependence of the peak intensity of
the (200)FM ferromagnetic reflection in the diffraction
pattern of La0.93Sr0.07MnO3 (Fig. 4). Above 107 K, the
intensity is seen to increase sharply. A temperature-
induced scattering effect of similar magnitude was
observed in La0.85Sr0.15MnO3 at the charge-ordering
point TCO = 200 K [6]. The anomalies observed in Fig. 4
and in [6] are, in our opinion, of the same origin and can
be assigned to the sharp change that the domain struc-
ture undergoes at the charge ordering temperature;
more specifically, the scattering factors (which depend
on the domain structure of a substance) increase by

1/2 n n1 and n2< < 1/2.=

2

2c0

2a0

6 7

5 2

4 8

1 3

Mn4+

Mn3+

Fig. 7. Unit cell of the charge-ordering superstructure in
La0.93Sr0.07MnO3 presented in the a0c0 plane (schematic).
03



2302 DUBUNIN et al.
(1 − 2/3) = 1/3 above the TCO temperature. The change
in the type of domain structure, in turn, is triggered by
the structural rearrangement of the crystal at the TCO
point,

(11)

where Q' and Q* refer to the orthorhombic and
pseudocubic phases, respectively. The effect of struc-
tural rearrangement at TCO was observed earlier in the
ferromagnetic manganites La0.9Sr0.1MnO3 [4] and
La0.85Sr0.15MnO3. The structural rearrangement (11) at
the TCO point may be considered a factor that stabilizes
the phase separation in La0.93Sr0.07MnO3 [2].

4. CONCLUSION

Thus, in the manganite La0.93Sr0.07MnO3 with com-
peting exchange couplings, we have observed a large-
scale phase separation of the spin system which we
believe to originate from ordering of the Mn4+ ions in
the crystal lattice.
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Abstract—The effect of annealing on the structure and physical properties of Co–Sm–O alloy films prepared
using pulsed plasma deposition is investigated. It is found that Co–Sm–O films in the initial state possess super-
paramagnetic properties due to the presence of small-sized magnetic nanoparticles surrounded by dielectric lay-
ers of samarium oxide in the film structure. Upon annealing, the Co–Sm–O films undergo structural transfor-
mations and exhibit a number of magnetic properties (including those inherent in both soft and hard magnetic
materials). © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, considerable research attention in
materials science has been focused on the structure and
properties of nanocomposites with a nanocrystalline
structure. A decrease in the crystallite size in solids to a
nanometric scale (1–50 nm) leads to a manifestation of
a large variety of new properties that are widely used in
modern technologies. The parameters of these materi-
als are determined by both the internal properties of
nanoparticles and the effects associated with the inter-
particle interactions. At present, magnetic alloys with a
nanocrystalline structure have been extensively used to
produce soft and hard magnetic materials [1, 2] and
storage media for magnetic memory devices [3, 4].

The majority of soft magnetic materials with a
nanocrystalline structure have been prepared through
the crystallization of amorphous samples [1]. The great
interest expressed by materials scientists in the study
and application of soft magnetic nanomaterials stems
from the unique combination of their properties,
namely, the high magnetic permeability, strong magne-
tization, and high Curie temperature. However, the pos-
sibility of using these alloys in radio-frequency and
microwave devices is limited by their high electrical
conductivity. An interesting solution of this problem
was proposed by Yoon et al. [5], who prepared Fe–Sm–
O alloy films not only with good soft-magnetic proper-
ties but also with high electrical resistance owing to the
specific features of the microstructure of the samples
produced by magnetron sputtering.

In elaborating the above approach, we studied films
prepared through pulsed plasma sputtering of an
SmCo5 target under vacuum (at a residual pressure of
≈10–6 Torr) [6]. The specific feature of this technique is
the high pulsed condensation rate (≈104 nm/s) at a pulse
duration of ≈10–4 s and a high cooling rate of conden-
1063-7834/03/4512- $24.00 © 22303
sates (≈107 K/s). Since a necessary condition for the
system to attain a nanocrystalline state is rapid super-
cooling of the vapors, our technique is an efficient tool
for preparing nanocrystalline films.

For our purpose, we prepared 50- to 75-nm-thick
films on different substrates (cover glass, NaCl, amor-
phous sapphire). According to x-ray fluorescence anal-
ysis, the changes in the samarium content from sample
to sample did not exceed 13–17 at. %. The microstruc-
ture and phase composition of the films prepared were
examined using transmission electron microscopy
(TEM), electron diffraction, and x-ray diffraction.
Moreover, we investigated the magnetic properties
(coercive force, magnetization) and electrical conduc-
tivity of the film samples. For the films deposited onto
NaCl and amorphous sapphire substrates, we also stud-
ied the effect of thermal annealing (to an annealing
temperature Tann ≈ 780°C) on their structure and physi-
cal properties.

Figure 1 shows typical hysteresis loops for Co–Sm–
O nanocrystalline films at two temperatures. As can be
seen from Fig. 1, the magnetization reversal of the Co–
Sm–O film is characterized by an anhysteretic curve at
room temperature and a hysteresis loop with HC ≈
50 Oe at T = 77 K. This thermal behavior of the hyster-
esis loop is characteristic of superparamagnetic materi-
als. The measured blocking temperature TB, i.e., the
temperature at which the material undergoes a transi-
tion to the superparamagnetic state, is approximately
equal to 81 K. The result obtained is rather surprising,
because even cobalt and iron nanocrystalline films with
a grain size of smaller than 4 nm, which were prepared
through either pulsed plasma deposition [6, 7] or clus-
ter deposition [8] and whose anisotropy constant is less
003 MAIK “Nauka/Interperiodica”
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than that for Sm–Co alloys, exhibit pure ferromagnetic
behavior. In order to elucidate the nature of the
observed effects, it was necessary to investigate the
structure of the films.

B, arb.units

–3 –2 –1 0 1 2 3
H, kOe

(a)

B, arb.units

–200 –100 0 100 200
H, Oe

(b)

Fig. 1. Hysteresis loops for Co–Sm–O nanocrystalline films
at (a) room temperature and (b) liquid-nitrogen tempera-
ture. The blocking temperature TB is approximately equal to
81 K.

Fig. 2. Electron diffraction pattern of the Co–Sm–O film in
the initial state.
PHY
2. FILM STRUCTURE 
IN THE INITIAL STATE

The microstructure and phase composition of the
films prepared were examined using transmission elec-
tron microscopy and electron diffraction on a PRÉM-
200 transmission electron microscope at an accelerat-
ing voltage of 100 kV. For these observations, a film
with thickness d ≈ 50 nm was deposited onto an NaCl
substrate. Thereafter, the film was separated from the
substrate in water and was then placed on a supporting
grid in the electron microscope.

The electron diffraction pattern (Fig. 2) of the Co–
Sm–O film in the initial state exhibits two diffuse halos
of virtually identical intensity. The interplanar dis-
tances corresponding to these diffraction reflections are
approximately equal to 2.97 and 2.00 Å. It seems likely
that the diffraction peak centered at ≈2.97 Å can be
attributed to a phase of Sm2O3, namely, the hexagonal
modification of Sm2O3 (JCPDS card no. 19-1114) with
the lattice parameters a = 3.86 Å and c = 6.17 Å [9]. The
diffraction peak centered at ≈2.00 Å can be associated
primarily with the hexagonal close-packed (hcp) or
face-centered cubic (fcc) phase of cobalt and also with
carbon solutions in cobalt [6, 10].

In order to obtain additional information on the
original structure of the films, we performed x-ray dif-
fraction investigations. The x-ray diffraction patterns of
the films in the initial state exhibited similar reflections,
and one of them was used to calculate the mean size of
the crystallites. It was assumed that the broadening of
the diffraction reflection observed in the x-ray diffrac-
tion pattern is caused by the size effect alone. In this
case, the crystallite size can be calculated from the
Scherrer formula [11]

where ∆2θ is the half-width of the diffraction peak
(rad), λ is the radiation wavelength (Å), θ0 is the dif-
fraction angle (deg), and D is the size of the crystallites
in the sample. For the sample studied, we obtained the
following diffraction parameters: ∆2θ ≈ 7°, θ0 = 30°,
and λ = 1.54181 Å. As a result, we found that, for films
in the initial state, the crystallite size is approximately
equal to 15 Å. This indicates that the films under inves-
tigation have a nanocrystalline structure.

3. TRANSFORMATION OF THE FILM 
STRUCTURE UPON ANNEALING

The films placed on supporting grids were subjected
to multistage annealing under a vacuum of 10–5 Torr,
during which the films were heat treated for 30 min at
each specified temperature in 25 degree intervals up to
Tann = 780°C.

According to TEM observations, the films subjected
to annealing at temperatures Tann ≤ 400°C contain dense
amorphous clusters ranging in size from 0.5 to 1 µm.

∆2θ rad( ) λ / D θ0cos( ),=
SICS OF THE SOLID STATE      Vol. 45      No. 12      2003



        

MICROSTRUCTURE AND PROPERTIES OF Co–Sm–O NANOGRANULAR FILMS 2305

                                                                     
However, the electron diffraction patterns of these films
are identical to those of the films in the initial state
(Fig. 2). Therefore, neither a change in the particle size
nor a structural transformation occurs upon annealing
of the films at temperatures up to and including 400°C.

After annealing at Tann > 400°C, the electron diffrac-
tion patterns of the films exhibit diffraction spots asso-
ciated with polycrystalline particles (Fig. 3a). The
results of the analysis of this diffraction pattern are pre-
sented in the table. It was found that the film annealed
at a temperature of 500°C contains several phases,
among which the main phase is samarium oxide Sm2O3
with a cubic structure (JCPDS card no. 15-0813) and
lattice parameter a = 10.927 Å [9]. The electron diffrac-
tion pattern exhibits all reflections with high and mod-
erate intensities that are characteristic of this structure.
It should be noted that this modification of samarium
oxide differs from the hexagonal modification pre-
dicted for Sm2O3 in the Co–Sm–O film in the initial
state. An analysis of the intensities of diffraction reflec-
tions dhkl = 2.063, 1.779, 1.260, and 1.062 Å revealed
the fcc cobalt phase (β-Co) and did not rule out the
presence of small amounts of the hexagonal cobalt
phase (α-Co, dhkl = 1.910 and 1.149 Å) in the film. The
microstructure of the film under investigation (see
Fig. 3b) consists of larger sized (50–200 nm) denser
clusters of samarium oxide and small-sized (10–20 nm)
particles of cobalt.

Upon further annealing (up to Tann = 780°C), no
transformations of the atomic structure are observed.
There only occur an increase in the number of structural
clusters of samarium oxide per unit area and an insig-
nificant increase in the cluster size (70–250 nm),
whereas the size of cobalt nanoparticles remains virtu-
ally unchanged (Fig. 3c).

Therefore, we can infer that the structure of the
films in the initial state consists of 1.5-nm particles of
the cobalt phases separated by layers of samarium
oxide. During annealing of the film, the size of cobalt
particles increases to 10–20 nm and the hexagonal
phase of samarium oxide undergoes a structural trans-
formation into the cubic phase. The maximum size of
Sm2O3 particles increases to 250 nm.

4. EFFECT OF ANNEALING 
ON THE ELECTRICAL 

AND MAGNETIC PROPERTIES

Figure 4 shows the dependences of the electrical
resistivity, the coercive force, and the saturation mag-
netization of the studied samples on the annealing tem-
perature. All the measurements were performed at
room temperature. The electrical resistivity ρ of the
Sm–Co–O films in the initial state (Fig. 4a) is equal to
5 × 10–2 Ω cm, which is approximately four orders of
magnitude greater than the values characteristic of
metallic film samples (≈5 × 10–6 Ω cm) in the polycrys-
talline state. This confirms our assumption that metallic
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      200
particles are separated by dielectric layers of samarium
oxide in the film structure. An increase in the annealing
temperature Tann leads to an increase in the size of
metallic particles, which, in turn, brings about a
decrease in the electrical resistivity ρ. At an annealing
temperature Tann ≥ 600°C, the electrical resistivity dras-
tically decreases by almost three orders of magnitude as
compared to that of the samples in the initial state. This
can be associated with the change in the phase compo-
sition of the samples and, primarily, with the transfor-

0.5 µm

1 µm

(‡)

(b)

(c)

Fig. 3. Electron microscope images of Co–Sm–O films sub-
jected to annealing at different temperatures: (a) electron
diffraction pattern of the film annealed at Tann = 480°C,
(b) electron micrograph of the structure of the film annealed
at Tann = 480°C, and (c) electron micrograph of the structure
of the film annealed at Tann = 700°C.
3
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Electron diffraction data for the Co–Sm–O film annealed under vacuum at Tann = 500°C (see the electron diffraction pattern
in Fig. 3a)

Co–Sm–O film (experiment)
Sm2O3 (JCPDS 15-0813)

la3
a = 10.927 Å

α-Co (JCPDS 05-0727)
P63/mmc

a = 2.5031 Å, c = 4.0605 Å

β-Co (JCPDS 15-0806)
Fm3m

a = 3.5447 Å

No. d, Å I d, Å Int. hkl d, Å Int. hkl d, Å Int. hkl

1 4.493 s 4.460 12 211

2 3.184 vs 3.155 100 222

3 2.750 s 2.731 35 400

4 2.357 w 2.330 4 332

5 2.161 w 2.143 8 431 2.165 20 100

6 2.063 av 2.023 60 002 2.047 100 11

7 1.939 s 1.932 40 440 1.910 100 101

8 1.779 av 1.772 6 611 1.772 40 200

9 1.656 s 1.647 30 622

10 1.584 w 1.578 8 444

11 1.498 w 1.487 2 721 1.480 1 102

12 1.365 vw 1.366 4 800

13 1.260 s 1.254 6 662 1.252 80 110 1.253 25 220

14 1.120 av 1.115 6 844 1.149 80 103

15 1.061 av 1.071 4 1020 1.066 80 112 1.069 30 311

Note: d is the interplanar distance determined in the diffraction experiment, and I stands for the relative intensity of the diffraction reflec-
tions [the designations used for reflections are as follows: vs = very strong, s = strong, av = average, w = weak, vw = very weak].
The tabulated data for Sm2O3, α-Co, and β-Co are taken from [9].
mation of the microstructure, which manifests itself in
the formation of large-sized particles of samarium
oxide due to their rapid growth and, consequently, in
the destruction of separating dielectric layers. As a
result, the metallic grains form a galvanic contact.

As the annealing temperature changes, the coercive
force exhibits a very complex behavior (Fig. 4b). The
dependence of the coercive force of the studied samples
on the annealing temperature can be divided into three
portions with different values of HC . The hysteresis
loops typical of these three portions are shown in
Fig. 5. The first portion of the temperature dependence
of the coercive force is represented by an anhysteretic
curve. This thermal behavior of the coercive force indi-
cates that the samples are in a superparamagnetic state
(Fig. 5a). The coercive force in the second portion,
which lies in the annealing temperature range Tann =
300–400°C, is characterized by a hysteresis loop with
small values of HC = 0.1–2 Oe (Fig. 5b). In this case, the
uniaxial anisotropy field reaches HK = 5 Oe. The
appearance of the hysteresis loop can be explained by
an increase in the size of cobalt nanoparticles. In the
third portion (Tann ≥ 400°C), the thermal behavior of the
coercive force HC has two specific features: the coer-
cive force first increases abruptly to 250 Oe, then
decreases, and again exhibits a jump to ≈450 Oe. An
analysis of the electron microscope images (Fig. 3b)
PH
revealed that, at annealing temperatures Tann ≥ 400°C,
the nanocrystalline structure transforms into a poly-
crystalline structure and the size of cobalt nanoparticles
increases by approximately one order of magnitude. As
a rule, this transformation of the structure is accompa-
nied by an increase in the coercive force HC.

It should be noted that, as the annealing temperature
increases over the entire range under investigation, the
saturation magnetization JS increases by a factor of
approximately three (Fig. 4c). It seems likely that this
phenomenon can be associated not only with the struc-
tural transformation but also with the phase transitions
occurring in the films upon annealing. As was shown in
our previous studies [6, 10, 12], which were performed
with nanocrystalline cobalt films prepared according to
the same technique, the film samples contain dissolved
carbon in small amounts and also the metastable phases
Co3C and Co2C, which are not ferromagnetic at room
temperature. The decomposition of the carbide phases
and, correspondingly, the increase in the saturation
magnetization occur at the same temperatures (see
[10]) at which, in our case, the saturation magnetization
JS of the films exhibits the first two features (at 250 and
400°C). In the temperature range 600–700°C, the satu-
ration magnetization JS undergoes a jump due to the
formation of the structure consisting of a polycrystal-
line cobalt matrix with Sm2O3 inclusions. As was noted
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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above, this transformation of the structure is accompa-
nied by a number of effects: the electrical resistivity ρ
drastically decreases by almost three orders of magni-
tude, and the coercive force HC increases.

Let us now consider the specific features of the
superparamagnetic state of the studied films prior to
annealing. According to Been and Levingston [13], 3d-
metal nanoparticles with sizes D < 9 nm at room tem-
perature should be in a superparamagnetic state. How-
ever, numerous experiments have demonstrated that
nanogranular films with a high content of the magnetic
phase exhibit a ferromagnetic order even when the par-
ticle size is less than 5 nm [6, 8, 14, 15]. The existence
of ferromagnetic order in nanogranular films can be
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Fig. 4. Dependences of (a) the electrical resistivity, (b) the
coercive force, and (c) the saturation magnetization on the
annealing temperature for the Co–Sm–O film.
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explained both by the effects of dipole–dipole interac-
tions between particles and by the suppression (block-
ing) of their magnetic state due to strong induced
anisotropy. For nanogranular samples, this anisotropy
is determined by a complex structure of nanoparticles
with a 3d metal nucleus at the particle center sur-
rounded by a passivated shell consisting of oxides or
metal carbides [16, 17].

The superparamagnetic state observed in our films
can be associated with a decrease in the size of nano-
particles (D ≈ 1.5 nm), on the one hand, and with an
increase in the contribution from a nonmagnetic phase
(Sm2O3) in the bulk of grain boundaries, on the other.

B, arb.units

–3 –2 –1 0 1 2 3
H, kOe

(a)

B, arb.units

–4 –2 0 1 2
H, Oe

(b)

3 4–3 –1

B, arb.units

–0.3 0 0.1
H, kOe

(c)

0.2 0.3–0.2 –0.1

Fig. 5. Characteristic hysteresis loops for Co–Sm–O films
(a) in the initial state and after annealing at (b) Tann = 300°C
and (c) Tann = 480°C.
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As a result, the exchange interaction between nanopar-
ticles becomes weaker.

In order to evaluate the role played by the dipole–
dipole interaction, we obtained the magnetization
curves for film samples at T = 300 K in a magnetic field
applied in two directions (parallel and perpendicular to
the plane of the film) (Fig. 6). As can be seen from
Fig. 6, the magnetization curves are characterized by
shape anisotropy. From analyzing the magnetization
curves, we can assess the factors responsible for
demagnetization in the plane of the film (N||) and along
the normal to this plane (N⊥ ). In a magnetic field
applied perpendicular to the film plane (Fig. 6, curve b),
the magnetization reaches saturation at a magnetic field
strength HS⊥  ≈ 3.8 kOe. Since the saturation magnetiza-
tion of the films in the initial state is estimated as JS ≈
300 G (Fig. 4c), we obtain N⊥  = HS⊥ /JS = 3.8 × 103/3 ×
102 ≈ 4π and, correspondingly, N|| ≈ 0. Therefore, we
can state that, for our samples, the magnetic moment
lies in the film plane. At the same time, the magnetiza-
tion can reach saturation in the film plane only in a suf-
ficiently strong field (HS|| ≈ 1 kOe), which suggests a
strong anisotropy of disordered superparamagnetic
cobalt particles.

5. CONCLUSIONS

Thus, it was found that the dependences of the elec-
trical resistivity, the coercive force, and the saturation
magnetization on the annealing temperature of Co–
Sm–O films exhibit a nonmonotonic behavior. This
indicates that the structural transformations of the films
subjected to annealing have a complex character. How-
ever, all the structural and magnetic data obtained in
this study demonstrated that no phases of SmCo5 are
not formed in the films studied, because the high chem-
ical activity of samarium particles under vacuum at a
residual pressure of 10–6 Torr leads to their oxidation.

B, arb.units

–8 –4 0 2 4
H, kOe

b

6 8–6 –2

HS|| HS⊥

a

Fig. 6. Magnetization curves for a Co–Sm–O film in the ini-
tial state at T = 300 K in a magnetic field applied (a) parallel
to the film plane and (b) perpendicular to the film plane.
PH
The Co–Sm–O alloy films prepared in this work are
of interest both for the study of the supermagnetism
phenomenon in samples with a high content of the
magnetic phase and for practical use as soft-magnetic
(with a high electrical resistance) and hard-magnetic
materials.
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Abstract—The behavior of the magnetic system of a surface layer of macroscopic Fe1 – xGaxBO3 crystal (x =
0, 0.3) in the vicinity of the Néel temperature TN was studied. The studies were made by a method involving
simultaneous gamma, x-ray, and electron Mössbauer spectroscopy that made it possible to obtain information
simultaneously from surface layers and from the bulk of a macroscopic crystal. It was found that the tempera-
ture TN(L) at which a thin layer at a depth L from the surface switches to a disordered state is lower than TN for
the bulk and is lower the closer this layer is to the surface. In the vicinity of TN, a nonuniform state is observed
in which the bulk of the crystal is magnetically ordered and the surface layer is disordered. The transition tem-
perature TN(L) decreases from TN to its surface value within a surface layer of a “critical” thickness. © 2003
MAIK “Nauka/Interperiodica”.
The processes occurring at the surface of macro-
scopic crystals in phenomena of fundamental impor-
tance, such as phase transitions at the critical tempera-
ture in the bulk of a crystal, have been attracting the
interest of researchers since the late 1960s. A theoreti-
cal basis for describing the processes observed on the
surface in the critical temperature region was devel-
oped in [1, 2]. It was shown, for instance, that the tran-
sition temperature of a thin surface layer to the para-
magnetic state may either coincide with the Curie (or
Néel) point for the crystal bulk or exceed it [1, 2]. Those
publications were followed by numerous theoretical
and experimental papers (see [3–9] and references
therein). The experimental studies made on thin Gd
films revealed that the transition temperature of a thin
surface layer is higher than the point at which bulk sam-
ples undergo magnetic ordering [6]. At the same time,
another experiment [5] showed the magnetic ordering
temperature of a surface layer of a PdFe alloy to be
lower than the Curie point for the bulk of the sample,
which disagrees with the theoretical analysis. Simulta-
neous studies of the properties of the surface and the
bulk of macrocrystals have shown that magnetic disor-
dering in the surface layer of weakly ferromagnetic
materials [7] and hexagonal ferrites [8] occurs at tem-
peratures below the critical points of transitions in these
compounds. Nevertheless, the experimental data avail-
able to date on the influence of the surface on the mag-
netic properties of the near-surface layer in crystals are
inadequate. Moreover, in order to establish the relation
between the phenomena on the surface and in the bulk
of a crystal, one has to investigate profiles of the varia-
tion in the crystal properties with distance from the sur-
face (by layer-by-layer analysis) and compare the prop-
1063-7834/03/4512- $24.00 © 22309
erties of surface layers of macroscopic samples with
those of the bulk.

The present communication offers information
obtained in simultaneous experimental studies of the
surface and volume magnetic properties of bulk
Fe1 − xGaxBO3 crystals in the vicinity of the phase tran-
sition at the Néel temperature. As iron ions are being
replaced by diamagnetic gallium ions, the Néel point
shifts below room temperature. Therefore, the studies
were conducted by simultaneous gamma, x-ray, and
electron Mössbauer spectroscopy (SGXEMS) [10]
with the use of a low-temperature system [11] to extend
the application area of SGXEMS from room tempera-
ture down to 10 K. The essence of SGXEMS consists
in that it permits a Mössbauer study of layers within
less than 300 nm from the surface, as well as of the bulk
of a macrocrystal, by obtaining spectra for radiations
with different mean free paths in the material, more
specifically, of the conversion and Auger electrons
(CAE), x rays, and gamma rays (GR). The SGXEMS is
unique in that (i) the information from the bulk and the
surface of a crystal is extracted simultaneously and
(ii) using the Mössbauer effect in SGXEMS for prob-
ing both the surface and the bulk makes it possible to
directly compare the corresponding experimental data.

The SGXEMS spectrometer used in this study was
computer-controlled in the dialogue mode. The temper-
ature was maintained to within 0.1 K. The gamma-ray
source was Co57 embedded in a rhodium matrix. An
iron foil was employed to calibrate the velocity of the
gamma-ray source motion. The theoretical spectra
were fitted using the least squares method to experi-
mental points with the use of special codes developed
for processing Mössbauer spectra. Mössbauer studies
in the vicinity of the magnetic ordering point present
003 MAIK “Nauka/Interperiodica”
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certain difficulties if the iron ions in a sample are capa-
ble of occupying two or more inequivalent positions. In
this case, the lines of the Zeeman sextuplets are difficult
to resolve in the critical-temperature region; this factor
substantially degrades the accuracy with which the val-
ues of the effective magnetic field can be extracted from
experimental spectra and, hence, the quality of the data
obtained. If, however, the magnetic structure of a crys-
tal is generated by iron ions occupying equivalent posi-
tions, the Mössbauer spectrum consists of one Zeeman
sextuplet only, thus facilitating its treatment greatly in
the critical temperature region.

The above features accounts for our choice of
Fe1 − xGaxBO3 for the study; this compound preserves a
simple magnetic structure as Fe ions are substituted for
by ions of gallium up to x = 0.45 [12–17]. Fe1 – xGaxBO3
crystals possess orthorhombic symmetry. The magnetic
structure of Fe1 – xGaxBO3 (for x ≤ 0.45) consists of two
magnetic sublattices, which are formed by iron ions
occupying two equivalent positions in octahedral sites
and coupled antiferromagnetically at temperatures
below the Néel point [12–16]. The crystal symmetry

(point group ) allows the existence of a weak fer-
romagnetic moment in the basal plane perpendicular to
the [111] threefold axis, which was confirmed experi-
mentally in [18, 19]. The phase transition occurring at
the Néel temperature in bulk FeBO3 crystals has been

D3D
6

–8 –4 0 4 8 –8 –4 0 4 8
V, mm/s

a d

b e

c f

Fig. 1. Mössbauer spectra of Fe0.7Ga0.3BO3 obtained by
measuring the number of (a, d) gamma quanta, as well as
conversion and Auger electrons from a surface layer of
thickness (b, e) 200 nm and (c, f) 40 nm at 240 K (left) and
250 K (right).

240 K 250 K
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studied extensively, which allowed us to compare our
experimental data with those from the available publi-
cations. The critical indices for bulk FeBO3 were deter-
mined in [20, 21].

For the study, we selected single-crystal plates about
80 µm thick grown through spontaneous crystallization
from a melt solution [13, 17]. The major faces of the
plates coincided with the (111) basal plane. In studies
of the properties of surface layers, the surface treatment
of the samples is critical. The single crystals were pre-
pared using two techniques, namely, (i) mechanical
polishing with fine-grained powders and weak etchants
and (ii) chemical polishing with a 1 : 1 mixture of the
H3PO4 and H2SO4 acids at room temperature for about
50 h. Note that the experimental results were reproduc-
ible only in the second case.

Figure 1 displays some of the Mössbauer spectra
obtained using SGXEMS. The spectra measured by
detecting GRs at temperatures below the Néel point con-
sist of one Zeeman sextuplet. At temperatures T ≤ TN, the
sextuplet line intensity ratio is 3 : 4 : 1 : 1 : 4 : 3, which
argues for the plates being correctly oriented. When the
crystals were heated to above the Néel temperature, the
gamma resonance spectra transformed in the following
manner. The separation between the Zeeman sextuplet
lines decreased, and the spectra obtained as the Néel
point was approached contained both the Zeeman and
paramagnetic lines (we call such spectra mixed). At the
Néel temperature, the lines collapse to form a paramag-
netic doublet. Note that FeBO3 produced mixed spectra
in a very narrow temperature interval near TN, whereas
mixed spectra in Fe0.7Ga0.3BO3 appear at temperatures
fairly far from the Néel point.

The Mössbauer spectra obtained by detecting CAEs
far from the Néel temperature are similar to those for
the gamma rays. When a crystal is heated, the conver-
sion-electron Mössbauer spectra transform into a para-
magnetic doublet similarly to as occurs with the gamma
resonance spectra but at different temperatures.

An analysis of the experimental spectra obtained by
measuring the radiations emitted from layers located at
a depth L from the surface shows that they can be
divided into three groups corresponding to the temper-
ature regions (1) T ≤ TS(L), (2) T ≥ TN(L), and
(3) TS(L) < T < TN(L), respectively.

The experimental spectra taken at temperatures T ≤
TS(L) consist of one well-resolved Zeeman sextuplet.
All the sextuplet lines have a close to natural width,
which implies that the crystal is in a magnetically
ordered state ΓM. In the temperature region T ≥ TN(L),
the experimental spectra consist of one quadrupole
doublet. This means that the layers under study and the
bulk of the crystal are in the paramagnetic state ΓP. No
lines corresponding to hyperfine Zeeman splitting are
observed in this phase. In the experimental spectra
obtained at temperatures TS(L) < T < TN(L) (Fig. 2), the
Zeeman background is overlaid by lines resembling the
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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paramagnetic doublet of the ΓP phase. We denote this
phase by ΓS and call such spectra mixed. As the temper-
ature is increased from TS(L) to TN(L), the outer lines of
the Zeeman sextuplets decrease in intensity until they
disappear altogether. The inner sextuplet lines grow in
intensity as the temperature increases from TS(L) to
TN(L).

Figure 2 shows a phase diagram of regions ΓM, ΓS,
and ΓP based on the experimental spectra. The bound-
aries of these regions were determined as follows. The
position of the TS(L) line (lines 2, 4 in Fig. 2) was found
by extrapolating the temperature dependences of the
inner (analogous to paramagnetic) lines in the expe-
rimental spectra to zero. The TN(L) phase boundary
(lines 1, 3 in Fig. 2) was located by the following tech-
niques used in Mössbauer spectroscopy to find the Néel
temperature: (1) The experimental spectra obtained in
the phase transition region and containing only the qua-
drupole lines due to the paramagnetic phase, with no
Zeeman splitting lines present, were selected; the tem-
perature at which the Zeeman lines disappeared was
taken as the Néel point. (2) The temperature depen-
dence of the number of detected quanta was found by
temperature scanning. In this case, the gamma-radia-
tion source is either fixed or moves with a constant
velocity. As one approaches TN(L) from the low-tem-
perature side, the number of quanta measured by the
detector increases, as seen in Fig. 3. At the TN(L) point,
the curve saturates and the number of detected quanta
no longer varies with a further increase in temperature
(Fig. 3). Both methods yielded the same value of TN(L).

The experimental spectra were used to derive the
hyperfine-interaction parameters. The temperature
dependences of the effective magnetic field Heff are dis-
played in Fig. 3, which shows that Heff at the sites of the
iron ion nuclei in the surface layer decreases faster with
increasing temperature than at the sites of the iron ion
nuclei in the bulk of the crystal. To check the reproduc-
ibility of the results in terms of temperature, the spectra
were measured repeatedly and in different directions on
the temperature scale. An analysis of the data obtained
showed the results to be reproducible.

As seen from the phase diagram in Fig. 2, the para-
magnetic state is separated from the magnetically
ordered state by region ΓS, in which mixed spectra are
observed. As one approaches the surface of the sample,
the TS(L) boundary of phase state ΓS shifts toward lower
temperatures. The phase boundary TN(L), as is evident
from Fig. 2, implies that the temperature of the para-
magnetic transition decreases with decreasing distance
from the crystal surface. In FeBO3, the transition to the
disordered state in a surface layer ~40 nm thick occurs
at a temperature ~0.2 K lower than TN for the bulk of the
sample. In Fe0.7Ga0.3BO3, where 30% of the iron ions
are replaced by diamagnetic ions, the difference
between the paramagnetic transition temperatures in
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      200
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the surface layer and in the bulk of the crystal increases
up to 20 K.

The experimental data obtained suggest the follow-
ing scenario for the transition of a macroscopic crystal
to the paramagnetic state. As a bulk crystal is heated,
the paramagnetic state appears on its surface at a tem-
perature less than TN for the bulk of the crystal, which
should be assigned to the surface ions lacking some
magnetic bonds. As the temperature is raised further,
the paramagnetic phase spreads into the bulk of the
crystal. After TN has been reached, thermal energy
destroys magnetic ordering in the remaining bulk.

The smoothness with which the TN(L) and TS(L)
boundaries shift as the surface is approached can be
accounted for in the following way. It was shown in
[22] that the effective magnetic field (or magnetization)
in FeBO3 decreases smoothly toward the crystal surface
at temperatures that are far enough from the Néel point.
Hence, the surface layer of the crystals under study can
be divided into a number of thin layers in which the
exchange interaction energy decreases as one
approaches the surface and the value of TN(L) depends
on the depth L of the given layer from the surface.

The transition temperature TN(L) varies within a sur-
face layer of “critical” thickness. In layers located
deeper than this critical thickness, the paramagnetic
transition occurs at the temperature TN for the bulk of
the crystal. In the temperature interval from TN(L) to
TN, the crystal resides in a nonuniform state in which
the material in the bulk is magnetically ordered
whereas the sample surface is paramagnetic.
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Abstract—The change in spin-wave resonance spectra in multilayer magnetic films occurring under the grad-
ual transformation of a spin-pinned layer from the reactive medium into a dispersive state or vice versa is stud-
ied. Spatial spin-wave dispersion associated with the spin-pinned layer is established to occur. This dispersion
is most markedly pronounced in films with a mixed mechanism of spin pinning. The dispersion observed allows
the so-called effect of “repulsion” of spin-wave modes to be accounted for. © 2003 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION

In most theoretical and experimental papers dedi-
cated to spin-wave resonance (SWR), the spectra are
studied in the case where an external dc field H is
directed normally or parallel to the film plane [1–4].
The SWR spectra for such orientations can satisfacto-
rily be explained in terms of the commonly used mod-
els [5–8], which assume that the pinning of spins is
caused by the surface anisotropy or by a dynamic
mechanism. Angular variations of SWR spectra in two-
layer films in which the dynamic mechanism of spin
pinning operates were studied in [9–12]. This spin-pin-
ning mechanism implies that the change in the angle
between the external field and the film causes a change
in the region of excitation of harmonic standing spin-
wave (SW) modes. For normal and parallel field orien-
tations, these modes are excited in different layers. The
authors of those papers observed the so-called “repul-
sion” of modes, the mechanism of which is still poorly
understood.

In spite of the large number of publications on
SWR, there is still a lack of studies concerning the fea-
tures of SWR spectra, in particular, their transforma-
tion in the case when the spin-pinned (SP) layer gradu-
ally transforms from the state of a reactive medium into
a dispersive state [13] or vice versa. In this paper, we
report the results of such studies performed on multi-
layer films with dissipative [14, 15] and mixed mecha-
nisms of spin pinning.

2. EXPERIMENT

Single-crystal garnet-ferrite films grown through
liquid-phase epitaxy on (111)-oriented gadolinium gal-
lium garnet substrates were used in the experiments.
Multilayer films were obtained through the successive
growth of layers from various fluxes. The thickness h of
films was measured using the interference method and
was also estimated from the time of complete etching.
1063-7834/03/4512- $24.00 © 22313
The saturation magnetization of layers was deter-
mined from the intensity and the width of the uniform
ferromagnetic resonance measured on the correspond-
ing single-layer analogs [16]. The method for determin-
ing the crystallographic directions 〈100〉  and 〈111〉  and
the cubic anisotropy field Hk1 is described in [17]. The
parameters of the films studied are listed in the table

(γ is the gyromagnetic ratio,  = (2Ku/M) – 4πMs is
the effective uniaxial-anisotropy field, α = ∆Hγ/ω is the
Gilbert damping parameter, with ∆H being the half-
width of the absorption line and ω being the angular
frequency of a microwave field).

SWR spectra were recorded with the aid of an RÉ-
1301 radiospectrometer. The microwave-field fre-
quency ω/2π was 9.34 × 109 Hz. The samples were
placed in crossed dc and ac magnetic fields. The inten-
sity of the dc magnetic field was measured with the aid
of an NMR magnetometer.

As a parameter most susceptible to variations in the
resonance fields of SW modes we used the difference
between the resonance fields H0 – Hn of the zeroth and
nth modes. This quantity is usually used to construct
dispersion curves, H0 – Hn = f(n). In processing the
results of measurements using numerical methods, we
took into account the mutual interrelation of closely
spaced absorption peaks and resonance fields of SW
modes, which were determined experimentally as the
half-sum of the fields corresponding to the extrema of
the derivative of the SW mode absorption line.

It is known [13] that, if the excited SWR spectrum
is observed in the range of magnetic fields H lower than
the field H02 of uniform resonance in an SP layer, this
layer is dispersive for spin waves. The eigenfrequency
of uniform spin oscillations in such a layer (the eigen-
frequency of uniform precession) ω02 = γ2H02 is lower
than the frequency of the ac magnetic field ω. Con-
versely, if the spectrum is observed in the range of
fields H > H02, an SP layer is a reactive (elastic)

Hk
eff
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Parameters of two-layer films

Sample Layer Composition h, µm γ,
107 Oe–1 s–1 α 4πMs, G , Oe Hk1, Oe

1 1* Y2.98Sm0.02Fe5O12 0.98 1.76 0.003 1740 –1715 –82

2* Er2.58La0.42Fe3.95Ga1.05O12 1.2 1.66 0.84 450 –78 –93

2 1* Y2.98Sm0.02Fe5O12 0.69 1.76 0.003 1740 –1715 –82

2* Sm0.45Er2.55Fe5O12 1.8 1.38 0.2 1330 96 –120

3 1* Y2.98Sm0.02Fe5O12 0.51 1.76 0.003 1740 –1715 –82

2* Sm1.2Lu1.8Fe5O12 1.4 1.76 0.12 1760 790 –135

Note: 1* denotes the layer of the excitation of harmonic SW modes and 2* is the spin-pinned layer.

Hk
eff
medium and ω02 > ω. Thus, in order to transform an SP
layer from one state into the other, one needs to change
either the microwave frequency ω or the frequency of
uniform precession ω02 = γ2H02 by changing uniform-
resonance the field H02. The magnitudes of the uniform-
resonance fields for the excitation layer (H01) and the
SP layer (H02) depend on the values of the effective

anisotropy fields  in the layers, the gyromagnetic
ratios γ1 and γ2, the angle between the external field H
and the film plane, and the temperature T. As follows
from the data given above, the films under study have

different values of  and γ in the layers. The uni-
form-resonance field in the excitation layer (the layer
with low damping) is considerably higher than that in
the SP layer in the case of perpendicular orientation and
is lower than that in the SP layer in the case of parallel
orientation. Because of this, and also due to the fact
that, for any direction of H, harmonic standing SWs are
excited by a microwave field in the layer with low α, the
SP layer is a reactive medium for SWs in the case of
perpendicular orientation and a dispersive medium in
the case of parallel orientation in the fields correspond-
ing to the excited SWR spectrum. The SP layer can be
gradually transformed from a dispersive into a reactive
state in two different ways: by changing the angle θH

between H and the normal to the film plane or by
changing the temperature. As the angle θH is increased,
the fields H01 and H02 approach each other. At a certain
value of θH, the field H01 becomes equal to H02 and then
the properties of the SP layer change from reactive to
dispersive.

The second way the SP layer can be transformed is
as follows. If the temperature coefficients of the fields
H01 and H02 have opposite signs (due to the opposite

signs of  in the layers) and the values of γ in the lay-
ers are different, then the increase in temperature will
cause intersection of the H01(T) and H02(T) depen-
dences and, as a consequence, the above transformation
will take place. 

One of the factors responsible for the angular
dependence of H0 – Hn and for an increase in the slope

Hk
eff

Hk
eff

Hk
eff
PH
of the dispersion curve at intermediate (between easy
and hard) directions of magnetization is connected with
the change in the equilibrium orientation of the magne-
tization M due to a change in the magnitude of the dc
magnetic field during the recording of the SWR spec-
trum [18]. The contribution to the difference H0 – Hn

caused by a variation in the equilibrium orientation of
the magnetization M can be calculated from the disper-
sion relation [13]

(1)

where

Expression (1) is written for the excitation and SP lay-
ers and allows one to correlate the wave numbers in
these layers. The values of the angle θM were calculated
from the condition of equilibrium orientation of the
magnetization M:

(2)

In Eqs. (1) and (2), A is the exchange constant, k is the
wave number of an SW mode, and θM and θH are the
angles between the normal to the film plane and the
vectors M and H, respectively, reckoned in the (110)
plane from normal [111] to the film plane along the
shortest possible path towards crystallographic direc-
tion [001]. Note that, when the vector H lies in the

ω
γ
---- 

 
2

H θH θM–( )cos Hk
eff θM ---cos

2
+=

– Hk1a θM( ) 2A
M
-------k

2
+ H θH θM–( )cos Hk

eff
2θM -cos+

– Hk1b θM( ) 2A
M
-------k

2
+ ,
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x 2
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(110) plane, the vector M also lies in this plane. This
simplified method of calculation assumes that spins are
completely pinned at the interface between the layers;
the wave numbers are taken to be equal to k1 = (n +
1/2)π/h1, where h1 is the thickness of the excitation
layer. The calculation results are shown in Figs. 1a–3a
(dashed lines). It can be seen that the difference H0 –Hn

increases significantly in the angle range 10° ≤ θH ≤ 70°.

We obtained the following experimental results. The
difference H0 – Hn exhibits a pronounced dependence
on the angle θ. In Figs. 1b–3b, the angular variations of
the uniform-resonance fields H01(θH) and H02(θH) are
also shown for the excitation and SP layers. In the sam-
ples with a dominating dissipative mechanism of spin
pinning, the increase in θH causes a gradual increase
and a subsequent decrease in the difference H0 – Hn =
f(θH) (points in Fig. 1a). In addition, in the range 15° <
θH < 40°, the experimental H0 – Hn = f(θH) dependence
deviates from the dashed line calculated from Eqs. (1)
and (2). This deviation of the experimental dependence
from the calculated dependence becomes more and
more pronounced as the damping parameter in the SP
layer decreases (Fig. 2a); this effect manifests itself the
most for high-order modes.

For the samples with still smaller values of α2 (sam-
ple 3), a pronounced specific feature is observed in the
experimental angular dependences. As follows from
Fig. 3a, the amplitude of H0 – Hn angular variations
increases with the mode index. As can be seen, the devi-
ation of the difference H0 – Hn from the calculated
dashed line towards smaller values is significantly
larger than the deviation towards larger values. Further-
more, the angular dependences of H0 – Hn for the
modes with n > 4 show a discontinuity caused by the
fact that, in a certain θH range, the modes with an index
higher than four become unobservable in SWR spec-
trum in this sample. Such anomalous behavior was also
observed in the temperature dependences of H0 – Hn =
f(T) for the samples showing intersection of the temper-
ature dependences of the uniform-resonance fields H0i

for the excitation and SP layers, i.e., for the samples in
which the transformation of the SP layer from the reac-
tive into a dispersive state occurred (Fig. 4). For the
samples showing no intersection of the H01(T) and
H02(T) curves, the H0 – Hn = f(T) dependences were
monotonic (Fig. 5). The smooth decrease in H0 – Hn

with increasing T takes place, because the exchange
constant A decreases more rapidly than the magnetiza-
tion [19]. We note that the SWR spectra at various tem-
peratures were recorded for perpendicular orientation
of H with respect to the film surface, where there is no
disorientation of the M and H vectors and, conse-
quently, the effect of a change in the equilibrium orien-
tation of M and in the disorientation of the M1 and M2
vectors in layers [11] on the difference between the res-
onance fields is absent. Note also that the mutual influ-
ence of the peaks of SW modes and of the zeroth mode
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PH
of the SP layer could not be responsible for the
observed features in the angular and temperature
dependences of H0 – Hn [20]. Calculation with due
regard for the influence of the peak with a larger width
and with a low intensity from the SP layer on the reso-
nance field of the nth SW mode shows that the resulting
correction is not larger than 3–5 Oe, which is much
smaller than the possible change in H0 – Hn. 

As follows from Figs. 1a–4a, the H0 – Hn = f(θH) and
H0 – Hn = f(T) dependences are similar to the dispersion
curves that are observed near absorption bands and pos-
sess intervals of normal and anomalous dispersion. We
also observed a pronounced increase in damping (line-
width of SW modes; Fig. 6) in the range of angles cor-
responding to a sharp change in the H0 – Hn versus θH

(or T) dependence, which is caused by the increased
effect of the region of SW damping in the layer with
large α on the standing-SW energy dissipation [15].
The specific feature of the observed type of dispersion
is that it is caused not by the properties of the medium
in which a harmonic wave is excited but by the state of
the boundary region. Therefore, this dispersion can be
considered a type of spatial dispersion of SWs.

3. CALCULATION OF THE SPIN-WAVE 
RESONANCE SPECTRUM

In order to determine the quantitative characteristics
of the dispersion observed and the character of the
transformation of SW modes that occurs when θH is
change, we calculated the SWR spectra taking into con-
sideration not only the variation of the equilibrium ori-
entation of M but also the change in the properties of
the SP layer from dispersive to reactive taking place as
the angle θH or temperature is varied.

In calculating the SWR spectra, we used Eqs. (1)
and (2), the exchange boundary conditions [12]

(3)

(m1 and m2 are the time-dependent components of the
magnetization in the SP and excitation layers, respec-
tively), and additional conditions that take into account
the SW damping in the layer with a large value of α (SP
layer):

(4)

m1

M1
------- m2

M2
-------

z h1=

,
A1

M1
-------

∂m1

∂z
---------

A2
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∂z
---------

z h1=
= =

2A1
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z h1=
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h1 h2+
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where

(5)

h1 and h2 are the thicknesses of the excitation and SP
layers, respectively, and the z axis is directed normally
to the film plane. These additional conditions were
obtained by integrating the equation of motion of the
magnetization over a region having the shape of a disk,
one of whose bases is located in the excitation layer
near the interface between the layers and the other is
beyond the free surface of the SP layer [13]. These con-
ditions are a consequence of the equality of the torque
moment exerted by the exchange field near the interface
of the layers and the torque moment (including dissipa-
tion effects) due to a damping spin wave propagating in
the SP layer.

In addition, we used the following expression relat-
ing the real ( ) and imaginary ( ) parts of the wave
number in the SP layer [5]:

(6)

b11 H θH θM–( )cos Hk2
eff

2θMcos
iα2ω

γ2
------------,+ +=
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2 iα2ω
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------------,+ +=
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Fig. 5. The same as in Fig. 4 but for sample 3.
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The spin wave was approximated by a harmonic
wave in the excitation layer and by a damping harmonic
wave in the SP layer. The solutions for several values of
the angle θH are shown in Fig. 7a (the points of intersec-
tion of curves 1–4 with the family of tan(k1h1) curves).
It can be seen that with increasing θH the wave numbers
of all SW modes decrease; they decrease to a greater
extent for modes with higher indices, which explains
the decrease in the difference H0 – Hn. Figure 7b shows
the configurations of several SW modes for θH = 0° (the
SP layer is a reactive medium), θH = 40° and 55° (the
SP layer is located in the region of transformation from
the reactive into a dispersive state), and θH = 90° (the SP
layer is a dispersive medium). It is seen that, when H01

and H02 approach each other, the configuration of the
nth mode tends to transform into the (n – 1)th mode;
however, in the region of transformation of the SP layer
from the reactive into a dispersive state, a drastic trans-
formation of modes takes place and is accompanied by
the formation of a node located in the excitation layer
near the interface of the layers. When H01 and H02

become equal, the set of solutions undergoes a jumplike
change. The values of k1 for all modes, including the
zeroth mode, abruptly increase. As an example, Fig. 7a
shows the transformation for the mode with n = 5. As a
result of this transformation, the difference H0 – Hn

increases in a. The solid lines in Figs. 1–3 show the cal-
culated angular variations of H0 – Hn. It can be seen that
the calculations agree quite satisfactorily with the
experimental data. The increase in damping parameter
α (α = ∆Hγ/ω) and, consequently, the increase in the
linewidth in the SP layer widen the range of the fields
corresponding to the transformation of the SP layer
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Fig. 6. Angular variations of the linewidth 2∆H(θH) of SW
modes for sample 2. Numbers on the curves are the SW
mode indices.
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from the reactive into a dispersive state. This, in turn,
leads to the spreading of the observed discontinuity in
the H0 – Hn = f(θH) curves.
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Fig. 7(a). Graphical solution of the system of equations (1)–
(6) for sample 3 and (b) the distribution of normalized time-
varying magnetization mi(z)/Mi (i is the number of layer)
for the mode with n = 5 for various values of θH: (1) 0°,
(2) 40°, (3) 55°, and (4) 90°.
PHY
4. DISCUSSION

The nature of the observed SW dispersion, in our
opinion, consists in the following. In the case of the
simultaneous operation of dissipative and dynamic
mechanisms of spin pinning (mixed mechanism),
where the dissipative mechanism is quite important, the
exponentially decaying SW in the SP layer is excited,
for any orientation of H, by the standing SW localized
in the layer with small α; this SW, in turn, is exited by
the microwave field. If the SP layer is in the reactive
state, the eigenfrequency of spin precession ω02 in this
layer is higher than the frequency of the standing har-
monic wave in the excitation layer, which is equal, at
resonance, to the frequency of the microwave field ω
(ω02 > ω, H02 < H01). Therefore, the exponentially
decaying spin wave (whose oscillations are forced and
also occur at the frequency ω) in the SP layer tends to
be ahead, in phase, of the harmonic wave localized in
the excitation layer and tries to carry along and extend
the latter. This process results in a reduction of the wave
numbers and in a difference between the resonance
fields H0 – Hn. When the SP layer becomes dispersive
(ω02 < ω, H02 > H01), the situation is reversed: the
decaying spin wave in the SP layer lags in phase and
compresses the harmonic standing wave in the excita-
tion layer. This causes, although to a lesser degree, an
increase in the difference H0 – Hn. When H01 and H02
approach each other, the amplitude of time-varying
magnetization m02 in the SP layer increases and the
influence of spin oscillations in the SP layer on the
value of k1 becomes stronger. At the same time, the
increase in m02 loosens spin pinning; consequently,
high-order modes are no longer excited in the spectrum.

As θH increases further, the difference H02 – H01
increases and the precession amplitude in the SP layer
decreases and strengthens the pinning of spins, thereby
favoring the appearance of high-order modes.

It should be noted that the observed dispersion also
takes place in the case of dynamic spin pinning, when
the layer in the reactive state plays the part of the SP
layer. As the angle θH is changed, the region of excita-
tion of harmonic modes shifts from one layer to the
other. The effect of dispersion in this case reveals itself
in the repulsion between SW modes localized in the
excitation layer and the zeroth mode in the SP layer (or
the FMR mode, according to the terminology used in
[10, 11]). In [10, 11], it is shown that both the first and
the second layer can be the excitation layer, depending
on the range of angles. However, as was mentioned
above, in both situations, the excitation layer is a reac-
tive medium; therefore, the wave numbers of the
excited SW modes decrease in both angle ranges. This
reveals itself in spectra as a shift of the peaks of SW
modes towards higher fields or as their repulsion from
the zeroth mode of the SP layer. Thus, in the case of
dynamic pinning, only one part of the dispersion curve
will be observed. In the case of the dissipative or mixed
SICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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mechanism of pinning, as was mentioned above, at any
orientation of H with respect to the film plane or at any
temperature, the region of excitation of standing har-
monic modes is the layer with low damping. Therefore,
the wave numbers of SW modes shift towards lower
values if the SP layer is in the reactive state (H02 < H01)
and to higher values if the SP layer is in the dispersive
state (H02 > H01). As a consequence, the peaks of SW
modes in both cases are shifted in field from the absorp-
tion peak of the SP layer. The consideration of such dis-
persion of SW is of great importance for correct deter-
mination of the exchange interaction constant from the
SW spectrum, since from the type of state (dispersive
or reactive) of the SP layer and the position of the res-
onance frequency (eigenfrequency of precession) for
this layer with respect to microwave frequency one can
find the values of the wave numbers of SW modes and,
consequently, the slope of the H0 – Hn = f(n2) depen-
dence, from which the value of A is determined. Obvi-
ously, the effect of this factor should be taken into
account in recording and analyzing the SWR spectra
for any orientation of H with respect to the film plane.

5. CONCLUSIONS
Thus, the results of this study allows one to come to

the following conclusions:
(1) SW spatial dispersion caused by the effect of the

SP layer is established in multilayer films. Dispersion
is most pronounced in films with a mixed spin-pinning
mechanism when the SP layer transfers from the reac-
tive state to a dispersive state and vice versa.

(2) This type of spatial dispersion can explain the
so-called effect of repulsion of SW modes observed in
previous studies.

(3) In determining of the exchange interaction con-
stant from the SWR spectra, one should take into
account the significant effect of spatial dispersion on
the wave numbers of excited SW modes.
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Abstract—The temperature dependence of the eigenfrequencies of magnetization oscillation in a single-crystal
film is shown to depend strongly on the temperature dependence of the magnetocrystalline anisotropy field. The
conditions are considered under which the temperature coefficient of the ferromagnetic resonance frequency in
a film with cubic anisotropy changes sign as the orientation of the magnetization vector is changed from the
〈111〉  to the 〈100〉  direction. The spectrum of surface magnetostatic waves is investigated experimentally in
{110}-oriented yttrium iron garnet films. It is established that, due to magnetic anisotropy of the ferrite, the tem-
perature dependence of the long-wavelength limit of the frequency spectrum becomes nonmonotonic when a
film of this material is magnetized along the 〈100〉  axis. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The spectrum of magnetostatic spin waves (MSWs)
in anisotropic ferromagnetic films has been well stud-
ied both theoretically and experimentally [1–8]. How-
ever, the temperature variations of the spectrum were
considered mainly within an isotropic model [9, 10],
and the variations of the frequencies were assumed to
be due to the temperature dependence of the saturation
magnetization of the material of a film. Such an
approach is justified, in part, by the fact that yttrium
iron garnet (YIG, Y3Fe5O12), which is used extensively
in spin-wave electronics, is a weakly anisotropic mate-
rial. For example, at temperature T = 295 K, the satura-
tion magnetization 4πM0 is equal to 1750 G, the effec-
tive cubic-anisotropy field Hc is –42 Oe, and their tem-
perature coefficients are d(4πM0)/dT = –4.0 G/K and
dHc/dT = 0.4 Oe/K [11]. The parameters Hc and dHc/dT
are relatively small and can be treated as small correc-
tions in calculating the temperature-dependent MSW
characteristics. The main contribution to the tempera-
ture dependence comes from the derivative
d(4πM0)/dT.

The effect of magnetic anisotropy on the tempera-
ture dependence of the ferromagnetic resonance (FMR)
frequency was considered in [12, 13], where an orien-
tational method for stabilizing the parameters of ferrite-
based high-frequency devices was discussed. The prob-
lems that were treated in those papers are very specific,
and the results obtained there give but a rough idea of
the magnitude and mechanisms of the effect of crystal-
line anisotropy on the temperature variations of the
MSW frequencies in films. Furthermore, only the case
of cubic anisotropy was analyzed in [12, 13].
1063-7834/03/4512- $24.00 © 2320
In this paper, we consider the effect of magnetic
anisotropy on the temperature dependence of the eigen-
frequencies of magnetization oscillation in ferromag-
netic single-crystal films. The effect of crystalline
anisotropy on the temperature characteristics of surface
MSWs is investigated in detail on the example of cubic-
ferrite films.

In general, the temperature variations of the MSW
spectrum in a ferromagnetic film can be studied theo-
retically on the basis of dispersion relations and the
equations from which the equilibrium magnetization
direction is determined. By differentiating these equa-
tions with respect to temperature, the most general
expressions for the frequency temperature coefficient
(FTC) can be derived after certain mathematical manip-
ulation. However, we will not proceed this way but
restrict our consideration to a few specific cases in
which the equations mentioned above are simplified
and the effect of magnetoctystalline anisotropy on the
frequency temperature dependence has a clear physical
interpretation.

2. THE FREQUENCY TEMPERATURE 
COEFFICIENT OF UNIFORM FERROMAGNETIC 

RESONANCE

We consider the effect of crystallographic anisot-
ropy on the FTC of free magnetization oscillation in a
film through the example of the FMR frequency. We
note that, in the exchange-free approximation, the FMR
frequency is the long-wavelength limit of the MSW
spectrum. Below (in discussing the experimental data),
we will derive a simple relation between the tempera-
2003 MAIK “Nauka/Interperiodica”
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ture coefficient of any frequency of the surface MSW
spectrum and the FTC of uniform FMR.

We will consider a ferromagnetic film in the coordi-
nate system xyz with the z axis parallel to the equilib-
rium magnetization vector M0 and with the y axis par-
allel to the plane of the film (Fig. 1). The magnetocrys-
talline anisotropy of the material of the ferromagnetic
film can be described by the tensor of effective demag-

netizing factors  of (i, j = x, y, z). We also take into
account uniaxial anisotropy, which usually arises in
epitaxially grown films. For uniaxial anisotropy with
the axis normal to the film plane, the nonzero compo-

nents of the corresponding tensor  are [14]

where θ is the angle between M0 and the film plane and
Hu = 2Ku1/M0 is the uniaxial-anisotropy field, with Ku1
being the first uniaxial-anisotropy constant, which

characterizes the anisotropy energy density  =
Ku1cos2θ.

The tensor  depends on the crystal symmetry of
the ferromagnetic material. In order to decrease the
number of independent components of this tensor, we
consider the case where the vector M0 is directed along
a crystallographic symmetry axis of the ferromagnetic
film. Let us derive the relations that follow from the
invariance of the magnetocrystalline anisotropy energy

density  under symmetry transformations.

For small deviations m of the magnetization vector
from the z axis (M = M0 + m, where M0 || z, mz = 0), we
have

(1)

To a rotation of vector m about the symmetry axis
(of order ns) through angle 2π/ns corresponds the fol-
lowing transformation of the components of the magne-
tization vector:
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Therefore,  takes the form

(2)

By comparing Eqs. (1) and (2), we obtain the condition
of the energy density invariance:

(3)

From Eq. (3) for ns ≥ 3, it follows that

(4)

We note that at ns = 2, i.e., if the magnetization vec-
tor is parallel to a twofold rotation axis, Eq. (3) imposes

no restriction on the components , , and .
In what follows, we consider the case of ns ≥ 3 and
make use of Eqs. (4).

The frequency of uniform FMR can be found, using
a standard method [14], to be

(5)

Here, g is the gyromagnetic ratio and Hez is the projec-
tion of the external dc magnetic field He onto the direc-
tion of magnetization vector M0. In Eq. (5), we also
introduced the parameter 4πMeff = 4πM0 – Hu and used
the expressions presented above for the effective
demagnetizing factors of normal uniaxial anisotropy
(for any value of angle θ).
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Fig. 1. Ferromagnetic film (schematic).
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The FTC is defined as

Using Eqs. (5) and (4), the formulas for the derivatives
dθ/dT and dHez/dT derived in the Appendix, and simple
algebra, the coefficient αFMR can be found to be

(6)

αFMR
1

f FMR
-----------

d f FMR

dT
---------------.=

αFMR
1
g
--- dg

dT
------–

1
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,

PH
where

In the same notation, the FMR frequency can be rewrit-
ten in the form

In deriving Eq. (6), it was taken into account that,

while the coefficients  and  are equal, their
temperature derivatives are generally different and
should be calculated separately.

The parameters Hin and θ can be expressed in terms
of the external field He and angle θH between the direc-
tion of this field and the film plane by using the rela-
tions

H in Hez 4πMeff θsin
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We note that Eq. (6) can be used to analyze the FMR
temperature characteristics in both weakly and highly
anisotropic films. In deriving Eq. (6), no restrictions

were imposed on the values of parameters  and
their temperature derivatives.

3. ANALYSIS OF THE FREQUENCY 
TEMPERATURE COEFFICIENT IN FILMS

WITH CUBIC ANISOTROPY
In the case of a film with cubic anisotropy, the coef-

ficients  in Eq. (6) can be found from , which is
invariant under cubic-symmetry transformations and is
expressed in terms of the components of the magnetiza-
tion vector M0 as [15]

(7)

Here, Kc1 is the first cubic-anisotropy constant (which
is generally larger than the coefficients of the other pos-
sible invariants) and summation is performed over the
components of the vector M0 along the axes p = [100],
[010], [001].

In the case of M0 || z, Eq. (7) gives the following

expressions for the coefficients [14]:
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where Hc = Kc1/M0 is the effective cubic-anisotropy
field and βip are the cosines of the angles between the
coordinate axes i = x, y, z and the crystallographic axes
p = [100], [010], [001].

If the equilibrium magnetization vector is directed
along a threefold or fourfold axis of a cubic crystal
(axes 〈111〉  and 〈100〉 , respectively), then it follows
from Eqs. (8) that

(9)
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In order to calculate the temperature derivatives
dM0(  – )/dT and dM0(  – )/dT involved
in Eq. (6), we use the equation

(10)

Here, the partial derivative in the first term is calculated
using Eq. (9) and the derivative dHc/dT is a material
parameter of a ferromagnetic film. The derivative dθ/dT
in the second term is given by Eq. (A6) from the
Appendix. The derivatives dM0(  – )/dθ and
dM0(  – )/dθ, as calculated using Eqs. (8), have
the form

In deriving the last formula, the parameters βip were
expressed in terms of angles ν and τ, which define the
orientation of the coordinate system xyz relative to crys-

tallographic axes [ ], [ ], and [111] (Fig. 2). This
formula takes into account the symmetry of the axis
along which the vector M0 is directed. Indeed, the right-
hand side is invariant under the transformation ν 
ν + 2π/3, which characterizes a threefold axis. There-
fore, the angle ν can be reckoned from the y axis [which
is the line of intersection of the film plane and crystal-

lographic plane (111)] to any of the [ ], [ ], and

[ ] directions.
Upon making the substitutions indicated above,

Eq. (10) takes the form
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We use Eqs. (11) and (12) to transform the general
equation (6). We also introduce dimensionless quanti-
ties and put dg/dT = 0 for simplicity (the contribution
from the derivative dg/dT to the FTC is of no interest to
us here, because, according to Eq. (6), this derivative is
independent of the parameters Hc and 4πMeff and their
temperature derivatives). After straightforward algebra,
we obtain

(13)

where

Here,

(14)

In deriving Eq. (13), it was assumed that M0 || 〈111〉
or M0 || 〈100〉 , but the crystallographic orientation of
the film can be arbitrary. Using Eq. (14), we can obtain
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Fig. 2. Orientation of the coordinate system xyz with respect
to the crystallographic axes.
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explicit analytical dependences of the coefficients A, B,

and C on θ and . Such dependences, as calculated
from Eq. (13), are exemplified in Fig. 3. It can be seen
that the effect of magnetic anisotropy on the FTC is sig-
nificant even in the case where Hc and dHc/dT are small
in comparison with 4πMeff and d(4πMeff)/dT, respec-
tively.

It follows from Eq. (13) that, at a given value of the
FMR frequency, its temperature coefficient depends on
the orientation of M0 with respect to both the film plane
and the crystal lattice. According to Fig. 3, the differ-
ence in value between the FTCs for M0 || 〈111〉  and
M0 || 〈100〉  is maximum for θ = 0 and increases with
decreasing frequency fFMR. The frequency fFMR in Fig. 3
is measured in units of 4πMeffg. In the case of
fFMR/4πMeffg = 0.5, the values of the FTC for small val-
ues of θ are opposite in sign for the [111] and [100]
magnetization vector directions (crystallographic sign
reversal of the FTC). This feature is due to the fact that
anisotropy of the FTC is associated with anisotropy of

f̃ FMR
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Fig. 3. Dependences of the temperature coefficient of the
FMR frequency on the magnetization orientation with
respect to the film plane and the crystallographic axes.
The crystallographic orientation of the film is defined by
angles θ and γ in the case of M0 || [001] (upper inset) and by
angles θ and ν in the case of M0 || [111] (lower inset). For
M0 || [001], the temperature coefficient is independent of
angle γ. For M0 || [111], the dependence on angle ν in the
computing formula is through the ratio Hccos3ν/(4πMeff).
This ratio is equal to zero for dashed curves and to ±0.1 for
dotted curves. In computing, it was assumed that dg/dT = 0,
dHc/dT = –0.1d(4πMeff)/dT, and |αM| =

|d(4πMeff)/dT|(4πMeff)
–1.
PH
both Hc and dHc/dT and that the latter quantity enters
into Eq. (13) with opposite sign for M0 || 〈111〉  and
M0 || 〈100〉 . We note that, in the case of in-plane mag-
netization, the dependence of the FTC sign on the crys-
tallographic orientation of M0 arises only because of
the temperature dependence of the magnetic anisotropy
field. Indeed, from Eq. (13), it follows that, for
dHc/dT = 0 and θ = 0, the sign of αFMR coincides with
that of αM.

In an anisotropic ferromagnetic film with in-plane
magnetization, the conditions of the FTC sign reversal
are derived from Eq. (13) to be

(15)

(16)

Here, subscripts with angular brackets indicate the
crystallographic orientation of M0. As an example, we
consider a {110}-oriented single-crystal film of a mate-
rial for which dHc/dT > 0 and d(4πMeff)/dT < 0. If, in
addition,

then inequalities (15) are satisfied for any value of

. Otherwise (as in YIG), from the last of ine-
qualities (15), it follows (after simple algebra) that

(17)

Using the values of the magnetic parameters pre-
sented above for YIG, we obtain H0 ≈ 667 Oe.

Thus, the theory developed in this paper predicts
that, in anisotropic films, there is a threshold field H0
below which crystallographic reversal of the sign of the
FTC takes place.

4. EXPERIMENTAL STUDY
OF THE TEMPERATURE CHARACTERISTICS 

OF SURFACE MAGNETOSTATIC WAVES
We studied YIG films grown on {110}-oriented gad-

olinium gallium garnet single-crystal substrates.
MSWs were excited and detected through the use of a
microstrip package, on which the sample under study
was mounted. The dispersion relation (dependence of
the frequency f on wave number k) was determined
using an interference technique similar to that used in
[16]. A film was magnetized by an in-plane magnetic
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field directed along the microstrip transducers. This
geometry allows one to investigate MSWs with a wave
vector perpendicular to the external magnetic field. The
orientation of the magnetic field with respect to the
crystal lattice was varied by rotating the YIG film under
a compression spring. Measurements were performed
for He || 〈100〉  and He || 〈111〉 . The sample orientations
corresponding to these geometries were determined
using experimentally measured angular dependences
of the MSW frequencies; the minima and maxima in
these dependences corresponded to the orientations
He || 〈100〉  and He || 〈111〉 , respectively.

Figure 4 shows measured temperature dependences
of the MSW frequency in the long-wavelength limit
(k = 0). It is worth noting that the f〈100〉(T) dependence is
nonmonotonic. Analysis based on the Hc(T) and
4πMeff(T) dependences obtained for YIG films by using
the technique described in [17] shows that an increase
in the frequency (df〈100〉 /dT > 0) is observed in the tem-
perature range where inequality (17) is valid.

Using experimental f (1)(knd) and f (2)(knd) depen-
dences (where d is the film thickness, kn are wave num-
bers, as determined following the technique described
in [16]) for two temperatures T1 and T2 that are close to
each other, we determined the wave-number depen-
dence of the FTC (Fig. 5) from the formula

α f knd( )

=  
2

f
1( )

knd( ) f
2( )

knd( )+
--------------------------------------------------

f
2( )

knd( ) f
1( )

knd( )–
T2 T1–

--------------------------------------------------.

–50–100 0 50 100
T, °C

2.8

3.4

4.0
f, 

G
H

z

〈111〉

〈100〉

Fig. 4. Experimental temperature dependences of the fre-
quency of long-wavelength surface MSWs in a {110}-ori-
ented YIG film in the cases where the external in-plane field
is directed along 〈100〉  and 〈111〉; He = 600 Oe.
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The FTC thus found was compared with the theoret-
ical αf(kd) dependence calculated with inclusion of the
effect of magnetocrystalline anisotropy on the FTC.
The calculation was based on the dispersion relation of
MSWs in ferromagnetic films with cubic and uniaxial
anisotropy. However, the exact dispersion relation [17]
gives the f(kd) dependence in an implicit form and can
be found only by separately including the effects of the
saturation magnetization 4πM0 and of the uniaxial
anisotropy field Hu. For this reason, we used the
approximate dispersion relation

(18)

An elementary analysis shows that Eq. (18) is the
zeroth approximation in the expansion of the exact dis-
persion relation in a power series in Hu/4πMeff ! 1. The
difference between the exact and the approximate dis-
persion relation is given by

The approximate dispersion relation gives exact
expressions for the FMR frequencies in the limits of
k = 0 and ∞.

f appr
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Fig. 5. Experimental (symbols) and theoretical (solid
curves) f(kd) and αf(kd) dependences for surface MSWs in
a {110}-oriented in-plane-magnetized YIG film of thick-
ness d = 10.5 µm at T = 12°C. The external magnetic field
He = 600 Oe was directed along the 〈100〉  and 〈111〉  axes.
Film parameters: 4πMeff = 1830 G, Hc = –42 Oe,
d(4πMeff)/dT = –4.2 G/K, and dHc/dT = 0.46 Oe/K.
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From Eq. (18), we obtain an explicit analytical
expression for the FTC

From this formula, it follows that the effect of the crys-
tallographic anisotropy on the FTC decreases in magni-
tude with decreasing wavelength.

In accordance with the geometry of the experiment,
we used the formula

where the values of coefficients  are given above
[after Eq. (13)] and g = 2.8 MHz/Oe, which is typical of
YIG. The values of 4πMeff, Hc, and their derivatives
d(4πMeff)/dT and dHc/dT were derived from the best fit
of the calculated dispersion relations (shown in Fig. 5)
to the experimental data. These fitted parameters are
presented in the caption under Fig. 5, and they agree
well with the values typical of YIG films.

As seen from Fig. 5, FTC anisotropy in {110}-ori-
ented YIG films is significant in spite of the fact that
4πM0 and d(4πM0)/dT are much larger than Hc and
dHc/dT, respectively. Analysis of the calculated depen-
dences shows that the dominant contribution to the
anisotropy comes from the derivative dHc/dT rather
than from the parameter Hc itself.

APPENDIX: TEMPERATURE DERIVATIVES 
OF THE ANGLES DEFINING THE ORIENTATION 
OF THE STATIC MAGNETIZATION VECTOR IN 
A FERROMAGNETIC SINGLE-CRYSTAL FILM

In the static case, the Landau–Lifshitz equation has
the form

(A1)

The deviation of the magnetization M(T) with temper-
ature from its initial orientation M(T0) can be described
by a two-component vector m(T), which satisfies the
condition m(T0) = 0 and mz(T) = 0 in the coordinate sys-
tem xyz with z || M(T0). Therefore, we have M(T) =
Mz(T)ez + m(T), where ez is a unit vector parallel to the
z axis. In Eq. (A1), Heff is the effective magnetic field,
which is the variational derivative of the energy of the
magnet with respect to the magnetic moment. In the
exchangeless magnetostatic approximation, by using a
standard method [14], we obtain

(A2)

α f
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PH
where the tensors  and  allow for crystallo-
graphic and uniaxial anisotropy. From Eq. (A1), it fol-
lows that

(A3)

By differentiating Eq. (A1) with respect to T and taking
into account Eq. (A3), we obtain

(A4)

Let the vector M(T0) be directed along a symmetry axis
of order three or higher. Therefore, we can use Eqs. (4)
in calculating the projections of the vector Heff and their
temperature derivatives from Eqs. (A2). In a static
external field, dHe/dT = 0 and, hence, at T = T0, we have

Here, nx and nz are the projections of a normal to the
film plane (ny = 0). In deriving these expressions, it was

taken into account that  =  =  = 0 for normal
uniaxial anisotropy and that Mz(T) = M0(T) for m = 0.
Substituting these expressions into Eqs. (A4) gives

(A5)

Using the relations

we obtain, after simple algebra, the expression
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where, according to Eqs. (4),  =  –  =  – .

From Eqs. (A3) and (A5), it follows that Hey = 0 and
that infinitely small deviations of the magnetization
vector from its initial direction with temperature are
rotations in the plane containing the vectors n and He.
We take these results into account in calculating the
derivative dHez/dT. [It is obvious that the projection of
He onto the vector M(T) is also characterized by the
temperature dependence of Hez(T).] From the character
of the deviations of the vector M with temperature, it
follows that

Using Eqs. (A3) and (A2), we find Hex and obtain the
final expression

(A7)

We note that, in deriving Eqs. (A6) and (A7), no
restrictions were imposed on the magnetocrystalline
anisotropy field.
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Abstract—Nanocrystalline samples of the manganites La0.9Ag0.1MnO3, La0.7Ag0.3MnO3, and La0.7Sr0.3MnO3
were synthesized through pyrolysis and isothermally annealed. The atomic, subatomic, and magnetic structures
of these manganites were studied using magnetic, x-ray, and neutron diffraction measurements. Increasing the
annealing temperature from 600 to 1200°C coarsens the grains from 30–40 to 600–700 nm in size. All the sam-
ples studied have rhombohedral structure and are ferromagnets. The Curie temperature decreases for the sam-
ples doped by silver and increases for the samples doped by strontium as the anneal temperature is increased.
The magnetization of the Mn ions increases with nanoparticle size in all the three systems, which indicates the
presence of a size effect. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The manganites La1 – xAxMnO3, which exhibit colos-
sal magnetoresistance, have recently been attracting
heightened interest (see, e.g., [1, 2]). Studies performed
on ceramic and single-crystal samples revealed a num-
ber of remarkable properties of these manganites, such
as the charge, orbital, and spin ordering; a metal–insu-
lator transition; etc. A correlation has been found to
exist between the parameters describing the crystal
structure of the manganites and the parameters charac-
terizing their magnetic properties. It was shown, in par-
ticular, that the Curie temperature TC depends on the
Mn–O–Mn bond angle ΘMn–O–Mn.

The origin of the manganite magnetoresistance is
assigned [3] to three carrier-scattering processes. One
of them, the critical scattering from magnetization fluc-
tuations, provides the major contribution to magnetore-
sistance at temperatures close to TC. The other two pro-
cesses, the inter- and intragrain scattering, are signifi-
cant for T < TC. Intergrain scattering involves domain
walls, which coincide, as a rule, with grain boundaries.
This scattering is absent in perfect single crystals [4]
and is observed in microcrystalline samples already in
a weak external magnetic field; this mechanism is most
probably associated with interdomain carrier tunneling
[5]. Intragrain scattering is observed at higher fields and
is due to the ordering of magnetic moments, which
form a spin-glass-type state in the absence of a field.
This effect originates apparently from the grain crystal-
line (and magnetic) structure being heavily defected.

Therefore, in order to elucidate the mechanism
responsible for the colossal magnetoresistance in the
1063-7834/03/4512- $24.00 © 22328
manganites, it appears reasonable to study nanocrystal-
line samples in which the particle size is comparable to
the domain dimensions. Nanocrystalline manganites
are also of interest from the application viewpoint,
because they feature higher values of the low-field
magnetoresistance compared to those for ceramic sam-
ples [6] and, hence, can be used in magnetic sensors.

The available scarce publications on nanocrystalline
manganites show that the properties of these com-
pounds can change substantially with decreasing parti-
cle size. For instance, samples of La2/3Sr1/3MnO3 with
particles L = 30 nm in size and smaller do not exhibit
metallic conduction [6], unlike the corresponding
ceramic samples. According to [7], spontaneous mag-
netization σ of La0.85Sr0.15MnO3 increases approxi-
mately twofold as L decreases from 1000 to 20 nm. By
contrast, a decrease in σ by about two times was
observed to occur in the manganites La1 – xAxMnO3 (A =
Ca, Sr; x ≈ 0.3) [7, 8]. The conclusion was drawn in [7]
that the growth of σ and TC in nanocrystalline
La0.85Sr0.15MnO3 and the decrease in these quantities in
La0.65Sr0.35MnO3 are related to the change in the bond
angle ΘMn–O–Mn. The values of this angle were calcu-
lated for samples annealed at various temperatures with
inclusion of only the variation in the lattice parameters
with the anneal temperature. Possible variation of the
coordinates of the oxygen atoms was neglected,
because no neutron diffraction measurements were
conducted in [7]. Another opinion on the reasons for the
variation in σ was put forward in [8], where it was sug-
gested that the decrease in σ in La0.67Ca0.33MnO3 could
be associated with the increase in the fractional volume
003 MAIK “Nauka/Interperiodica”
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of the amorphous phase existing in nanocrystalline
samples at low anneal temperatures.

This study was aimed at establishing the relation
connecting the magnetic moment and the Mn–O–Mn
bond angle with the size of nanoparticles in the manga-
nites La1 – xAgxMnO3 (x = 0.1, 0.3) and La0.7Sr0.3MnO3
with the use of neutron diffraction data. Note that we
are not aware of any neutron diffraction studies on the
magnetic state of nanocrystalline manganites.

2. SAMPLES AND EXPERIMENTAL 
TECHNIQUES

The starting nanocrystalline manganites
La1 − xAgxMnO3 with x = 0.1 and 0.3 and
La0.7Sr0.3MnO3 were prepared through pyrolysis. The
weighted lanthanum and silver nitrates (and of stron-
tium in the case of La0.7Sr0.3MnO3) were dissolved
under heating in a 10 wt % solution of polyvinyl alco-
hol, and the required amount of a manganese nitrate
solution was added. The solution thus obtained was
vaporized, and the solid residue left was calcined to
complete the synthesis and subsequent sintering. All
samples were prepared from the same solution. To vary
the particle size, annealing was carried out for 4 h at
temperatures Ta ranging from 600 to 1200°C for sam-
ples doped by silver and from 700 to 1300°C for sam-
ples doped by strontium. To reach a constant value of
the oxygen off-stoichiometry in different samples, the
samples were subjected to a normalizing anneal at
700°C.

Structural characterization was performed on a
DRON-UM-1 diffractometer with CuKα radiation (fil-
tered by a pyrographite crystal) in the diffracted beam
at 293 K. The magnetization of the La0.9Ag0.1MnO3
samples was measured with an MPMSR5-XL SQUID
magnetometer (Quantum Design). The Curie tempera-
tures of La0.7Ag0.3MnO3 and La0.7Sr0.3MnO3 were
derived from data on the ac susceptibility in a field of
10 Oe and at a frequency of 1 kHz.

The neutron diffraction measurements were con-
ducted on D-2 and D-3 diffractometers operating at
neutron wavelengths λ = 0.180 and 0.243 nm, respec-
tively. X-ray and neutron diffraction patterns were cal-
culated with the Fullprof code [9].

The particle size was derived from neutron small-
angle scattering scans (λ ≈ 0.45 nm) obtained with a D-
6 diffractometer. Plexiglas was used to reduce the mea-
sured intensities on cross sections. The D-2, D-3, and
D-6 diffractometers were installed in horizontal chan-
nels of an IVV-2M reactor.

3. EXPERIMENTAL RESULTS

3.1. Crystal Structure at 293 K 

The x-ray diffraction patterns of nanocrystalline
samples of La0.9Ag0.1MnO3, La0.7Ag0.3MnO3, and
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      20
La0.7Sr0.3MnO3 obtained at 293 K were found to be sim-
ilar. An analysis of the patterns revealed all the manga-
nites studied by us to have rhombohedral structure

(space group ). The diffractograms of the silver-
doped samples showed, in addition to the reflections of
the main phase, weak reflections due to metallic silver.
Unfortunately, we did not succeed in determining the
silver content in the manganites. Qualitative estimates
suggest that the main phase in La0.7Ag0.3MnO3 contains
more silver than that in La0.9Ag0.1MnO3.

Figure 1 displays the dependence of the unit cell
parameters a and c (based on the hexagonal notation for

the  group) on annealing temperature for three
groups of samples. An increase in the temperature Ta is
seen to cause an expansion of the lattice in the basal
plane and its contraction along the hexagonal axis in all
samples. These lattice changes are approximately of the
same relative magnitude, ∆a/a ≈ ∆c/c ≈ 0.2%. On the
whole, this brings about a certain increase in the unit
cell volume (∆V/V ≈ 0.5%) with increasing Ta. Figure 1
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Fig. 1. The lattice parameters and unit cell volume of the
manganites (1) La0.9Ag0.1MnO3, (2) La0.7Ag0.3MnO3, and
(3) La0.7Sr0.3MnO3 plotted vs. annealing temperature.
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Characteristics of nanoparticles of manganites La0.9Ag0.1MnO3, La0.7Ag0.3MnO3, and La0.7Sr0.3MnO3 derived from small-
angle neutron-scattering data

T, °C
La0.9Ag0.1MnO3 La0.7Ag0.3MnO3 La0.7Sr0.3MnO3

DS L, nm c* DS L, nm c* DS L, nm c*

600 2 36 0.16 2.5 36 0.16 – – –

700 2 36 0.16 2.3 33 0.19 2.1 30 0.22

800 2.1 60 0.15 2.1 36 0.12 2.1 50 0.14

900 2.1 60 0.09 2.1 60 0.12 2.1 60 0.10

1000 2.2 400 0.14 2.3 400 0.15 2.1 140 0.11

1100 2.2 400 0.14 2.4 400 0.11 2.1 180 0.18

1200 2 600 0.17 2.4 700 0.14 2 200 0.16

1300 – – – – – – 2 300 0.12

Note: DS is the fractal dimensionality of the surface, L is the particle size, and c* is the fractional volume of particles of the solid phase.
also shows that doping with silver somewhat decreases
the parameter a and increases the parameter c.

3.2. Small-Angle Neutron Scattering 

Small-angle neutron-scattering scans were made to
determine the size of the particles in the nanocrystalline
samples under study. While the scattering curves
obtained featured the same pattern of the intensity vs.
scattering-angle dependence, they nevertheless differed
slightly in the cross-section magnitude and the shape
and slope of the curves, which was caused by differ-
ences in the dimensions and concentration of the parti-
cles and in the properties of their surface. For q >
0.5 nm–1, the experimental points can be fitted to the
dΣ/dΩ ~ q–n law, where dΣ/dΩ is the scattering cross
section from a unit sample volume, q = 4πsinθ/λ, and
θ is the scattering angle. Knowing the exponent n, one
can determine the nanoparticle surface dimensionality
DS, because DS = 6 – n. The values of DS obtained are
listed in the table. The fact that DS is other than 2 indi-
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Fig. 2. Temperature behavior of the magnetization of
La0.9Ag0.1MnO3 samples measured in a field of 100 Oe. Ta:
(1) 600, (2) 700, (3) 800, (4) 900, (5) 1000, (6) 1100, and
(7) 1200°C.
PH
cates the fractal nature of the rough surface of the par-
ticles. As seen from the table, the La0.7Ag0.3MnO3 sam-
ples have a clearly pronounced fractal surface. To
describe the experimental dΣ/dΩ = f(q) curves, we used
the Debye–Porod relation [10] 

(1)

where A is an interpolation coefficient defined as

(2)

ρ is the neutron-scattering amplitude density, r is the
correlation length, c* is the volume fraction of scatter-
ing particles, and Γ(x) is the gamma function.

By fitting the curves calculated using Eqs. (1) and
(2) to the experimental dΣ/dΩ = f(q) curves, we found
the particle dimensions L = 2r and the fractional vol-
ume of scattering particles (see table). We readily see
that the particle size changes relatively weakly with an
increase in Ta from 600 to 900°C and grows sharply as
Ta is increased from 900 to 1000°C.

3.3. Magnetic Measurements 

Figure 2 shows the temperature behavior of the
magnetization of La0.9Ag0.1MnO3 samples measured in
an external field of 100 Oe. We clearly see that, for the
samples annealed at Ta ≤ 900°C, the magnetization van-
ishes at higher temperatures than for the samples
annealed at Ta ≥ 1000°C. By identifying the inflection
point on the σ(T) curve with TC, we obtain TC ≈ 130 K
in the former case and TC ≈ 90 K in the latter. The Curie
temperatures of all samples studied by us are presented
in Fig. 3. We readily see that, in contrast to the behavior
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of TC in La0.9Ag0.1MnO3, the value of TC of the stron-
tium-doped sample increases with Ta.

Figure 3 also displays the dependence of the sponta-
neous magnetic moment per Mn ion (µMn) in
La0.9Ag0.1MnO3 on the annealing temperature. The
magnetic moment µMn is seen to grow monotonically as
Ta increased.

3.4. Magnetic Ground State 

As an illustration, Fig. 4 presents neutron diffraction
patterns (measured at 4.2 K) of La0.9Ag0.1MnO3 sam-
ples annealed at Ta = 600 and 1200°C. The difference in
the reflection intensities is connected primarily with the
difference in the volume density of the samples (which
is about fivefold). All the nanocrystalline manganites
studied by us have rhombohedral structure at 4.2 K.
The magnetic unit cell coincides in size with the crystal
cell, which indicates that the wave vector of the mag-
netic structure is k = 0. The magnetic moments of the
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Fig. 3. (a) Mn–O–Mn bond angle, (b) average magnetic
moment of the Mn ion, and (c) Curie temperature for the
manganites (1) La0.9Ag0.1MnO3 (open circles are the neu-
tron diffraction data, filled circles represent magnetic mea-
surements), (2) La0.7Ag0.3MnO3, and (3) La0.7Sr0.3MnO3
plotted vs. annealing temperature.
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Mn ions (µMn) are ferromagnetically coupled and ori-
ented parallel to the a–b plane. The dependence of the
moment µMn on the annealing temperature is shown
graphically in Fig. 3. We readily see that µMn, as well as
σ, grows monotonically as Ta increased. The moment
µMn is also seen to increase with Ta in the other two
groups of samples, La0.9Ag0.3MnO3 and
La0.9Sr0.3MnO3.

4. DISCUSSION OF THE RESULTS

The nanocrystalline samples studied by us were pre-
pared through pyrolysis, whereas those discussed in [7]
were prepared using the sol-gel techniques. Neverthe-
less, the dependence of the size of La0.7Sr0.3MnO3
nanoparticles on the annealing temperature presented
here is in good agreement with the relation established
in [7] for La0.65Sr0.35MnO3. This suggests that the coars-
ening of particles in the manganites La1 – xSrxMnO3
with x ≈ 0.3 depends only weakly on the actual method
used to prepare nanoparticles. On the other hand, as
seen from the table, an increase in the annealing tem-
perature of silver-doped nanocrystalline samples brings
about a considerably more intense (for Ta > 900°C)
growth in the size of particles than in the case of Sr-
doped samples. This suggests that the coarsening of
nanoparticles depends on the dopant. It is quite possible
that the dopant affects the formation of the nanoparticle
surface as well, because the dimensionalities DS in
La0.7Ag0.3MnO3 and La0.7Sr0.3MnO3 differ consider-
ably.

As already mentioned, our La0.7Sr0.3MnO3 samples
annealed at Ta = 700–1300°C contain only one (rhom-
bohedral) phase. In this Ta interval, the
La0.65Sr0.35MnO3 samples studied in [7] underwent a
structural transition from the orthorhombic phase to
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Fig. 4. Neutron diffraction patterns measured at 4.2 K (sym-
bols) and calculated (lines) for La0.9Ag0.1MnO3 samples
annealed at (a) 600 and (b) 1200°C. Bars indicate the angu-
lar positions of the reflections.
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coexisting orthorhombic and rhombohedral phases.
The difference in the structural states of the samples
studied in [7] may result from the oxygen off-stoichi-
ometry Z (notation taken from [7]). The estimates of Z
derived from the neutron diffraction patterns show that
in our samples Z is slightly in excess of three (Z ≈
3.06(7)), whereas the samples studied in [7] were oxy-
gen-deficient (Z ≈ 2.99).

The increase in the unit cell volume with Ta

observed by us (Fig. 1) correlates with the idea that the
lattice unit cell of nanoparticles expands as their size
increases.

As seen from Fig. 3, TC of silver-doped samples
increases with the dopant concentration. This behavior
of TC is observed in ceramic samples doped, for
instance, by calcium or strontium and is accounted for
by the increased number of ferromagnetically coupled
Mn4+–Mn3+ pairs. This is apparently also valid in our
case. The fact that TC of strontium-doped samples is
higher than that of silver-containing manganites can be
attributed to the presence of a larger number of Mn4+–
Mn3+ pairs in the former.

The average magnetic moment of Mn ions in the
three groups of nanocrystalline samples (Fig. 3) and,
hence, the magnetization increase with annealing tem-
perature, i.e., with increasing nanoparticle size. This
behavior of the magnetization was observed earlier in
La0.65Sr0.35MnO3 [7] and La0.67Ca0.33MnO3 [8]. Magne-
tization was found to increase with coarsening of the
nanoparticles, for instance, in studies of the oxide sys-
tems NiFe2O4 [11] and CoFe2O4 [12], where this effect
was assigned to the spin arrangement on the surface of
the particles being noncollinear. The magnitude of σ
was observed to decrease with increasing nanoparticle
size in La0.85Sr0.15MnO3 [7].

Following the double-exchange model, the behavior
of the spontaneous magnetization (and of TC) in nanoc-
rystalline samples was assumed in [7] to originate from
the Mn–O–Mn bond angle being dependent on Ta. In
the double-exchange model [12], the magnitude of fer-
romagnetic coupling increases with the overlap of the e
and pσ orbitals of the Mn and O ions, respectively:

(3)

where ν is the covalency parameter, (2π – φ) = θMn–O–Mn,
and θij is the angle between the spins of the nearest
neighbor Mn ions. Because in [7] the coordinates of the
O ions were not refined, the variation in the θMn–O–Mn
angle was caused by the variation in the interatomic
distances with increasing Ta. If the Mn–O–Mn bond
angle increases with Ta, one might also expect the TC to
increase, as is the case in La0.65Sr0.35MnO3. By contrast,
a decrease in this angle with an increase in Ta should
bring about a decrease in TC, which is exactly what
occurs in La0.85Sr0.15MnO3.

W ν2 φ θij/2( ),coscos≈
PH
We attempted to interpret the µMn(Ta) and TC(Ta)
relations obtained for the nanocrystalline
La0.9Ag0.1MnO3, manganites La0.7Ag0.3MnO3, and
La0.7Sr0.3MnO3 along these lines. Figure 3 displays the
annealing-temperature dependence of the angle θMn–O–Mn
derived for these three groups of samples from x-ray
and neutron diffraction data. The silver-doped mangan-
ites are seen to exhibit a correlation between TC and the
angle θMn–O–Mn; indeed, as Ta is increased, both quanti-
ties decrease in La0.9Ag0.1MnO3 and show a small max-
imum in La0.7Ag0.3MnO3. On the other hand, an
increase in Ta in La0.7Sr0.3MnO3 samples is accompa-
nied by an increase in TC, although the angle θMn–O–Mn
decreases. It cannot be ruled out that in the latter system
the decrease in TC through the decrease in the θMn–O–Mn
angle is offset by the increase in TC because of the angle
θij decreasing as the annealing temperature is increased.
This suggestion appears only natural in connection, for
instance, with the conclusion [13] that the spins on the
surface of nanoparticles are noncollinear. Because the
number of nearest neighbors of Mn ions on the nano-
particle surface is less than that inside the particles, the
average angle θij for the magnetic moments of ions on
the surface should be larger than that for ions inside the
particles. As Ta increases (and, hence, the nanoparticle
size grows), the contribution due to the internal mag-
netic moments grows faster than that from the surface
moments; this should be accompanied by a decrease in
the average value of θij . The decrease in θij should give
rise to an increase in the magnetization of the Mn ions,
an effect that, as seen from Fig. 3, does indeed occur in
the three groups of samples studied by us. This gives us
grounds to suggest that the increase in magnetization is
connected with nanoparticle coarsening, which implies
the observation of a size effect.

The magnetization and, hence, µMn in
La0.7Sr0.3MnO3 annealed at high Ta are close to those
observed in ceramic samples [2]. The lower values of
µMn in the La0.7Sr0.3MnO3 system as compared to those
in La0.7Ag0.3MnO3 may be assigned to the higher con-
tent of Mn4+ ions in the samples of the former system.
An increase in the Mn4+ concentration increases both
the number of ferromagnetic (Mn3+–Mn4+) and antifer-
romagnetic (Mn4+–Mn4+) pairs. Therefore, starting
from a certain concentration of Mn4+ ions, the effect of
the antiferromagnetic Mn4+–Mn4+ pairs will dominate
and this will give rise to a decrease in magnetization.

5. CONCLUSIONS

Thus, the nanocrystalline manganites
La0.9Ag0.1MnO3, La0.7Ag0.3MnO3, and La0.7Sr0.3MnO3
studied here crystallize in a rhombohedral structure and
have a collinear ferromagnetic structure with wave vec-
tor k = 0 at 4.2 K. The average magnetic moment of the
manganese ion increases with nanoparticle size, which
YSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
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is possibly associated with the noncollinearity of the
Mn ion spins at the particle surface.
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Abstract—Bismuth iron garnet films prepared through electron-beam and laser-induced evaporation on (001)-
oriented substrates of scandium gallium gadolinium garnet are investigated using ferromagnetic resonance. It
is assumed that the additional minima observed in the angular dependence of the resonance field can be asso-
ciated with the magnetic moment of bismuth ions. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The considerable interest expressed by researchers
in iron garnet films containing bismuth stems from the
fact that these films are characterized by an appreciable
Faraday effect, which makes it possible to use them in
magneto-optic devices [1]. It has been assumed that,
since bismuth ions, like yttrium ions, are diamagnetic,
they should not deteriorate the magnetic and dynamic
characteristics of yttrium iron garnet after the substitu-
tion of bismuth for yttrium. Consequently, completely
substituted bismuth iron garnet, like yttrium iron gar-
net, at room temperature should have the saturation
magnetization 4πM = 1760 G and the ferromagnetic
resonance linewidth ∆H ≈ 0.5 Oe. Since these films
exhibit a Faraday effect, they can be widely used in
spin-wave magneto-optical electronics.

However, in actual practice, bismuth iron garnets
possess somewhat worse magnetic and essentially
worse dynamic characteristics. For bismuth iron garnet
films at room temperature, the saturation magnetization
falls in the range 1500–1650 G and the ferromagnetic
resonance linewidth is approximately equal to 25–
30 Oe, depending on the technique of film preparation
employed [2, 3]. Therefore, in the structure of bismuth
iron garnets, the bismuth ions are likely not diamag-
netic (magnetic ions located at dodecahedral intersti-
tial sites bring about a broadening of the resonance
line [4]).

One of the initial materials used in synthesizing bis-
muth iron garnet is bismuth oxide. This compound was
traditionally considered to be diamagnetic. However,
results obtained by a number of authors have demon-
strated that the magnetic and electrical properties of
bismuth oxide are considerably more complex. In par-
ticular, 209Bi NQR studies of powder and single-crystal
samples of the α modification of bismuth oxide
1063-7834/03/4512- $24.00 © 22334
revealed a splitting of all resonance lines in the absence
of an external magnetic field [5–7]. This experimental
fact was interpreted as a manifestation of local mag-
netic fields of the order of 150–200 G in the α modifi-
cation of bismuth oxide [5, 7, 8].

Volkozub et al. [9] and Kharkovskii et al. [10] inves-
tigated the temperature and field dependences of the
magnetization of the α modification of bismuth oxide
on an SQUID magnetometer and revealed three mag-
netic subsystems, namely, ordered, paramagnetic, and
diamagnetic subsystems. The effective magnetic
moment estimated from the temperature dependences
of the magnetization was approximately equal to
0.1 µB/at.

It was also established that, at low temperatures, this
compound exhibits a linear magnetoelectric effect: the
electric polarization of a single-crystal sample was
induced by an external magnetic field. It was assumed
that there is a close relationship between the electrical
and magnetic properties; however, the mechanism of
this mutual influence is as yet unknown. These unusual
properties of bismuth oxide persist up to room temper-
ature. It was inferred that the nature of these properties
is more complex than that of magnetism of rare-earth
and transition metal compounds, because bismuth
atoms do not contain inner unfilled d- or f-electron
shells [11].

In order to answer the question as to whether these
unusual magnetic properties of bismuth are retained in
bismuth iron garnets, we investigated the temperature
and angular dependences of the ferromagnetic reso-
nance spectra of bismuth iron garnet films prepared
through magnetron deposition and laser-induced evap-
oration. The present paper reports on the results of
these investigations.
003 MAIK “Nauka/Interperiodica”
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2. SAMPLES AND THE FERROMAGNETIC 
RESONANCE RADIOSPECTROMETER

Samples of bismuth iron garnet were obtained by
evaporation on (001)-oriented substrates of scandium
gallium gadolinium garnet. Sample 1 was prepared
through electron-beam evaporation and had a thickness
of 630 nm (4πM = 1500 G, ∆H = 35 Oe). Sample 2 was
obtained by pulsed laser-induced evaporation and had a
thickness of approximately 1 µm (4πM = 630 Oe, ∆H =
25 Oe). The technique for preparing these films was
described in detail in [2, 3]. The characteristics of the
samples were determined by standard methods [1].

The ferromagnetic resonance radiospectrometer
made it possible to investigate the magnetic resonances
in two mutually perpendicular planes, i.e., provided
measurements with respect to both the polar and azi-
muthal angles. The temperature dependences of the fer-
romagnetic resonance was examined using an insert
with a microstrip structure in the form of a meander.
The sample was located on a rotating device and was
tightly pressed to the microstrip. The insert was placed
in a cryostat with provision for varying the sample tem-
perature. The magnetic part of the nuclear magnetic
resonance spectrometer (Bruker) was used as an exter-
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Fig. 1. Angular dependences of the resonance field and the
ferromagnetic resonance linewidth in the film plane at room
temperature for sample 1.
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nal-magnetic-field source. The experimental setup was
computer controlled, which made it possible to deter-
mine the resonance fields and widths of the ferromag-
netic resonance lines in automatic mode.

A rectangular waveguide was also used as a measur-
ing cell at room temperature. In this case, the sample
was placed in the homogeneous region of the micro-
wave magnetic field of the waveguide. This made it
possible to compare the ferromagnetic resonance spec-
tra recorded for different measuring cells (the meander
and the waveguide), which is important for analyzing
these spectra. The results of the experiment demon-
strated that the ferromagnetic resonance spectra were
of identical shape in both cases.

3. RESULTS AND DISCUSSION

The ferromagnetic resonance was investigated using
bismuth iron garnet films prepared through electron-
beam (sample 1) and laser-induced (sample 2) evapora-
tion on (001)-oriented substrates of scandium gallium
gadolinium garnet.

Figures 1 and 2 depict the angular dependences of
the resonance field and the ferromagnetic resonance
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Fig. 2. Angular dependences of the resonance field and the
ferromagnetic resonance linewidth in the film plane at room
temperature for sample 2.
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linewidth in the film plane at room temperature for
samples 1 and 2, respectively.

As can be seen from these figures, the anisotropy of
the ferromagnetic resonance linewidth differs from the
anisotropy of the resonance field in that the resonance
field exhibits additional minima along the hard mag-
netic axes. These minima are also observed at a temper-
ature of 77 K. The theoretical calculations demon-
strated that these minima are not related to the cubic
magnetocrystalline anisotropy.

Ferromagnetic resonance in iron garnets has been
studied thoroughly and is one of the reliable methods
for determining the magnetic and dynamic characteris-
tics of iron garnet films [1, 4].

When analyzing the mechanisms of relaxation
observed in both pure yttrium iron garnet and yttrium
iron garnet with rare-earth impurities, proper allowance
must be made for the fact that the magnetocrystalline
anisotropy entails the anisotropy of the ferromagnetic
resonance linewidth, for which the minimum line-
widths correspond to the hard magnetic axes [4].

The studied samples in the (001) plane, which is the
plane of the film, are characterized by the 〈001〉  and
〈011〉  crystallographic axes; consequently, the cubic
crystalline anisotropy should manifest itself in the
anisotropy of both the resonance field and the ferro-
magnetic resonance linewidth [4].

Let us now assume that bismuth ions are nonmag-
netic and that, by analogy with yttrium iron garnets, the
anisotropy in bismuth iron garnets is governed only by
the magnetic iron ions. Under these conditions, the res-
onance field should exhibit minima in the case when
the external magnetic field is oriented along the 〈011〉
axes and maxima when the field is oriented along the
〈001〉  axes [4], because, at room temperature, the cubic
anisotropy for yttrium iron garnets is determined only
by the first constant and has negative sign. However, as
can be seen from Figs. 1 and 2, the above correlation
between the linewidth and the resonance field is not
observed for the yttrium iron garnet films under inves-
tigation: the anisotropy of the linewidth for bismuth
iron garnets is similar to that for yttrium iron garnets,
whereas the resonance field has additional minima
along the hard magnetic axes. For sample 1, the addi-
tional minima are comparable to the main minima.
Consequently, the bismuth iron garnet films should
possess a source of additional magnetic anisotropy that
manifests itself in the case of anisotropy of the reso-
nance field and is absent for anisotropy of the linewidth,
which is not specific to even magnetic rare-earth iron
garnets at room temperature. At low temperatures, the
rare-earth subsystem is magnetically ordered and the
ions with strong spin–orbit coupling in yttrium iron
garnets with impurities affect the ferromagnetic reso-
nance. For some ions, this effect manifests itself in the
form of additional maxima in the angular dependences
of the resonance field and the linewidth [4, 12–14].
PH
Therefore, it can be assumed that, as in the α modi-
fication of bismuth oxide, the bismuth ions in iron gar-
nets can occur in a paramagnetic state. Consequently,
the ferrimagnetic ensemble of the iron sublattice mag-
netizes the bismuth sublattice in a direction antiparallel
to its own net magnetization (as is the case with the
rare-earth sublattice at low temperatures [15]). This
accounts for the underestimated value of the saturation
magnetization of bismuth iron garnets (as compared to
that of yttrium iron garnets), which is observed in the
experiment. As was shown in [9, 10], the effective mag-
netic moment is equal to 0.1 µB/at. Bi and the net mag-
netization of the iron sublattice is 5.9 µB [16], which, at
room temperature, corresponds to 1760 G for yttrium
iron garnets. In this case, the saturation magnetization
for bismuth iron garnets should be equal to 5.6 µB (three
bismuth ions per formula unit), which corresponds to
1670 G. In [5, 7, 8], the local magnetic fields of bismuth
were found to be of the order of 150–200 G, which cor-
responds to 1160–1310 G for bismuth iron garnets.

It is obvious that, since the environment of bismuth
in the garnet structure differs from the environment typ-
ical of the monoclinic structure of the α modification of
bismuth oxide, the above calculations are approximate.
However, they determine the range of possible values
of the magnetization of bismuth iron garnets. The exist-
ence of such a range is quite possible, especially when
it is taken into account that, as in bismuth oxide [9, 10],
bismuth in iron garnets can form several magnetic sub-
systems.

As a consequence, one possible ordering (as in sam-
ple 1) should lead to a saturation magnetization of
1500 G and additional minima with a depth of the order
of 70 Oe, whereas another ordering (as in sample 2)
should result in a saturation magnetization of 1650 G
and minima with a depth of 10–20 Oe.

It was established earlier that, in substituted yttrium
iron garnet films prepared through liquid-phase epitaxy
on (111)-oriented substrates of gallium gadolinium
garnet, bismuth gives rise to uniaxial magnetic anisot-
ropy along the [111] axis normal to the film plane [1].
It seems likely that the uniaxial anisotropy in these
films has the same origin as the additional minima of
the resonance field in bismuth iron garnet films.

4. CONCLUSIONS

Thus, we made the assumption that, as in the α-
modification of bismuth oxide, bismuth ions in iron
garnets exhibit magnetic properties.
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Abstract—The specific features revealed in the optical spectra of lithium niobate crystals at temperatures of
90 and 120–125°C can be attributed to the change in the electronic subsystem and the related isostructural trans-
formation of the crystal lattice. In the near-IR range, the optical absorption spectra of lithium niobate crystals
exhibit bands (1.43 eV) assigned to polarons of large radius with a binding energy of 0.48 eV. The decrease
observed in the absorption coefficient at the maxima of these bands with an increase in the temperature to 160°C
can be explained by the decay of polarons of large radius at these temperatures. © 2003 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Crystals of lithium niobate LiNbO3 have been inten-
sively studied in recent years. It has been found that
lithium niobate undergoes a ferroelectric phase transi-
tion at a temperature of 1140°C. A number of authors
have suggested that the electrical characteristics and
optical properties of this crystal exhibit anomalies in
the temperature range 20–200°C [1, 2]. However, there
is no consensus of opinion among researchers regard-
ing not only the nature of these anomalies but also the
mere fact of their existence.

The purpose of this work was to elucidate the nature
of the anomalies observed in the absorption spectra of
lithium niobate crystals in the temperature range 20–
180°C. Analysis of the absorption spectra is a suffi-
ciently sensitive and effective method for studying
phase transitions in ferroelectrics, specifically in crys-
tals of barium titanate and lead scandium niobate [3, 4].

2. SAMPLE AND EXPERIMENTAL
TECHNIQUE

The objects of our investigation were commercial
lithium niobate single-crystal plates cut out parallel (YZ
section) and perpendicularly (XY section) to the ferro-
electric axis with thicknesses of 0.105 and 0.1025 cm,
respectively. The absorption spectra were recorded on
an SF-14 spectrophotometer in the visible range (400–
750 nm) and on an IKS-14A infrared spectrometer in
the near-IR range (3800–14 200 cm–1) at temperatures
ranging from 16 to 160°C. The temperature was regu-
lated using a VRT-3 temperature controller with an
accuracy of 0.1 K. The light incident on the sample in
the SF-14 spectrophotometer was polarized perpendic-
ularly to the slit.
1063-7834/03/4512- $24.00 © 22338
3. RESULTS AND DISCUSSION

In the visible range, the optical spectra of the YZ sec-
tion of the lithium niobate crystal contain two absorp-
tion bands with maxima at 402 and 685 nm and the
spectra of the XY section of the lithium niobate crystal
exhibit two absorption bands with maxima at 470 and
685 nm. According to the results obtained by Shirmer
et al. [5], the first band can be assigned to the

NbNb bipolarons of small radius and the second

band can be attributed to the  polarons of small
radius. The long-wavelength absorption edge of the
first band follows the Urbach rule. As can be seen from
Fig. 1a, the parameter of the Urbach rule σ, which char-
acterizes the slope of the linear dependence of the log-
arithm of the absorption coefficient K on the incident
radiant energy [σ = (∆lnK/∆"ω)kT), has resonance
minima at temperatures of 90.125 and 160°C upon
heating of the lithium niobate crystal (YZ section) and
at temperatures of 125 and 80°C upon cooling. The
electron–phonon interaction constant is determined to
be g = 145 in the heating cycle at temperatures below
and above 125°C, g = 131 in the cooling cycle at tem-
peratures above 125°C, and g = 170 in the cooling cycle
at temperatures below 125°C. The energy of the effec-
tive phonon associated with the electron transition at a
temperature above 125°C is equal to 417 cm–1, and the
energy of the effective phonon attributed to the electron
transition below 125°C is 386 cm–1. The parameter of
the Urbach rule σ for the XY section of the lithium nio-
bate crystal has minima at temperatures of 90.120 and
130°C in the heating cycle and at temperatures of 130,
110, and 80°C in the cooling cycle. The electron–
phonon interaction constant is estimated as g = 37 at a
temperature below 90°C and as g = 21 above 90°C. The
energy of the effective phonon is 500 cm–1. The specific

NbLi
3+

NbLi
3+
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features observed in the temperature dependences of
the parameter of the Urbach rule at temperatures close
to 90 and 120°C correlate with the changes revealed by
Kamentsev et al. [6] in the domain structure and elec-
trical conductivity at these temperatures.

The temperature dependence of the energy location

of the absorption edge  of the first band (YZ section)
at the absorption coefficient lnK = 3.91 is characterized
by the following features: during heating of the crystal,

the energy  abruptly decreases by 0.06 and 0.075 eV
at temperatures close to 90 and 125°C, respectively (see
Fig. 1a, curve 1). For the XY section of the lithium nio-

bate crystal, the energy of the absorption edge  of
the first band at the absorption coefficient lnK = 1.26
decreases by 0.1 and 0.125 eV at temperatures close to
90 and 120°C, respectively. These findings allowed us
to assume that, at temperatures of 90 and 120–125°C,
the electronic structure undergoes a transformation,
which, in turn, leads to an isostructural transformation
of the crystal lattice and domain structure, because sim-
ilar changes are usually due to an interband electron–
phonon interaction that results in a shift of the absorp-
tion bands and an isostructural transformation of the
crystal lattice [7].

The second absorption band (at 685 nm) has a bell-
shaped form. In this case, both sections are character-
ized by similar temperature dependences of the inte-
grated intensity I∞, which slightly increases in the tem-
perature range 90–130°C and sharply increases at tem-
peratures above 160°C (Fig. 1b).

In the near-IR spectral range, the spectrum of the YZ
section of the lithium niobate crystal exhibits a bell-
shaped absorption band with the center at 11500 cm–1

and a half-width of 1.26 eV at a temperature of 100°C.
The contour of this band is such (Fig. 2a) that the
absorption coefficient at high frequencies is substan-
tially larger than that at low frequencies. This is an indi-
cation of the formation of a polaron of large radius with
a binding energy "ω/3 = 0.48 eV [8]. It should be noted
that the formation of a polaron with such a high binding
energy in lithium niobate crystals due to the Fröhlich
electron–phonon interaction alone seems to be unlikely,
because the width of the conduction band is relatively
large (of the order of 2 eV [9]). However, the inclusion
of the vibronic interaction at the instant a carrier
appears in the conduction band can explain such a large
value of the binding energy of the polaron. The occur-
rence of an excess electron in a spatial region (the
region of carrier localization in a polaron of large
radius), according to the Hartree–Fock scheme, leads to
a transformation of the whole system of electronic sin-
gle-particle states of the lattice ions, including the core
electrons. As a result, the arrangement of the ions
changes and the energy of the system decreases due to
the vibronic interaction. A study of clusters of different
sizes within the Hartree–Fock formalism demonstrated
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Fig. 1. (a) Temperature dependences of (1) the energy loca-

tion of the long-wavelength absorption edge  at the

absorption coefficient lnK = 3.91 and (2, 3) the parameter
of the Urbach rule σ upon (2) heating and (3) cooling of the
lithium niobate crystal (YZ section). (b) Temperature depen-
dences of the integrated intensity I∞ of the absorption band
at λmax = 685 nm upon (1) heating and (2) cooling of the
lithium niobate crystal (YZ section).
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Fig. 2. Absorption spectra of lithium niobate crystals in the
near-IR range: (1) the YZ section at 110°C and (2) the XY
section at 80°C.
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that the smaller the size of the cluster, i.e., the higher the
density of the distribution of an excess electron in the
system of electronic single-particle states, the more
pronounced the effect of the transformation of this sys-
tem. A similar dependence of the vibronic interaction
energy on the size of the region of carrier localization
was described in [10–12]. Consequently, the vibronic
interaction leads to a decrease in the polaron radius;
i.e., the binding energy of the polaron increases. The
increase in the binding energy of the polaron in lithium
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Fig. 3. Temperature dependences of (1) the absorption coef-
ficient αmax at the maximum of the absorption band at a fre-

quency of 11500 cm–1 and (2) the electrical conductivity Σ
[6]: (a) the YZ section and (b) the XY section.
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PH
niobate crystals due to the vibronic interaction can be
evaluated taking into account the fact that, in the tem-
perature range 90–130°C, the interband electron–
phonon interaction decreases the band gap by approxi-
mately 0.1–0.225 eV (as follows from the shift in the

energy location of the absorption edge ). This
decrease in the band gap can be considered the lower
limit of reduction of the polaron level for the conduc-
tion electron due to the vibronic interaction, because
the density of the electron distribution in the polaron is
substantially higher than the mean density of carriers in
the conduction band. This estimate agrees with that
obtained for the contribution of the vibronic interaction
to the binding energy of the vibronic exciton with
charge transfer in perovskite ferroelectrics [13].

It can be seen from Fig. 3a that, as the temperature
increases, the absorption coefficient αmax at the maxi-
mum of the absorption band with the center at
11500 cm–1 for the YZ section first decreases and then
reaches a maximum at a temperature of 110°C. It is
interesting to note that the temperature dependence of
the electrical conductivity of the YZ section of the lith-
ium niobate crystal [6] exhibits a maximum at a tem-
perature of approximately 112°C against the back-
ground of a general increase in the conductivity with an
increase in the temperature. For the XY section of the
lithium niobate crystal, the absorption band centered at
11500 cm–1 is also observed in the near-IR range
(Fig. 2, curve 2). The absorption coefficient αmax of the
band at 11500 cm–1 for the XY section of the lithium
niobate crystal decreases with an increase in the tem-
perature in the range from 80 to 160°C. The tempera-
ture behavior of the absorption coefficient is in agree-
ment with the temperature dependence of the electrical
conductivity of the XY section, which rapidly increases
in the aforementioned temperature range [6] (Fig. 3b).
Possibly, the temperature range 80–160°C corresponds
to the decay of polarons of large radius. The decay of
the polaron state at temperatures considerably lower
than the binding energies of the polaron can be
explained by the fact that, even at these temperatures,
the mean thermal velocity of polarons is higher than the
minimum phase velocity of the phonons. In this super-
sonic motion, the polaron loses its phonon shell (polar-
ization coat); i.e., it decays [14]. The variations
observed in the spectra in the temperature range 150–
160°C agree with the changes in the unit cell parame-
ters at these temperatures [1].
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Abstract—The mechanism for the Euler instability of the bidirectional shape memory effect in a titanium nick-
elide strip is discussed in terms of the diffuse martensitic transformations. The shape instability and a plastic
jerk of a strip that are observed in the temperature range of a forward and the reverse martensitic transformation
are due to the additional bending moment that arises in the case where the ends of the strip are fixed (with the
use of hinges) and the strip can only rotate about them. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The bidirectional shape memory effect (SME)
arises in thin strips [1, 2] and plates [3] of titanium
nickelide (TiNi) enriched with nickel (as compared
with its equiatomic composition) when a strip or a plate
is preliminarily subjected to a special thermomechani-
cal treatment, namely, to bending and annealing in this
state at 600–800 K. After such a treatment, differently
oriented coherent intermetallic Ti3Ni4 precipitates arise
in the compressed and stretched layers of a strip (or a
plate) [4–6] and the strip remains bent elastically after
removing the external bending stress. Experiment
shows that, in the temperature range of the two-step
phase transformation B2  R  B19', microstrains
produced by precipitates relax and the strip bends in the
direction opposite to that of the initial bending. In the
course of the reverse martensitic transformation, the
initial direction of the strip bending is restored. There-
fore, the bidirectional SME takes place.

In [7], the stress field produced by a single disk-
shaped Ti3Ni4 precipitate in the matrix was calculated
and the average stress in the compressed layer of a strip
(plate) was found as a function of the volume concen-
tration of Ti3Ni4 particles in the alloy. These results
were used in [8] to analyze the mechanism of the bidi-
rectional SME occurring in a thin strip (plate) of tita-
nium nickelide in terms of the theory of diffuse marten-
sitic transformations (DMTs) [9, 10]. It was assumed in
[8] that the ends of a strip are free, i.e., that the strip is
not subjected to external forces and bending moments.
In this paper, we consider the case where the ends of a
strip are fixed (with the use of hinges). Therefore, as the
SME takes place, the distance between the strip ends
remains unchanged and the strip is subjected to an addi-
tional bending moment. This moment is analogous to a
bending moment that arises when compressive stresses
are applied to a bar along its length and, under certain
1063-7834/03/4512- $24.00 © 22342
critical conditions, give rise to Euler instability of elas-
tic strains in the bar or, in the case of a fixed thin bime-
tallic strip (plate), to an elastic jerk of the strip [11, 12].
Experimental studies of the bidirectional SME have
shown [2, 3] that a jerk of an arch-shaped titanium nick-
elide strip with its ends kept fixed with the use of hinges
takes place when the strip is heated in the temperature
range of the two-step martensitic transformation
B19'  R  B2 and the M and R martensites disap-
pear, respectively. It is clear that this effect is of consid-
erable interest for practical application, because it
enhances the functional capabilities of shape memory
alloys by narrowing the switching temperature range of
relays and sensing devices.

In this paper, based on the results obtained in [8], we
analyze the conditions under which the Euler instability
of the bidirectional SME arises in a thin arch-shaped
strip of titanium nickelide. In Section 2, we consider
the extra stresses that arise due to the SME in a strip
when its ends are fixed. The changes in the radius of
curvature and in the bending deflection of the strip
caused by these extra bending stresses are analyzed in
Section 3. The conditions under which the Euler insta-
bility of the SME and a jerk of the strip occur are dis-
cussed in Section 4.

2. BENDING STRESSES IN A STRIP

As in [8], we consider a titanium nickelide strip 2h
thick by b wide by 2l long and assume that 2h ! b !
2l. Upon annealing, the bending radius of the strip is
R0 > 2l. The ends of the strip are assumed to be fixed
with the use of hinges, so that the distance between the
ends remains unchanged when the SME occurs. The
003 MAIK “Nauka/Interperiodica”
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additional curvature of the strip caused by fixing the
ends of the strip is [11, 12]

(1)

where M(x, T) is the bending moment, W0(x, T) is the
deflection of the free strip under the SME conditions,
P(T) = EAε(T) is the longitudinal compressive force
applied to the ends of the strip, ε(T) = [l0 – L0(T)]/l is
the additional tensional strain due to the confinement of
the strip motion, 2L0(T) is the distance between the
ends of the free strip [8], 2l0 is the distance between the
fixed ends of the strip (2l0 < 2l), A = 2hb is the strip
cross-sectional area, J = b(2h)3/12 is the moment of
inertia of the strip cross section, E is the elastic modu-
lus, T is the temperature, and x is the coordinate along
the chord connecting the fixed ends of the strip. When
the problem of the Euler instability of the bidirectional
SME is solved exactly, the strip deflection W(x, T) is the
sought rather than given quantity and can be calculated
numerically, e.g., by using an iterative technique. The
deflection W0(x, T) of the free strip can be taken as a
zeroth approximation. In what follows, we restrict our
consideration to the first approximation.

The bending moment M(x, T) causes additional elas-
tic stresses, which produce plastic (martensitic) defor-
mation in the strip. By substituting M(x, T) into the con-
dition for the balance of the bending moments applied
to the strip, we can find, as in [8], the stress distribution
over the length and thickness (along the y axis) of the
strip:

(2a)

(2b)

(2c)

Here, (x, y, T) are the elastic stresses due to the strip

bending under the action of the moment M(x, T) and the
internal stresses due to the anisotropically distributed
Ti3Ni4 particles in the strip [8] (ε0 is the elastic strain of
the strip caused by these particles) and σp(x, y, T) is the
martensitic stress relaxation due to the formation of the
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R and M martensites. The strains averaged over the strip
thickness,

(3)

depend on the martensitic-strain distribution in the
strip:

(4)

where ϕR and ϕM are the volume fractions of the R and
M martensites, respectively; εR = nRmR f ξR, εM =
nMmM f ξM, ξR, and ξM are the shear strains associated
with the lattice transformations into the R and M mar-
tensites; f is the volume concentration of Ti3Ni4 parti-
cles in the strip; mR and mM are the orientation factors;
and nR and nM are the numbers of equivalent orienta-
tions of R- and M-martensite particles (with the same
orientation factors).

According to the theory of DMTs, if there are two
types of martensite, then their volume fractions ϕR and ϕM

at temperature T and stress (x, y, T) are given by [8]

(5a)

(5b)

(5c)

(5d)

(5e)

where t = T/TR,  = y/h,  = x/L0, c = TR/TM, aR =
ξR |ε0 |(E/qR), aM = ξM |ε0 |(E/qM), τR = qR/ξR, and τM =
qM/ξM. Here, the parameters BR and BM characterize the
degree of diffuseness of the corresponding phase trans-
formations in terms of temperature, τfR and τfM charac-
terize the hysteresis of these transformations, TR and TM

are the characteristic temperatures, and qR and qM are
the specific heats of these transformations.
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Figure 1 shows the temperature dependence of the
compressive force P(T) that is applied to the strip due
to the ends of the strip being fixed:

(6)

where R0(T) is the radius of curvature of the free strip
under the SME conditions [8]. The calculations were
performed for the same values of the parameters of the

P T( )
EA
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l0 L0 T( )–

l
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A

1 2

Fig. 1. Temperature dependence of the compressive forces
applied to a strip of titanium nickelide under the confined-
SME conditions on (1) cooling and (2) heating.
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Fig. 2. Elastic-stress distribution over the strip thickness
under the nonconfined (dotted line) and confined (line 1)
SME conditions and after martensitic stress relaxation
(line 2).
PH
strip and martensitic transformations as those used in
[8]. The elastic compressive strain of the strip is maxi-
mum when the strip becomes linear: εm = (l0 – l)/l =
−2 × 10–4. For strains close to εm, as seen from Fig. 1,
the compressive force is nonzero only within fairly nar-
row temperature ranges for both the forward and
reverse martensitic transformations. Outside these
ranges, the ends of the strip are actually free.

Figure 2 shows the elastic-stress distribution over
the strip thickness in the middle of the strip (x = 0) as
calculated from Eq. (5e) for T = 0.84TR upon cooling
for the free (dotted line) and for the confined strip
(curve 1). In Eq. (5e), the deflection of the free strip
under the SME conditions is given by [8]

(7)

It can be seen that, when the ends of the strip are fixed,
the bottom strip layer is subjected to elastic compres-
sion, which is changed to tension (curve 2) after mar-
tensitic relaxation of the elastic stresses. Curve 2 in
Fig. 2 shows the stress distribution as calculated from
Eq. (2a); this equation accounts for the stress relaxation
mentioned above and should be combined with
Eq. (2c), in which (x, T) = 0.

3. CONFINED SHAPE MEMORY EFFECT

With allowance for the internal bending moments
(due to the anisotropic distribution of Ti3Ni4 particles)
and the external bending moments (due to the confine-
ment of the strip motion), the total curvature of the
strip is

(8a)

where  is the initial curvature of the strip (upon its

annealing);  = –(3/4h)|ε0 | and  = –(3/2h) (x,
T) are the changes in the curvature due to the elastic [8]
and martensitic [see Eqs. (2)–(5)] stress relaxation,

respectively; and (x, T) is the elastic contribution to
the curvature due to the ends of the strip being fixed.
For numerical calculations, it is convenient to represent
Eq. (8a) in the reduced form

(8b)

Figures 3a and 3b show the calculated temperature
dependences of the reduced curvature in the middle of
the strip (x = 0) upon cooling and heating, respectively,
for R0/h = 3 × 102, l/R0 = 0.5, and the other parameters
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being the same as those in [8]. The dotted lines repre-
sent the temperature dependence of the curvature of the
free strip [8]. It can be seen that, in the narrow temper-
ature ranges where the curvature of the free strip under
the SME conditions is close to zero, the curvature of the
confined strip sharply changes sign and magnitude
because of the compressive force applied to its ends.
Therefore, the strip undergoes the Euler instability in
these temperature ranges. Outside these ranges, the
strip curvature takes on the values characteristic of the
SME in the free strip.

In order to trace the changes in the strip shape in the
region of the shape instability, we use the well-known
equation relating the radius of curvature of a strip to the
coordinate derivatives of the strip deflection W(x, T):

(9)R
1–

x T,( ) W ' '

1 W '
2

+( )
3/2

----------------------------,–=
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Fig. 3. Temperature dependence of the reduced strip curva-
ture [calculated from Eq. (8b)] under the confined-SME
conditions on (a) cooling and (b) heating.
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where W ' = dW/dx and W '' = dW '/dx. The minus sign in
Eq. (9) signifies that the curvature is positive when the
strip is convex upward. The angle of rotation of strip
cross sections is Ω(x, T) = W '(x, T). We assume that
strip cross sections remain planar upon unstable defor-
mation of the strip. Integrating Eq. (9) once, we obtain

(10)

where ω1(T) is a constant of integration, which can be
found from the condition Ω(x, T) = 0 for x = 0, and
2L0(T) is the distance between the ends of the strip.
From the first of equations (10), it can be seen that, at
small values of the angle of rotation of strip cross sec-
tions (Ω ! 1), we have Ω(x, T) ≈ ω(x, T).

It follows from Eq. (10) that, in general, Ω =

ω/ ; therefore, the strip deflection as a function
of coordinate x and temperature T is given by

(11)

For ω(x, T) = x/R0(T), i.e., in the case of the SME in a
free strip, Eq. (11) reduces to Eq. (7). The strip deflec-
tion upon heating as calculated from Eq. (11) is shown
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Fig. 4. Strip shape variation on heating under (1, 2) the non-
confined- and (3, 4) confined-SME conditions: (1, 3) T =
0.98TR and (2, 4) 0.99TR.
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in Fig. 4 for the free (curves 1, 2) and the confined strip
(curves 3, 4) at temperatures 0.98TR (curves 1, 3) and
0.99TR (curves 2, 4). At these temperatures, as seen
from Fig. 3, the curvature and deflection of the strip
with its ends kept fixed vary sharply upon the reverse
martensitic transformation B19'  R  B2.

At temperature 0.98TR, the deflection in the middle
of the strip (x = 0) is equal to –0.1W0(0) (Fig. 4, curve 1)
and 1.58W0(0) (curve 3) for the free and the confined
strip, respectively, where W0(0) = R0(1 – cosθ0) ≈
0.12R0 is the strip deflection and 2θ0 = 2l/R0 is the full
bending angle of the strip upon its annealing. There-
fore, for a strip of length 2l = 20 mm [2], the deflection
increases from –0.24 to 3.8 mm after the ends of the
strip become fixed. Such a sharp change of the strip
deflection in magnitude and sign within the narrow
temperature range (0.97–0.98)TR (of width ≈3 K for TR

= 300–320 K) indicates that the strip jerks as the tem-
perature is varied under the bidirectional-SME condi-
tions.

Figure 5 shows the full evolution of the maximal
strip deflection W(0, T) as the temperature is increased.
It is seen that a small deviation from the temperature at
which the strip curvature is zero produces a large
deflection of the titanium nickelide strip. This effect
can be used to significantly enhance the functional
capabilities of relays and sensing devices based on such
strips.

4. EULER INSTABILITY OF THE SHAPE 
MEMORY EFFECT

The elastic Euler instability of a bar of a rectangular
cross section is purely elastic in character and arises
when the following criterion is satisfied [11, 12]:

1

0

–1
0.8 0.9 1.0 1.1
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W
(0

, T
)/

W
0(

0)
2

Fig. 5. Temperature evolution of the maximal strip deflec-
tion upon heating under the confined-SME conditions.
PHY
(12)

where Pc = AEεc is the critical force applied to the bar
and εc is the critical strain. For the thin strip considered
above, we have εc ≥ 0.2(h/l)2 ≈ 4.4 × 10–5. For zero cur-
vature (i.e., when the strip becomes linear), the elastic
compressive strain of the strip was calculated to be εm =
–2 × 10–4, which is significantly larger in magnitude
than the critical strain εc.

Due to the Euler instability, a strip of titanium nick-
elide first undergoes a small elastic deflection and then
its deflection becomes plastic and large (but limited in
magnitude; see Fig. 4, curves 3, 4). The deflection and
a plastic jerk of a strip are caused by the thermody-
namic driving force of the structural phase transition
and by the stresses applied to the strip.

The criterion for the strip losing its stability is the
inequality |ε(T)| > |εc |, where ε(T) is the compressive
strain that arises in the strip under the bidirectional-
SME conditions and is given by Eq. (6). Using Eq. (6),
we represent this criterion in the form

(13a)

(13b)

Here, R0/R0(T) and εp(T) are the reduced curvature and
the compressive strain [analogous to that in Eq. (4)],
respectively, of the free strip under the SME condi-
tions [8]. Since R0/R0(T) ! 1 when the instability
occurs, we can use the approximation sinx ≈ x – x3/6 in
inequality (13a) and represent this criterion in the form

(14)

For given values of the parameters R0/h, |εm |, and |εc |,
criterion (14) determines the critical temperatures T–
and T+ at which the instability occurs and disappears,
respectively.

5. CONCLUSION

Thus, based on the theory of DMTs, we have shown
that the plastic instability of the bidirectional SME
depends on the geometric parameters of a titanium
nickelide strip, the bending angle of the strip upon its
initial annealing, the concentration of Ti3Ni4 particles,
and on the structural and thermodynamic parameters of
the martensitic transformation that determine the

strains ε0 and (T).
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Abstract—An approach describing the effect of energy level broadening in semiconductor quantum wires on
the intensity of intersubband electron scattering by polar optical phonons is suggested. As a broadening mech-
anism, scattering by atomic thermal vibrations and by the roughness of the confining surfaces of a quantum sys-
tem is considered. It is shown that in this case the dependence of the intensity of intersubband scattering of elec-
trons on their kinetic energy has no singularities. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Modern technological methods in micro- and nano-
electronics make it possible to create nanoscale semi-
conductor device structures whose operation principles
are based on quantum effects. Due to this, the develop-
ment of fundamentally new high-speed and energy-sav-
ing devices has become possible [1, 2]. Accordingly,
much attention is paid to theoretical and experimental
studies on quantum wires. From the point of view of
device application, the most important direction of
research is the study of electron transport in such struc-
tures, in particular, its numerical modeling. One of the
most promising methods is Monte Carlo calculations
[3]. Correct application of this method is possible only
if rigorous expressions for charge carrier scattering
intensities are known for the basic scattering mecha-
nisms.

In this paper, we consider quantum wires of polar
semiconductors, where the main electron scattering
mechanism is scattering by polar optical phonons,
which, to a great extent, is determined by the specific
features of the density of states in a one-dimensional
system [4]. In particular, this gives rise to the appear-
ance of singular points in the dependence of the carrier
scattering intensity on carrier energy [5, 6]. Since the
intensity of phonon scattering diverges at these points,
various contradictions arise in describing of the charac-
ter and value of the conductance of quantum wires. For
example, it was shown in [4] that under certain condi-
tions a quantum wire can, in principle, have zero con-
ductance; this, however, is not actually observed. In our
paper, we attribute this contradiction to the fact that the
calculations in [4] use the parameters for an idealized
quantum structure for which the density of states is
determined under the assumption of a discrete energy
1063-7834/03/4512- $24.00 © 22348
spectrum with infinitely narrow energy levels, whereas
in real quantum wires the levels have a finite width.

The aim of this paper is to calculate the density of
states for a quantum wire with broadened energy levels
and to study the effect of this broadening on the inten-
sity of intersubband electron scattering by polar optical
phonons. We assume that the level broadening is
mainly due to thermal atomic vibrations of the crystal
lattice and to roughness of the semiconductor quantum
structure surfaces forming a two-dimensional quantum
well [5].

2. DENSITY OF STATES

According to [4], the density of states for a quantum
wire in the case of infinitely narrow energy levels is
given by 

(1)

where md is the density-of-states effective mass of an
electron in the quantum wire, E is the average total
energy of an electron, Eµν is the energy of the corre-
sponding quantum state ({µ, ν} = 1, 2, 3, …), a and
b are the height and the width of the quantum wire in
the y and z directions, respectively, and U is a step func-
tion.

Let us consider a diagonal electron effective mass
tensor. For a one-dimensional case, we have

(2)

(3)
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(4)

where mx, my, and mz are the electron effective masses
in the x, y, and z directions, respectively, and kx is the
component of the wave vector of an electron in the x
direction.

In accordance with [1, 7, 8], we consider Lorentzian
broadening of energy levels described by a modified
Lorentzian probability density function f(ε, E) that
takes into account the overlap of the levels. In our case,
this function has the form

(5)

(6)

where ε is the total energy of an electron, ∆E is the aver-
age deviation of ε from E (the half-width of the Lorent-
zian), η is the broadening coefficient, and g(η) is a
function that takes into account the overlap of energy
levels. Then, with allowance for broadening, according
to the mean value theorem, the density of states for a
quantum wire assumes the form

(7)

Now, let us determine the function g(η). Taking into
account that, for ∆E  +∞, the density of states for a
quantum wire must uniformly converge to the three-
dimensional density of states G(E), we can write the
following equation: 

(8)

Solving this equation with respect to g(η) and substitut-
ing the explicit form of the function G(E) [9], we arrive
at the following result:

(9)

Now, we calculate the broadening coefficient η in
the z direction by correlating this coefficient with small
variations of the width of the quantum wire produced
by atomic thermal vibrations of the crystal lattice. In
this case, the following relation holds:

(10)

For the quantum system, this relation determines the
broadening of the energy level Eν due to spatial fluctu-
ations ∆b related to time fluctuations of the width of the

Eµν Eµ Eν+
π2

"
2

2
----------- µ2

mya
2

----------- ν2

mzb
2

-----------+
 
 
 

,= =

f ε E,( ) g η( )
π

----------- ηE

E ε–( )2 ηE( )2
+

----------------------------------------,=

η ∆E
E

-------,=

N E( ) n ε( ) f ε E,( ) ε.d

0

∞

∫=

G E( ) G ε( ) f ε E,( ) ε.d

0

∞

∫=

g η( ) 2
1 η2

+ 1–
η

--------------------------------.=

η η ν
∆Eν

Eν
---------- 1 b

2

b ∆b+( )2
-----------------------–

2∆b
b

----------.≈= = =
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      200
quantum wire. By analogy with Eq. (10), the resulting
broadening coefficient for the quantum wire in the
presence of two spatial deviations ∆a and ∆b can be
written as

(11)

Next, we consider the magnitude of these spatial
fluctuations. Obviously, they are determined by the rel-
ative displacements of atomic planes due to thermal
atomic vibrations of the crystal lattice [10]. Hence, the
root-mean-square deviation of the interatomic distance
corresponds to time-dependent spatial displacements
and the following equalities are valid:

(12)

where σ is the root-mean-square deviation of the inter-
atomic distance with respect to the equilibrium value
for the system with one degree of freedom.

According to [10, 11], we can write down the fol-
lowing expressions:

(13)

(14)

where E0 is the average atomic vibrational energy for
the case of one degree of freedom, M1 and M2 are the
atomic masses for the different types of particles in a
crystal lattice with a basis (for a primitive lattice, we
have M1 = M2), ω is the optical phonon angular fre-
quency, and T is the lattice temperature. Combining
Eqs. (13) and (14), we obtain

(15)

(16)

Now, we take into account additional broadening of
the energy levels due to the presence of surface rough-
ness. In particular, following paper [5], we can easily
derive an expression similar to Eq. (11). However, we
note that the authors of [5] assumed that the character-
istic roughness scale is appreciably greater than the
electron wavelength, whereas we are interested in the
region near the energy levels, where this assumption is
not valid. Moreover, roughness scales of the order of
interatomic distance are of much greater practical inter-
est, in particular, for short quantum wires. We perform
our calculation of broadening for precisely this case.
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We assume that the roughness height is distributed
according to the normal law [12]. Next, we take into
account that, e.g., according to [11], the mean particle
lifetime τν on the energy level Eν is related to the level
half-width by

(17)

Using Eqs. (10) and (17), it is easy to calculate the
deterministic phase shift of an electronic wave for the
time τν with respect to the unperturbed state corre-
sponding to the absence of surface roughness; this shift
is equal to l/2 rad. If the electron wavelength is signifi-
cantly greater than the characteristic roughness scale,
then it is necessary to pass from the deterministic phase
shift to a random one with normal distribution. In this
case, for the mean lifetime of a particle on an energy
level, the root-mean-square deviation of the phase of an
electronic wave determined by the surface roughness is
π/2 rad.

Therefore, we can calculate the energy level broad-
ening produced by the surface roughness from the
phase shifts for electronic waves. Using this argument,
we arrive at the following result:

(18)

where δz is the root-mean-square deviation of the rough
surface from the plane perpendicular to the z axis.
Moreover, since the electronic states corresponding to
the phase shift ±νπ rad are equivalent, it can be shown
that Eq. (18) must be replaced by a more accurate
expression,

(19)

Using Eqs. (10)–(12) and (19), the total broadening
coefficient can be found to be

(20)

where δy is the root-mean-square deviation of the rough
surface from the plane perpendicular to the y axis. Sim-
plifying expression (7) and using Eq. (20), we obtain
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Equations (21) and (22) describe the density of states
for a quantum wire in the presence of energy level
broadening due to the perturbation of the quantum sys-
tem by thermal lattice vibrations and by roughness of
the confining surface.

3. SCATTERING INTENSITY

Let us write the intensity of intersubband electron
scattering by polar optical phonons in a polar-semicon-
ductor quantum wire using the results from paper [5].
In the formulas from that paper, we replace the density
of final states calculated without regard for energy level
broadening by the density of final states in the presence
of broadening. In addition, we take into account the
conservation of the total electron momentum and not
only the conservation of its longitudinal component as
in [5]; this is done in order for the scattering intensity in
a quantum wire to reduce to that in the bulk semicon-
ductor as a and b tend to infinity. In this case, the inter-
subband scattering intensity of electrons in a quantum
state with energy Eµν with phonon emission/absorp-
tion (denoted by the superscripts “e/a,” respectively)
is given by

(23)

where

(24)

(25)

(26)
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(27)

(28)

Ex is the electron kinetic energy, ε∞ and εs are the optical
and static dielectric permittivities of the polar semicon-
ductor, Nph is the number of phonons, and e is the elec-
tron charge.

4. DISCUSSION OF THE RESULTS

Comparison of our results with the results from [5]
shows that, because of the conservation of transverse
components of the electron momentum in scattering,
the particle scattering probability reduces by a factor of
four. This is due to the fact that a transverse component
of a de Broglie electron wave can interact only with the
codirectional component of the corresponding trans-
verse phonon mode; otherwise, the momentum is not
conserved. A similar effect of a decrease in electron
scattering probability at resonant levels in a one-dimen-
sional quantum well has been discussed already in [13].

As an example, in the figure, we plot the dependence
of the intensity W(Ex) of intersubband scattering of
electrons in the ground state by polar optical phonons
in a gallium arsenide quantum wire; this dependence
was calculated using Eq. (23) at T = 300 K for the same

q–
e/a{ }

kx

2md Ex Eµν Eµ'ν'– "ω+−+( )
"

---------------------------------------------------------------------,–=

Pij µy( ) µ'y( ) iy( ) ydsinsinsin

0

π
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× νz( ) ν'z( ) jz( ) z,dsinsinsin

0

π

∫

0 0.1 0.2 0.3 0.4
Ex, eV

1011

1012

1013

1014
W

(E
x)

, s
–

1 1 2

3

4

Dependence of the intensity of intersubband electron scat-
tering W on the electron kinetic energy Ex for (1, 2) emis-
sion and (3, 4) absorption of polar optical phonons (1, 3) in
a quantum wire and (2, 4) in a bulk semiconductor. T =
300 K, µ = ν = 1, a = 15 nm, b = 25 nm, δy = 0.53 nm, and
δz = 0.88 nm.
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parameters of the quantum system as in [5]. For com-
parison, in the same figure, we plot the dependence of
the intensity W(Ex) of intersubband scattering of elec-
trons in the ground state by polar optical phonons in
bulk gallium arsenide (the quantum wire with a cross
section of 10–3 × 10–3 m). We note that, in the limiting
case of a bulk semiconductor, our results completely
coincide with the results of calculations in [14].

5. CONCLUSIONS

Thus, in this paper, we have calculated the intensity
of electron intersubband scattering by polar optical
phonons in semiconductor quantum wires with energy
levels of finite width. It has been shown that the depen-
dence of the scattering intensity on carrier kinetic
energy has no singularities. In the limiting case where
the transverse dimensions of the quantum wire tend to
infinity, this dependence reduces to that for a bulk semi-
conductor [14], whereas asimilar calculation using the
results from [5] overestimates the scattering intensity
by a factor of four.

REFERENCES
1. A. S. Tager, Élektron. Tekh., Ser. 1: Élektron. SVCh 9,

21 (1987).
2. L. Worschech, S. Reitzenstein, and A. Forchel, Appl.

Phys. Lett. 77 (22), 3662 (2000).
3. V. M. Borzdov, F. F. Komarov, A. V. Homich, and

O. G. Zhevnyak, Phys. Low-Dimens. Semicond. Struct.,
No. 10, 63 (1997).

4. D. Calecki, J. Phys. C: Solid State Phys. 19, 4315 (1986).
5. R. Mickevicius, V. V. Mitin, K. W. Kim, et al., J. Phys.:

Condens. Matter 4, 4959 (1992).
6. V. M. Borzdov, V. O. Galenchik, F. F. Komarov, et al.,

Phys. Low-Dimens. Semicond. Struct., No. 11/12, 21
(2002).

7. P. Roblin and W.-R. Liou, Phys. Rev. B 47 (4), 2146
(1993).

8. N. Zou, Q. Chen, and M. Willander, J. Appl. Phys. 75 (3),
1829 (1994).

9. V. L. Bonch-Bruevich and S. G. Kalashnikov, Physics of
Semiconductors, 2nd ed. (Nauka, Moscow, 1990).

10. P. V. Pavlov and A. F. Khokhlov, Physics of Solids
(Vysshaya Shkola, Moscow, 2000).

11. A. S. Davydov, Quantum Mechanics, 2nd ed. (Nauka,
Moscow, 1973; Pergamon, Oxford, 1976).

12. E. X. Ping and H. X. Jiang, Phys. Rev. B 40 (17), 11792
(1989).

13. V. M. Borzdov and D. V. Pozdnyakov, Vestn. Belloruss.
Gos. Univ., Ser. 1 1, 26 (2002).

14. V. M. Ivashchenko and V. V. Mitin, Simulation of Kinetic
Phenomena in Semiconductors. The Monte Carlo
Method (Naukova Dumka, Kiev, 1990).

Translated by I. Zvyagin
03



  

Physics of the Solid State, Vol. 45, No. 12, 2003, pp. 2352–2356. Translated from Fizika Tverdogo Tela, Vol. 45, No. 12, 2003, pp. 2242–2246.
Original Russian Text Copyright © 2003 by Tien, Charnaya, Sedykh, Kumzerov.

                   

LOW-DIMENSIONAL SYSTEMS
AND SURFACE PHYSICS

         
Size Effect in Nuclear Spin–Lattice Relaxation 
and Atomic Mobility for Molten Gallium Particles

C. Tien*, E. V. Charnaya**, P. Sedykh**, and Yu. A. Kumzerov***
*Department of Physics, National Cheng Kung University, Tainan, 701 Taiwan

**Fock Institute of Physics, St. Petersburg State University, ul. Pervogo Maya 100, 
Petrodvorets, St. Petersburg, 198504 Russia

e-mail: charnaya@paloma.spbu.ru
***Ioffe Physicotechnical Institute, Russian Academy of Sciences,

Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
Received April 30, 2003

Abstract—The spin–lattice relaxation rate of gallium isotopes in a melt was shown by NMR to increase con-
siderably with a decrease in gallium particle size. The dominant relaxation mechanism of gallium embedded in
an synthetic opal matrix changes from magnetic dipole to electrical quadrupole. The increase in the correlation
time of atomic motion in gallium particles with a decrease in their size was estimated. For gallium in opal, the
correlation time was found to increase by more than an order of magnitude. It was shown that a variation in
atomic mobility becomes noticeable already in gallium particles about 5 µm in size. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The influence of size effects on various physical
properties of materials, including atomic mobility,
relaxation phenomena, and liquid fluidity, in confining
systems has been recently attracting considerable inter-
est [1]. It has been shown that rotational and transla-
tional diffusion, nucleation kinetics, and glass forma-
tion processes in liquids filling porous matrices can
undergo considerable changes [2–5]. These changes
depend primarily on the size of the pores determining
the dimensions of the embedded nanoparticles, as well
as on the wettability of the inner surface of porous
matrices, on the pore geometry, the length of molecular
chains in polymers, etc. NMR is known to yield valu-
able information on dynamics in condensed media and
has found wide application in studies of the mobility of
liquids inserted into nanosized pores [2, 3, 6, 7]. The
technique employed in those studies primarily involved
measurement of nuclear relaxation under application of
a magnetic field gradient. Nevertheless, studies of size
effects in the mobility of metal melts were started only
recently, despite the fact that, in a number of low-melt-
ing metals, such as gallium, mercury, and indium, con-
fining geometry has currently been found to noticeably
affect many other physical properties, in particular, the
crystal structure, superconducting characteristics, and
the melting–crystallization phase transitions (see [8–
11] and references therein). A decrease in atomic
mobility, first observed to occur in liquid gallium incor-
porated in nanosized pores [12], manifested itself in an
increase in the nuclear spin relaxation rate by a few
times due to enhancement of the role of the quadrupole
1063-7834/03/4512- $24.00 © 22352
contribution. However, these studies [12] are currently
the only ones in this area. Furthermore, they dealt
solely with nanosized gallium particles, which did not
permit one to reveal the characteristic dimensions at
which size effects in atomic mobility become notice-
able in a gallium melt. On the other hand, measure-
ments of quasi-elastic neutron scattering [13] suggest a
decrease in the atomic diffusion coefficient in thin films
of liquid gallium on aluminum particles to a level less
than 10−5 cm2/s (compared with 3 × 10–5 cm2/s for a
bulk melt), which made its accurate determination
impossible. These data permit the suggestion that size
effects start to noticeably influence the atomic mobility
in liquid gallium for particles with dimensions consid-
erably in excess of 100 nm.

The goal of the present study was to investigate the
correlation times of atomic motion in liquid gallium for
single particles about 50 and 5 µm in size and particles
embedded in pores of synthetic opal, using NMR.

2. EXPERIMENT
The studies were performed on three gallium sam-

ples differing in particle dimensions. Sample 1 con-
sisted of small particles about 50 µm in size obtained by
grinding solid gallium and wrapped in cotton wool.
Sample 2 was gallium in drops on cotton wool fila-
ments about 5 µm in size. In this case, gallium particles
could be considered isolated. Sample 3 was a synthetic
opal consisting of closely packed silica spheres 250 nm
in diameter. Purely geometric considerations supported
by electron microscopy suggest the existence of pores
with characteristic dimensions on the order of 100 and
003 MAIK “Nauka/Interperiodica”
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50 nm in such opals. Gallium was pressure-injected in
the liquid state. The pore filling factor by gallium was
approximately 20% of the total pore volume.

The measurements were conducted on an Avance-
400 NMR pulsed spectrometer (Bruker). Gallium has
two isotopes, 69Ga and 71Ga, with slightly different
abundances. Both isotopes have a spin of 3/2 and differ-
ent values of the gyromagnetic ratio γn and quadrupole
moment Q (Q = 0.168 and 0.106 barn and γn = 6.44 ×
10–7 and 8.18 × 10–7 rad T–1 s–1 for 69Ga and 71Ga,
respectively). This offers the possibility of separating
the magnetic and electrical quadrupole contributions to
nuclear spin relaxation. The resonance frequency was
122 MHz for 71Ga and 96 MHz for 69Ga.

The melting point of bulk gallium is 303 K, but gal-
lium can be readily supercooled below room tempera-
ture; for this reason, we carried out all measurements
on liquid gallium at room temperature (294 K), as in
[12]. Note also that the melting temperature of small
particles in porous matrices is considerably lower than
that in bulk gallium [10, 11].

The spin–lattice relaxation rate of both isotopes in
the samples was measured using an inversion recovery
procedure. We also measured the NMR line by using
the precession signal following a 90° pulse.

3. RESULTS AND DISCUSSION

Figure 1 displays the restoration of nuclear spin
magnetization with time following a 180° inverting
pulse measured on both gallium isotopes in the samples
under study. The NMR line shape is shown in Fig. 2.
Table 1 lists the calculated NMR linewidths. As seen
from Fig. 1, the recovery of NMR signals in gallium
particles 50 and 5 µm in size (samples 1, 2) is faster for
the 71Ga isotope, which has a larger gyromagnetic ratio
and a smaller quadrupole moment, whereas for gallium
in opal the NMR signal for the 69Ga isotope, which has
a larger quadrupole moment, takes less time to be
restored. This shows that, as the gallium particle size
decreases, the dominant spin–lattice spin relaxation
mechanism switches from magnetic dipole to electrical
quadrupole, in full agreement with the data quoted
in [12].

As is well known, nuclear spin relaxation in bulk
liquid gallium proceeds as competition between two
mechanisms, namely, the magnetic mechanism involv-
ing the interaction of nuclear magnetic moments with
conduction electrons and the quadrupole mechanism
based on the coupling of nuclear quadrupole moments
with dynamic gradients of electric fields generated dur-
ing thermal motion of atoms in the melt [14, 15]. As a
result of the high atomic mobility in bulk liquid gal-
lium, the quadrupole contribution to the relaxation is
insignificant, thus making the interaction with conduc-
tion electrons dominant. It was shown in [12] that,
because of the atomic mobility in molten gallium nano-
particles embedded in porous matrices being consider-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 12      2003
0 1 2 3 4
t, ms

–0.8

–0.4

0

0.4

0.8

I,
 r

el
. u

ni
ts

(a)

0 1 2 3 4
t, ms

–0.8

–0.4

0

0.4

0.8

I,
 r

el
. u

ni
ts

71Ga

69Ga

0 1 2t, ms
–0.8

–0.4

0

0.4

0.8

I,
 r

el
. u

ni
ts

71Ga

69Ga

(b)

(c)

Fig. 1. Integrated intensity I of the NMR signal of the iso-
topes 71Ga (diamonds) and 69Ga (circles) after the 180°
inverting pulse plotted vs. time t for samples (a) 1, (b) 2, and
(c) 3. Solid lines are plots of Eq. (2) with τc given in Table
2, and dashed lines are those calculated with the correlation
times for sample 1.
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ably lower, the spectral density of the electric-field gra-
dient correlation function at the Larmor frequency
increases, which brings about a substantial acceleration
of the quadrupole relaxation. It can be suggested that
fast spin–lattice relaxation in gallium incorporated in
opal pores could also be assigned to an increase in the
quadrupole relaxation rate caused by the slowing down
of atomic diffusion. This suggestion is corroborated by
the substantial broadening of the resonance lines for the
opal-incorporated gallium, which is larger for 69Ga; this
shows a noticeable acceleration of transverse spin
relaxation associated with the increase in the quadru-
pole contribution. The results presented in Figs. 1 and 2
and Table 1 also clearly reveal, however, a certain

0 –100

1
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3

f, ppm

(a)

71Ga

0 –100
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1

2

3

(b)
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Fig. 2. NMR line shape for the isotopes (a) 71Ga and
(b) 69Ga in the samples studied. Sample numbers are given
by the figures, on the curves.

Table 1.  NMR FWHM δ for gallium isotopes in the samples
studied

NMR FWHM Sample 1 Sample 2 Sample 3

δ(ppm), 71Ga 8.2 ± 0.1 9.2 ± 0.2 32.0 ± 0.5

δ(ppm), 69Ga 8.2 ± 0.1 9.0 ± 0.2 50.0 ± 0.5
PH
acceleration of longitudinal relaxation and broadening
of the resonance line in sample 2 as compared with
sample 1, which implies a change in the atomic diffu-
sion rate with a decrease in gallium particle size down
to 5 µm.

A quantitative assessment of the variation of the
spin relaxation rate in liquid gallium with particle size
can be approached by analyzing the expression for the
recovery of the nuclear magnetization signal in the case
of quadrupole spin–lattice relaxation of nuclei with
spin 3/2 [16]:

(1)

Here, M(t) and M0 are the time-dependent (t) and equi-
librium magnetizations, respectively; 1 – b is the rela-
tive magnetization immediately following the inverting
pulse; e is the electron charge; ω0 is the Larmor fre-
quency; and J–ii(ω) are the spectral densities of the cor-
relation function of electric field gradients at the site of
a nucleus. In the case of fast atomic motion, where the
approximation of strong resonance-line narrowing is
valid, the exponents in Eq. (1) reduce to –Cτct [17],
where C is a constant proportional to Q2 and τc is the
correlation time. The magnetization restoration process
is described by a single exponent, and Cτc is equal to
the inverse quadrupole spin–lattice relaxation time

. According to the atomic diffusion rate in bulk liq-
uid metals, the correlation time should be of the order
of 10–12 s [17].

In general (in particular, for viscous liquids), the
relaxation, in accordance with Eq. (1), does not follow
a simple exponential pattern. To simplify the consider-
ation of the general case, we assume that the correlation
function in Eq. (1) can be presented in the form
exp(−t/τc). Then, the arguments of the exponentials in

Eq. (1) reduce to –Cτct/(1 + ), where k = 1, 2.
Now, the total gallium relaxation process, including
magnetic relaxation through interaction with the con-
duction electrons characterized by the time T1m, can be
described by the relation

(2)

As seen from Eq. (2), the quadrupole relaxation rate can
be affected by variations in the C factor and in the cor-
relation time. The correlations of electric-field gradient
fluctuations at zero frequency, which determine the
quantity C, depend on the melt structure [17]. Experi-
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mental studies of the structure of various liquids
embedded in porous matrices have shown that it does
not vary at least down to pore sizes of about 4 nm [1].
This is in agreement with x-ray diffraction patterns of
molten gallium in nanoporous matrices [11]. It thus
appears unlikely that the factor C could increase to the
extent that it could account for the switching of the
character of longitudinal relaxation and resonance-line
broadening from magnetic to quadrupole for a gallium
melt in opal. Therefore, following [12], one can sug-
gest that the variations in the quadrupole contribution
to the spin–lattice relaxation rate are associated prima-
rily with variations in the atomic-motion correlation
time τc.

On the other hand, the magnetic relaxation time T1m

due to interaction with the conduction electrons is con-
nected with the Knight shift of a resonance line through

the Korringa relation T1mT  = const/(γnK), where T is
the temperature, Ks is the Knight shift, and K is a factor
taking into account correlation effects and exchange in
the conduction electron system. As follows from Fig. 2,
the Knight shift differs little in the samples studied (for
opal, by about 1%, and for 5-µm particles, by about
0.1% relative to the NMR signal in sample 1); there-
fore, it appears reasonable to suggest that the magnetic
relaxation time likewise depends only weakly on the
dimensions of gallium nanoparticles and, as a result,
this dependence may be neglected.

Assuming that the longitudinal relaxation is
described by Eq. (2) and that only the correlation time
τc depends on the dimensions of the gallium particles,
we calculated the nuclear magnetization restoration
curves for both gallium isotopes in the three samples
studied using the magnetic relaxation time and the fac-

tor C for the 71Ga isotope ( , C71) and the correlation
times τc1, τc2, and τc3 as fitting parameters. The mag-
netic relaxation time and the magnitude of C for the
69Ga isotope were derived from the relations between
the gyromagnetic ratios and quadrupole moments:

 =  and C69 = . In
view of the large dimensions of the gallium particles in
sample 1, it was also assumed that the time τc1 should
be of the order of 10–12 s, as for bulk gallium. The
results of the calculations are presented in Fig. 1 for the
set of parameters listed in Table 2. As is evident from
Table 2, the atomic-motion correlation times in the gal-
lium melt for particles 5 µm in size and in the opal vary
considerably as compared to that for particles measur-
ing 50 µm. For the opal, the correlation time increases
by more than an order of magnitude, which corre-
sponds to a noticeable decrease in the atomic mobility.
For particles about 5 µm in size, the correlation time
increases by only a factor 1.5; however, even this
increase is evidence of a noticeable change in the diffu-
sion rate. Thus, size effects in the atomic mobility in a
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gallium melt become manifest already for particle sizes
of about 5 µm.

It should be pointed out that the values of T1m, as
well as of the product Cτc1, which is the inverse quadru-
pole relaxation time in the limit of a strong narrowing
of the NMR line, is derived for both isotopes unambig-
uously from the restoration curves. The values thus
obtained agree, on the whole, with the data presented in
[14, 15] for bulk gallium. The values of C and of the
correlation times are, however, somewhat ambiguous,
which should possibly be assigned to our approxima-
tion concerning the shape of the correlation function.
Figure 1 and Table 2 present the values which best fit
the experimental values. It should be stressed that the
ambiguity in determining of the correlation times can
affect the quantities themselves but not the relative
magnitude of the correlation times obtained for differ-
ent samples and, hence, cannot change our main con-
clusion that atomic mobility decreases with decreasing
size of molten gallium particles.

4. CONCLUSIONS

To sum up, we have measured the longitudinal spin
relaxation rate and the NMR line shape for two gallium
isotopes in molten gallium particles of various sizes.
The correlation time of atomic motion (which charac-
terizes the atomic mobility) for gallium incorporated in
pores of synthetic opal is shown to increase by more
than an order of magnitude. The dominant spin relax-
ation switches from magnetic, based on the interaction
of nuclear dipole moments with conduction electrons,
to quadrupole relaxation, which involves dynamic elec-
tric field gradients induced by thermal motion at the
sites of nuclei. The magnetic mechanism remains dom-
inant for gallium particles about 5 µm in size, but the
quadrupole relaxation increases through an increase in
the correlation time by a factor of about 1.5. This means
that the decrease in atomic mobility in molten gallium
particles becomes noticeable as their dimensions
decrease to 5 µm.

Table 2.  Atomic-motion correlation times τc, magnetic
relaxation time T1m , and factor C for the two gallium isotopes
in the samples studied

Sample 
number

τc ,
10–12 s

, 

10–6 s

, 

10–6 s

C71,
1012 s–2

C69,
1012 s–2

1 9.2

2 14 505 815 10.55 30.50

3 150

T1m
71 T1m

69
03
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