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Abstract—The paper reviews the physical properties of the R1 − xAxMnO3 manganites (R = La, Pr, Nd, Sm, etc.,
A = Ca, Sr, Ba) in the region of their electron doping where the divalent atom concentration x in the compound
lies in the interval 0.5 < x < 1.0. Experimental magnetic phase diagrams of the most well-studied compounds
and the results of theoretical calculations of these diagrams made in the tight-binding approximation within the
degenerate double-exchange model for T = 0 are presented. The experimental section of the review deals pri-
marily with neutron diffraction studies of the magnetic and crystal structures of the manganites, and the theo-
retical part, with the relation between their magnetic and orbital structures. The review describes, in consider-
able detail, the method of calculation of the energy spectrum ε(k) and of the total carrier energy for all possible
magnetic and orbital configurations of the system corresponding to the translation symmetry of the lattice. The
theoretical analysis is carried out separately for two models of the crystal structure, with two and four manga-
nese atoms in the unit cell. All equilibrium magnetic and orbital configurations of the four-sublattice manganite
model were determined by minimizing the total energy of the system with respect to the directions of the local
manganese magnetic moments and orbital states of the eg electrons. It is shown that, by using the effective
Hamiltonian of the degenerate double-exchange model for the eg electrons, which takes into account the eg level
splitting, and the Heisenberg Hamiltonian of the localized t2g electrons, one can describe the diversity of the
magnetic phases, the sequence of their alternation with increasing x, and the correlation between the spin and
orbital degrees of freedom, which are observed in most electron-doped manganites. © 2004 MAIK
“Nauka/Interperiodica”.
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1. INTRODUCTION
Transition-metal oxides doped by divalent elements

of the type R1 − xAxMnO3 (R = La, Pr, Nd, Sm, etc., A =
Ca, Sr, Ba, Pb, etc.), the manganites, have recently been
attracting intense interest from both experimentalists
and theoreticians. As the concentration x of the divalent
element A varies from zero to unity, the physical prop-
erties of the manganites change substantially and the
system passes through a sequence of phase transitions
featuring various types of structural, magnetic, charge,
and orbital ordering. One can presently find a number
of experimental [1–3] and theoretical [4–6] reviews
summing up the main physical properties of the manga-
nites and outlining the various approaches to their the-
oretical description. These reviews deal primarily with
the properties of the manganites in the dopant concen-
tration region 0 < x < 0.5, where holes in the split man-
ganese eg band act as free carriers. In this region, the
manganites demonstrate a unique property of negative
colossal magnetoresistance (CMR), with the electrical
resistivity of a sample to which an external magnetic
004 MAIK “Nauka/Interperiodica”
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field is applied decreasing by a few times. The CMR
effect is the largest at temperatures close to the transi-
tion point at which the system transfers from a para-
magnetic insulator to a ferromagnetic metal. This
anomalous behavior of the electrical resistivity of the
manganites near the Curie temperature TC was first dis-
covered as far back as in 1950 [7]. At about the same
time, neutron diffraction was employed to establish the
crystal and magnetic structures of the La1 − xCaxMnO3
system for the whole range of variation in the calcium
divalent ion concentration (x = 0–1) [8]. In the 1990s,
the CMR effect was applied in magnetoresistive mag-
netic reading heads employed in present-day computer
technology, which initiated an explosive growth of
studies of the physical properties of these and related
compounds (cobaltites, nickelates, etc.) all over the
world. The present considerable interest of experiment-
ers and theorists in the manganites is also prompted by
the fact that their electrical resistivity and the CMR
effect are intimately connected with the specific types
of magnetic, charge, and orbital ordering in a system.

The theoretical treatment of the magnetic and trans-
port properties of doped manganites of the type
La1 − xCaxMnO3 (x = 0–1) is based actually on the dou-
ble-exchange (DE) model [9, 10] of Zener–Anderson–
Hasegawa. This DE model considers only the manga-
nese sublattice of the real perovskite crystal structure,
in which the hopping integral for the eg electron con-
necting the nearest manganese ions depends on the
mutual ordering of their local magnetic moments
formed by three t2g electrons. The conduction band-
width, which is proportional to the hopping integral,
turns out in the DE model to be maximal for the ferro-
magnetic (FM) ordering and vanishes under antiferro-
magnetic (AFM) ordering of the nearest spins. When
the antiferromagnetic LaMnO3 is doped by atoms of a
divalent element (Ca, Sr, Ba, Pb, etc.), which substitute
for the trivalent lanthanum, holes appear in the filled eg

band of manganese. Because their energy is minimal
under FM ordering of the local spins, at a certain hole
concentration the FM state becomes the ground state,
with the insulating character of conduction in the para-
magnetic phase switching to metallic near the Curie
point with decreasing temperature. Thus, the DE model
offers a qualitative interpretation of both the metal–
insulator transition and the CMR effect in the vicinity
of the Curie point in the manganites. Both effects are
observed at hole concentrations 0.15 < x < 0.5.

The original version of the DE model [10] assumed
the eg band to derive from one atomic eg orbital of man-
ganese. Treated within this nondegenerate DE model,
the system should behave in the same way both at x ~
0, where holes in the half-filled eg band are free carriers,
and at x ~ 1, where the eg band contains a small number
of conduction electrons.

The latter situation can be identified with the case of
doping antiferromagnetic CaMnO3 by atoms of lantha-
P

num and other trivalent elements. Experiments have
not, however, demonstrated such a symmetry of the
phase diagrams with respect to the value x = 0.5 [11,
12]. A system is found to be ferromagnetic in the elec-
tron doping region very rarely, whereas in the “hole”
region the ferromagnetic state occupies the larger part
of the phase diagram.

In actual fact, the manganese eg band is derived in
the tight binding approximation not of one but rather of
two degenerate atomic eg manganese orbitals of the
type |z2〉  and |x2 – y2〉 , with each of the latter being two-
fold spin degenerate. Because of the strong intra-
atomic (Hund) interaction between the eg and t2g elec-
trons, the spin eg subbands turn out to be split. This is
why the eg band in LaMnO3 is filled to one quarter,
while in CaMnO3 there are no carriers in the band alto-
gether. Obviously enough, the observed asymmetry in
the properties of the manganites can be accounted for
only in terms of the orbitally degenerate DE model,
with simultaneous inclusion of the effects responsible
for the splitting of the lower eg manganese spin sub-
band.

Strictly speaking, symmetry in the properties should
be looked for not at the transition from LaMnO3 to
CaMnO3 in the La1 − xCaxMnO3 system but rather when
the divalent dopant (Ca, etc.) in LaMnO3 is replaced by
a quadrivalent impurity (Ce, etc.) in the same concen-
tration x. Because the eg band in LaMnO3 is filled to
one-quarter and split, doping this compound with
atoms of a quadrivalent element should produce free
electrons in the upper empty band. It is this type of
symmetry that is discussed in [13], where both
La0.7Ca0.3MnO3 and La0.7Ce0.3MnO3 are reported to be
metallic ferromagnets having the same Curie tempera-
ture TC = 250 K. However, La0.3Ca0.7MnO3, a com-
pound that is “symmetric” from the standpoint of the
number of free carriers in the lower split-off band,
becomes an AFM insulator rather than an FM metal
with decreasing temperature.

This review deals with the physical properties of the
R1 − xAxMnO3 manganites (R = La, Pr, Nd, Sm, etc.; A =
Ca, Sr, Ba) in the region of their electron doping, the
condition where the concentration of divalent atoms in
the compound exceeds x = 0.5. The review presents
experimental magnetic phase diagrams of the most
well-studied compounds and discusses the main mod-
els used in their theoretical description. The free carri-
ers in the electron doping region are the d electrons,
which fill the degenerate eg manganite band with
increasing concentration y = 1 – x by not more than one-
eighth. The small number of carriers in the conduction
band permits one to disregard, in the first approxima-
tion, the inter- and intraatomic Coulomb repulsion, thus
somewhat simplifying the Hamiltonian of the com-
pounds under study.
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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2. CRYSTAL AND MAGNETIC STRUCTURES 
OF THE MANGANITES

The R1 − xAxMnO3 manganites doped to low x crys-
tallize most frequently in the orthorhombic (phases O',
O*) and rhombohedral (phase R) structures [14]. A
comprehensive crystallochemical analysis of these
structures is reported in [15]. The latter review shows
that the orthorhombicity of phase O* is an order of
magnitude smaller than that of phase O'. Therefore,
phase O* is quite frequently called pseudocubic in the
literature. The formation of the structure of this phase
primarily involves rotation of the oxygen octahedra (the
tilting modes), while the fraction of the Jahn–Teller lat-
tice distortions is extremely small. Both orthorhombic
phases belong to the same nonsymmorphic space group
Pnma (or Pbnm), and they differ only topologically in
the way the ions touch. Figure 1 shows the manganese
sublattice of the orthorhombic cell nested in the origi-
nal cubic ABO3 perovskite structure. The orthorhombic
cell contains four translationally inequivalent manga-
nese atoms. In the electron doping region, one meets
also quite frequently, besides the orthorhombic Pnma,
the monoclinic P21/m, tetragonal I4/mcm, and cubic
Pm3m crystal structures. In the limiting case of x = 0,
LaMnO3 and RMnO3, where R stands for a rare earth
element from Ce to Dy, crystallize under normal condi-
tions of synthesis in the distorted orthorhombic perovs-
kite structure [16]. SrMnO3 and RMnO3 single crystals
with heavy rare earth elements from Ho to Lu crystal-
lize under atmospheric pressure in the P63cm hexago-
nal structure [17]. All these compounds can be trans-
ferred to the orthorhombic phase by annealing at T =
900°C under high atmospheric pressure [18]. CaMnO3
(x = 1) has a cubic ABO3 perovskite structure.

The four manganese atoms, numbered accordingly
in Fig. 1, are related through symmetry transformations
of the Pnma space group. By virtue of the local mag-
netic moment of the manganese ions being an axial vec-
tor, this imposes certain constraints on the possible
magnetic structures. The magnetic structures in a sys-
tem of Pnma symmetry can be of the following main
types:

(1) Ferromagnetic (FM) ordering of all local manga-
nese magnetic moments along one of the axes x, y, or z
(Fx, Fy, or Fz);

(2) AFM structure of type A, which represents anti-
ferromagnetic alternation of (010)-type ferromagnetic
planes;

(3) AFM structure of type C, which is made up of
antiferromagnetically ordered, ferromagnetic spin
chains oriented along one of the axes x, y, or z;

(4) AFM structure of type G with conventional anti-
ferromagnetic ordering of the nearest neighbor mag-
netic moments.

In addition to these “pure” magnetic structures
observed, as a rule, in an experiment, the orthorhombic
structure allows the possibility of observing more com-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
plex magnetic structures (of the types CxAz, GzAyFx,
etc.) belonging to one of the irreducible representations
of the Hamiltonian of the system. There are four such
irreducible representations for the manganese magnetic
moments in Pnma symmetry and eight for the magnetic
moments of rare earth ions. The noncoplanar structure
GzAyFx corresponds to ferromagnetic ordering of the Sx

component of the manganese spin magnetic moment,
type-A ordering for Sy, and type-G for Sz. The magnetic
structures of rare earth ions allow only pair products,
CxAy, etc. All possible types of magnetic ordering of both
the manganese atoms and rare earth ions in the Pnma
orthorhombic structure (Pbnm in the other reference
frame) can be found in [19]. The magnetic structures cor-
responding to the monoclinic, tetrahedral, hexagonal,
and cubic crystal symmetries are presented in [20].

Besides the above-mentioned magnetic structures,
manganites with x close to 0.5 exhibit, in some cases,
an AFM charge-exchange (CE) structure with stag-
gered charge ordering which consists of zigzag ferro-
magnetic chains of Mn3+ and Mn4+ ions arranged in the
(110) plane of the orthorhombic perovskite structure.
The magnetic moments of the nearest chains in the
plane and the neighboring planes along the (001) direc-
tion are antiferromagnetically ordered, which doubles
the corresponding lattice periods and gives rise to the
appearance of new reflections in the x-ray and neutron
diffraction spectra. A detailed description of the prop-
erties of manganites related to charge ordering would
require a separate review.

Neutron diffraction is at present the main experi-
mental technique employed to establish magnetic and
crystal structures. Present-day neutron diffraction per-
mits one not only to determine the crystal and magnetic
structure of a manganite but to obtain complete infor-
mation on bond lengths and distortions of the oxygen
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Fig. 1. Manganese sublattice of the orthorhombic unit cell
nested in the original perovskite cubic structure. The figures
label the four translationally inequivalent manganese
atoms.
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octahedra surrounding the manganese ions. Two uni-
versally accepted programs for processing x-ray and
neutron diffraction experimental data by the Rietveld
refinement method, namely, FULLPROF [21] and
RIETAN [22] are, as a rule, employed for this purpose.
The character of distortions of the oxygen octahedra
makes it possible to judge the type of orbital ordering
in a manganite as well.

3. EXPERIMENTAL PHASE DIAGRAMS 
OF THE R1 − xAxMnO3 MANGANITES 

(R = La, Pr, Nd, Sm, etc.; A = Ca, Sr, Ba,…)

The properties of the R1 − xAxMnO3 compounds
depend both on the type of the divalent ion A and on the
type of the R trivalent ions. Replacement of the non-
magnetic lanthanum by trivalent magnetic ions of rare
earth (RE) elements brings about a substantial change
in the transport and magnetic properties of a manganite.
In the region of hole doping, the magnetic ordering
temperature and the magnitude of the CMR effect
decrease noticeably, down to complete disappearance
of the latter in Gd0.7Ca0.3MnO3 [23]. At the same time,
many new properties associated with the formation of
one more RE magnetic sublattice are formed. Substitu-
tion of various divalent elements for trivalent elements
also substantially affects the structural and transport
properties of manganites. The observed structural
changes correlate with the variation in the tolerance

factor t = (〈rA〉  + rO)/[ (rMn + rO)], where 〈rA〉  is the
average radius of the ions occupying the A position in
the cubic structure of the ABO3 perovskite. It was estab-
lished in [24, 25] that the more the t parameter of a
given compound differs from unity, the stronger the
structural distortions observed in the system. As the t
parameter decreases, the width of the conduction band
usually decreases too, which, in the end, results in the
metallic conduction switching to the insulating or hop-
ping mechanism.
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Fig. 2. Phase diagram of the La1 − xCaxMnO3 ceramic [26]
derived from measurements of the magnetization (TC and
TN points) and of the electrical resistivity (ρC points).

FM
PH
Thus, the available experimental phase diagrams of
the manganites can be classified according to either lan-
thanide type or divalent atom type. The present review
makes use of the traditional method of classifying
experimental data by the type of the lanthanide in the
manganite formula.

3.1. Phase Diagrams of the Lanthanum Manganites 
La1 − xAxMnO3 (A = Ca, Sr, Ba,…)

The first experiment that clearly revealed the “asym-
metry” of the magnetic properties of La1 − xCaxMnO3
(x = 0–1) was described in the above-mentioned classi-
cal study of Wollan and Koehler [8]. These authors
observed an alternation of crystal and magnetic struc-
tures with increasing x in the following sequence:
orthorhombic structure A (x = 0), orthorhombic or mon-
oclinic (x < 0.25), cubic ferromagnetic (0.25 < x < 0.5),
cubic CE (x = 0.5), cubic C (x = 0.8), and cubic G (x = 1).
A more complete phase diagram of the same system
with identification of the conduction types but without
specification of the AFM structure types was published
recently in [26]. This diagram (Fig. 2) draws from mea-
surements of the magnetization and electrical resistiv-
ity of ceramic samples carried out over a broad range of
magnetic fields and temperatures. The most important
piece of information here is the absence, in the “elec-
tronic” part of the diagram (x > 0.5), of ferromagnetic
regions with metallic conduction, which occupy a siz-
able area in the “hole” part of the phase diagram
(0.17 ≤ x ≤ 0.5). In their place, a transition from the
paramagnetic insulating phase to the AFM insulating
state is observed to occur in the manganites for x > 0.5
with decreasing temperature. Further experimental
studies of the manganites confirmed the “asymmetry”
in the properties with respect to the value x = 0.5. These
studies revealed that single crystals, polycrystals, and
ceramics of the same composition may differ notice-
ably in their transport properties in the “electronic” part
of the diagram (x > 0.5). At low temperatures, AFM
states of a certain kind may feature metallic conduction
in single crystals, whereas polycrystals and ceramics in
analogous AFM states are insulators [27, 28]. In the
electron-doping region, one may observe, at certain cal-
cium concentrations (x = 2/3, 0.75, and other concen-
trations corresponding to stoichiometric compositions),
crystalline and magnetic structures (Wigner crystal and
bi-stripe structures), which are due, like the CE struc-
ture, to manganese charge ordering effects [29, 30].
These structures, which form below the Néel  tempera-
ture TN = 140 K in the magnetic phase of type C, are
accompanied by a threefold increase in parameter a and
a twofold increase in parameter c of the averaged
orthorhombic lattice (in the Pnma notation) [29].

The crystal structure of La1 − xCaxMnO3 was refined
for a ceramic with x = 0.8 and 0.85 [31]. Neutron dif-
fraction measurements showed that, below TN = 150 K,
the system undergoes a structural transition from the
YSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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Fig. 3. Experimental (points) and theoretical (solid lines) neutron diffraction spectra obtained at 1.6 K and experimental spectra of
the La0.15Ca0.85MnO3 ceramic measured at 50, 100, 150, and 165 K [31]. The arrows identify the splitting of the (111) reflection
caused by the triclinic lattice distortions.
orthorhombic Pnma to monoclinic P21/m AFM phase
of the C type (Fig. 3). In addition, it revealed the first
experimental indication of the static Jahn–Teller (JT)
effect. It was earlier believed [32] that the static JT
effect is not observed in transition metal oxides with so
large an x (i.e., for a small number of Mn3+ ions).

The phase diagram of the La1 − xSrxMnO3 system
[33] shown in Fig. 4 is the most complete of those avail-
able for the manganites; it agrees qualitatively with the
preceding phase diagram. It is based on structural (x-
ray), magnetic, and transport measurements performed
on single crystals with strontium concentrations in the
range 0 < x < 0.85. The part of the diagram near x = 1
was constructed using data on the properties of the
SrMnO3 hexagonal compound. As the temperature is
lowered, the system undergoes magnetic ordering, with
the actual type of magnetic order depending on the spe-
cific dopant concentration x. In the interval 0.16 < x <
0.5, the paramagnetic phase transfers to ferromagnetic
metallic, which is qualitatively in line with the double-
exchange theory. In the interval 0.5 < x < 0.6, however,
the ground state at low temperatures T < 200 K is not
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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the ferromagnetic but either the canted (CA) metallic
AFM or nonuniform PS (phase-separated) state. For
0.6 < x < 0.7 and low temperatures T < 200 K, the
ground state is the metallic collinear AFM phase (most
probably, the A type). As x increases, this state is
replaced by the C-type insulating AFM state, and for
x > 0.9, by the G type phase. The AFM order was iden-
tified in [33] from neutron diffraction studies of the
magnetic structure of manganites with similar compo-
sitions; these studies were carried out by other
researchers. The existence of AFM order itself was
deduced from measurements of the temperature and
field dependences of the magnetization and magnetic
susceptibility of the compounds in question. Thus, as
the electron concentration y = 1 – x in La1 − xSrxMnO3

increases to x = 0.5, in the electron-doping region, the
system undergoes the same sequence of antiferromag-
netic ordering types, G–C–A, as La1 − xCaxMnO3 but
with higher Curie and Néel  temperatures. As the sys-
tem enters the “hole” doping region, the metallic AFM
state is replaced by the metallic FM phase.

Since the La1 − xBaxMnO3 system has been poorly
studied, its phase diagram is still incomplete. However,
a study [34] of the La1/3B2/3MnO3 ceramic (B = Ca, Sr,
Ba) should be mentioned in this connection. It reported
a transition to the metallic state to occur only in the
orthorhombic barium system at temperatures TP ~ 230 K,
whereas the calcium and strontium systems remain
insulators in the electron-doped side at all tempera-
tures. Interestingly, negative CMR appears in weak
magnetic fields, 0.17 T, slightly above TP and increases
down to liquid-helium temperature. The magnetic
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structure of La1/3Ba2/3MnO3 was neither determined nor
discussed in [34].

3.2. Phase Diagrams of the Praseodymium Manganites 
Pr1 − xAxMnO3 (A = Ca, Sr,…)

Substitution of praseodymium for lanthanum brings
about a very strong change in the manganite properties.
The crystal and magnetic structures of the
Pr1 − xCaxMnO3 ceramic were studied with considerable
detail for all x about 20 years ago [35] using neutron
diffraction. The results of these measurements are pre-
sented in Fig. 5. At room temperature, all the com-
pounds have the orthorhombic Pbnm symmetry. At low
temperatures and for 0.3 < x < 0.75, the crystal struc-
ture becomes pseudotetragonal, with the oxygen octa-
hedra compressed along [001]. Within the interval
0.75 < x < 0.9, the structure remains pseudotetragonal,
but the oxygen octahedra are now stretched along
[001], thus indicating a change in orbital order. Finally,
for x > 0.9, the structure becomes pseudocubic.

The praseodymium manganite PrMnO3, like the
lanthanum manganite, is a type-A antiferromagnet with
a Néel temperature TN = 91 K. At x = 0.5 (x = 0.6), the
CE phase forms below 175 K (165 K). At x = 0.7, and
below TN = 180 K, two phases, C and the ground mag-
netic spiral phase with an (010)-oriented wave vector,
appear in the compound. At x = 0.8 and below TN =
170 K, a C phase with magnetic moments of 2.56µB
aligned along the (001) pseudotetragonal axis appears.
For x = 0.8 and below TN = 140 K, a mixture of two
phases, C and G, is observed to exist. Below TN = 110 K,
the CaMnO3 compound represents a pseudocubic

G-type antiferromagnet (a = b = c/ ). No magnetic A
phase was found in this study in the region 0.5 < x < 0.7.
Thus, one observes here a G–C–CE sequence of AFM
phases which differs from those found in the above sys-
tems.

Figure 6 presents a more complete phase diagram of
Pr1 − xCaxMnO3 showing the regions of existence of the
CMR effect under electron and hole doping [36]. Note
the existence in the system for 0.85 < x < 0.95 of mac-
roscopic F formations with a spontaneous magnetic
moment of about one Bohr magneton per manganese
atom. The ground state in this region is a nonuniform
mixture of the G and F phases (Gz + Fz) called “cluster
glass” by the authors. The measurements of the temper-
ature dependences ρ(T) suggest these ferromagnetic
formations to have metallic conduction [37].

In its properties in the hole-doping region, the
Pr1 − xSrxMnO3 compound resembles La1 − xCaxMnO3.
The magnetic phase diagram of Pr1 − xSrxMnO3 is
shown in Fig. 7 without identification of the crystal
structure [36]. In the electron-doping region, neutron
diffraction studies of the crystal and magnetic struc-
tures of ceramic samples of this system were performed
only for the range x = 0.8–0.95 [38, 39], where in the

2
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low-temperature domain at x = 0.8 one observed a C
phase, at x = 0.9—a G phase, and in the intermediate
region of x = 0.85 coexisting G and C phases. Based on
unpublished data, the authors of [36] suggest the A struc-
ture to be the ground state for the interval 0.5 < x < 0.6.
Thus Pr1 − xSrxMnO3 again exhibits the G–C–A alterna-
tion of magnetic phases.

3.3. Phase Diagrams of the Neodymium Manganites 
Nd1 − xAxMnO3 (A = Ca, Sr,…)

The manganites of neodymium are much closer in
their properties to those of lanthanum than of praseody-
mium throughout the whole range of variation of x for
the main types of divalent ions. The observed differ-
ences among these compounds are of a quantitative
rather than qualitative character. On the electron-doped
side, the strontium system Nd1 − xSrxMnO3 (0.3 ≤ x ≤ 0.8)
is the most completely studied [40]. Figure 8 shows a
detailed phase diagram of this polycrystalline system
based on the results of neutron diffraction measure-
ments. Close to the value x = 0.5, at low temperatures
one observes an insulating AFM CE phase, which
transforms with increasing x first to the metallic AFM
A and, subsequently, to the insulating AFM C-type
phase. The diffraction patterns are presented in Fig. 9
together with the results of the Rietveld refinement pro-
cessing. In this figure, crosses show measurement data
on the intensity of various reflections and the solid line
plots the corresponding theoretical calculation for
nuclear scattering. The antiferromagnetic Bragg reflec-
tions appearing at low temperatures are shown as
hatched. The corresponding antiferromagnetic struc-
tures described above are also shown. In the limiting
case of x = 1, where there are no free carriers in the eg
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Fig. 6. Phase diagram of the Pr1 − xCaxMnO3 ceramic [36]
with identification of the regions within which the ferro-
magnetism and the CMR effect exist. FMI is ferromagnetic
insulator, AFMI is antiferromagnetic insulator, TCO is
charge ordering (CO) temperature, TC is Curie temperature,
TN is Néel temperature, and CG is cluster glass state.
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band, the manganites exhibit a G-type AFM structure.
As already mentioned, neutron diffraction makes it
possible to determine local distortions of the oxygen
octahedra. In Nd1 − xSrxMnO3, these octahedra were
found to be stretched along the z axis for x > 0.6. This
distortion implies that the filled d orbital of the Mn3+

ion has the |z2〉  character. In the A structure, the oxygen
octahedra are contracted along z, with the result that the
filled orbital is of the |x2 – y2〉  character. Figure 10 dis-
plays a schematic of the main types of oxygen octahe-
dron distortions. Thus, this system likewise exhibits the
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Same notation as in Fig. 6.
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G–C–A magnetic structure sequence with increasing
number of carriers y = 1 – x.

Calcium-doped neodymium manganites
Nd1 − xCaxMnO3 have practically not been studied for
x > 0.5. One should mention here, however, in this con-
nection a neutron diffraction study of ceramics with x =
0.4–0.6 [41]. In this composition region, one first
observes at TCO ≈ 250 K a transition from the paramag-
netic phase to a charge-ordered (paramagnetic) phase,
which is followed by a transformation at TN ≈ 160 K to
the AFM CE phase. At x = 0.6, this latter transition to
the AFM state may not occur altogether.

3.4. Phase Diagrams of the Samarium Manganites 
Sm1 − xAxMnO3 (A = Ca, Sr,…)

Although the magnetic and transport properties of
the samarium manganites Sm1 – xAxMnO3 were studied
fairly long ago [42, 43], the first neutron diffraction
measurements of the crystal and magnetic structures of
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perature domain are hatched. The insets show spin configura-
tions of the corresponding AFM structures (CE, A, and C).
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these compounds were carried out only a few years ago.
This is accounted for by the impossibility of making
these measurements on samples based on natural
samarium because of its very high neutron absorption
cross section. Therefore, the first precision studies of
the crystal and magnetic structures were performed
only after ceramic samples with the 154Sm isotope had
been prepared [44, 45].

The magnetic phase diagram of Sm1 − xCaxMnO3
was first derived [36] from measurements of the mag-
netic and transport properties of this system. The first
neutron diffraction studies of the structure of this com-
pound (using the 152Sm isotope) have thus far been
made only for the Sm0.1Ca0.9MnO3 and
Sm0.15Ca0.85MnO3 compositions [38, 39]. The phase
diagram of Sm1 − xCaxMnO3 presented in Fig. 11 resem-
bles, in general, that of the Pr1 − xCaxMnO3 system with
the G–C–CO alternation sequence. The particular type
of the charge-ordered (CO) AFM structure was not
specified. The unusual properties of the calcium-doped
samarium system indicating phase separation at x =
0.8–0.95 were subsequently confirmed in the case of
Sm0.15Ca0.85MnO3 [46], a compound that also exhibits
CMR. The above paper is interesting also in that it
reports the observation of a G-type ground-state anti-
ferromagnetic phase. Such a magnetic structure may be
treated either as a manifestation of phase separation
taking place in the Gz + Fz system or as the onset of a
CxFyAz-type noncoplanar magnetic ordering, which
was first observed to occur in Ho0.1Ca0.9MnO3 [47].

Figure 12 shows the phase diagram of
Sm1 − xSrxMnO3 [36], which differs radically for x > 0.5
from that of the Sm1 − xCaxMnO3 compound. First, we
witness here the disappearance of the cluster glass
region and second, for x > 0.6, the ground state is the
AFM insulator. CO structures can exist only in the x =
0.4–0.6 range, which is evident from electron diffrac-
tion data. Therefore, one cannot rule out the possibility
that the universal magnetic structure alternation G–C–
A also takes place here. The CMR effect is observed in
Sm1 − xSrxMnO3 only in the region of hole doping, 0.3 <
x < 0.5.

3.5. Phase Diagrams of the Gadolinium and Holmium 
Manganites

The manganites of other RE elements have been
studied to a considerably lesser extent. Nevertheless, it
is appropriate to draw particular attention to the two
already mentioned papers dealing with the manganites
of gadolinium [23] and holmium [47].

The first of these papers revealed the absence of
both the metal–insulator transition and of the CMR in
the Gd0.67Ca0.33MnO3 ceramics, poly-, and single crys-
tals, with the samples becoming ferrimagnetic below
50 < TN < 80 K. In addition, synchrotron XAFS studies
(x-ray absorption fine structure) did not reveal any
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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and 10 K, which make it possible to judge the type of orbital ordering corresponding to a specific type of AFM order.
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changes in the orthorhombic structure in the vicinity of
the magnetic transition to within 0.005 Å. The exist-
ence, in the low-temperature domain, of the ferromag-
netic insulator state for such high hole doping levels is
difficult to explain on the basis of modern theory.

Neutron diffraction studies of the holmium manga-
nite Ho0.1Ca0.9MnO3 are of interest, first, because they
revealed noncoplanar CxFyAz canted antiferromagnetic
order in the manganites, which is allowed by the Pnma
space group (Fig. 13), and, second, the static JT effect
was observed in the magnetically ordered phase in a
region of fairly low electron doping. Near TN = 106 K,
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[36]. Same notation as in Fig. 6.
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the temperature dependence of electrical resistivity
exhibits an anomaly (a section with metallic conduc-
tion) typical of CMR compounds. As the holmium con-
centration increases still further, the AFM structure
canting decreases and disappears altogether at a con-
centration of ≈17.5% Ho. At the same time, the orthor-
hombic Pnma crystal structure switches to the mono-
clinic P21/m structure.

Thus, as follows from the above experimentally
obtained phase diagrams, at low enough temperatures,
most of the manganites with various combinations of
di- and trivalent elements pass with increasing electron

0 0.2 0.4 0.6 0.8 1.0
x(Sm1–xSrxMnO3)

100

50

150

200

250

300

350

400

T,
 K

0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

M
4K

, µ
B
/m

ol
 M

n
CMR

TN

A
F

M
I

TCO

F
M

M

F
M

I

TC

Fig. 12. Phase diagram of the Sm1 − xSrxMnO3 ceramic
[36]. Same notation as in Fig. 6.
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concentration in the conduction band y = 1 – x from 0
to 0.5 through the same antiferromagnetic phase
sequence G–C–A. As a rule, the ferromagnetic phase
does not form here, but if it does, it happens within a
narrow concentration range only and at fairly high tem-
peratures. This pattern differs radically from the case of
hole doping, where the metallic ferromagnetic phase
remains the ground state for x ≥ 0.17 up to x ≈ 0.5.
Close to x ≈ 0.5, some compounds exhibit an antiferro-
magnetic insulating CE phase. Interestingly, the anti-
ferromagnetic phases G and A in single crystals have
metallic conduction, whereas the C phase is an insula-
tor. The insulating properties of the C phase are usually
assigned to its quasi-one-dimensional magnetic struc-
ture being destroyed by impurities. In these conditions,
double exchange forbids electron hopping between
neighboring chains of AFM-ordered ions, while coher-
ent carrier motion within an FM chain is destroyed by
the presence of impurities (Ca, Sr, etc.).

4. THEORETICAL MODEL 
OF THE MANGANITES

4.1. Effective Hamiltonian 
of the Degenerate DE Model

The formation of a specific state in a system is gov-
erned by its total energy, which is a sum of the kinetic
(band) energy of carriers and the magnetic energy of
localized spins. Considered within the DE model, the
carrier kinetic energy depends on the actual type of
magnetic ordering of the system. Therefore, in order to
determine the ground-state energy and to construct a
phase diagram, one has to know how to calculate the
carrier spectrum ε(k) for all possible magnetic configu-
rations of the system allowed by the translational sym-
metry of the lattice.

x

y

z

Fig. 13. Noncoplanar antiferromagnetic structure CxFyAz
of the holmium manganite Ho0.1Ca0.9MnO3 [47]. Only the
manganese atoms are shown.
P

The first step in determining the total energy is proper
choice of the Hamiltonian of the system under study and
specifying its crystal structure. As an effective Hamilto-
nian describing the properties of the manganites on the
electron-doped side, one customarily uses the model
Hamiltonian of the generate DE model [48–50], which in
the local atomic basis can be written as

 (1)

This Hamiltonian considers only the manganese sublat-
tice of the real manganite crystal structure. It consists of
the double-exchange Hamiltonian HDE for the degener-
ate eg manganese level and a finite value of the intra-
atomic (Hund) parameter JH and of the Heisenberg
Hamiltonian of the t2g localized electrons. A detailed
derivation of this model Hamiltonian for the case of an
infinitely large JH can be found in [5].

Hamiltonian (1) includes only the strong intra-
atomic Coulomb interaction between the eg and t2g elec-
trons, which obeys Hund’s rule. All the other interelec-
tron Coulomb interactions are disregarded, which in a
first approximation appears justified for a small number
of eg electrons in the conduction band.

The indices α and β in Eq. (1) label the degenerate
eg atomic orbitals |1〉  = |z2〉  and |2〉  = |x2 – y2〉 , and the

indices i and j, the atoms. The operators  and djβσ'

are the operators of creation and annihilation of elec-
trons at site i with the spin aligned either along or oppo-
site to that of the localized t2g electrons Si (σ = ↑ , ↓ ).

Turning back to Eq. (1), εiα is the energy of the type-
α atomic orbital; JH is the intraatomic Hund integral,
which for the eg electrons in Mn3+ is ~0.25–0.3 eV [49];
JAF is the exchange integral of the Heisenberg model for
the localized t2g electrons (for CaMnO3, TN = 141 K,
JAF = 1.5 meV); and tijαβ are the effective hopping inte-
grals between local components of the spinor states of
the nearest manganese ions. The eg electrons in the dou-
ble-exchange model hop without spin-flip, and there-
fore the hopping integral tijαβ depends on the mutual
orientation (the θij angle) of the neighboring Si and Sj

spins and its value for the manganites lies within the
interval 0.10–0.3 eV [51]. The part played by oxygen
ions, which in the perovskite structure are located

H HDE HH,+=

HDE εiαdiασ
†

diασ

iασ
∑ JHS σdiασ

†
diασ

iασ
∑–=

+ tijαβ
σσ'

diασ
†

d jβσ' ,
ijαβσ'σ
∑

HH JAFSiS j,∑=

tijαβ
σσ' tijαβ θij/2( ) σ = σ'( )cos

tijαβ θij/2( ) σ σ'≠( ).sin±



=

diασ
†
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between the manganese ions, reduces to the effective
hopping integral tijαβ being expressed through the hop-
ping integral between the eg manganese orbital and the
p orbital of the nearest oxygen ion (the Koster–Slater
parameter Vpdσ) in the second order of perturbation the-
ory. Since the hopping integral tijαβ is anisotropic in real
space, it is usually written in the form of a matrix with
indices α and β assigned to the x, y, and z directions:

 (2)

As follows from the form of Hamiltonian (1), in a sys-
tem having free carriers there is always competition
between the ferromagnetic and antiferromagnetic types
of ordering. The ferromagnetism is associated with the
double-exchange kinetic energy, whereas antiferro-
magnetic ordering is related to the Heisenberg part of
the Hamiltonian. In the simplest case (neglecting
orbital degeneracy), there exist at least two possibilities
for reaching a balance between these tendencies. The
first of them is the uniform canted state of the de
Gennes antiferromagnetism [52], where the θij angle
between the spins of the nearest manganese ions is
other than π. The second possibility involves the onset
of electron phase separation, where the carriers (holes
or electrons) become nonuniformly distributed in space
to form FM-enriched regions against an AFM back-
ground [53].

The Hamiltonian HDE allows diagonalization in the
tight-binding approximation, thus permitting one to
obtain the carrier spectrum ε(k). Obviously enough,
this spectrum depends on what magnetic structure is
being considered. In the simplest case of an F mangan-
ite structure (with one atom in a cubic unit cell), the
problem of determining ε(k) in the limit of an infinitely
large intraatomic Hund interaction JH  ∞ reduces to
the solution of a second-order secular equation,

 (3)

tijαβ tij
αβ≡ t

1
4
--- 3–

4
----------

3–
4

---------- 3
4
--- 

 
 
 
 
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t

1
4
--- 3

4
-------

3
4

------- 3
4
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 
 
 
 
 
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0 0 
 
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along z,–

t
V pdσ

2

εα εp–
----------------.=

det Hαβ k( ) εδαβ–[ ] 0.=
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Analytic expressions were obtained [54] for two
branches of the spectrum (for the spin-up electrons):

 (4)

The lattice constants a, b, and c entering Eq. (4) were
assumed to equal unity. For finite JH, the dimension of
the secular equation doubles. The parameter JH was
derived in [49] from the relation JH(2S + 1) =
Etot[Mn3+(S = 2)] – Etot[Mn3+(S = 1)], where Etot is the
total energy of the Mn3+ ion in the corresponding spin
state, using Hartree–Fock calculation of the Mn3+ elec-
tronic structure with the well-known codes RAINE. For
S = 3/2, this parameter was found to be ≈0.97 eV and
the parameter JH ≈ 0.25 eV.

Besides the ferromagnetic (F) phase, the mangan-
ites exhibit a variety of the above-mentioned AFM
structures, whose unit cell contains at least two inequiv-
alent atoms. These are the collinear structures A, which
are observed in LaMnO3 (θij = θz = π), G of CaMnO3
(θij = π), and C (θij = θxy = π), as well as the canted mag-
netic structures allowed by the crystal lattice symmetry,
for which θij ≠ π.

The manganite phase diagram involving Hamilto-
nian (1) was first theoretically calculated in [48] using
a modified dispersion law (4). The modification con-
sisted in introducing into the expressions for ε(k) two
hopping integrals txy = tcos(θxy/2) and tz = tcos(θz/2),
which depended on the angles between the neighboring
spins of the manganese ions located either in the same
(θxy) or neighboring (θz) planes.

ε ± k( ) ε0 k( ) ε1
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ε0 k( ) t kxcos kycos kzcos+ +( ),–=
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The phase diagram constructed by minimizing the
energy in the two angles θxy and θz [48] disagreed in
some respects with experiment. First, the diagram did
not have the G phase, and second, the larger part of the
diagram (for y ≥ 0.2) was occupied by the F phase,
which is not observed experimentally. Nevertheless,
this paper stirred considerable interest among scientists
and initiated a large number of theoretical studies of the
phase diagrams of electron-doped manganites.

The most comprehensive and rigorous investigation
of the phase diagram of manganites performed within
the framework of the model with two angles, θxy and θz,
was reported in [55]. The carrier spectrum ε(k) was cal-
culated in terms of the band formalism of the spin den-
sity functional in the limit JH  ∞, and the variation
in the total energy under variation of the angles was
found using the Lloyd relation from the theory of mul-
tiple scattering. The resulting phase diagram is dis-
played in Fig. 14. The diagram is constructed in the Js

vs. x coordinates, where Js is the Heisenberg exchange
integral (JAF in units of t) and x = 1 – y is the hole con-
centration. The phases F, C, and A (the black region) are
collinear. The other phases, FA(0, θz), AG(θxy , π), and
CG(π, θz), are canted; i.e., the angles θxy and θz are not
equal to π. The dashed line plots the renormalized inter-
atomic exchange interaction. The remaining regions
relate to canted structures of the most general type. The
orbital structure of the manganites was considered fixed
under variation of the magnetic structure [55]. On the
electron-doped side, near the value Js = 0.1, which
appears to be overestimated, the magnetic phases alter-
nate in the sequence G–C–A.
P

4.2. Phase Diagrams of the Two-Sublattice Model 
of Manganites in the Tight-Binding Approximation

The dimension of the matrix of the Hamiltonian
used in the tight-binding approximation to calculate the
spectrum for a finite value of JH is twice the product of
the number of atoms in the unit cell multiplied by the
number of independent atomic functions. Therefore,
the minimum dimension of the Hamiltonian matrix
employed in calculations of the spectrum of collinear A,
C, and G structures with two translationally inequiva-
lent manganese atoms in the tetragonal (orthorhombic)
cell is eight. Within this two-sublattice manganite
model, the matrix of the Hamiltonian of canted antifer-
romagnetic structures can be presented in the form

 (5)

where the matrices H11 and H22 describe the interaction
of like orbitals with σ = ↑ , ↓  and matrix H12, that
between unlike orbitals. A similar representation was
used to calculate the carrier spectrum in layered (two-
dimensional) manganites in [50], where the matrices
H11 and H22 described, however, interaction between
orbitals within a sublattice and H12, that between orbit-
als of neighboring atoms located on different sublat-
tices.

The matrices Hαβ are given for various magnetic
structures in [49]. For instance, the matrix Hαα for the
G type can be written as

H k( )
H11 k( ) H12 k( )

H̃12* k( ) H22 k( ) 
 
 
 

,=
(6)Hαα k( )

εα JHS– 0 tαα k( ) θ
2
---cos tαα k( ) θ

2
---sin

0 εα JH S 1+( )+ tαα k( ) θ
2
---sin– tαα k( ) θ

2
---cos

tαα k( ) θ
2
---cos tαα k( ) θ

2
---sin– εα JHS– 0

tαα k( ) θ
2
---sin tαα k( ) θ

2
---cos 0 εα JH S 1+( )+

 
 
 
 
 
 
 
 
 
 
 
 

,=
where

 

 

Here, εα are the energies of the manganese eg levels,
εp is the energy of the oxygen p level, and t is the effec-
tive hopping integral between eg orbitals of the nearest

t11 k( ) 1
2
---t kxcos kycos+( )– 2t kz,cos–=

t22 k( ) 3
2
---t kxcos kycos+( ), t–

V pdσ
2

εα εp–
----------------.= =
manganese ions written in second order of perturbation
theory for the Koster–Slater integral Vpdσ between the
eg orbital of the manganese and the p orbital of the near-
est oxygen ion. The parameter t for the manganites is
positive, because, in accordance with numerical cluster
calculations [56], the εp level lies lower than the εα lev-
els. Because transitions along the z axis can occur only
between |z2〉  type orbitals, the matrix H12(k) depends
only on the perpendicular component of the wave vec-
tor k⊥  and can be written as
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(7)
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t12 k⊥( ) θ
2
---sin t12 k⊥( ) θ

2
---sin 0 0

 
 
 
 
 
 
 
 
 
 
 
 

,=

t12 k⊥( ) 3
2

-------t kxcos kycos–( ).=
For the A type, we obtain

(8)Hαα k( )

εα tαα k⊥( ) JHS–+ 0 tαα kz( ) θ
2
---cos tαα kz( ) θ

2
---sin

0 εα tαα k⊥( ) JH S 1+( )+ + tαα kz( ) θ
2
---sin– tαα kz( ) θ

2
---cos

tαα kz( ) θ
2
---cos tαα kz( ) θ

2
---sin– εα tαα k⊥( ) JHS–+ 0

tαα kz( ) θ
2
---sin tαα kz( ) θ

2
---cos 0 εα tαα k⊥( ) JH S 1+( )+ +

 
 
 
 
 
 
 
 
 
 
 
 

,=
where

 

 

 

t11 k⊥( ) 1
2
---t kxcos kycos+( ),–=

t22 k⊥( ) 3
2
---t kxcos kycos+( ),–=

t11 kz( ) 2t kz, t22 kz( )cos– 0.≡=
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Equations (5)–(8) are written under the assumption that
index 1 labels the d orbital of type |z2〉  and index 2, the
|x2 – y2〉  orbital. As follows from Eq. (8), H22(k) for the
A type is diagonal. In this case, obviously, matrix
H12(k) will also have the diagonal form:

 

For the C type, we have

Hmn k⊥( ) t12 k⊥( )δmn= m n 1 2 3 4, , ,=,( ).
(9)Hαα k( )

εα tαα kz( ) JHS–+ 0 tαα k⊥( ) θ
2
---cos tαα k⊥( ) θ

2
---sin

0 εα tαα kz( ) JH S 1+( )+ + tαα k⊥( ) θ
2
---sin– tαα k⊥( ) θ

2
---cos

tαα k⊥( ) θ
2
---cos tαα k⊥( ) θ

2
---sin– εα tαα kz( ) JHS–+ 0

tαα k⊥( ) θ
2
---sin tαα k⊥( ) θ

2
---cos 0 εα tαα kz( ) JH S 1+( )+ +

 
 
 
 
 
 
 
 
 
 
 
 

,=
and matrix H12(k) = H12(k⊥ ) coincides with the analo-
gous matrix of type G.

Equations (5)–(9) were used [49] to calculate dis-
persion relations for various canted AFM structures
both with and without inclusion of the JT static distor-
tions of the ideal perovskite cubic lattice structure.
These distortions account for the values of the hopping
integral being different along various directions and for
4
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the level splitting εα ≠ εβ. The dependence of the hop-
ping integrals (the Vpdσ parameter) on distance, which
was determined by the method developed by Harrison
[57], has practically no effect on the calculation of the
dispersion curves. The most essential result of the JT
distortions is the splitting of the manganese eg level.
After this splitting has reached a certain critical value,
an insulating gap opens in the lower degenerate band of
the type-A magnetic structure (LaMnO3). If the JT
effect is neglected, the degeneracy of the eg level results
in the A structure (even without doping) being always
metallic, which is at odds with numerous experimental
data. For the G structure, the gap appears for any value
of JT distortion. In collinear structures (θ = π), all bands
are twofold degenerate. In this case, one can derive ana-
lytic expressions for the dispersion curves ε(k) for
some points and directions in the Brillouin zone (BZ).
It is simpler, however, to perform numerical diagonal-
ization of an eighth-order secular equation for arbitrary
values of angle θ and wave vector k in the BZ of the
crystal structure under study.

Numerical calculations of the total energies (in units
of t) per manganese atom and of all collinear and canted
magnetic configurations of the two-sublattice manganite
model are presented in [58, 59] for the electron-doping
region. The total energy calculations were performed for
various electron concentrations y = 1 – x and sets of
parameters JH/t and JAF/t, where JAF is the exchange
coupling parameter for the G structure characteristic of
the system under study without doping, CaMnO3 (JAF =
1.5 meV, TN = 141 K). The results obtained did not
extend to the y = 0.5 region. The total energies of all anti-
ferromagnetic configurations were minimized in the
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F
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F1
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A
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Fig. 15. Phase diagram of manganites constructed in y vs.
JAF/t coordinates with inclusion of the eg level splitting for
JH = 1.7t. Within the narrow region y = 0.21–0.28, the equi-
librium magnetic configuration is the canted A phase
labeled by A'. The ferromagnetic phase F2 forms from the
split phase C, and ferromagnetic phase F1, from the split
phase A. Phases C and A are collinear, and phase G is
canted. The G–C–A phase alternation sequence coincides
with experimental observations. The dashed line plots the
collinear approximation.
PH
angle θ; this procedure allowed us to find an equilibrium
magnetic configuration for each y < 0.5.

The energy per manganese atom in the G phase was
calculated as

 (10)

where S = 3/2, εF is the Fermi level, nG(ε, cosθ/2) is the
normalized density of states for the G phase, and JAF is
the exchange parameter in the Heisenberg model for the
nearest neighbors. The density of states was found by
summation over the corresponding BZ of the spectrum
ε(k, cosθ/2), which was calculated through diagonal-
ization of the G structure Hamiltonian matrix. The total
energies of all other magnetic structures were derived
in a similar manner. In this procedure, the first term in
Eq. (10) was –JAFS2(1 + 2cos(θ)) for the C, +JAFS2(2 +
cos(θ)) for the A, and +3JAFS2 for the F phase.

In the absence of free electrons, the magnetic phases
are arranged in the sequence G, C, A, and F in order of
increasing magnetic energy. As y increases, the inter-
play between the kinetic and magnetic energies of the
system gives rise to one of the possible magnetic states.
If the eg level splitting is neglected, the collinear A
phase can exist only within a narrow electron concen-
tration region near y = 0.2 for very large values of the
JH/t parameter. The ferromagnetic phase remains an
equilibrium magnetic structure within a broad range of
values of JAF and y. In this approximation, which is in
agreement with [60], the “right” phase sequence G–C–A
with increasing y can be observed only in a fairly nar-
row interval 0.033 < JAF/t < 0.043 for very large values
of JAF. The canting of the magnetic sublattices only
aggravates the situation, because the only phases
remaining in the diagram are G, F, and A (see [58]).

Figure 15 presents in the y vs. JAF/t coordinates the
phase diagram of the La1 – yCayMnO3 system in the
region y = 0–0.5 calculated with an eg-level splitting
2∆ = ε1 – ε2 for JH/t = 1.7, which is characteristic of
CaMnO3 for t = 0.15 eV. The splitting was assumed to
be proportional to the electron concentration such that
for y = 1 it would be equal to the value typical of the JT
splitting in LaMnO3, namely, εdα = ±1.5ty for the A
structure and εdα = –(±1.5ty) for the C structure. The
upper sign related to the |z2〉  orbital, and the lower one
related to the |x2 – y2〉  orbital. Thus, in the A phase, pri-
marily the |x2 – y2〉  orbital that is filled and, in the C
phase, the |z2〉  orbital of the eg level.

The dashed lines in Fig. 15 identify the phase
boundaries determined in the collinear approximation.
Minimization in the angle θ makes the canted A phase,
denoted by A', for the first time an equilibrium magnetic
configuration within a narrow interval y = 0.21–0.28 for
small 0.006 < JAF/t < 0.01. As y increases, this phase
transfers to the ferromagnetic phase F2 forming from

EG x
θ
2
---, 

   = –3JAFS
2 θ( )cos εnG ε θ

2
---cos, 

  ε,d

∞–

εF

∫+
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the split phase C. Slightly below F2, one can see a fer-
romagnetic phase F1 formed from the split A phase. In
this region of parameters, the total energy of the unsplit
ferromagnetic phase F turns out larger than that of the
phases F1 or F2.

In the region of real values 0.012 < JAF/t < 0.02, the
magnetic phase sequence G–C–A and the position of
the phase boundaries are in good agreement with exper-
imental values. The magnetic sublattice canting does
not noticeably affect the qualitative pattern of the phase
diagram while shifting the boundary separating the G
and C phases.

While the possibility that the degeneracy of the eg

level can be partially lifted under low electron doping
was allowed for by some authors, it was not considered
earlier because of the low concentration of the Mn3+

ions. Calculations [58] showed, however, a qualitative
rearrangement of the phase diagrams resulting from the
inclusion of the eg level splitting caused by the variation
in the carrier spectrum ε(k) in the tetragonal G, C, and
A structures. In collinear structures, the level splitting
does not lift the twofold band degeneracy in the sym-
metric BZ directions. Degeneracy is removed as a result
of the canting of neighboring spins belonging to vari-
ous sublattices. In the case of the C and A structures, the
lower bands are found to be less sensitive to canting,
which accounts qualitatively for the experimentally
observed collinearity of these phases. Only the inclu-
sion of the eg level splitting and identification of each
AFM structure with a specific type of orbital ordering
permits one to obtain the “right” phase sequence, G–C–
A, with increasing electron concentration for actual val-
ues of the JH/t and JAF/t parameters.

Thus, it was shown in [58, 59] that the inclusion of
orbital degeneracy not only changes the carrier spec-
trum ε(k) in a transition from one magnetic structure to
another but also affects the conditions conducive to the
formation of either collinear or canted (A, G, C, and F)
magnetic structures corresponding to the minimum of
total energy. As already mentioned, earlier calculations
[48, 60, 61] of the kinetic energy of the A, G, and C
structures made use of the modified spectrum ε(k) of
ferromagnetic (F) ordering, which resulted in inade-
quate description of the experimental situation.

The next step in studying the two-sublattice model
of the manganites was made in [50, 62, 63], where the
type of orbital ordering depending on the oxygen octa-
hedron distortions, rather than being specified, was
found by minimizing the total energy in the angle θ and
two angles of orbital intraatomic mixing . This was
achieved by invoking an arbitrary atomic basis |α〉 i and

θi
o
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|β〉i connected with the original basis through the trans-
formation

 (11)

In this transformation,  is the angle of intraatomic
orbital mixing at the ith atom. After the transformation,
the hopping integral tijαβ is already dependent on the
angles θij, , and . Because this study considered
only antiferromagnetic structures consisting of two
magnetic sublattices, the possible types of orbital order
(OO) coincide with those of magnetic configurations
(A, G, C, F, etc.). The orbital “ferromagnetic” structure
F could be identified only with one mixing angle  at
all sites of the system under study. In the “antiferro-
magnetic” orbital A, G, and C structures, to each sublat-
tice corresponded a specific orbital mixing angle  and

α| 〉 i

β| 〉 i 
 
 

θi
o

2
-----cos

θi
o

2
-----sin

θi
o

2
-----sin–

θi
o

2
-----cos

 
 
 
 
 
 
 

1| 〉 i

2| 〉 i 
 
 
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Fig. 16. Dependence of the lower energy bands ε(k) of the
magnetic A and C phases on the type of their OO. With the
eg level splitting neglected, the band structure (bold solid
line) does not depend on the orbital mixing angles. Points
and the thin line identify the energy bands appearing in the
case of inclusion of the splitting of this level for OO of the
|x2 – y2〉  and |3z2 – r2〉  types, respectively. For the magnetic
A structure, OO of the |x2 – y2〉  type is obviously preferable.
For the C structure, the reverse situation applies.
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 and the sublattices themselves were defined in the
same way as the magnetic configurations.

In the case of orbital mixing, one should add to
Hamiltonian (1) a term corresponding to the JT split-
ting of the eg level:

 (12)

Without this term in Hamiltonian (1), the energy of the
system is degenerate with respect to the ferromagnetic
OO, to which a minimum in total energy corresponds.
However, when the JT splitting of the eg level is
included, the electronic part of the total energy of the
system begins to depend already on the orbital order
(the values of  and ) in the case of  =  as well.
It is known that (La–Nd)1 – xSrxMnO3 revealed an AFM
A structure for x = 0.52–0.62 with preferential filling of
type |2〉  orbitals [64]. Obviously enough, the subband
splitting in the magnetic A phase, which is defined as
2∆ = ε1 – ε2, should be positive and in the magnetic C
phase, negative [65]. Therefore, the splitting 2∆ for the
A and C structures was chosen proportional to y in such

θ2
o

HJT ∆i diασ
+

diβσ
+( ) θi

o
cos θi

o
sin

θi
o

sin θi
o

cos– 
 
 
 

diασ

diβσ 
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 
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Fig. 17. Phase diagrams plotted in y vs. JH/t and y vs. JAF/t
coordinates with optimization in one angle between neigh-
boring spins and two orbital angles, calculated for JH/t =
2.5 (b) and JAF/t = 0.016 (a), ∆/t = 1.5y.
P

a way as to obtain, in the limiting case of y = 1 (x = 0),
the value ε1 – ε2 = 0.3–0.5 eV [56] for the A phase in
LaMnO3.

Numerical calculations of the total energies of man-
ganites in this model were carried out in a way similar
to that employed in [58]. The total energies of all con-
figurations were minimized in the corresponding angles

 and , which permitted determination of the equi-
librium magnetic and orbital structures for each value
of the electron concentration.

Figure 16 illustrates the dependence of the spectrum
ε(k) of the magnetic A and C phases on the type of their
OO. If the eg level splitting is neglected, the band struc-
ture turns out not to depend on the orbital mixing
angles. If this level is split, ferromagnetic orbital order-
ing of the |x2 – y2〉  type for the antiferromagnetic struc-
ture A is preferable over that of type |3z2 – r2〉 . For the
C structure, we have the reverse situation.

Figure 17 shows the resulting phase diagrams plot-
ted in the y vs. JH/t and y vs. JAF/t coordinates and cal-
culated with optimization in one angle between neigh-
boring spins and two orbital angles for JH/t = 2.5 (b),
JAF/t = 0.016 (a), and ∆/t = 1.5y. All canted phases are
primed. In the canted G' phase, we have ferromagnetic
OO of the |3z2 – r2〉  type (  = 0), which is threefold
degenerate, because at the same energy there can be
OOs of the |3y2 – r2〉  (  = 2π/3) and |3x2 – r2〉  (  =
4π/3) types. Phase C is collinear, with the exclusion of
a small region C' with ferromagnetic OO of the |3z2 –
r2〉  type. Most of the magnetic phases have ferromag-
netic orbital order. The only exclusion is the collinear

FM phase with type-A antiferromagnetic OO (  =
±π/2) denoted by Fa.
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Fig. 18. dεF/dy dependences on y calculated for various
magnetic phases [63]. Vertical lines separate the regions in
which G, C, and A are equilibrium magnetic phases. JAF =
0.015t.
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In the region 0.013 < JAF/t < 0.02, the magnetic
phase sequence and the position of the phase bound-
aries are in good agreement with experiment.

In addition to the total energies, the inverse com-
pressibility k–1 ~ dεF/dy, which is proportional to the
first derivative of the Fermi level with respect to con-
centration, was also calculated [63]. The dεF/dy vs. y
dependences are plotted in Fig. 18 for various magnetic
phases. Also shown are the electron-doping regions
where G, C, and A are the ground magnetic phases. It is
known (see, e.g., [6]) that a negative derivative indi-
cates the possibility of the onset of phase separation in
the system. It was found that electron phase separation
can occur only in the G phase for 0 < y < 0.07 and only
in the C phase for 0.07 < y < 0.15. For y > 0.15, the
inverse compressibility of phase c becomes positive.
For the A phase, the inverse compressibility is positive
for all y. Phase separation in the canted G structure
should most probably give rise to the formation of elec-
tron-enriched ferromagnetic “clusters” within the elec-
tron-depleted collinear G phase. The question of what
phases the C structure can separate into remains
unclear. Additional theoretical calculations would be
needed to answer this question. The theoretical pattern
obtained is qualitatively in agreement with the experi-
mental observations of phase separation effects in man-
ganites for 0.07 < y < 0.15 reported in [46, 66]. Never-
theless, the statement that the onset of phase separation
occurs in manganites at low electron concentrations
cannot be considered final because of the various
approximations made. The most serious of these sim-
plifications in the theoretical approach considered here
is the neglect of interatomic Coulomb repulsion, which
should favor the obtainment of a uniform charge distri-
bution.

4.3. Phase Diagrams of the Four-Sublattice Model 
of Manganites in the Tight-Binding Approximation

As already mentioned, the crystal structure of most
manganites contains four manganese atoms per unit
cell. Therefore, a consistent calculation of the band
structure and carrier kinetic energy in the tight-binding
approximation for the manganites requires analysis of
the Hamiltonian matrices in k space with dimensions
no less than 16 × 16 to accommodate all versions of
magnetic ordering (CxAz, GzAyFx,… in Pnma, etc.).

In this case, the Hamiltonian matrix of the system
can be written, as before, in the form

 (13)H k( )

H11 k( ) H12 k( ) H13 k( ) 0

H21 k( ) H22 k( ) 0 H24 k( )
H31 k( ) 0 H33 k( ) H34 k( )

0 H42 k( ) H43 k( ) H44 k( ) 
 
 
 
 
 
 

,=
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where the Hij matrices describe interaction among the
nearest Mn ions in the lattice from Fig. 1.

If we do not impose any constraints on possible
types of magnetic and orbital structures, the three

angles , ϕi, and  defining the local spin direction
and the type of orbital mixing will have to specified for
each manganese atom in the unit cell. For an ith atom,
one should use as a local atomic basis the |α〉 ' and |β〉'
spinors, which are connected with the atomic orbitals
(11) through the well-known transformation

 (14)

The primes in Eq. (14) denote the spinor components in
the local reference frame, and the arrows identify the
electron spin projections on an arbitrarily chosen axis,
γ = α, β.Considered in the local basis, the hopping inte-
gral between identical orbitals of the nearest manga-
nese atoms has the form (see [5])
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Fig. 19. Phase diagram of the model with four manganese
atoms in the unit cell [68]. Capital letters denote magnetic
structures, and lower-case letters, orbital structures. All
canted phases are primed. Old phases: A and C are collinear
AFM structures with ferromagnetic OO of the |x2 – y2〉  and
|3z2 – r2〉  type, respectively; A' is A structure with ferromag-
netic OO and intersublattice canting; F is threefold degen-
erate with ferromagnetic OO; and Fa is ferromagnetic with
antiferromagnetic OO of type A (π/2, –π/2). New phases: C'
is C structure with ferromagnetic OO of type |3z2 – r2〉  with
intrasublattice spin canting and G'a and G'c are coplanar
spin-canted G structures with antiferromagnetic OO of type
A and C, respectively.
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 (15)

One can readily derive in a similar manner all the other
hopping integrals and specify the Hamiltonian matrix
(13) for an arbitrary spin and orbital structure of the
four manganese sublattices of the manganites in an
explicit way. Earlier calculations of the Hamiltonian
matrices for two sublattices actually used expressions
of the type of Eq. (15), in which all azimuthal angles
were assumed equal and the magnetic structures could
be either collinear or coplanar-canted only.

In this approach, the spectrum of the carriers and
their kinetic energy depend on 12 parameters; it is these
parameters that determine the ground state of the sys-
tem. In the absence of magnetic anisotropy, the spin
structure is not fixed relative to the crystallographic
axes. By arbitrarily specifying the spin direction of one
of the four manganese atoms and the point from which
the azimuthal angle ϕ is reckoned with respect to this
atom, we can reduce the number of variables (angles) to
nine. Obviously enough, all the above-considered
Hamiltonian matrices of the two-sublattice model can
be derived from the general matrix (13). However,
while all the previous calculations were limited only to
the FM orbital order, in this model the OO type (A, C,
etc.) is not specified but rather fixed by the minimum of
total energy. In contrast to the previous models, this
model allows only two types of magnetic moment cant-
ing. Besides the conventional intersublattice canting,
each sublattice may have now spin and orbital canting.

Figure 19 plots the phase diagram calculated in the
model assuming the presence of four manganese atoms
in the unit cell [67]. Despite the existence of a large
number of local minima of similar energy, the absolute
minima of energy were successfully determined for all

tijαα
↑↑ α i

↑ α j
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Fig. 20. Doping-level dependence of the cell-averaged
ferromagnetic moment 〈mz〉/m calculated for JAF = 0.015t,
JH = 2.5t, and ∆ = 1.5ty. Here, m = 3µB is the magnetic
moment of the Mn4+ ion. The point specifies the experi-
mental value of the ferromagnetic component in
Ho0.1Ca0.9MnO3 [47].
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magnetic phases and turned out to be nondegenerate.
On the whole, this diagram resembles the phase dia-
gram of the two-sublattice model, although the calcula-
tions did not impose any constraints on the possible
types of magnetic and orbital order. Nevertheless, all
the equilibrium magnetic phases in the four-sublattice
model turned out to be either collinear or coplanar. Sep-
arate calculations were carried out of the total energies
for all irreducible representations allowed in Pnma,
which is a particular case of the model with four man-
ganese atoms in the unit cell. These calculations also
showed the coplanar magnetic structures of this space
group to have minimum energy. All noncoplanar mag-
netic structures in Pnma are energetically unfavorable.

Phases A and C are the well-known collinear AFM
structures with FM OO of the |x2 – y2〉  and |3z2 – r2〉
types, respectively. The small central region A' is actu-
ally the same structure A with FM OO but with small
intersublattice canting. Phase F is, as before, ferromag-
netic with threefold degenerate ferromagnetic OO, and
Fa is ferromagnetic with antiferromagnetic OO of the
A type (π/2, –π/2). The other phases in the diagram are
new. Phase C' is the spin C structure with ferromagnetic
OO of the |3z2 – r2〉  type but with intrasublattice spin
canting. Phases G'a and G'c are coplanar, spin-canted G
structures with antiferromagnetic OO of the A and C
types, respectively. The spin canting in these phases can
be described by two angles, γ = θ14(θ12) and η = θ13 =
θ24, which are the angles of inter- and intrasublattice
canting with respect to the G structure, respectively.
Such a spin configuration cannot be specified by the
angles θxy and θz [48, 55], which describe only canting
of the types A (γ = θz = θ12 = θ34, η = θxy = θ14 = θ23) and
C (η = θz = θ12 = θ34, γ = θxy = θ14 = θ23). If the axis along
which a magnetic moment appears in the G'a structure
coincides with one of the crystallographic axes, the
magnetic and orbital structures will be described by the
monoclinic space group P21/b, which is a subgroup of
Pbnm. As the electron concentration increases, triclinic
distortions form in the G'a phase, which initiate its
smooth transition to a new collinear ferrimagnetic
phase H (Fig. 20) in which one of the spins opposes the
other three. Each of the manganese atoms in this phase
has a collinear environment, more specifically, G for
atom 1, A for atom 2, F for atom 3, and C for atom 4.

Figure 20 shows the doping-level dependence of the
cell-averaged local ferromagnetic moment 〈mz〉/m cal-
culated for JAF = 0.015t, JH = 2.5t, and ∆ = 1.5ty. This
magnetic moment per Mn4+ ion reaches a maximum
value 0.5  = 1.5µB in the H phase and goes to zero

for y > 0.25. Similar behavior of the spontaneous mag-
netization was observed in another experiment [68],
where the magnetization first grew with increasing y,
only to vanish near y = 0.2. Remarkably, the theoretical
value of 〈mz〉/m coincides for y = 0.1 with the experi-
mental value of the ferromagnetic component in
Ho0.1Ca0.9MnO3 [47], although this compound has non-

m
Mn4+
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coplanar magnetic structure. A comparison of the theo-
retical curve with data on the magnetization of the man-
ganites of samarium and praseodymium would be diffi-
cult, because the ground state of these compounds at low
electron concentrations is phase separated (see [46, 66]).

Thus, the double-exchange model for eg electrons
combined with the Heisenberg model for the localized
t2g electrons and applied to the crystal structure of man-
ganites with four manganese atoms per unit cell in the
region of parameters 0.018 < JAF/t < 0.022, JH = 2.5t,
and ∆ = 1.5ty also predicts the G–C–A magnetic phase
sequence. When used for the values JAF/t < 0.018 and
y < 0.28, this model allows for the existence of a new
collinear phase H.

5. CONCLUSIONS

The main goal of the present review was to demon-
strate that the degenerate double-exchange model,
which includes the splitting of the eg manganese level,
qualitatively describes the ground state of the mangan-
ites at T = 0 on the electron-doped side correctly.
Despite the number of simplifications made in choos-
ing the Hamiltonian for the system, for most of the
manganites, the DE model produces an experimentally
observed diversity of magnetic phases at low tempera-
tures and their G–C–A alternation sequence with
increasing electron doping and is capable of predicting
the possible types of orbital ordering and their relation
to the magnetic structure. The carrier spectrum ε(k) cal-
culated in the tight-binding approximation can be sub-
sequently employed to interpret the optical and photoe-
mission properties of the manganites and in modeling
electron phase separation effects.

The ways in which the model should be generalized
to permit not only qualitative but also quantitative com-
parison with experimental values for specific com-
pounds and at nonzero temperatures are generally
known. In choosing the Hamiltonian, one should take
into account the Coulomb interaction and renormaliza-
tion of the interatomic exchange between the localized
t2g electrons at the expense of the eg electrons. More-
over, when specifying the manganite crystal structure,
one should consider, in addition to the manganese sub-
lattice, the sublattice formed by the rare earth elements.
This should not complicate the calculations too much in
the tight-binding approximation and will permit one to
obtain phase diagrams of specific manganites of rare
earth elements.
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Abstract—Anisotropic interatomic potentials that account for the symmetry of hexagonal crystal lattices and
ensure their stability are proposed. Numerical parameters of the potential functions are determined for the
majority of metals with a hexagonal close-packed lattice. Analytical expressions are derived for elastic moduli
of hexagonal crystals, and their values are calculated using the interatomic potentials obtained in the framework
of the isotropic and anisotropic models. It is demonstrated that the anisotropic model offers a more adequate
description of the elastic properties of metals with a hexagonal close-packed lattice as compared to the isotropic
model. The potentials obtained can be successfully used for modeling lattice defects. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Considerable progress in transport, aerospace, high-
voltage, and manufacturing engineering has brought to
the fore the necessity of designing materials with high
specific strength, shock resistance, and stability against
corrosive media, high temperatures, and cavitation.
However, only metallic systems, namely, alloys,
uniquely combine these properties. It is known that the
physicochemical properties of an alloy depend both on
the crystal lattices of the phases comprising the mate-
rial and on the character of interaction and distribution
of the lattice defects. The effect of these factors on the
properties of an alloy can be quantitatively described in
terms of interatomic interaction potentials with the use
of computer simulation. One of the main criteria for the
adequacy of a model for the interatomic interaction
under consideration is agreement between the calcu-
lated and experimental values for the greatest possible
number of reliably determined characteristics of the
crystal. Among these characteristics are the elastic
moduli and energies of formation of crystal defects.

At present, a large number of models describing the
properties and interatomic interaction potentials have
been proposed for a wide variety of crystals with a
cubic lattice [1, 2]. However, hexagonal crystals have
received little attention [3], even though these materials
are very promising for use in practice. This is associ-
ated with the severe difficulties encountered in con-
structing model interatomic interaction potentials with
allowance made for the anisotropy of a hexagonal
close-packed (hcp) crystal. Without considering this
anisotropy, it is difficult if not impossible to adequately
describe the stability of hcp metal lattices with experi-
1063-7834/04/4602- $26.00 © 20213
mentally observed unit cell parameters and, conse-
quently, to model the lattice defects.

The purpose of the present work was to construct
model interatomic potentials that ensure the stability of
hcp metal lattices, to devise a technique for calculating
elastic moduli of hexagonal crystals, and to determine
the range of applicability of the spherically symmetric
interatomic potentials for hcp metals. Agreement
between the calculated and experimental elastic moduli
served as a criterion for the adequacy of the model
potentials for a particular interatomic interaction. The
interatomic interaction potentials proposed in this work
can be used for describing interatomic interactions in
alloys containing hcp metals.

2. CONSTRUCTION 
OF THE INTERATOMIC POTENTIALS

For a metal with a hcp lattice, the internal energy U0
of the lattice per atom can be represented by the energy
of pair atomic interactions:

 (1)

where ϕ(rj) is the interatomic potential, i.e., the energy
of interaction of a pair of atoms related by the lattice
vector rj. In expression (1), the summation is extended
over all bonds of an atom located at a zeroth site of the
lattice. In what follows, the subscript “j” on the summa-
tion sign and summable expressions will be omitted
from the relationships for brevity. For a sublimation
energy Es and bulk modulus B, the crystal lattice with

U0
1
2
--- ϕ r j( ),

j

∑=
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Table 1.  Initial data and parameters of the interatomic potentials [relationships (4) and (5)] ensuring the stability of hcp lat-
tices in the framework of the isotropic and anisotropic models

Metal

Initial experimental data

Model

Parameters of the interatomic potentials

a0, Å η Es, eV B, ξ α , Å–1 β D, eV

Be 2.283 1.5799 3.33 0.6261 Isotropic – 1.03639 15.5321 0.28540

Anisotropic –0.47003 1.02984 15.5631 0.33018

Cd 2.973 1.8859 1.16 0.2915 Isotropic – 1.57346 148.6845 0.166490

Anisotropic 5.12969 1.50880 147.4930 0.055273

Co 2.514 1.6329 4.387 1.1948 Isotropic – 1.41301 45.7857 0.494230

Anisotropic –0.25480 1.41228 45.8561 0.537950

Hf 3.195 1.5830 6.35 0.6804 Isotropic – 0.97716 30.1948 0.653940

Anisotropic –0.48839 0.97173 30.3060 0.767107

Mg 3.208 1.6240 1.53 0.2210 Isotropic – 1.16852 54.1921 0.17832

Anisotropic –0.28759 1.16757 54.2811 0.19633

Re 2.761 1.6148 8.10 2.3221 Isotropic – 1.54337 85.2601 1.01990

Anisotropic –0.32127 1.54212 85.3768 1.13721

Ru 2.706 1.5824 6.615 2.0025 Isotropic – 1.56400 80.7498 0.82891

Anisotropic –0.52657 1.55942 80.9837 0.99296

Sc 3.309 1.5935 3.93 0.2715 Isotropic – 0.76943 18.3760 0.35341

Anisotropic –0.44311 0.76583 18.4222 0.40655

Tl 3.456 1.6002 1.87 0.2241 Isotropic – 1.10367 56.45925 0.22008

Anisotropic –0.41616 1.10165 56.6069 0.25319

Ti 2.950 1.5885 4.855 0.6561 Isotropic – 1.05291 30.0089 0.49888

Anisotropic –0.46777 1.04914 30.1143 0.581327

Zn 2.665 1.8563 1.35 0.3733 Isotropic – 1.53691 85.3287 0.17560

Anisotropic 2.57957 0.83722 84.5847 0.08887

Zr 3.232 1.5925 6.316 0.5200 Isotropic – 0.84079 21.3823 0.59309

Anisotropic –0.44977 0.83722 21.4452 0.68484

eV

Å3
-------
experimentally observed unit cell parameters can attain
a stable state under the following conditions:

 (2)

where η = c/a is the ratio of the height c to the edge a
of the unit cell; a0 and η0 are the experimental values of

U0 a0 η0,( ) Es,–=

dU0

da
----------

a0 η0,
0,=

V0

d
2
U0

dV
2

------------
 
 
 

a0 η0,

B,=

dU0

dη
----------

a0 η0,
0,=
P

the parameters a and η for the studied metal, respec-

tively; and V0 = ( )η0  is the atomic volume.

The system of equations (2) takes the simplest form
in the case when the interatomic potential ϕ is isotropic,
i.e., when it depends only on the interatomic distance r:

 (3)

3/4 a0
2

ϕ r( )∑ 2Es,–=

r
dϕ
dr
------ 

 ∑ 0,=

2 3

27a0
3η0

----------------- r
2d

2ϕ r( )
dr

2
---------------- 

 ∑ B,=

r
dϕ
dr
------ 

  1
r
--- dr

dη
------ 

 ∑ 0.=
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The derivatives (1/r dr/dη) are close to unity for the
fourth and seventh coordination shells, i.e., for vectors
r whose direction coincides very closely with the prin-
cipal lattice direction. The second and fourth equations
of system (3) are satisfied depending on the form of the
interatomic potential only for particular ratios η that are
close to the ideal value (1.633) but do not necessarily
coincide with the experimental values. The construc-
tion of the model isotropic interatomic potentials for
describing hcp crystals is of undeniable interest, as it
makes it possible to ascertain the potentialities of the
traditional method and to compare the results obtained
with and without considering the anisotropy of inter-
atomic interactions.

The majority of spherically symmetric functions
that approximate interatomic interaction potentials (for
example, the Born, Born–Mayer, Morse, Dominguez,
and Finnis–Sinclair potentials) are two- or three-
parameter functions. Consequently, the first three equa-
tions of system (3) will suffice to determine the param-
eters of the interatomic interaction potentials. It should
be kept in mind that the lattice can attain a stable state
not only at a particular experimental value of η0. In
such a manner, the parameters of the interatomic poten-
tials defined by the Morse function

 (4)

can be determined for a number of metals with a hexag-
onal lattice. In our calculations, we took into account
the bonds of atoms in the first six coordination shells
(i.e., 38 bonds). For cubic crystals, approximately the
same number of bonds are involved in the first three
coordination shells: 42 and 26 bonds in face-centered
and body-centered cubic crystals, respectively. The
parameters of the interatomic potentials D, α, and β are
listed in Table 1.

In order to satisfy all four conditions in system (3)
and, hence, to ensure complete stability of the lattice, it
is necessary to transform the potential function in such
a way that the vector of the interatomic bond will be
taken into account in an explicit form. In this case, the
potential function should account for the symmetry of
the crystal lattice. Since the basal planes have close
packing, it can be assumed that the interatomic poten-
tial does not depend on the projection of the bond vec-
tor onto the basal plane but depends on the polar angle
θ between the bond vector and the principal axis of the
crystal. Moreover, the magnitude of the interatomic
potential should remain unchanged when the bond vec-
tor suffers reflection from the principal plane. Therefore,
the function describing the interaction of atoms in an hcp
crystal can be represented in the form of a radial function
R(r) dependent on the polar angle θ. For example,

 (5)

where ξ is the anisotropy parameter. It is obvious that
the interatomic potential becomes isotropic at ξ = 0.

ϕM r( ) Dβ βe
α r–

2–( )exp
α r–

=

ϕ r( ) 1 ξ θcos
2

+( )R r( ),=
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The values of cos2θ are determined only by the coordi-
nation shell number and the axial ratio η. If the inter-
atomic potential is defined by function (5), the fourth
stability condition in system (2) differs from the fourth
equation in system (3) and can be written in the form

 (6)
ξd θcos

2

dη
-----------------R r( ) 1 ξ θcos

2
+( )+∑

× 1
r
--- dr

dη
------ 

  r
dR
dr
------- 

  0.=
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Fig. 1. Contours of the potentials (eV) in the plane through
the 〈0001〉  direction (the Z axis) and the projection ρ of the
bond vector onto the principal plane of (a) titanium and
(b) cadmium crystals.
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Table 2.  Experimental elastic moduli and theoretical values calculated from the isotropic and anisotropic interatomic poten-
tials of metals with a hexagonal lattice

Metal Method of determining
the elastic moduli

Elastic moduli, eV/Å3

C11 C12 C13 C33 C44

Be Experimental 1.824 0.167 0.087 2.100 1.014

Isotropic 1.0681 0.3437 0.3515 1.4063 0.3423

Anisotropic 1.3106 0.4369 0.2218 1.2526 0.2296

Cd Experimental 0.723 0.248 0.253 0.321 0.127

Isotropic 0.8360 0.2868 0.0134 0.3503 0.0187

Anisotropic 0.3843 0.1281 0.1459 1.0812 0.1492

Co Experimental 1.916 1.030 0.643 2.235 0.487

Isotropic 2.1903 0.7236 0.5521 2.7195 0.5472

Anisotropic 2.4159 0.8053 0.4521 2.5022 0.4534

Hf Experimental 1.130 0.482 0.413 1.229 0.348

Isotropic 1.1546 0.3755 0.3688 1.5896 0.3618

Anisotropic 1.4235 0.4745 0.2346 1.3891 0.2387

Mg Experimental 0.373 0.163 0.135 0.385 0.102

Isotropic 0.4014 0.1326 0.1046 0.5031 0.1037

Anisotropic 0.4480 0.1493 0.0842 0.4575 0.0845

Re Experimental 3.823 1.685 1.286 4.262 1.014

Isotropic 4.1819 1.3827 1.1319 5.2466 1.1234

Anisotropic 4.7062 1.5687 0.9125 4.6988 0.9144

Ru Experimental – – – – –

Isotropic 3.3921 1.1134 1.0887 4.6611 1.0757

Anisotropic 4.1796 1.3932 0.7407 3.9143 0.7455

Sc Experimental – – – – –

Isotropic 0.4670 0.1511 0.1471 0.6194 0.1437

Anisotropic 0.5660 0.1887 0.0956 0.5519 0.0980

Tl Experimental – – – – –

Isotropic 0.3918 0.1288 0.1146 0.5179 0.1132

Anisotropic 0.4619 0.1540 0.1831 0.4530 0.0835

Ti Experimental 1.014 0.574 0.431 1.128 0.291

Isotropic 1.1213 0.3651 0.3507 1.5303 0.3443

Anisotropic 1.3689 0.4563 0.2279 1.3426 0.2316

Zn Experimental 1.005 0.213 0.312 0.381 0.239

Isotropic 0.9831 0.3368 0.0402 0.6122 0.0452

Anisotropic 0.5732 0.1911 0.1694 1.2593 0.1694

Zr Experimental 0.895 0.454 0.498 1.029 0.200

Isotropic 0.8925 0.2894 0.2797 1.1984 0.2736

Anisotropic 1.0844 0.3615 0.1811 1.0636 0.1851
Here, the radially symmetric function R(r) has the form
of Morse function (4). In this case, four parameters of
potential (5), namely, ξ, α, β, and D, can be uniquely
determined by solving the system of equations (3), pro-
vided the fourth equation is replaced by expression (6).
Table 1 presents numerical values of the above param-
P

eters obtained with allowance made for the bonds
involved in the first–sixth coordination shells. The
behavior of the anisotropic interatomic potentials is
clearly illustrated by the equipotential lines in the plane
through the principal axis of the crystal, i.e., the Z axis
(see Fig. 1).
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For metals with η > 1.633, the interatomic potential
reaches a minimum at θ = 0 or when the bond vectors
are directed along the principal axis. For metals with
η < 1.633, the interatomic potential reaches a minimum
at θ = 90° or when the bond vectors are aligned parallel
to the basal plane. The anisotropy parameter ξ corre-
lates well with the axial ratio η. Specifically, the anisot-
ropy parameter ξ has negative sign at η < 1.633 and
increases to 5.13 at η = 1.88 (as is the case with cad-
mium).

3. ELASTIC MODULI

Let us assume that r0 = (x0, y0, z0) is a vector speci-
fied by Cartesian coordinates and relating any two points
(particles) in an unstrained material and r = (x, y, z) is a
vector relating these points in the material subjected to
random elastic strain. The coordinates of the vectors r
and r0 in strained and unstrained materials are related
by the expressions [4–6]

 (7)

where e1, e2, e3, …, e6 are the components of the strain
tensor in the Voight notation. By definition [4, 5], the
elastic moduli can be represented in the form

 (8)

where m, n = 1, 2, …, 6; and U = U0/V0 is the internal
energy density. For a hexagonal crystal, there are five
independent elastic stiffness constants, namely, C11,
C12, C13, C33, and C44. Making allowance for the fact
that the argument of the interatomic potential is the
interatomic bond vector r, the derivatives of the internal
energy density with respect to strains can be deter-
mined from relationship (1) for the internal energy U0;
that is,

 (9)

Hereafter, as in the system of equations (3), the sum-
mation is taken over all sites of the hcp metal lattice and
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all the expressions are calculated at equilibrium points
of the crystal. Upon differentiating expressions (9) with
respect to strains, we derive the following relationships
for the elastic moduli:

 

 

 (10)

 

 

By substituting the interatomic potential ϕ in the
form of expression (5) into relationships (10), taking
into account that cos2θ = z2/r2, dr/dx = x/r, dr/dy = y/r,
and dr/dz = z/r, and performing the appropriate differ-
entiation, we obtain the following expressions for the
elastic moduli in terms of the radial function:
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It is evident that, in the framework of the isotropic
model, the elastic moduli can be obtained by setting
ξ = 0. For metals with a hexagonal lattice, we calcu-
lated the elastic moduli in terms of the models of isotro-
pic and anisotropic interatomic potentials. A compari-
son of the calculated elastic moduli with available
experimental data is given in Table 2. The radial func-
tion R(r) was taken as the Morse function with the
parameters presented in Table 1. As was done in con-
structing the interatomic potentials, the elastic moduli
were calculated with inclusion of the bonds involved in
the first–sixth coordination shells.

It can be seen from Table 1 that, for metals with an
axial ratio close to the ideal value, the elastic moduli
calculated within the isotropic and anisotropic models
are in close agreement with the experimental data.
However, for cadmium and zinc, i.e., metals with a
large axial ratio, the C13 and C44 elastic moduli calcu-
lated in the framework of the isotropic model are
approximately one order of magnitude smaller than the
experimental values. In order to overcome this dis-
agreement, the calculated elastic moduli must be cor-
rected for the anisotropy of interatomic interactions. On
the other hand, the anisotropic model offers overesti-
mated values of C33 for cadmium and zinc. This is not
surprising, because, at large ratios η and, hence, at large
parameters ξ [see relationship (5)], the role played by
the bonds aligned nearly parallel to the Z axis becomes
more significant. For beryllium, the ratios between the
calculated values of the aforementioned elastic moduli
are approximately equal to those for other metals.

However, the experimental values of the elastic
moduli exhibit an anomaly. The point is that the elastic
moduli C11, C33, and C44 slightly exceed the elastic
moduli C12 and C13. Specifically, the ratio between the
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experimental values of C33 and C13 for beryllium is
equal to 24.1. This can be explained by the fact that the
beryllium electron shells have a complicated configura-
tion, which is ignored in the model.

The difference between the experimental and calcu-
lated elastic moduli can be reduced using another, more
suitable dependence of the potential function on the
vector of the interatomic bond. However, even if the
above differences were to be still larger, the construc-
tion of the anisotropic interatomic potentials would be
justified because of the necessity of modeling extended
lattice defects, such as dislocations, shear-type defects,
and grain boundaries. In actual fact, the interatomic
potentials that are incapable of ensuring stability of the
crystal lattice can give rise to an additional relaxation
not related to the lattice defects.

4. CONCLUSIONS

Thus, the interatomic potentials obtained in this
work ensure the stability of crystal lattices for the
majority of hcp metals with respect to their geometric
and elastic characteristics and, therefore, can be suc-
cessfully used for modeling lattice defects. This will
make it possible to reveal the specific features of the
crystal structure associated with the presence of a par-
ticular defect in the lattice.

The proper choice of the potential function is of fun-
damental importance in describing the elastic proper-
ties of crystals. In particular, the model with a potential
function in the form of expression (5) provides close
agreement between the calculated and experimental
elastic moduli even for metals with a large axial ratio η.
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Abstract—It is experimentally shown that, in addition to fast relaxation, a slow relaxation process controlled
by vacancy diffusion contributes to the high-temperature heat capacity Cp of tungsten. To account for the exist-
ence of contributions from two relaxation processes to Cp, it is suggested to consider the finite time required for
the equilibrium density of transient complexes to set in. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In a phenomenological model of vacancy diffusion
in solids [1, 2], transient complexes (TCs) are intro-
duced on the basis of the Eyring theory of absolute
reaction rates. In this model, a vacancy hopping to a
new position is preceded by the formation of a TC, i.e.,
an excited metastable atomic configuration near the
vacancy. The problem is whether a TC is a real crystal
lattice defect or is introduced artificially as a virtual
atomic configuration in order to give the simplest
explanation for the observed exponential temperature
dependence of the vacancy diffusion coefficient [3].

Although the concept of TCs has been used for a
long time in the theories describing atom transitions
across a barrier [2, 4], the first reliable confirmation of
their existence was obtained in the study of the fast
kinetics of chemical reactions in [5]. The possible
experimental detection of TCs in the study of diffusion
kinetics was discussed in [6]. It was noted that, while

the equilibrium density of TCs  = N0exp(– /kT) is
introduced to describe the process of vacancy migration
in the presence of a density gradient, it is also necessary

to assume the existence of  in the absence of a den-
sity gradient for vacancy mobility to be nonzero in ther-
mal equilibrium. Thus, if the model developed in [1, 2]
adequately describes the real physical process of diffu-
sion, there must be an equilibrium contribution from

TCs to the heat capacity  that varies exponentially
with temperature.

In [1], the equilibrium density was assumed to be
instantaneously established, so that at any time t it is
given by the Boltzmann distribution. In [2], the kinetics

of the density  setting in was described by using the
kinetic balance equation with the coefficients Γ12 and
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Γ21 equal to the frequencies of formation and dissocia-
tion of TCs. Thus the fast relaxation process describing

the establishment of the value  = Γ12/Γ21 with char-

acteristic time τa = (Γ12 + Γ21)–1 is introduced into the
theory; this time is longer than the thermal relaxation
time but much shorter than the vacancy relaxation time
τv ~ L2/Dv determined by the diffusion kinetics and
depending on the distance L between vacancy sources
and drains.

In [6], it was suggested that the fast relaxation pro-
cess of the establishment of the nonlinear component of

the heat capacity  with τa ~ 7 × 10–9 s at the melting
point Tm [7] is related to the kinetics of the establish-

ment of  and that  ≈ . Thus one can account
for the more than two orders of magnitude disagree-

ment between the equilibrium vacancy densities 
obtained for tungsten by quenching methods [8] and

their values found from measurements of  [9]. How-
ever, this interpretation implies that the high-tempera-
ture heat capacity of tungsten Cp must exhibit not only
fast relaxation but also a slow relaxation associated
with the process of establishing the equilibrium

vacancy contribution to the heat capacity  with time

τv (Tm) ~ 10–4 s [8] characteristic of annealed samples
with densities of dislocation sources (drains) of
~107 cm–2.

In this study, we observed and analyzed the contri-
bution from the slow relaxation process to Cp of tung-
sten. We showed that the thermal and kinetic character-
istics of the defects responsible for this process agree
(to within experimental error) with those calculated for
vacancies in quenched samples. We suggest a method
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that includes both the “fast” (τa) and “slow” (τv) relax-
ation times in the description of the vacancy diffusion
kinetics.

2. EXPERIMENTAL

We assume that there is an equilibrium density 
and that the equilibrium TC density setting in is charac-
terized by a short time τa, in addition to the long time τv

characterizing the establishment of the equilibrium
vacancy concentration. In this case, the equation of
thermal balance for a thin metal wire heated by passing
periodic electric current pulses through it has the form

 (1)

where

 

 

 

 

 

 

 

 

Here, subscripts a and v  refer to the TCs and vacancies,

respectively; Na, v and  are the instantaneous and

equilibrium vacancy densities at temperature T(t) =  +

Θ(t); Ea, v and  are the formation energies of TCs
and vacancies and their equilibrium densities at temper-

ature ; Θ(t) and  are the oscillating and constant
components of the temperature; Cl is the lattice compo-

nent of the heat capacity; P(t),  = γP0, and P0 are the
instantaneous, average, and pulse powers dissipated in
pulse heating; tu and tn are the electric current pulse
duration and repetition period; and γ = tu/tn is the duty
factor.

The times τv and τa in Eq. (1) determine the long- and
short-time scales for measurements of the heat capacity
Cp; the solution of Eq. (1) essentially depends on the time
scale considered. If we neglect relaxation effects, then,
by using Eq. (1) for t @ τv and (τv , τa)  0, we obtain
an expression for calculating the equilibrium heat
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capacity  = Cl +  +  from the measurements
using the method of periodic pulse heating [10]. The
choice of time scale τv (τa  0) corresponds to
coarse-grained averaging and transition to the hydrody-
namic time scale; in this case, Eq. (1) describes macro-
scopic processes of the equilibrium vacancy density

 setting in and of the heat capacity varying from

(Cl + ) to  [6, 11]. Finally, on the short time scale
τa (τv  ∞), the vacancy density is almost equal to the

equilibrium density, Nv ≈ , and the rate of its varia-
tion vanishes. Therefore, by passing in Eq. (1) to the
short time scale, we can study the microscopic process

of the variation of Cp from Cl to (Cl + ) related to the

kinetics of the density  setting in.

In this situation, the measured value of Cp depends
on the time scale chosen in the experiment and the pos-
sibility of observation of the relaxation process depends
on the relation between its scale τa or τv and the time
characteristics of the heating process tu and tn. The main
difficulty in such studies is that it is necessary to use
two different oscillation frequencies of temperature
Θ(t) (differing by several orders of magnitude) and to
measure small values of Ca, v (t) against a large constant
contribution Cl. However, since a single relaxation pro-
cess corresponds to each of the time scales, the kinetics

of the equilibrium values  setting in can be studied
using the method suggested in [6].

In this method, we choose a time interval (tu , tn)
whose ends correspond to different time scales and use
the dual character of the method of periodic pulse heat-
ing in the experiment. Indeed, in a single measurement,
we can obtain heat capacity values that depend on the
pulse duration, Cp(tu), and on the pulse repetition rate,
Cp(ω) (ω = 2π/tn), and their relative difference δCa, v =

[Cp(ω) – Cp(tu)]/Cp(ω) = 1 –  related to the
contribution from relaxation effects to Cp. Here, A =

π2γ(1 – γ)/sinπγ and  and Θa are the first-harmonic
amplitude and the amplitude of oscillations in temper-
ature Θ(t), respectively. From the δCa, v (T) dependence
thus obtained and Eqs. (1), we calculate the tempera-
ture dependence of the defect relaxation time τa, v and
the equilibrium defect contributions to the heat capacity

 = ( /kT2) .

The scheme of our experimental setup is similar to
that described in [6]. For computer-aided measure-
ments, the setup was designed as a chip programmable
module; the data from the module, namely, the values
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Θ(ti) (1 ≤ i ≤ 4096) over the period tn, were converted
by the input–output controller and then transmitted
through the parallel port of a personal computer. The

computer calculated the values δCa, v, τa, v, and , as
well as visualized the measurement results and con-
trolled the programmable module.

The measurements were performed in vacuum at a
pressure of 2 × 10–8 Torr on wire samples (diameter
25 µm, length 100 mm, ρ(273 K)/ρ(4.2 K) = (2.2–2.8) ×
103) in the temperature range 2000–3420 K. The time
interval was taken to be (tu , tn) = (10–3 s, 10–2 s) in
accordance with the data on the vacancy relaxation time
in tungsten [8]. The relative error in measuring δCv was
determined by the error in the measurement of the ratio

/Θa and did not exceed 0.1%, which is almost an
order of magnitude smaller than the contribution from
quenched vacancies to the heat capacity near Tm. To
make the experiment complete, we reproduced the
results of the studies of the contribution from the fast
relaxation process to Cp for tungsten [6] with (tu , tn) =
(0.8 × 10–6 s, 10–4 s). The results of the experiment are
shown in the figure.

From the figure it is seen that two relaxation effects
with characteristic times τa = (1.2 × 10–16 s) ×
exp(5.4 eV/kT) and τv = (1.82 × 10–6 s)exp(1.84 eV/kT)
contribute to the high-temperature heat capacity of tung-
sten; near Tm, these relaxation times differ by five orders
of magnitude. The equilibrium contribution to the heat
capacity coming from the defects responsible for the
slow relaxation effect is  = (4.82 × 108 J/g K)T–2

exp(–2.82 eV/kT), and the relaxation time is τv (Tm) ~
6 × 10–4 s; these values are characteristic of vacancies
[8]. The ratio /Cp at temperature Tm does not exceed
2%. Therefore, the anomalous increase in the high-tem-
perature heat capacity  is mainly due to defects charac-
terized by fast relaxation, whose contribution to the heat
capacity is  = (1.02 × 1010 J/g K)T–2 exp(–2.77 eV/kT).
Without going into the possible reasons for the differ-

ence between the experimental values of  and ,
we note that the obtained values of the formation ener-

gies  and  agree with the existing concepts [3,
12]; namely, their sum is close to the activation energy
for self-diffusion in tungsten [13] and the formation
energies themselves almost coincide.

3. THEORY

The above explanation of the contribution from
relaxation effects to Cp involves the problem that the

fast kinetics of  setting in should be included in the
description of transport, i.e., that the short time τa scale
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must be taken into account in the diffusion equation.
The inclusion of different time scales is inconsistent
with the well-known procedure for deriving differen-
tial-balance equations [14]; indeed, according to this
procedure, fast fluctuations are averaged over the
hydrodynamic scale and, therefore, are eliminated.
However, this procedure is frequently used in con-
structing models in which the terms describing a small-
scale process are kept when passing to the hydrody-
namic approximation [15, 16]. A typical example is the
inclusion of the “fast” time τ controlling the establish-
ment of the Chapman–Enskog regime in the kinetic
theory of gases [17].

In our approach, a uniform distribution of vacancies
in the crystal is established due to the fluctuation pro-
cess of a redistribution of atoms between the ground
and metastable states. Obviously, if the process of

establishing the equilibrium value  is inertial, then
there will always be a lag between the instantaneous
density Na(t) of diffusing vacancies and their equilib-
rium density. We can establish the relation between the
two phenomena, namely, the diffusion of vacancies
[characterized by Nv (t)] and the fast kinetics of atomic
transitions between the two states, by considering them
as a unified fluctuation–dissipation process. However, a
quantitative first-principles description of this process
in solids encounters well-known difficulties [18].
Therefore, to simplify the derivation of analytical
expressions describing the transition of the densities
Na(t) and Nv (t) to their equilibrium values, we consider
a semiphenomenological model.
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To construct the model, we first derive a well-known
result by using the expression for the flux

 (2)

where, in accordance with the experimental results, we

replace the equilibrium TC density  by the instanta-
neous density Na(t). Using Eq. (2), the expression for
Na = N2/N1 [2] determined by the equation of kinetic
balance

 (3)

and the obvious relation Na ! 1, we find

 (4)

The continuity equation for Eq. (4) gives

 (5)

Here, nv is the instantaneous vacancy density, N1 and N2

are the numbers of atoms in the ground and metastable

states, Dv and  are the vacancy diffusion coeffi-
cients corresponding to the instantaneous and equilib-
rium TC densities, ν is the vibration frequency for
atoms in the ground state, and λ is the hop distance.

This type of modification of the diffusion equation
(and of the thermal conductivity equation) has been
studied in detail in the mathematical and physical liter-
ature. Apparently, this modification was first applied to
describe diffusion processes in [19]. Its probabilistic
interpretation is given in [20]. In [21], this modification
was applied to study transport in locally nonequilib-
rium systems. The possibility of introducing the inertial

term  in the equations of nonequilibrium thermody-
namics was discussed in [22]. We can only add that the
equation itself implies no conservation law that would
determine the character of its solutions (see Appendix 1).
The conservation law must be introduced on the basis
of other independent physical reasons.

We note that the absence of a conservation law is
due to the fact that Eq. (5) takes into account two differ-
ent time scales. Indeed, this equation permits factoriza-

tion; namely, the operator  can be represented as the
product of two differential operators,

 (6)

J Dv dnv /dx, Dv– λ 2νNa, ν kT /h,= = =

Na
e

Ṅ GN, G Γ12– Γ21

Γ12 Γ21– 
 
 

, N
N1 t( )
N2 t( ) 

 
 

,= = =

τa J̇ J+ Dv
e
dnv /dx, Dv

e
– λ 2νNa

e
.= =

L̂nv 0,=

L̂ τa∂
2
/∂t

2 ∂/∂t Dv
e ∂2

/∂x
2
, nv  = nv t x,( ).–+=

Dv
e

τa J̇

L̂

L̂ L̂– L̂+,=

L̂+− ∂/∂t
1

2τa

-------- I I 4Dv
e τa∂

2
/∂x

2
++−( )+=
PH
(here, I is the unity operator). The operators in Eq. (6)
correspond to fast and slow relaxation processes with
the parameters τa and τv defining the time scales.

The equation  = 0 describes a slow relaxation
process on a hydrodynamic time scale and reduces to
the classical diffusion equation as τa  0. It is the

solution of this equation (t, x) (expressed in terms of
a Bessel function) that is cited in most relevant papers
and is considered a solution to Eq. (5).

For this reason, the equation  = 0, which is in
no way related to the diffusion process (the evolution of
its solutions is determined by the time τa), has not been

considered earlier. Since the differential operators 

and  appear symmetrically in expression (6) for the

operator , one cannot exclude this equation simply by
setting τa  0. It is this equation that results in the
loss of the conservation law in Eq. (5).

If we ignore this fact, then the departure from the
classical description allows us to explain the existence
of two contributions from relaxation processes to the
heat capacity Cp of tungsten in the simplest way. How-

ever, the operators  act on the same function nv (t, x).
In other words, in the framework of this approach,
vacancies would have different kinetic parameters and
their contributions to the heat capacity would differ by
almost two orders of magnitude, depending on the
experimental time scales τa and τv. This is in poor
agreement with the existing concepts related to the
properties of point defects in crystals [3].

We separate the fast relaxation process from slow
diffusion by separating the two time scales in Eq. (5).
To this aim, we pass from the integral equation (3) to
the differential equation of kinetic balance for a two-
component vector function n,

 

chosen such that each component of this solution satis-
fies the initial equation (5). As a constraint relating n1

and n2, we choose the conservation law determined by
Eq. (3):

 (7)

L̂–nv

nv
–

L̂+nv

L̂–

L̂+

L̂

L̂+−

n
n1 t x,( )
n2 t x,( ) 

 
 

, N1 2, t( ) n1 2, t x,( ) x,d

∞–

+∞

∫= =

N N1 t( ) N2 t( )+=

=  n1 t x,( ) n2 t x,( )+( ) x, Ṅd

∞–

+∞

∫ 0.=
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If we consider only matrix coefficients with real ele-
ments, then the equation for the vector function n will be

 (8)

where

In this equation, the velocity matrix operator V has

eigenvalues Va = ±( )1/2. Since Eq. (8) is invariant
under the group of linear orthogonal transformations,
these eigenvalues determine the limiting relaxation rate
of spatial inhomogeneities in the system. The matrix G
of the source Gn is defined in Eq. (3). It guarantees the
validity of the conservation law (7) in Eq. (8).

Equation (8) describes the evolution of the vector
function n (the distribution of atoms in the ground and
metastable states) to the equilibrium distribution ne. At
times t @ τa, the ratio of the solution components tends

to the constant  = Γ12/Γ21, which is equal to  =
exp(–∆Fa/kT). From the first-order equation for the
vector function n, we obtain second-order equations for
the components n1 and n2:

By comparing this equation with Eq. (5), we obtain a
relation between the coefficients τa = –(TrG)–1 and

 = (DetV/TrG). According to the above assump-
tions, Eq. (8) describes the fast kinetics of the equilib-
rium TC density setting in with characteristic time τa =
(Γ12 + Γ21)–1 (and the corresponding contribution to Cp

of tungsten).
To introduce the hydrodynamic scale and describe

the contribution of the slow relaxation process to Cp, it
is convenient to consider Eq. (8) as a system with two
basic states using a vector analogy [23]:

 (9)

This approach is based on the fact that, when we pass
to Eq. (8), we represent the crystal (for the process con-
sidered) as a two-level nondegenerate system in contact
with a heat bath that induces transitions between the
levels.

In such an approach, the off-diagonal elements

(∂/∂x) (i ≠ j) of the matrix operator  describe
atomic transitions between the ground state 〈1| and the
metastable state 〈2| and the fast process involves a
superposition state 〈n | = n1〈1| + n2〈2| in which the den-
sities n1, 2(t, x) have the meaning of the probability den-
sities of finding atoms in different states. The total
probability of finding an atom in at least one of the

∂n/∂t ∂ Vn( )/∂x+ Gn,=

V λ
νΓ 12

2Γ21
-----------

Γ12 Γ21+

Γ12
2 Γ21

2
+

---------------------- 
  1/2 Γ12– Γ21– Γ12– Γ21+

Γ12– Γ21+ Γ12 Γ21+ 
 
 

.=

Dv
e
/τa

n2
e
/n1

e
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e

L̂n1 2, 0, L̂ –∂2
/∂t

2
Sp G∂/∂t Det V∂2

/∂x
2
.–+= =

Dv
e

∂n/∂t Ĥn, Ĥ G V∂/∂x.–= =

Ĥij Ĥ
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
basic states is determined by the conservation law (7)
and (after normalization N = 1) is equal to unity.

An analog of the hydrodynamic approximation is
obtained when we pass over to a new system of basic
states 〈I| and 〈II| and to a new state vector 〈nv | = 〈I| +

〈II | such that the matrix operator  is diagonal with
respect to these states. To this end, we perform a canon-

ical transformation  =  in system (9) (with T
being a unitary matrix) and arrive at the following equa-
tion for stationary states:

 (10)

Here, nv = T–1n and the operators  are defined by

Eq. (6). The operator  acts on the vector function nv,

whose components (t, x), according to Eq. (5), are
the vacancy densities or (for the state vector 〈nv |) the
probability densities of finding a vacancy in the station-
ary state 〈I | or 〈II |.

We see that for system (10) the parts of the solution

to Eq. (5) that are invariant ( ) and noninvariant ( )
in time appear to refer to different stationary states.
However, the probability of finding a vacancy in a sta-
tionary state must be time-independent. Therefore,
even without performing any calculations, we can state
that the state vector 〈nv | coincides with the basis state
vector 〈I | and that the probability of finding a vacancy
in this state is unity (see Appendix 2). For the new sys-

tem, the operator , which produces the violation of
the conservation law in Eq. (5), is eliminated and the
relaxation process controlled by vacancy diffusion is

described by the equation  = 0 alone.

4. CONCLUSIONS

Thus, we have established that the high-temperature
heat capacity of tungsten contains contributions from
two relaxation processes whose characteristic times
differ by almost five orders of magnitude at the melting
temperature. The slow relaxation process describes the
kinetics of the equilibrium vacancy density setting in
through diffusion in the sample. To explain the exist-
ence of the fast relaxation process, we have taken into
account the finite time of formation and decay of TCs.
We have shown that both effects can be described as a
unified fluctuation–dissipation process in terms of a
single kinetic equation for a two-component vector
function.

nv
–

nv
+ Ĥ

Ĥ TL̂T 1–

∂nv

∂t
--------- = L̂nv , nv  = 

nv
–

t x,( )

nv
+

t x,( ) 
 
 
 

, L̂ = L̂– 0

0 L̂+ 
 
 

.

L̂+−

L̂

nv
+−

nv
–

nv
+

L̂+

L̂–nv
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APPENDIX 1

Taking the Fourier transform of Eq. (5) with respect
to the variable x, we obtain

 

 

 

It follows that the total vacancy density, expressed in
terms of the Fourier transform of the solution for ζ = 0, is

 

i.e., the total density of the diffusing component is not
conserved. For physical reasons, we cannot ignore the

solution (t, ζ): both solutions (t, ζ) are bounded
and behave similarly to ζ  ±∞.

In this respect, there is a distinction between the
solutions to Eq. (5) and the solutions to the related
system

 

which includes the continuity equation and Eq. (4) for
the flux. The Fourier transform of the component nv of

the solution is  = (t, ζ). Therefore, (t, 0) =  =
0; i.e., in contrast to Eq. (5), the conservation law is
valid. Note that, to within a dimensional factor, we have

 = (t, ζ) and, therefore, J ∝  exp(–t/τa). Thus, on the
hydrodynamic scale t ~ τv @ τa, the flux vanishes for
any external conditions.

APPENDIX 2

By expressing the probabilities N1, 2 and  of find-
ing an atom in the basis states 〈1|, 〈2| and 〈I |, 〈II |,
respectively, through the Fourier transforms of the

probability densities N1, 2(t) = (t, 0) and (t) =

n̂v t ζ,( ) n̂v
– t ζ,( ) n̂v

+ t ζ,( ),+=

n̂v
+− t ζ,( ) Nv

+− ζ( ) t 1 ϕ+−( )–[ ] ,exp=

ϕ 1 ζ 2
– , Dv

e τa 1/2.= = =

Nv nv t x,( ) xd

∞–

+∞

∫ n̂v t 0,( )= =

=  Nv
–

0( ) Nv
+

0( ) 2t–( ),exp+

Ṅv 0,≠

n̂v
+ n̂v

+−

∂
∂t
----- J

nv 
 
  0 Dv

e
/τa–

1– 0 
 
  ∂

∂x
------ J

nv 
 
 

=

+ 1/τa– 0

0 0 
 
  J

nv 
 
 

,

n̂v n̂v
– n̂̇v

–
Ṅv

–

Ĵ n̂v
+

Nv
+−

n̂1 2, Nv
+−
P

(t, 0), we establish the relation between the probabil-
ity vector functions N and Nv for the states 〈n | and 〈nv |:

 

Here, N0 and  are the initial values of the vector
functions N and Nv, respectively; R is the diagonal
form of the matrix G; and P and P–1 are the eigenvector
matrix and its inverse.

Now we can express the vector function N in terms

of the probabilities  of finding a vacancy in the sta-
tionary basis states 〈I | and 〈II |:

 

Using Eq. (7), we obtain the desired result:

 

We see that, in contrast to Eq. (5), the solution (t, x)
does not manifest itself in system (10); this solution
does not contribute to the conservation law, and the
probability of finding a vacancy in state 〈II | of this solu-
tion is equal to zero.
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Abstract—Equations of the Bloch–Hasegawa type are derived in the case of anisotropic exchange interaction
between the subsystems of the magnetic moments of paramagnetic impurities and conduction electrons under
conditions of their collective motion. Expressions describing the effective linewidth of electron paramagnetic
resonance and the effective g factor are obtained. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Electron paramagnetic resonance (EPR) of para-
magnetic impurities in normal metals and superconduc-
tors has been investigated in a large number of experi-
mental and theoretical works (see, for example, the
reviews by Barnes [1] and Alekseevskii et al. [2]). Para-
magnetic impurities are often used as probes in exam-
ining the characteristics of conduction electrons.
Exchange interaction is the main interaction between
conduction electrons and paramagnetic impurities. For
a crystal with axial symmetry, the exchange interaction
between paramagnetic impurities and conduction elec-
trons can be represented in the form

 (1)

where Si is the spin operator of the ith paramagnetic
impurity, σ(ri)/2 is the spin-density operator of conduc-
tion electrons, and J|| and J⊥ are the exchange interac-
tion parameters. If the exchange interaction and the
concentration of paramagnetic impurities are suffi-
ciently small, the spin system of conduction electrons is
in equilibrium with the lattice (as a rule, the spin–lattice
relaxation rate ΓσL of conduction electrons is deter-
mined by their spin–orbit scattering by different lattice
defects and phonons). In this case, the EPR linewidth of
paramagnetic impurities is governed by the Korringa
relaxation rate Γsσ due to the exchange interaction
described by expression (1), because the spin–lattice
relaxation rate ΓsL of magnetic impurities in metals is
negligible.

If the interaction between the subsystems is strong
and the Zeeman frequencies ωs and ωσ are close in
magnitude, that is,

Hex J ⊥ Si
xσx ri( ) Si

yσy ri( )+[ ] J ||Si
zσz ri( )+{ } ,

i

∑=
1063-7834/04/4602- $26.00 © 0226
 (2)

the subsystems of the conduction electrons and local-
ized magnetic moments are coupled and relax toward
nonmagnetic degrees of freedom together. In relation-
ship (2), Γσs is the rate of spin relaxation of conduction
electrons toward the localized moments. This effect is
referred to as the electron bottleneck (bottleneck
mode).

The isotropic exchange interaction in normal metals
has been studied in sufficient detail and described thor-
oughly, for example, in review [1]. Here, we present
only the main results.

In the isotropic case, the motion of the transverse
components of magnetization can be described by the
following equations [1]:

 (3)

 (4)

where Ms and Mσ are the magnetizations of the local-
ized magnetic moments and conduction electrons,
respectively; Hext is the total external magnetic field;

λ is the constant of the molecular field;  and  are
the static susceptibilities of the noninteracting localized
magnetic moments and conduction electrons, respec-
tively; and gs and gσ are the g factors of the noninteract-

Γ s σ, Γσs @ ΓσL Γ sL ωs ωσ– ,, , ,

Ṁs gsµBMs Hext λMσ+( ) Γ sσ Γ sL+( )δMs–×=

+
gs

gσ
-----Γσs 

  δMσ,

Ṁσ gσµBMσ Hext λMs+( ) Γσs ΓσL+( )δMσ–×=

+
gσ

gs

-----Γ sσ 
  δMs,

δMs Ms χs
0 Hext λMσ+( )–[ ] ,=

δMσ Mσ χσ
0 Hext λMs+( )–[ ] ,=

χs
0 χσ

0
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ing localized magnetic moments and conduction elec-
trons, respectively. In the molecular field approxima-
tion, we have

 (5)

 (6)

where ρF is the density of states of conduction electrons
at the Fermi level, kB is the Boltzmann constant, µB is
the Bohr magneton, and S and n are the spin and the
concentration of localized magnetic moments, respec-
tively.

It follows from these equations that, in the electron-
bottleneck mode, there should appear a single EPR line
with an effective g factor and an effective linewidth,
which are determined by the expressions

 (7)

 (8)

Here, the renormalized susceptibilities χσ and χs are
defined as follows:

 (9)

It should be emphasized that the rates of relaxation
of the localized magnetic moments toward the conduc-
tion electrons and in the opposite direction satisfy the
relationship of detailed balance:

 (10)

Here, the Korringa relaxation rate Γsσ is determined by
the following expression:

 (11)

It can be seen that the isotropic exchange interaction
does not contribute to the linewidth, because the total
spin of the two spin subsystems commutes with the
Hamiltonian.

When the exchange interaction is anisotropic in
character, this contribution should appear even though
the exchange interaction parameters J|| and J⊥ differ
insignificantly; that is,

 (12)

In this case, the total spin does not commute with
Hamiltonian (1) and there should appear terms contain-
ing Γsσ and Γσs, which, with allowance made for ine-
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0 n
3kBT
------------S S 1+( ) gsµB( )2

,= =

λ 2J

gsgσµB
2

-----------------,=

geff

χsgs χσgσ+
χs χσ+

---------------------------- 
  ,≅

Γ eff

χs
0Γ sL χσ

0 ΓσL+
χs χσ+

----------------------------------- 
  .≅

χσ χσ
0

1 λχ s+( ), χs χs
0

1 λχσ+( ).= =

1

gs
2

-----χs
0Γ sσ

1

gσ
2

-----χσ
0 Γσs.=

Γ sσ
4π
"

------ ρFJ( )2
kBT .=

J || J ⊥–  ! J ⊥ .
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qualities (2) and large values of J|| and J⊥  can substan-
tially affect the spin kinetics of the system. A prelimi-
nary treatment of this problem is presented in [3].

2. BLOCH–HASEGAWA EQUATIONS
FOR ANISOTROPIC EXCHANGE INTERACTION

Let us consider in detail the case where a constant
magnetic field is directed along the symmetry axis of a
crystal. The Hamiltonian of the system of interacting
spins and conductivity electrons can be represented in
the form

 (13)

where Hz is the Hamiltonian of the system of noninter-
acting localized spins and conduction electrons in a
static magnetic field H0, Hex is the Hamiltonian of inter-
action of the subsystems of the localized magnetic
moments and conduction electrons [relationship (1)],
Ht is the Hamiltonian of these subsystems in an external
alternating field with amplitude h, HσL is the Hamilto-
nian of interaction of the conduction electrons with the
lattice, and HL is the Hamiltonian of the lattice.

Now, we use the Zubarev method of a nonequilib-
rium statistical operator [4] and, by analogy with the
algorithm described by Fazleev [5], derive a system of
kinetic equations for the Fourier components of the
transverse magnetizations at frequency ω'; that is,

 (14)

where
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Here, 〈M–〉ω = 〈Mx – iMy〉ω is the Fourier component of
the transverse components of the average magnetic
moments 〈M–〉 t = Tr(M–ρq(t)) is the quasi-equilibrium
statistical operator of the system; and  and  are
the renormalized frequencies, which are determined as
follows:

 (15)

Here, by analogy with relationship (6), the molecular
field constants are expressed in terms of the exchange
interaction parameters,

 (16)

gs, σ; ||, and gs, σ; ⊥  are the longitudinal and transverse g
factors of the localized magnetic moments and conduc-

tion electrons, respectively; and , , , and

 are the longitudinal and transverse static suscepti-
bilities.

The kinetic coefficients in expression (14a) have the
form

 (17)

 (18)

Here, δkj is the Kronecker delta (k, j = s, σ),  =

[ , ]/i", A(t) is the Heisenberg representation of

the operator A with Hamiltonian , , and  are
the renormalized terms of Hamiltonian (13),

 (19)
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 is the equilibrium statistical operator,

 (20)

and β = 1/(kBT) is the inverse temperature.

It is easily seen that the system of equations (14) in
the isotropic case is transformed into the system of
equations (3) and the introduced quantities Γsσ, Γσs, ΓsL,
and ΓσL have the meaning of the corresponding rates of
relaxation.

In the anisotropic case, the relationships of detailed
balance, which correspond to expression (10), take the
following form:

 (21)

3. EFFECTIVE g FACTOR 
AND THE EFFECTIVE LINEWIDTH

In order to solve the system of equations (14), we
will use the approach proposed in [1]; i.e., we will
choose a change of variables that allows us to disregard
the cross term of the determinant formed from the equa-
tions. Then, we can easily obtain the resonance fre-
quencies

 (22)

 (23)

The renormalized susceptibilities have the form

 (24)

It is seen that the resonance frequencies contain quanti-
ties consisting of real and imaginary parts. By consid-
ering these parts separately, we can determine the effec-
tive linewidth and the effective g factor of the system.

We are not interested in the broad resonance line at
frequency ωres2 corresponding to the individual motion
of the subsystems. Let us consider the narrow reso-
nance line at frequency ωres = ωres1 corresponding to the
collective mode (the effect of narrowing).
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The effective linewidth is the imaginary part of the
resonance frequency, which can be determined by substi-
tuting expressions (14a) into relationship (22); that is,

(25)

Here, we introduced the following designations:

 (26)

From the real part of the resonance frequency deter-
mined by expression (22), we can obtain the effective g
factor, which is defined in the form

 (27)

Substituting expressions (14a) into relationship (22),
separating out the real part, and taking into account for-
mulas (24) and (27), we derive the following expression
for the effective g factor:

 (28)

where δλ|| = 2(J|| – J⊥ )/gs||gσ|| .

Similarly, we can obtain the expression for the g fac-
tor in the case when the constant magnetic field is per-
pendicular to the symmetry axis of the crystal:

 (29)

where δλ⊥  = δλ||(gs||gσ||/gs⊥ gσ⊥ ).

4. RESULTS AND DISCUSSION

An analysis of the expressions obtained for the line-
width and g factors [formulas (25), (28), and (29),
respectively] shows that the anisotropic part of the
exchange interaction contributes to both the linewidth
and the g factor. In the expression for the effective lin-
ewidth, the rates of relaxation of the localized magnetic
moments toward the conduction electrons and in the
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opposite direction (Γsσ, Γσs) do not vanish because the
total spin does not commute with Hamiltonian (1). By
virtue of inequalities (2), the product αJΓsσ is suffi-
ciently large and the contribution of the anisotropic part
can become dominant. In the isotropic case, this radi-
cally changes the results obtained from expressions (7)
and (8) for the effective g factor and the effective line-
width, respectively, which can be derived from formu-
las (25), (28), and (29) by setting gσ|| = gσ⊥ , gs|| = gs⊥ ,
and λ|| = λ⊥ . Let us analyze this contribution by compar-
ing two systems, namely, gadolinium in a metal and
copper in a metal.

Since gadolinium is in the S state, its exchange inter-
action with conduction electrons is isotropic in charac-
ter. Copper is in the D state, and the exchange interac-
tion in the copper–metal system becomes anisotropic
when the symmetry of the crystal deviates from cubic
symmetry. Data on electron paramagnetic resonance in
the Al : Gd system are presented in [1]. The concentra-
tion dependence of the linewidth indicates that, in this
case, the mode of an electron bottleneck takes place
even though the degree of overlapping of the Gd f elec-
trons and conduction electrons is relatively small. Actu-
ally, in the denominator of expression (8) for the EPR
linewidth, the susceptibility χσ of conduction electrons
is small compared to the susceptibility χs and can be
disregarded. As a result, it follows from expressions (9)

for χs and (5) for  that the linewidth in the case of the
electron-bottleneck mode is inversely proportional to
the concentration of magnetic impurities (as was noted
above, the spin–lattice relaxation rate ΓsL can be
ignored).

In the copper–metal system, the interaction of Cu d
electrons with conduction electrons is substantially
stronger than that of Gd f electrons. Consequently,
owing to the large exchange integral J, the Korringa
relaxation rate is considerably higher than the rate Γsσ
for the gadolinium system [see expression (11)].
Hence, inequalities (2) become still stronger and the
electron-bottleneck mode for copper in the metal is
more pronounced than that for gadolinium in the metal.
In this case, the linewidth of magnetic resonance is
determined by formula (24). If the contribution of the
anisotropic part of the exchange interaction were to be
insignificant, it would be possible to observe electron
paramagnetic resonance by varying the concentration
and temperature, as is the case in the gadolinium–metal
system. The spin–lattice relaxation in the copper sys-
tem cannot affect the linewidth, because the relaxation
rate ΓsL is negligible (the Cu ground state is the Kram-
ers doublet, which does not relax in the lattice). How-
ever, as was noted by Elshner and Loidl [6], for copper
in metal, many attempts to observe not only a situation
similar to that which occurs in the aluminum–gadolin-
ium system but also to observe the electron paramag-
netic resonance signal have failed. This can be

χs
0

4
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explained by the large contribution of the anisotropic
part of the interaction, which leads to a substantial
broadening of the line and makes it unobservable.
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Abstract—The variation of electronic density in the superconducting phase transition in the classical super-
conductor Nb3Al with critical temperature Tc = 18.6 K was studied using 73Ge emission Mössbauer spectros-
copy. A comparison of the results obtained and the data available for the 67Zn isotope in the lattices of high-
temperature superconductors revealed a correlation between the electronic density variation at the Mössbauer
probe nuclei sites and the value of Tc. This correlation is assumed to be related to the dependence of the elec-
tronic density variation on the standard correlation length. © 2004 MAIK “Nauka/Interperiodica”.
The phenomenon of superconductivity originates
from the creation of Cooper pairs and the formation of
the Bose condensate, which is described by a unique
coherent wave function [1]. This implies that the elec-
tronic density at the lattice sites of a superconductor
should be distributed differently at temperatures above
and below the superconducting phase transition point.
Mössbauer spectroscopy is one of the most efficient
tools for probing such a variation in the electronic den-
sity.

Experimental investigation of the formation of Coo-
per pairs and of their Bose condensation by using
Mössbauer spectroscopy is based on measuring the
temperature dependence of the center of gravity of the
Mössbauer probe spectrum both above and below the
superconducting transition temperature; in the normal
phase this dependence is determined by the relativistic
Doppler shift alone, whereas in the superconducting
phase the major contribution comes from the formation
of Cooper pairs and their Bose condensation, which
brings about a redistribution of the electronic density in
the crystal and, as a result, a variation in the electronic
density at the nucleus sites under study.

However, attempts at detecting the formation of
Cooper pairs and their Bose condensation in both clas-
sical (of the type of Nb3Sn [2]) or high-temperature
superconductors (of the YBa2Cu3O7 type [3]) by mea-
suring the temperature dependence of the center of
gravity of the 119Sn and 57Fe Mössbauer spectra have
not met with success, which can be attributed to the low
resolution of Mössbauer spectroscopy on these iso-
topes. For this reason, it was proposed to use emission
Mössbauer spectroscopy (EMS) with the 67Zn probe for
determination of the electronic density variation in the
course of a superconducting transition [4]. Indeed, this
1063-7834/04/4602- $26.00 © 20231
isotope features a record-high resolution (which is at
least 200 times that for 57Fe and 119Sn) and the 67Zn
probe can be incorporated into a variety of supercon-
ductor sublattices through the parent isotopes (67Cu,
67Ga).

Experiments performed on a large number of high-
temperature superconductors by using EMS on the
67Cu(67Zn) and 67Ga(67Zn) isotopes have shown the
observed electronic density variation on the 67Zn nuclei
to depend on both the measurement temperature
(because of the density of the superconducting elec-
trons being temperature-dependent) and the phase tran-
sition temperature Tc (which is a manifestation of the
electronic density variation being dependent on the
effective size of the Cooper pair) [5]. The latter factor
imposes certain difficulties on the observation of a vari-
ation in the electronic density using EMS on the 67Zn
isotope in superconductors with phase transition tem-
peratures below 20 K. This is why 73Ge EMS was pro-
posed for the investigation of Cooper-pair Bose con-
densation in such materials [6]; indeed, the resolution
provided by this isotope exceeds that for 57Fe and 119Sn
by at least 2000 times.

We present the results of a study of the electronic
density variation occurring at the superconducting
phase transition in Nb3Al (Tc = 18.6 K), a classical
superconductor, by using EMS on the 73As(73Ge) iso-
tope. It was assumed that the arsenic parent atoms sub-
stitute isoelectronically for the niobium atoms in the
Nb3Al lattice, so that the daughter isotope 73Ge should
also stabilize on the niobium sublattice.

Nb3Al is a classical superconductor; it forms incon-
gruently at a temperature of ~2300 K and exists on the
phase diagram within a broad region of homogeneity
004 MAIK “Nauka/Interperiodica”
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(from 21.2 to 23.4 at. % Al) [7]. This compound crys-
tallizes in the A15 structural type [the structurally
equivalent positions 2(a) in the unit cell are occupied
by aluminum atoms, and the niobium atoms sit at posi-
tions 6(c)], with the niobium atoms forming chains
stretching through the crystal lattice.

The samples were prepared using levitation melting.
The charge consisted of metallic niobium (99.9%) and
aluminum (99.999%). Because a high Tc in Nb3Al is
known to become realized only after a low-temperature
anneal [7], the homogenizing annealing of the ingots
was carried out in two steps, first at 1820 K (for 5 h) and
afterwards at 970 K (for 100 h). The chemical analysis
of the samples for aluminum was made using the
atomic absorption method. The superconducting transi-
tion temperature was derived from the change in the
inductance of the measuring coil into which the sample
was placed. The x-ray structural analysis was per-
formed on a DRON-3.0 x-ray diffractometer using cop-
per radiation and a graphite beam monochromator.
Because the superconducting transition temperature Tc

depends on the aluminum concentration and the highest
value of Tc was found in alloys with the maximum alu-
minum content [7], we chose for the study a composi-
tion containing 75.5 at. % Nb and 24.5 at. % Al, which
produced Tc = 18.6 K.

The radioactive isotope 73As was prepared in the
reaction 74Ge(p, 2n)73As with subsequent isolation of
the carrier-free 73As using the technique based on a
large difference in volatility between the target and par-
ent atoms; a proton-irradiated single-crystal germa-
nium film (containing ~98% 74Ge) was stored for three
months (to reduce the content of the radioactive 74As)
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Fig. 1. Emission Mössbauer spectra of Nb3Al : 73As
obtained at (a) 297 K and (b) 4.2 K.
P

and placed in an evacuated quartz ampoule; next, its
end housing the target was heated at 900 K, after which
~80% of the 73As atoms were found sorbed on the inner
walls of the quartz ampoule; the carrier-free 73As was
washed off with a nitric acid solution.

The 73As parent isotope was incorporated into
Nb3Al through diffusion in the course of an additional
low-temperature homogenizing anneal. The 73Ge
Mössbauer spectra were measured with a commercial
MS-2201 spectrometer with a 73Ge single crystal used
as an absorber (the enrichment in the 73Ge isotope was
~90%).The temperature of the source was varied from
4.2 to 300 K, whereas that of the absorber was fixed at
297 K. All the spectra were single lines whose center of
gravity varied noticeably with temperature (Fig. 1).

The temperature dependence of the center of gravity
S of a Mössbauer spectrum at constant pressure P is
given by the relation [5]

 (1)

In Eq. (1), the first term relates the isomer shift I to
the volume V (this term is significant only in structural
phase transitions), the second term describes the tem-
perature dependence of the relativistic Doppler shift D,
and the third term reflects the temperature dependence
of the isomer shift (it is this term that accounts for the
variation in electronic density at the Mössbauer probe
nuclei expected to occur as the matrix transfers to the
superconducting state). In the Debye approximation,
the temperature dependence of the Doppler shift can be
written as [5]

 (2)

where k is the Boltzmann constant, E0 is the isomer
transition energy, M is the probe nucleus mass, c is the
velocity of light in vacuum, θ is the Debye temperature,
and F(T/θ) is the Debye function. Note that although
the Debye model is applicable for describing the vibra-
tional properties of primitive lattices only, Eq. (2)
applies equally well to experimental S(T) relations
obtained for compounds with a complex crystalline and
chemical structure [5]. The reason for this is that the
temperature dependence of the Doppler shift is deter-
mined primarily by the short-wavelength region of the
phonon spectrum, which is fitted well by the Doppler
model.

Figure 2 presents the S(T) plot obtained for the 73Ge
impurity atoms occupying the niobium sites in the
Nb3Al lattice. The temperature dependence of the cen-
ter of gravity of the spectrum S measured relative to its
value at Tc is seen to fit well to Eq. (2) within the tem-
perature interval 19–297 K if the Debye temperature is
assumed to be 300 K. Said otherwise, the variation in
the isomer shift, both through a change in the volume
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and as a result of a change in temperature, has practi-
cally no effect on the S(T) relation in the normal state.
Because Nb3Al does not undergo any structural phase
transitions in the interval 19–297 K, this behavior of
S(T) might be expected.

In the temperature region T < Tc, the quantity S
depends on temperature more strongly than follows
from Eq. (2) and the third term in Eq. (1), which
describes the temperature dependence of the isomer
shift, now becomes significant.

According to BCS theory [1], a finite fraction of
electrons in superconductors is condensed in a super-
fluid, which extends throughout the crystal and is
assumed to be formed of electron pairs bound by the
lattice polarization forces. At zero temperature, the
condensation is complete and all electrons participate
in the formation of the superfluid (although condensa-
tion noticeably affects only the motion of the electrons
close to the Fermi surface). As the temperature
increases, part of the electrons “evaporate” from the
condensate to form a “normal fluid.” As the temperature
approaches the critical value Tc, the fraction of the elec-
trons in the superfluid tends to zero and the system
undergoes a second-order phase transition. This sce-
nario of the temperature-induced variation in the frac-
tion of the superfluid made up by the Cooper pairs is
represented in the S(T) plot in Fig. 2, Namely, in the
low-temperature domain (T ! Tc), the Bose condensate
exerts the maximum influence on the variation in elec-
tronic density and the deviation of S from the value cal-
culated from Eq. (2) is the largest; as the temperature
increases (in the range of the superconducting state),
the fraction of the Bose condensate decreases, as does
its influence on the variation in electronic density, with
the result that the quantity S tends to the value predicted
by the Debye model.

As in the case of the 67Zn EMS, one observes a
clearly pronounced correlation between the variation in
electronic density at the 73Ge nuclei sites (the quantity
∆S = S – D, where S is the position of the center of grav-
ity of an experimental spectrum for T ! Tc and D is the
relativistic Doppler shift at the same temperature, may
serve as a measure of this variation) and the value of Tc.
Indeed, for Tc = 18.6 K (Nb3Al compound), we have
∆S = 30 ± 7 µm/s, whereas for Tc ≈ 4 K (the
(Pb0.4Sn0.6)0.84In0.16Te alloy [6]) we have ∆S = 15 ± 5 µm/s.
The dependence of the variation in electronic density at
lattice sites during a superconducting phase transition
on the value of Tc can be understood if we take into
account that the standard correlation length ξ0 (the
“size” of the Cooper pair for T  0) for anisotropic

superconductors is defined as ξ0 ~ . Thus, the aboveTc
1–
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
relation actually reflects the dependence of the varia-
tion in electronic density on the standard correlation
length ξ0.
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Abstract—Recently grown semiconductors exhibiting ferromagnetic properties can be very promising mate-
rials for optoacoustic applications. In these materials, the ferromagnetic phase transition controlled by the den-
sity of photoexcited carriers can bring about the generation of sound. The efficiency of this mechanism and the
electron–deformation mechanism of photoexcitation of sound are compared. The duration of acoustic pulses
generated by the change in the magnetic susceptibility of the sample is estimated. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

The problems involved in laser optoacoustics
require the generation of shorter and more powerful
acoustic pulses. Semiconductors are promising materi-
als for dealing with optoacoustic problems, since they
are widely used in microelectronics. Numerous experi-
mental studies have been performed to apply the meth-
ods of laser optoacoustics for testing and contactless
quality monitoring of semiconductor materials. The
optoacoustic response in semiconductors was studied
in [1]. Two mechanisms of optoacoustic transformation
(the thermoelastic and electron–deformation mecha-
nisms) are known to operate in nonpiezoelectric semi-
conductors. The first mechanism is universal in the
sense that it is characteristic of gases, fluids, and solids.
The second mechanism operates in the interband opti-
cal excitation of an electron–hole plasma in semicon-
ductors. The dynamics of the electron–hole plasma
determines the profile of an acoustic pulse excited by
the deformation potential of electrons and holes. Study
of the profiles of the generated acoustic pulses provides
information on short-time processes in the electronic
subsystem.

Ultrasonic waves generated by an electron–defor-
mation potential in Ge and Si were studied in [2] using
nanosecond laser pulses. With the development of tech-
niques for generating short optical pulses, the possibil-
ity appeared of using first pico- and then femtosecond
lasers for optoacoustic applications. In [3, 4], the pho-
toexcitation and propagation of hypersound pulses was
studied with a time resolution of about 100 ps in crys-
talline germanium. The conclusion was made that
hypersound photoexcitation in germanium on the sub-
picosecond time scale is due to the electron–deforma-
tion mechanism. Similar experiments with single-crys-
talline Si and GaAs were described in [5]. In [6], the
generation of ultrashort acoustic pulses in single-crys-
talline GaAs was studied using a femtosecond laser
with a time resolution of about 100 fs. It was shown that
1063-7834/04/4602- $26.00 © 20234
the electron–deformation mechanism of sound photo-
excitation is very efficient in semiconductors on the
nano-, pico-, and subpicosecond time scales. However,
the duration of generated acoustic pulses is limited by
diffusion and recombination of electron–hole plasma.
Therefore, the search for new efficient mechanisms of
photoexcitation of short acoustic pulses is an important
problem. In this respect, recently prepared semiconduc-
tors that have a ferromagnetic phase under certain con-
ditions [7, 8] are very promising materials.

2. PLASMA-INVOLVING MECHANISMS 
OF HYPERSOUND PHOTOGENERATION

IN SEMICONDUCTORS

We consider a semiconductor sample in a static
electric field E directed normally to the sample surface.
The semiconductor surface is irradiated with pumping
pulse laser radiation, which generates an electron–hole
plasma in a surface layer with a thickness equal to the
inverse light absorption coefficient, α–1. We consider
the behavior of the system for times exceeding ~1 ps, so
that the electron–hole plasma can be assumed to be in
equilibrium. Suppose that a free carrier packet moves in
a static electric field with speed v  = µE, where µ is the
carrier packet mobility in the electron–hole plasma. In
this case, the dynamics of the electron–hole plasma in
the surface layer is described by the following equation
taking into account the diffusion, recombination, and
drift of the plasma:

 (1)

Here, N = N(t, x) is the electron–hole plasma density,
D is the ambipolar diffusion coefficient, and γ = γ(N) is
the inverse recombination lifetime, which depends on
the plasma density and takes into account different
recombination processes. Since the laser beam diame-
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ter dp is usually such that dp @ α–1, the dynamics of the
electron–hole plasma can be described by the one-
dimensional equation (1). In Eq. (1), the time depen-
dence of the laser pulse energy density is described by
the function I(t), R is the reflection factor of the semi-
conductor surface, and hν is the photon energy. In indi-
rect-band semiconductors, the dynamics of the elec-
tron–hole plasma is affected by linear recombination
and Auger recombination [9],

 

where γ0 and γ1 are the corresponding coefficients for
these processes. Linear recombination is efficient for

times  ≥ 10 µs. Auger recombination essentially
affects the dynamics of an electron–hole plasma if the
plasma density is sufficiently high. For example, for

crystalline Ge with N ≈ 5 × 1018 cm–3, we have  ≈
0.3 µs [9]. The diffusion speed for electron–hole
plasma can be defined by

 

Taking into account that N(x, 0) ~ exp(–αx), we can
estimate the diffusion speed as vD ≈ αD. We consider
the case where diffusion in electron–hole plasma can be
neglected compared to the drift, v  @ vD. Experimen-
tally, the following values of the parameters are realis-
tic: v  ~ 105 cm/s, D ~ 10 cm2/s, and α ! 104 cm–1. We
also consider the processes of a duration shorter than

 and , thereby neglecting recombination. Then,
Eq. (1) becomes

 (2)

The boundary conditions correspond to zero electron–
hole plasma flux across the boundary, N(t, x = 0) = 0.
Equation (2) can be solved using the Laplace transforma-
tion (see, e.g., [1]); in the spectral form, this solution is

 (3)

where Iω is the Fourier transform of the envelope of the
laser pulse, which is usually Gaussian in shape, Iω =
I0exp(–(ω/ω0)2). The frequency ω0 is determined by the
laser pulse duration. We set ω0 ~ 1010 Hz; this fre-
quency can be easily obtained using modern lasers [3].
Solution (3) describes the propagation of an electron–
hole plasma profile along the x axis at a constant speed
v  (Fig. 1).

Now we assume that the free carriers generated by
pump light pulses through interband absorption initiate
a phase transition to the ferromagnetic phase in the sur-
face layer. The paramagnetic-to-ferromagnetic phase
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transition has been observed in PbSnMnTe for impurity
concentrations exceeding >3 × 1020 cm–3 and tempera-
tures ≤4 K [10]. The ferromagnetic state has also been
observed in (Zn1 – xMnx)GeP2 samples at T ≈ 300 K [8].
In what follows, we demonstrate that the photoinduced
transition to the ferromagnetic state can be accompa-
nied by the excitation of hypersound pulses. We con-
sider the generation of acoustic pulses using the theory
developed in [1, 9]. The mechanical displacement u(t,
x) in a sample is described by the wave equation with
sources of sound G(t, x)

 (4)

where ca is the speed of sound and ρ is the sample mass
density. Suppose that photoinduced free charge carriers
concentrated in the surface layer of the semiconductor
induce the transition to the ferromagnetic state in this
layer.

In this case, sound sources are determined by the
bulk energy density of the magnetic field in the mate-
rial:

 (5)

where µ(t, x) is the magnetic susceptibility of the mate-
rial, which depends on the density of free charge carri-
ers. For excitation of acoustic pulses, it is important to
have a transition layer in which the electron–hole
plasma density is close to a certain critical value NC and
µ varies from a minimum to a maximum value. This
region can be a source of sound (Fig. 2).

Let us estimate the sound generation efficiency in
the region with varying µ. Assuming that the saturation
magnetic field is H ~ 10 kOe and that the change in
magnetic susceptibility due to the phase transition is
∆µ ~ 1 (these values are typical of experiments with
semiconductor materials [7]), we find the energy den-
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Fig. 1. Time dependence of the electron–hole plasma den-
sity for x equal to (1) 10 and (2) 12 µm.
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sity transferred to acoustic vibrations to be ∆GM ≈ 5 ×
103 J/m3.

Now we compare the energies of generated pulses
through the mechanism considered above and the elec-
tron–deformation mechanism studied in [4] on the
nanosecond time scale. The efficiency of the latter
mechanism can be evaluated from the relation

 

where d is the deformation potential for the electron–
hole plasma and λa ≈ 50 µm is the characteristic wave-
length of an acoustic pulse generated in the course of
plasma diffusion. Hypersound pulses were photoexcited
in crystalline germanium using laser radiation with a
wavelength of 1.06 µm, pulse duration of ≈100 ps, pulse
repetition frequency of 100 MHz, and excitation pulse
energy density of ω ≈ 10 µJ/cm2 [3]. Using these
parameters and setting the light penetration depth for
germanium to α–1 ≈ 1 µm, we evaluate the electron–
hole plasma density to be N ≈ wα/hν ≈ 6 × 1017 cm–3.
Accordingly, for |d | ≈ 7 eV, the energy density for the
electron–deformation mechanism in germanium is
|GE | ≈ 1.4 × 104 J/m3. Thus, under certain conditions,
the efficiency of the mechanism of sound generation in
a magnetic field can be comparable to the efficiency of
the electron–deformation mechanism.

In our experiments with crystalline germanium, the
efficiency of excitation pulse energy conversion into
sound is

 

The duration of generated acoustic pulses at available
excitation densities is determined by electron–hole
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of µ1(x) is determined by the critical electron–hole plasma
density NC corresponding to the ferromagnetic phase tran-
sition in the semiconductor.
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plasma diffusion and is about 1 ns; i.e., it is much longer
than the limiting sound pulse duration of ~1 ps [1].

3. MODELING OF SOUND GENERATION

To model the spatial distribution of the semiconduc-
tor magnetic permeability µ(t, x) in the tail of the
N(t, x) distribution, we use the function (Fig. 2)

 

where δ is the layer thickness and µ1 is the magnetic
susceptibility of the semiconductor in the ferromag-
netic state. The transition point X(t) is determined by
the critical electron–hole plasma density N ≈ NC corre-
sponding to the semiconductor transition from the non-
ferromagnetic to the ferromagnetic state.

In the experiment, an acoustic pulse is often photo-
excited at one of the sample faces and is probed at the
opposite face (Fig. 2) [4]. Let the magnetization front
propagate at a constant speed v  < ca towards the origin
x = 0 in accordance with the motion of the electron–
hole plasma. Since the acoustic pulse is generated only
in the region of the gradient of µ(t, x), for further anal-
ysis we use the acoustic pulse source in the form

 (6)

where G0 = µ1µ0H2/2 is the amplitude of the energy
density (5).

Taking the Fourier transform of Eq. (6) with respect
to t and the Laplace transform with respect to x, we
obtain

 (7)

In Eq. (7), the factor exp(–iωX(0)/v ) corresponding to
the displacement of the acoustic pulse profile along the
t axis is eliminated. The spectrum of the surface dis-
placements is given by the corresponding Laplace and
Fourier transforms of the wave equation (4) and has the
form [9]

 (8)
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From Eq. (8), we obtain the deformation of the
semiconductor surface x = 0:

 

Thus, the duration of the acoustic pulse generated by
magnetization reversal can be evaluated as δ/v  ≈ 10 ps
for a layer thickness of δ ≈ 10 nm (several interatomic
distances) and for a drift speed of the carrier packet of
≈105 cm/s.

Experimentally, the speed of propagation of the
front of magnetization reversal can vary with time and
is determined by the dynamics of the electron–hole
plasma, which can be affected by different processes.
By studying the profile of acoustic pulses generated due
to the mechanism in question, it is possible to estimate
a number of important parameters, such as the thick-
ness δ of the layer in which the magnetization reversal
occurs and the speed v  of the propagating front of mag-
netization reversal. Note that supersonic plasma expan-
sion has been observed at room temperature; this
expansion affected the dynamics of the acoustic pulses
generated [4]. Low-temperature studies of hypersonic
pulse amplification for semiconductors in a magnetic
field also appear to be quite promising. Such studies
were performed earlier on garnets, where the energy
transfer from the spin subsystem to the crystal lattice
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was observed to occur and to be accompanied by ultra-
sonic pulse amplification [11].
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Abstract—The Harrison bonding-orbital approximation is used to calculate the energy of substitution δE of
Group-III and V elements for Si and C atoms in silicon carbide. The surface and bulk locations of the substitu-
tional atoms are considered. The difference between the surface and bulk substitution energies is estimated with
allowance for the image forces. The effect of the relaxation of the impurity–host bond is discussed. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The calculation of substitution energy, i.e., the
energy required to remove a host atom from the crystal
lattice and replace it by an impurity atom, is an old
labor-consuming and, to some extent, speculative prob-
lem. This is the case because direct experimental veri-
fication of the theoretical results has been impossible
up till now. Even such a standard characteristic as the
enthalpy of solution of one semiconductor in another
has not been experimentally studied yet, since semicon-
ductors are almost insoluble in each other. This prob-
lem, however, became urgent when it was found that
some elements added during semiconductor growth can
change the semiconductor properties, namely, suppress
the nucleation of three-dimensional islands, which, in
turn, results in layer-by-layer growth of a semiconduc-
tor film through the Franck–van der Merve mechanism.
This effect is observed if an additional atom X incorpo-
rated during the growth remains on the surface and does
not diffuse deep into the crystal. Thus, we should theo-
retically analyze what is energetically favorable for the
atom X, to be on the surface or in the bulk of the crystal.

In this paper, we use the Harrison bonding-orbital
approximation [5]. Like any tight-binding approxima-
tion, the Harrison method seems to be too simplified for
calculating any characteristic of a particular system.
However, if the problem is to find a general regularity
(the functional dependence of a physical quantity on
one or another parameter of the problem), the bonding-
orbital approximation is quite appropriate. In this
paper, this method is used for Group-III and V substitu-
tional atoms in silicon carbide.

2. COHESIVE ENERGY OF SILICON CARBIDE

First, let us calculate the cohesive energy Ecoh of sil-
icon carbide following the approach developed in [6,
7]. In what follows, we use superscripts + and – to
denote the parameters of the silicon and carbon sublat-
1063-7834/04/4602- $26.00 © 20238
tices, respectively. The energy required for the forma-
tion of the two-center bond in silicon carbide (the so-
called promotion energy) is

 (1)

where the quantities  are the energies of the atomic

s(p) terms. Taking into account that there are eight elec-
trons per atom pair, the formation of this bond results in
a gain in energy,

 (2)

Here, the covalent and polar energies are given by

 (3)

where  = (  + 3 )/4 is the energy of the hybrid-

ized |sp3〉  orbitals for silicon and carbon atoms, respec-
tively; " is Planck’s constant; m is the electron mass;
and d is the distance between the nearest neighbors in
the SiC volume. One of the fundamental characteristics
of the bond is its polarity, which is defined as

 (4)

The bond covalence is αc = V2/(  + )1/2; therefore,

we have  +  = 1.

Another contribution to the cohesive energy of the
silicon carbide is from the so-called repulsion energy
Erep, that is, the additional kinetic energy due to bond-
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ing between two isolated atoms. The repulsion energy
per atom pair is [7]

 (5)

Here, S0(n±) and C(n±) are dimensionless coefficients
depending on the Group n of the Periodic Table to
which the atom belongs (for silicon, n+ = 3; for carbon,
n– = 2 [7]) and a0 is the Bohr radius.

The last contribution to the cohesive energy is from
the so-called metallization energy. Up to this point, we
have considered the two-center bond, that is, an isolated
SiC molecule. To extend our consideration to the whole
crystal, we must take into account the coupling between
the |s〉  and |p〉  orbitals of the same atom, that is, to link
these bonds to the other bonds of the crystal. The corre-
sponding coupling matrix element is

 (6)

The metallization energy, considered as a perturba-
tion, can be written as

 (7)

Thus, the cohesive energy is

 (8)

A numerical calculation carried out using Mann’s
tables of atomic terms [8] (see also [6]) and by putting
d = 1.88 Å gives αp = 0.26, Epro = 15.51 eV, EBF =
−57.52 eV, Erep = 28.15 eV, and Emet = –2.94 eV.1 As a
result, we have Ecoh = 16.80 eV, whereas the experimen-
tal value of the cohesive energy is 12.68 eV [6, 7]. As
mentioned above, such a difference between the exper-
imental and theoretical results is typical of the tight-
binding approximation.

An impurity atom coupled with the crystal lattice by
the |sp3〉  bond and a valence band of the crystal can
exchange electrons. Thus, for our calculations, we need
to determine the top of the valence band EV. According
to the Harrison method, this energy is

 (9)

1 We calculate the repulsion energy following the approach devel-
oped in [7] but, as in [6], take the experimental value of the dis-
tance d between the nearest neighbors.
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3. SUBSTITUTION ENERGY OF AN ATOM 
IN THE BULK

Now, let us estimate the energy required to replace a
Si or a C atom in the SiC lattice by a Group-III or V
atom. In what follows, we use superscript s to denote
the parameters of the substitutional atom X. Thus, we
need to calculate the energy of substitution

 (10)

where Es± is the energy of the system in which a Si or a

C atom is substituted for by impurity atom X; δ  cor-

responds to the C–X bond, and δ  corresponds to the
Si–X bond.

We assume that the Si–X and C–X bond lengths are
equal to the distance between the nearest neighbors in
silicon carbide d = 1.88 Å [5] and neglect the relaxation
of the bonds between the substitutional atom and its
nearest neighbors. In this case, the change in the pro-
motion energy per atom pair is given by

 (11)

As before, superscript + refers to substitutional atoms
at the Si site and superscript – refers to substitutional
atoms at the C site; for Group-III (V) elements, Zs = 3
(5). The change in the bond-formation energy δEBF (per
atom pair) is determined by

 (12)

where  = (  – )/2, with  being the energy of
the |sp3〉  orbitals of the impurity atom.

The change in the repulsion energy δErep is

 (13)

where  is given by Eq. (5), in which n is replaced
by the number ns of the group to which the impurity
atom belongs.

An equation for the change in the metallization
energy δEmet is given in the Appendix.

For calculations, we used the energies of the atomic
terms taken from [9]. For the X atoms incorporated into
the silicon or the carbon sublattice of SiC and located
in the bulk, the energy of substitution is

 (14)

The calculation results shown in Fig. 1 indicate that the
substitution for a carbon atom in SiC (curve 1) is ener-
getically favored for Group-V elements, whereas the
substitution for a Si atom is favored for As and Sb
atoms only. Note that we neglected relaxation of impu-
rity–host bonds.
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4. SUBSTITUTION ENERGY 
OF A SURFACE ATOM

The binding energy between a substitutional atom
and the surface was calculated in terms of the bonding-
orbital approximation in [10, 11]. Our approach, how-
ever, is simpler. We assume that a surface atom of sili-
con carbide (Si or C) is bound with N < 4 atoms of the
substrate (C or Si, respectively). Let us suppose that
this atom is substituted for an X atom (which is an ada-
tom in this case) and that the length of the Si–X (C–X)
bond remains equal to d. Taking into account that there
are four bonds per atom pair, the substitution energy
δES of the C or Si surface atom can be written as

 (15)

Let us introduce the parameter

 (16)

which characterizes the difference between the substi-
tution energies of the surface and bulk atoms of SiC.
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Table 1.  Initial parameters, adatom charges Z±, and the ion
binding energies Ei (eV) calculated in terms of the Ander-
son–Newns model

X

Al Ga In P As Sb

a, Å 1.43 1.39 1.66 1.30 1.48 1.61

εa 0.93 0.99 0.78 0.88 1.17 1.07

Z± 0.84 0.85 0.82 0.16 0.18 0.14

–Ei 2.49 1.82 1.74 0.07 0.08 0.04
PH
Now we take into account the image forces, which
appear if an adatom located on the substrate surface has
a charge. The corresponding ion energy of the adsorp-
tion bond Ei can be estimated by the classical formula
(see, e.g., [12])

 (17)

where 2a is the distance between the charge and its
image in the substrate and Z is the charge of the
adsorbed atom. Here, we neglected the small dielectric
correction (ε0 – 1)/(ε0 + 1) ~ 1 [13], because the static
dielectric constant of silicon carbide is ε0 ~ 10 [14].
Now we can calculate the charge Z using the Anderson–
Newns model [15–17] and assuming that only one elec-
tron of the outer shell of the adatom is involved in the
adsorption. In this case, Group-III atoms are positively
charged, because they donate one electron to the sub-
strate. The charge of these ions Z+ is

 (18)

where εa is the energy of the highest initially occupied
quasi-level of the adatom reckoned from the affinity of
the substrate χ = 4.4 eV [18] and Γ is the half-width
of the adatom quasi-level. The energy εa can be writ-
ten as [19]

 (19)

where I is the ionization energy of the Group-III atom.
The last term in parentheses is the Coulomb repulsion
energy between the electron of the adatom and the elec-
trons of the substrate.

For Group-V atoms, which are acceptors and cap-
ture substrate electrons on an unoccupied orbital, the
charge Z– is

 (20)

Here, εa = χ – (A + e2/4a), where A is the affinity of the
electron to a Group-V atom.

For a rough estimate of this charge, we can assume
that Γ = 0.5 eV for any adatom and that this quantity is
independent of the surface atom (C or Si) to which the
adatom is directly bound. The charges Z± and ion ener-
gies Ei calculated using the values of A and I from [20]
(the values of a are supposed to be equal to the atomic
radii of the corresponding adatoms taken from [21]) are
listed in Table 1. For B and N atoms, the results are not
presented because Eqs. (16)–(19) are invalid for the B
atom, whose adatom level falls within the forbidden
band and does not overlap with the conduction band, in
contrast to the other atoms; the affinity A of the N atom
is unknown. The calculated values of the parameter

 (21)

Ei Z
2
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2
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for N = 1 are shown in Fig. 2. If ∆± < 0, then the surface
location of the impurity atom is energetically favored;
if ∆± > 0, the location in the bulk is favored. It should be
noted that, in the theory of adsorption (see, e.g., [22]),
the adatom position is usually denoted by index a (atop)
for N = 1, by index b (bridge) for N = 2, and by index c
(center) for N = 3.

The charge of the adatom can also be calculated
within the bonding-orbital approximation. If the ada-
tom is a metal atom, then for its |sp3〉  orbital we have

 = (1 – )/2 and the corresponding charge is

 (22)

Similarly, for a nonmetal atom, we have  = (1 +

)/2 and

 (23)

Substituting these charges into Eq. (16) and assuming
that the length of the absorption bond is a = d/2, we find
the ionic component of the binding energy of the ada-
tom. The calculated charges and ionic energies are
listed in Table 2, and the calculated values of ∆± are
shown in Fig. 3 (for N = 1).

A comparison of the data presented in Figs. 2 and 3
shows that there is no qualitative difference between the
values of ∆± calculated using the Anderson–Newns and
Harrison methods. For example, according to both
methods, the surface location of Al, Ga, and In atoms
substituting for C atoms in SiC is favored (curve 1).
According to the Harrison method, this is also true for P,
As, and B atoms. If the Si atom is substituted (curve 2),
the location of P, Al, Ga, and In atoms on the SiC sur-
face is favored in both schemes for calculating the ionic

n+
± α p

s±

Z+
±

1 n+
±

– 1 α p
s±

+( )/2.= =

n–
±

α p
s±

Z–
±

1 n–
±

– 1 α p
s±

–( )/2.= =

AsP Sb Al Ga In
–6

–4

–2

0

2

4

∆±
, e

V

1

2

X

Fig. 2. Values of ∆± calculated in the Anderson–Newns
model (N = 1) for (1) SiX and (2) CX.
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energy. According to the Harrison method, the surface
location of N and B atoms is also favored. On the other
hand, the location in the SiC bulk is always favored for
N and Sb atoms. It should be noted that the results
shown in Figs. 2 and 3 are as though a mirror reflection
of the data presented in Fig. 1. This comes as no sur-
prise, because the results follow from Eqs. (15) and
(21).

5. IMPURITY–HOST BOND RELAXATION
IN THE BULK

Calculating the bond relaxation in a crystal contain-
ing impurities is quite difficult, because minimization
of the total energy of the crystal is required. On the
other hand, we calculated the cohesive energy of silicon
carbide without minimizing the crystal energy using the
experimental value d = 1.88 Å (the minimization car-
ried out in [7] yielded d = 2.22 Å). For this reason, we
make a simplified estimate of the relaxation. Let us
assume, as in [6, 7], that only the length of the impu-

Table 2.  Adatom charges Z± and ion binding energy Ei (eV)
calculated in the Harrison bonding-orbital approximation

X

B Al Ga In N P As Sb

0.62 0.70 0.70 0.71 0.37 0.45 0.44 0.40

0.51 0.59 0.58 0.60 0.26 0.41 0.43 0.47

1.47 1.88 1.88 1.93 0.52 0.78 0.74 0.61

1.00 1.33 1.29 1.38 0.26 0.64 0.71 0.85

Z±
C–X

Z±
Si–X

Ei
C–X–

Ei
Si–X–

PN As Sb B Al Ga In
X

–4

–2

2

4

0

∆±
, e

V

1

2

Fig. 3. Values of ∆± calculated in the bonding-orbital
approximation (N = 1) for (1) SiX and (2) CX.
4
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rity–host bond changes (d   = d + ∆d), whereas all
other bonds of the crystal remain unchanged. We calcu-
late the relaxation energy (the first-order correction to
the substitution energy of the atom in the crystal vol-
ume), which can be written as

 (24)

where  = d(∂δ /∂d) and (∆d/d) is the relative
change in the length of the impurity–host bond.
According to Eqs. (5), (12), and (13), we have

 (25)

 (26)

A formula for  is given in the Appendix; the calcu-

lated values of  are shown in Fig. 4. First, it should
be noted that curves 1 and 2, corresponding to the relax-
ation of the Si–X and C–X bonds, respectively, are qual-

itatively similar. For the Si–X bonds, however,  < 0
for all impurity atoms except the B atom, whereas, for

the C–X bonds, the parameter  is negative for Al,
Ga, and In only.

As shown in [7], the relaxation type is usually deter-
mined by the relative position of the impurity and sub-
stituted atoms in the corresponding group in the Peri-
odic Table. If the position of the impurity atom is below
the position of the substituted atom, then so-called out-
ward relaxation (∆d > 0) usually occurs, whereas if the
impurity atom is above the substituted atom in the Peri-
odic Table, then inward relaxation (∆d < 0) takes place.
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Fig. 4. Calculated values of  for (1) SiX and (2) CX.CB
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P

If the impurity and the substituted atoms are in the same
row of the Periodic Table, then we have ∆d < 0 for an
impurity atom situated on the left of the substituted
atom and ∆d > 0 for an impurity atom situated on the
right. Thus, when C is replaced by B, the relaxation of
the Si–X bond is inward; for the other substitutional
atoms, the relaxation of this bond is outward in this
case. In what follows, we follow this empirical rule.

For Al, Ga, In, P, As, and Sb impurity atoms in sili-
con, the average value of the ratio ∆d/d is smaller than
0.04 and only for the carbon atom is this ratio (∆d/d) ≈
–0.15 [7]. If we assume that, for the boron atom substi-
tuting for carbon in silicon carbide, this ratio is (∆d/d) ≈
–0.15, then the relaxation correction is ∆δ  ≈ –0.62 eV

(  ≈ 4.15 eV), which is not sufficient to change the

sign of the substitution energy of Si for C, δ  ≈
4.27 eV (Fig. 1). Thus, the substitution of boron for car-
bon in SiC remains energetically unfavorable. On the

other hand, for the In atom, for which δ  ≈ 0.12 eV and

 ≈ –25.60 eV, the substitution energy with allowance

for relaxation (  =  + ) is negative. For

aluminum,  ≈ 0.95 eV,  ≈ –23.09 eV, and 
becomes negative at (∆d/d) > 0.04. In general, this is
possible, although the substitution of Al for Si in the sil-
icon crystal is characterized by (∆d/d) = 0 [7]. For the Ga

atom, we have  ≈ 2.95 eV and  ≈ –21.08 eV and

 becomes negative at (∆d/d) > 0.14, which is
unlikely. For the other atoms, the relaxation leads to an
increase in the absolute value of their negative substitu-
tion energy (Fig. 1). Thus, incorporation into the carbon
sublattice is energetically favored for N, P, As, Sb, In
and, possibly, Al atoms. For comparison, according to
[7], incorporation into the Si lattice is energetically
favored for P, As, and Sb and is unfavorable for In and
Al. The latter conclusion is also valid for Ga, which is
consistent with our results.

Now let us consider the C–X bond, where the Si
atom is replaced. This band relaxes inward only if the
Si atom is replaced by B, N, or Al. A comparison of
curves 2 in Figs. 1 and 4 allows the following conclu-
sions to be made. If we again assume that (∆d/d) ≈ –0.15

for the boron atom, then we have  ≈ –1.79 eV

(  ≈ 11.94 eV). Since for the boron  ≈ 0.68 eV,
the correction changes the sign of the substitution
energy, which corresponds to the energy gain associ-
ated with the incorporation of B into the SiC lattice.
However, assuming that (∆d/d) ≈ –(0.05–0.06) results

in  ≈ –(0.6–0.7) eV, and the energy  =  +

 can be either positive or negative and  ≈ 0.
A similar estimate for N at (∆d/d) ≈ –0.15 yields
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Table 3.  Ratio η+ = /∆+ at |∆d/d| = 0.05 calculated for the C–X bond in the Anderson–Newns model (rows 1–3) and in the
bonding-orbital approximation (rows 4–6) for adatom positions a (N = 1), b (N = 2), and c (N = 3)

No. Adatom 
position

X

B Al Ga In N P As Sb

1 a – 1.09 0.95 0.96 – 0.99 0.80 0.93

2 b – 1.08 0.95 0.96 – 0.99 0.76 0.92

3 c – 1.07 0.95 0.95 – 0.98 0.40 0.92

4 a 0.81 1.09 0.95 0.96 0.96 0.96 1.03 0.92

5 b 0.88 1.07 0.95 0.95 0.97 0.96 0.99 0.91

6 c 0.95 1.06 0.95 0.95 0.98 0.95 0.97 0.86

∆̃
+

Table 4.  Ratio η– = /∆– at |∆d/d| = 0.05 calculated for the Si–X bond within the Anderson–Newns model (rows 1–3) and
within the bonding-orbital approximation (rows 4–6) for adatom positions a (N = 1), b (N = 2), and c (N = 3)

No. Adatom 
position

X

B Al Ga In N P As Sb

1 a – 0.69 0.78 0.36 – 3.51 – 1.50

2 b – 0.76 0.81 0.69 – 3.75 – 1.50

3 c – 0.85 0.86 0.80 – 4.84 – 1.52

4 a 0.97 0.54 0.76 0.19 1.62 –5.61 –0.57 1.90

5 b 0.98 0.64 0.79 0.64 1.72 –1.24 –0.02 2.45

6 c 1.00 0.77 0.84 0.77 2.34 0.22 0.50 2.91

∆̃
–

 ≈ –0.69 eV (  ≈ 4.58 eV), which is insuffi-

cient to change the sign of the substitution energy ,

whose value (provided the relaxation is ignored) is

4.02 eV. For the Al atom, we have  > 0 (∆d < 0,

 < 0) and  > 0.

For the other atoms substituting for silicon, ∆d > 0.

Thus, the corrections  are positive for P (≈ 0), As,

and Sb. Since for the P atom we have  > 0, the

relaxation correction increases the positive value of

. For arsenic,  ≈ –0.40 eV and  ≈ 1.29 eV.

Hence, the substitution energy remains negative at a
reasonable value of (∆d/d) < 0.2. This is also valid for

Sb, for which  ≈ –3.30 eV and  ≈ 4.90 eV.

Therefore, the incorporation into the silicon sublattice
is energetically favored for As, Sb, and, probably, for B.
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6. RELAXATION OF THE IMPURITY–HOST 
BOND ON THE SURFACE

Let us consider the effect of the relaxation on the
ionic component of the binding energy between an ada-
tom and the substrate. According to Eq. (17), we have

 (27)

Now the energy difference ∆± should be recalculated
with allowance for the relaxation. Using Eqs. (16), (21),
(24), and (27), we find

 (28)

where, for simplicity, we assumed that (∆a/a) = (∆d/d).

The values of the parameter η± = /∆± calculated
at |∆d/d | = 0.05 and N = 1, 2, 3 are listed in Tables 3 and

4. When η± is positive, ∆± and  are of the same sign.
This means that the conclusion concerning the surface
or bulk location of an impurity being energetically
favorable (or unfavorable) drawn in the theory ignoring
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relaxation remains valid. At η± < 0, the signs of ∆± and

 are different. Thus, the inclusion of relaxation gives
rise to a qualitatively new result: the location that was
considered energetically unfavorable becomes favor-
able (and vice versa).

It follows from Table 3 that the parameter η+ is pos-
itive for all the substitutional impurities considered.
Moreover, η+ is approximately unity (i.e., the relax-
ation correction is small) and depends only slightly on
the particular atom or the number of adsorption bonds. It
should also be noted that an arbitrary increase in |∆d/d| at
η+ > 1 does not qualitatively change the conclusion
regarding the favorable impurity location. At η+ < 1, an
increase in |∆d/d | can lead to the opposite result; i.e.,
favored positions can become unfavorable and vice
versa. However, it follows from Table 3 that even if the
elongation of the bond increases by a factor of 5, that is,
|∆d/d | = 0.25 (which is an unlikely bond relaxation), the
parameter η+ remains positive. Thus, according to
Figs. 2 and 3, it is energetically favored for N, P, B, Al,
Ga, and In atoms to substitute for surface silicon atoms,
whereas for the Sb atom it is favored to substitute for Si
in the bulk of SiC. For the As atom, the conclusion is
ambiguous; the Anderson–Newns model yields ∆+ > 0,
whereas in the bonding-orbital approximation, ∆+ < 0.

Now let us consider the data from Table 4 corre-
sponding to the substitution for the carbon atom. In this
case, the parameter η– depends significantly on the par-
ticular atom and the number of adsorption bonds. For
B, Al, Ga, In, and Sb atoms, η– is positive and, there-
fore, does not generally change the energy relation-

ships; namely, if ∆– > 0 (<0), then  > 0 (<0). It should
be noted, however, that the relaxation corrections are
not small, because for all the atoms except boron the
parameter η– differs from unity significantly. For N and
Sb impurities, this does not lead to any crucial changes,
because for these atoms we have η– > 1. Thus, the loca-
tion of N and Sb atoms in the SiC bulk (curves 1 in
Figs. 2, 3) are favored. Since the value of η– for the B
atom differs from unity by less than 3%, we can assert
(curve 1 in Fig. 3) that the surface location of B is
favored regardless of the specific value of the elonga-
tion of the impurity–host bond. For In atoms, the situa-
tion is different. For example, if the adatom charge is
calculated for an a-type bond (N = 1) using the Harrison
method, then an increase in |∆d/d | up to 0.062 results in
a negative value of η–. For aluminum, the result is sim-
ilar (N = 1, calculation by the Harrison method);
namely, at |∆d/d | = 1, the parameter η– is negative. It
should be noted, however, that in all these cases, η–

increases as the number of adsorption bonds grows.
Thus, the surface location of Al, Ga, and In atoms at the
b and c positions is energetically favored at |∆d/d | ≤ 0.2.

∆̃±

∆̃–
P

Now let us consider the behavior of the As impurity.
Estimating the adatom charge in terms of the Ander-
son–Newns model, we obtain ∆– ≈ 0; for this reason, the
corresponding values of η– are not given in Table 4.

However, since  < 0 (Fig. 4) and (∆d/d) > 0, it is

obvious that  > 0. Calculation of the charge in terms
of the Harrison method shows that the surface position
of As atoms is favored only in the c position and only if
(∆d/d) < 0.1. Thus, it is most likely that the bulk loca-
tion of As atoms substituting for C atoms in the SiC
crystal is energetically favored. As is seen from Table 4,
the behavior of the P impurity atom is also ambiguous.
In the framework of the Anderson–Newns model, we
have η– > 1 and the bulk position of this impurity in SiC
is always favored (Fig. 2). In terms of the bonding-
orbital approximation, however, this conclusion is valid
if the P adatom can form only one or two bonds with
surface silicon atoms (curve 1 in Fig. 3). If three sur-
face Si–P bonds are formed (position c), the surface
position of the P atom is favored provided the condi-
tion (∆d/d) < 0.06 is satisfied. Thus, as for the As atom,
the volume position of the P atom is more probable.

Thus, our calculation suggests that the surface posi-
tion of B, Al, Ga, In, and N atoms in SiC is always
favored, irrespective of the atom (C or Si) they substi-
tute for. The surface position of P is also favored if it
substitutes for Si. In [1–4], such substances are referred
to as surfactants (surface-active substances). Unfortu-
nately, we know only two papers whose data can be
compared with our results. According to the experi-
mental data from [23], aluminum is a surface-active
impurity upon epitaxial growth of the 6H-SiC layers. Al
and B atoms were also considered surfactants with
respect to SiC(111) in theoretical paper [24]. The sili-
con substrate has been considered in much more papers
(see, e.g., [1–4]). It is also worth mentioning that,
according to [25] (see also references therein), Al, Ga,
and In atoms are surface-active impurities with respect
to Si(100), whereas for C, B, P, As, and Sb atoms the
bulk position is more favored. In this case, these results
depend significantly on the position of the adsorbed
atom and the geometry of the substrate surface. For
example, As and Sb, as well as Ga and In impurities, are
surfactants at the Si epitaxy on the Si(111) surface [4].
In the case of silicon carbide, polytypism is also likely
to be of importance, which should be taken into account
while analyzing the question of whether a given impu-
rity X is a surfactant.
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APPENDIX

The change in the metallization energy can be writ-
ten as

 (A1)

where

 (A2)

 (A3)

The subscripts in Eq. (A3) denote the sign of the last
term.

According to Eqs. (24) and (A1)–(A3), Cmet is

(A4)

Equation (A4) is cumbersome. Taking into account
that our aim is to estimate the effect of the relaxation
only, let us simplify this equation. First, we assume that

αp ≈  ≈ 0 and αc ≈  ≈ 1. Second, we neglect the
last term in Eq. (A3) (because it is much smaller than
the sum of the first and second terms) and assume that

 ≈  (the most radical simplification). Thus, we

have  ≈ (  + )1/2. Finally, taking into account
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δEmet
±

3 V1
s( )

2
α c

s+−( )
2
/ V2

2
V3

s+−( )
2

+[ ]
1/2

–=

– 6 V1
+−( )

2
1 α p

s+−+( ) 1 α p–( )/I–
±

– 6 V1
+−( )

2
1 α p

s+−–( ) 1 α p+( )/I+
±
,

α p
s±

 = V3
s±

/ V2
2

V3
s±( )

2
+[ ]

1/2
,  α c

s
 

± ( ) 
2

  = 1 α p
s

 
± ( ) 

2
 ,–

I±
±

V2
2

V3
2

+( )
1/2

V2
2

V3
s+−( )

2
+[ ]

1/2
V3

s±
.±+=

Cmet
±

6
V1

s( )
2

V2
------------- α c

s+−( )
3

3 α c
s+−( )

2
2–[ ]–=

– 12
V1

+−( )
2

I–
±------------- 1 α p–( ) α p

s+−( ) α c
s+−( )

2
1 α p

s+−+( )α pα c
2

–[ ]

– 12
V2 V1

+−( )
2

I–
±( )

2
-------------------- 1 α p

s+−+( ) 1 α p–( ) α c α c
s+−+( )

– 12
V1

+−( )
2

I+
±------------- 1 α p+( ) α p

s+−( ) α c
s+−( )

2
– 1 α p

s+−–( )α pα c
2

+[ ]

– 12
V2 V1

+−( )
2

I+
±( )

2
-------------------- 1 α p

s+−–( ) 1 α p+( ) α c α c
s+−+( ).

α p
s± α c

s±

V3
s±( )

2
V3

2

I±
±

V2
2

V3
2

V1
+

V1
–

PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
–2.08 eV, we replace them by  = (  + )/2. In
this case, we have

 (A5)

It should be noted that the coefficient Cmet is usually
much smaller (in magnitude) than CBF and Crep. In addi-
tion, it will be recalled that, in the bonding-orbital
approximation, the metallization energy is calculated
using perturbation theory [5–7]. Thus, the error associ-
ated with our simplification is negligible.
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Abstract—The thermodynamic properties of alkali halide crystals are considered. Correlations between the
thermodynamic characteristics (such as the melting temperature, the melting energy, and the jump in the
entropy upon melting) and the binding energy of dipolons are established for 16 alkali halide crystals. © 2004
MAIK “Nauka/Interperiodica”.
Theoretical investigations into the properties of
crystal lattice defects, including dipolons (neutral pairs
of vacancies) [1], in alkali halide crystals are of practi-
cal significance, because ionic crystals are model
objects in solid-state physics. It has been established
that dipolons make a dominant contribution to the
dielectric processes and internal friction of pure alkali
halide crystals; participate in the generation of color
centers, electrical conduction, and diffusion; etc. [2].

The main characteristic of a dipolon is its binding
energy. Earlier [3], I devised a method for determining
the binding energy of dipolons in all 16 alkali halide
crystals. This method is based on an analysis of graphs
of the transcendental equation

 (1)

where c is the concentration of all vacancies (both sin-
gle vacancies and vacancies associated into dipolons),
E is the energy of formation of two isolated vacancies
of opposite sign, γ = 2αUexpU/kT, U is the binding
energy of a dipolon, and α is the orientational factor
determining the different positions of the dipolon in the
crystal lattice. For U = 0, relationship (1) is transformed
into a standard formula for the concentration of single
vacancies: c = Aexp(–E/2kT).

This paper reports data on the binding energies of all
alkali halide crystals [3], their melting temperatures
Tmelt [4], and the calculated jumps in the entropy ∆Smelt
and in the energy of melting ∆Q upon the crystal–melt
first-order phase transition (see table). It is known that
the first-order phase transition is accompanied by a
jump in the entropy S of the crystal in accordance with
the principle of the increase in entropy:

 (2)

c A
E γc–
2kT

---------------– 
  ,exp=

∆Smelt

∆Qmelt

Tmelt
---------------.=
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The jumps in the entropy ∆Smelt for all alkali halide
crystals with a NaCl-type lattice were calculated using
the data obtained by Shenkin [5], who demonstrated
theoretically that a decisive role in the thermodynamic
relationships for alkali metal halides is played by the
anion size.

The calculations performed in this work revealed a
correlation between the jumps in the entropy ∆Smelt and
in the melting energy ∆Qmelt and the binding energy U
of dipolons in alkali halide crystals.

A comparison of the parameters presented in rows 1
and 4 of the table shows that the “strength” U of a dipo-
lon is nearly proportional to the melting energy of the
alkali halide crystals. Physically, this proportionality is
justified because both parameters are determined by the
energy of interaction of structural species of the lattice.

A comparison of the parameters in rows 1 and 3
demonstrates an inverse proportion between the bind-
ing energies of dipolons and the jumps in the entropy.
This corresponds to relationship (2) if the increase in
the melting temperature with an increase in the strength
of the crystal is taken into account.

Moreover, from a comparison of the parameters pre-
sented in rows 6 and 7, we can reveal correlations
between the corresponding ratios in each family of
alkali halide crystals.

The calculated jumps in the entropy upon the crys-
tal–melt phase transition in alkali halide crystals can be
used in the design of binary crystals. The established
correlations confirm the general tendency for different
thermodynamic characteristics of crystals (including
the binding energy of dipolons) to be interrelated with
the energy of a crystal–melt phase transition and the
jump in the entropy due to this transition.

The above inference suggests that dipolons can be
involved in the crystal–melt phase transition; in this
case, the concentration of dipolons should increase in
the vicinity of the phase transition. In my opinion, this
004 MAIK “Nauka/Interperiodica”
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Thermodynamic characteristics of alkali halide crystals and the binding energies of dipolons

No. Parameter LiI LiBr LiCl LiF NaI NaBr NaCl NaF

1 U, eV [1] 0.38 0.56 0.67 0.85 0.38 0.45 0.58 0.76

2 Tmelt, K [4] 719 820 879 1143 934 1013 1073 1268

3  kcal/(mol K) 6.36 6.23 6.10 5.15 6.47 5.99 5.81 4.89

4  kJ/mol 19.1 21.3 22.4 24.6 25.2 25.4 26.0 26.0

5 ∆Qmelt, kJ/mol [4] – 12.95 13.4 26.4 – – 28.8 33.6

6 50 38 33 28 95 56 44 34

7 16.7 11.1 9.1 6.1 17.0 13.3 10.0 6.4

No. Parameter KI KBr KCl KF RbI RbBr RbCl RbF

1 U, eV [1] 0.48 0.56 0.62 0.78 0.57 0.63 0.68 0.74

2 Tmelt, K [4] 959 1003 1043 1130 915 955 990 1048

3  kcal/(mol K) 6.02 6.02 5.83 5.28 5.48 5.48 5.73 5.50

4  kJ/mol 24.1 25.3 25.4 25.0 20.1 21.8 23.7 24.0

5 ∆Qmelt, kJ/mol [4] – 24.8 25.5 27.2 – – 18.4 17.3

6 50 45 40 32 21 34 34.8 32

7 12.5 10.7 9.4 6.8 9.4 8.7 8.4 7.4

∆Smelt
calc ,

∆Qmelt
calc ,

∆Qmelt
calc /U

∆Smelt
calc /U

∆Smelt
calc ,

∆Qmelt
calc ,

∆Qmelt
calc /U

∆Smelt
calc /U
statement is significant because a unique theory of
melting of alkali halide crystals does not, as yet, exist.
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Abstract—The equations of state are solved and the elastic constants responsible for the propagation of sound
in strongly compressed crystals of noble gases are calculated in the next-to-nearest neighbor approximation
using the interatomic potential proposed by the authors. The results of calculations are in satisfactory agreement
with the experimental data. Slightly worse agreement is achieved in calculating the shear modulus @44. The
validity of the Cauchy relation for krypton is confirmed in the experiment. On this basis, the inference is drawn
that the interatomic interaction in the krypton crystal has a central character. © 2004 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION

It is known that pressure is a key parameter in many
fields of physics. As the pressure acting on a solid
increases, interatomic interactions are enhanced to such
a degree that, in a number of cases, they will radically
change the physical and chemical properties of the
material. In recent years, considerable advances have
been made in the theory of materials under high pres-
sure, including calculations for a wide variety of prop-
erties and substances, approximate methods, and ana-
lytical theory. Theoretical treatment plays an important
role in interpreting experimental results and realizing
useful predictions.

The last decade has brought significant advances to
the field of research into high pressures due to the great
progress achieved in the technology of cells with dia-
mond anvils [1, 2]. At present, static pressures of up to
several megabars can be attained in laboratory experi-
ments. A more important point is that, under laboratory
conditions, the physical properties of materials can be
determined in a local region and, in the majority of
cases, the accuracy in high-pressure measurements
approaches the accuracy achieved for samples sub-
jected to hydrostatic compression. Under high pressure,
virtually any solid undergoes a sequence of phase tran-
sitions. Moreover, under high pressure, apart from the
well-known structural phase transitions, during which
the type of chemical bond does not change, there can
occur phase transitions accompanied by a changeover
of the chemical bond from one type to another (for
example, insulator–metal transitions). Furthermore,
compounds differing in the type of chemical bond
under atmospheric pressure can exhibit one type of
bond under high pressure. In particular, under a pres-
sure in the range 1.0–1.5 Mbar, cesium, iodine, and
xenon transform into the hexagonal close-packed
1063-7834/04/4602- $26.00 © 20249
metallic state with identical density [3]. The problem of
theoretical ab initio description of the state of matter
and phase transitions under ultrahigh pressure is partic-
ularly important, because experimental investigations
only in combination with theoretical studies can pro-
vide deeper insight into both the structure of matter and
the mechanisms of related processes and phenomena.
In order to describe a particular phase transition, it is
necessary to devise and employ theoretical methods
that will be equally suitable for analyzing several types
of chemical bonds expected in a compound upon phase
transition.

It is believed that, under high pressure, the decisive
role is played by the energy band structure and its trans-
formations. Hence, it follows that, in this case, the the-
ory should be (i) a priori microscopic (quantum-
mechanical), (ii) constructed from first principles with-
out fitting parameters, and (iii) quantitative. On the
other hand, since we deal with a multielectron system,
it is expedient to use the Hartree–Fock method. This
method is clearly formulated, provides sufficient accu-
racy, and is not overly cumbersome for use in computer
calculations (see, for example, [4]).

The pressure range in which the fundamental band
gap separating occupied and unoccupied states reduces
to zero and an insulator–metal phase transition occurs
[5] is of great interest from both the theoretical and
practical standpoint.

The results obtained in our previous studies and
used in the present work can be summarized as follows.

(1) We proved the theorems substantiating the appli-
cability of the Abarenkov–Antonova cluster expansion
for the Bloch functions [6].

(2) An analytical expression for the energy (adia-
batic potential) of a crystal was derived in the con-
structed Wannier function basis. A pair interatomic
004 MAIK “Nauka/Interperiodica”



 

250

        

ZAROCHENTSEV 

 

et al

 

.

                                                                                                                                    
potential was obtained using the cluster expansion. The
short-range part of the interatomic potential was calcu-
lated from first principles [5–10].

In this work, we considered the first- and second-
order derivatives of the interatomic potential in the
compression range 0–0.9 and compared the obtained
results with the latest experimental data. The results of
the calculations of the elastic constants and discussion
are presented in Sections 3–5.

2. ELASTIC PROPERTIES 
OF COMPRESSED CRYSTALS

When processing experimental data on the elastic
properties of a strained crystal, it is necessary to use the
theory of finite deformations [11, 12]. Under stresses,
there are three types of elastic moduli: (i) the coeffi-
cients of expansion of the free energy Cikl (Brugger
moduli), (ii) the proportionality coefficients in the
Hooke law for a strained crystal @ikl (Birch moduli),
and (iii) the coefficients of propagation of sound in the
strained crystal Aikl. In this case, it is common practice
to use the Lagrange distortion tensor uαβ as the param-
eters of the expansion. The strain parameters can be
conveniently taken as the quantities γi. For a mono-
atomic-gas crystal, the quantities γi are given, for exam-
ple, in [13].
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Fig. 1. Dependences of the Fuchs elastic moduli B11 on the
compression ∆V/V0 according to the results of calculations
for (1) neon, (2) argon, (3) krypton, and (4) xenon. Points
are the experimental data taken from [14]. (5) Calculation
for neon with inclusion of the cluster expansion.
P

In our case, we consider only cubic crystals and,
hence, are especially interested in the parameter γ1.
This parameter describes the change in the volume
under deformation. The other five parameters γ2, …, γ6
characterize the shear deformations of the cell. The
derivative of the free energy F with respect to the
parameters γ1–γ6 determines the Fuchs elastic moduli,
which are more significant under stronger deforma-
tions. In the subsequent treatment, the behavior of a
strained crystal will be described in terms of the Fuchs
elastic moduli Bik.

The Brugger (Cik), Fuchs (Bik), and Birch (@ik) elas-
tic moduli for a strained crystal (p ≠ 0) are related by the
following expressions:

 (1)

 (2)

 (3)

 (4)

 (5)

 (6)

It follows from the above expressions that, under
pressure, the measured slopes of the dispersion curves
determine not the moduli Cik but the moduli @ik [13]
(formally, this is done by simply replacing Cik by @ik).
Ignoring this circumstance leads to confusion between
the numerical coefficients of elasticity of strained crys-
tals. For this reason, in some works, numerical values
of elastic moduli of one type are given in place of elas-
tic moduli of another type; more precisely, the Birch
elastic moduli @ik are mistakenly referred to as the
Brugger elastic moduli Cik.

3. RESULTS OF THE CALCULATIONS

For the entire series of compressed crystals of noble
gases, we derived and solved the equations of states p =
p(v ) and calculated the Brugger (C11, C12, C44), Fuchs
(B11, B33, B44), and Birch (@11, @12, @44) elastic moduli
in the nearest and next-to-nearest neighbor approxima-
tion using the interatomic potential proposed in our ear-
lier works [7, 8].

Figure 1 presents the results of calculations of the
bulk moduli for neon, argon, krypton, and xenon crys-
tals in the face-centered cubic phase. As can be seen
from Fig. 1, the calculated and experimental data are in
close agreement, especially in the case where the clus-
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ter expansion for neon is included in the calculation.
This agreement is retained for large compressions.

The behavior of the shear modulus B33 as a function
of the pressure for noble-gas crystals is shown in Fig. 2.
In this case, experimental data are not available. Hence,
it is of interest to compare the theoretical curves. In par-
ticular, it is clearly seen that, as the compression
increases, the elastic moduli B33 for xenon decrease and
become zero when the compression ∆V/V0 reaches 0.7.
This suggests that, under pressure, the xenon crystal
should undergo a phase transition. In actual fact, a pres-
sure-induced phase transition in solid xenon was exper-
imentally observed in [15]. This is a transition from an
intermediate close-packed phase to a hexagonal close-
packed phase at p = 0.75 Mbar immediately prior to
metallization observed under compression ∆V/V0 = 0.7
(1.5 Mbar) [16].

The elastic moduli B44 for noble-gas crystals exhibit
trivial dependences on the pressure p (an increase in the
elastic moduli B44 with increasing p); hence, these
curves are not given in the present work.

Figure 3 shows the dependences of the calculated
Birch moduli @ik on the pressure for krypton and their
experimental values taken from [17]. The pressure
dependence of the bulk modulus B = 1/3(@11 + 2@12)
is also depicted in Fig. 3. As is clearly seen, the calcu-
lated and experimental data are in satisfactory agree-
ment.
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Fig. 2. Dependences of the Fuchs elastic moduli B33 on the
compression ∆V/V0 according to the results of calculations
for (1) neon, (2) argon, (3) krypton, and (4) xenon. (5) Cal-
culation for neon with inclusion of the cluster expansion.
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Moreover, it can be seen that the dependences @ik(p)
and B(p) remain linear at pressures up to 10 Mbar.

4. CAUCHY RELATIONS FOR STRAINED 
CRYSTALS

Let us now assume that lattice atoms (ions) interact
with each other through pair central forces and that
each atom is a center of symmetry. In this case, the elas-
tic moduli of the crystal are related by exact mathemat-
ical expressions, which are referred to as the Cauchy
relations. For cubic crystals, these relations are reduced
to one expression,

 

where Cik are the Brugger elastic moduli. It should be
emphasized that, under the above assumptions, this
relation also holds for crystals in a strained state. Then,
the Cauchy relation, which is satisfied at any pressure
p, can be more conveniently written in terms of the
Birch elastic moduli @ik:

 

However, until recently, it was believed that the vio-
lation of the Cauchy relation has been proved experi-
mentally for all types of crystals, namely, metals, semi-
conductors, and insulators.

Actually, detailed analysis of the results obtained in
the most precise experiment [17] demonstrates that,

C12 C44– 0,=

@12 @44– 2 p.=

200 40 60 80
Pressure, kbar

100

200

300

400

500

600

E
la

st
ic

 m
od

ul
i, 

kb
ar

@11

B

@12
@44

1

2

3

4

Fig. 3. Dependences of the calculated Birch moduli on the
pressure for krypton: (1) B, (2) @11, (3) @12, and (4) @44.
Points are the experimental data taken from [17].
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when the elastic constants are used accurately, the
Cauchy relation for krypton holds true with a high
accuracy over a wide range of compressions (Fig. 4a).
It should be emphasized that the applicability of the
Cauchy relations at high pressures cannot substantially
depend on temperature and zero-point vibrations,
because their contribution is small compared to the
pressure contribution. Figure 4b illustrates the applica-
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Fig. 4. Illustration of the validity of the Cauchy relation for
(a) krypton and (b) argon: (1) theory, (2) [18], (3) [17], and
(4) [19] (experiment). Vertical segments indicate the scatter
in the experimental data taken from [18].
P

bility of the Cauchy relation for argon (theory and
experiment [19]). As can be seen from Fig. 4b, the
validity of the Cauchy relation for argon is out of the
question. In our opinion, this large discrepancy is due
to the inaccurate determination of pressure in [18, 19].

Thus, we proved that the interatomic forces, at least,
in krypton, have a central character. The Cauchy rela-
tion is a good criterion for accuracy in measuring the
elastic moduli under pressure.

5. DISCUSSION

In [20], it was demonstrated that none of the existing
simple model potentials can be used to describe ade-
quately the thermodynamic and elastic properties of
neon at p = 0. Among the numerous attempts to
improve the interatomic potential under normal condi-
tions, mention should be made of the work by  ´Ros-
ciszewski et al. [21], who used an approach similar (in
some sense) to our approach, namely, cluster expan-
sion.

The general approach [6–10] to constructing the
adiabatic potential E for the series Ne–Xe makes it pos-
sible to reveal the most important interactions in these
gases, i.e., the structure of the interatomic potentials.
Although the justified, sufficiently exact form of the
adiabatic potential was obtained in the pair interatomic
interaction approximation, it can be extended to the
case of n-atom interaction. For a neon crystal, the repul-
sive short-range potential involved in the adiabatic
potential should include terms of higher orders in over-
lap integrals. For other crystals of this series, the
approximation quadratic in overlap integrals will suf-
fice to describe the short-range potential adequately.
Thus, the developed theory allows one to calculate the
repulsive short-range potential for each crystal in the
series Ne–Xe without fitting or variational parameters.

On the other hand, the properly introduced parame-
ters of the theory, provided the functional relationship
of the long-range and cross potentials is derived analyt-
ically, permit one to avoid cumbersome calculations of
three-particle forces, quadrupole interactions, and dis-
tortion of the electron shells of atoms due to lattice
vibrations. Although these interactions in a crystal are
of fundamental importance, they do not make a signifi-
cant contribution to the atomic properties of noble-gas
crystals.

The above analysis of the equation of state and the
theoretical and experimental data on the elastic con-
stants of a strained crystal revealed a number of specific
features.

First and foremost, the comparison of the theory and
experiment enables us to assert that, despite its simplic-
ity, the interatomic potential proposed accounts for all
the important features in the behavior of noble-gas
crystals under pressure. On this basis, we obtained a
number of interesting results, for example, an inference
regarding the character of the interatomic potential and
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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a criterion that makes it possible to determine the
applied pressure accurately and, in some cases, to
ascertain the stability of particular phases.

In conclusion, we point out some factors that should
be taken into account in experimental and theoretical
investigations into the lattice properties of crystals at
high temperatures and pressures.

(1) From a comparison of different experimental
data [17–19] (Fig. 4), it is evident that the results of
measurements of elastic moduli are very sensitive to the
particular technique and initial conditions used.

(2) Correct interpretation of the types of elastic
modules measured is of great importance.

(3) At high pressures, it is very important to check
the validity of the Cauchy relation Cαβγδ – Cαγβδ = 0,
which must be completely satisfied for elemental cryo-
crystals (noble-gas crystals).

(4) The role of the accuracy in solving the equation
of state increases with an increase in pressure.
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Abstract—The evolution of the phase composition and physicomechanical properties of ZrO2 + 4 mol % Y2O3
ceramics subjected to hot isostatic pressing and subsequent calcining in air is investigated. It is found that hot
isostatic pressing results in the formation of an easily transformed phase Tet with a degree of tetragonality
c/a = 1.035, which determines high fracture toughness. After calcining in air, the phase Tet  decomposes to form
a nontransformed phase T ' with a degree of tetragonality c/a = 1.005, which determines low fracture toughness.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that diffusion and diffusionless phase
transformations can proceed in partially stabilized zir-
conia ceramics, depending on the content of stabilizing
impurities, pressure, temperature, surrounding gas
medium, moisture content, and duration of external
actions [1]. These transformations lead to substantial
variations in the phase composition and physicome-
chanical properties of the ceramic material. To date,
these phenomena have been investigated intensively.
This provides deeper insight into the nature of physical
transformations in partially stabilized zirconia and
makes it possible not only to control the properties of
stabilized zirconia ceramics but also to specify its
behavior.

The purpose of this work was to investigate how the
variations in the phase composition affect the physico-
mechanical properties of partially stabilized zirconia
ceramics ZrO2 + 4 mol % Y2O3, in which the mono-
clinic, tetragonal, and cubic phases exist at room tem-
perature [2, 3].

2. SAMPLES PREPARATION 
AND EXPERIMENTAL TECHNIQUE

A powder of partially stabilized zirconia (ZrO2 +
4 mol % Y2O3) was prepared by coprecipitation. The
powder was compacted into samples under cold isos-
tatic pressing at a pressure of 0.6 GPa and was then sin-
tered in air at a temperature T = 1773 K for 2 h. Sintered
samples were divided into two groups. Samples of the
first group were subjected to hot isostatic pressing in an
argon atmosphere at a pressure P = 0.2 GPa and tem-
perature T = 1723 K for 4 h [3]. The samples subjected
to hot isostatic pressing were also divided into two
groups, one of which was calcined in air at T = 1773 K
for 2 h. In what follows, the samples sintered in air, sub-
1063-7834/04/4602- $26.00 © 20254
jected to hot isostatic pressing, and calcined in air will
be referred to as samples of series 1, 2, and 3, respec-
tively.

The phase composition was determined using x-ray
powder diffraction at room temperature on a DRON-
3M diffractometer (CoKα radiation, wavelength λ =
0.17902 nm) with computer recording and plotting of
the x-ray powder diffraction patterns. The phase com-
position was calculated quantitatively according to a
procedure described earlier in [4, 5]. In our calcula-
tions, we used x-ray powder diffraction patterns for the
(111) reflections in the angle range 33° ≤ 2θ ≤ 39° and
x-ray powder diffraction patterns for the (400) reflec-
tions in the range 85° ≤ 2θ ≤ 90°. The intensity of
reflection at one point was measured upon scanning for
10 s with a step of ∆2θ = 0.01°. The results of measure-
ments at large angles were averaged over five points.

The strength σF and fracture toughness K1c were
measured by three-point bending of the sample with an
incision and without one [6]. All samples were 3 × 4 ×
30 mm in size. The incision depth was equal to 1.0 mm,
and the incision width was 0.4 mm. The base length of
the gauge was 14.5 mm. The velocity of a movable
traverse of the testing machine was 0.5 mm/min. All the
samples were polished prior to testing. The density ρexp

of ceramic samples was determined by hydrostatic
weighing on a VLR-200 balance. The theoretical den-
sity ρth was calculated from the x-ray powder diffrac-
tion data. The porosity was determined according to the
formula P = (1 – ρexp/ρth) × 100. The strength and frac-
ture toughness were calculated from standard formulas
[7]. According to [3], the mean grain size was equal to
0.5 µm.
004 MAIK “Nauka/Interperiodica”
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3. RESULTS AND DISCUSSION

Figure 1a shows the x-ray powder diffraction pat-
terns of samples of three series in the angle range 33° ≤
2θ ≤ 39° for the (111) reflections of the F and T phases

and the ( ) reflections for the M phase. It can be seen
that the x-ray powder diffraction pattern of samples of
series 1 (curve 1) differs significantly from the patterns
of samples of series 2 and 3 (curves 2 and 3, respec-
tively). After hot isostatic pressing, the intensity of the
(111) reflections of the T phase decreases and the peak
becomes broader toward smaller angles 2θ, i.e., toward
larger interplanar spacings d(111). Calcining in air (curve
3) leads to a decrease in the width of the peak and a sub-
stantial increase in its height. As a result, the peak shifts
toward smaller values of d(111). This change in the inten-
sity of the (111) reflections of the T phase indicates that
the lattice parameters of the F and T phases and the
degree of tetragonality c/a of the T phase change. The
mean c/a value increases for the samples subjected to
hot isostatic pressing and decreases after their calcining
in air. The content of the monoclinic phase was almost
identical in samples of series 1 and 3 and slightly higher
in samples of series 2 (Table 1).

The x-ray powder diffraction patterns of samples of
the three series in the angle range 85° ≤ 2θ ≤ 90° for
reflections from the (400) and (004) planes of the T and
F phases are shown in Fig. 1b. An analysis of the x-ray
powder diffraction pattern of the sample of series 1
(curve 1) suggests that the characteristic feature of the
phase composition for this series is the high content of
the F phase (~25%) (Table 1). After hot isostatic press-
ing, the content of the F phase decreases to 17%. How-
ever, the content of the T phase increases (Table 1) and
the T phase transforms into two tetragonal modifica-
tions Tt and Tet with a change in the lattice parameters c
and a (Table 2). After calcining (series 3), the peak
associated with the Tet phase in the x-ray diffraction pat-
tern disappears but the splitting of the reflections of the
Tt phase is retained. In addition to the Tt and F phases,
there appears a T ' phase with a degree of tetragonality
c/a = 1.005. By analogy with the polymorph method of
calculating the content of the M, T, and F phases [4], we

111
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determined the relative content of modifications of the
T phase [5]. In the case when reflections from modifi-
cations of the T phase appeared in the range of the (400)
and (004) reflections, their intensities were added
together. The contents of different modifications of the
T phase, lattice parameters, and the degrees of tetrago-
nality c/a are given in Table 2.

Our investigations into the physicomechanical prop-
erties demonstrate that the largest values of σF and K1c

are characteristic of ceramic samples subjected to hot
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Fig. 1. X-ray powder diffraction patterns of ZrO2 + 4 mol %
Y2O3 ceramic samples measured in the angle ranges (a)
33° ≤ 2θ ≤ 39° and (b) 85° ≤ 2θ ≤ 90° after (1) cold isostatic
pressing and sintering in air, (2) hot isostatic pressing in
argon, and (3) hot isostatic pressing and calcining in air.
Table 1.  Phase composition and physicomechanical properties of ZrO2 + 4 mol % Y2O3 ceramic samples after different ther-
momechanical treatments

Treatment
Phase composition, % Density, g/cm3

Porosity P, 
% σF, MPa K1c,

MPa m1/2 Color
M T F ρexp

Sintering after cold isostatic 
pressing (series 1)

4 71 25 6.08 5.98 1.64 1023 11.0 White

Hot isostatic pressing (series 2) 8 75 17 ** 6.13 – 1400 18.0 Black

Calcining in air (series 3) 5 80 15 6.09 5.90 3.12 720 5.7 White

  * ρM = 5.83 g/cm3, ρT = 6.10 g/cm3, and ρF = 6.09 g/cm3 [8].
** Exact theoretical densities for black (oxygen-deficient) ceramics are unknown.

ρth*
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Table 2.  Relative contents of modifications of the T phase in ZrO2 + 4 mol % Y2O3 after different treatments

Modification of 
the T phase

Relative contents of the modifications after treatment

c/a c, nm a, nm
sintering (series 1) hot isostatic

pressing (series 2) calcining (series 3)

T ' – – 32 1.005 0.5131 0.5105

Tt 71 61 57 1.017 0.5180 0.5095

Tet – 14 – 1.035 0.5260 0.5080

Note: T ' is the nontransformed T phase, Tt is the transformed T phase, and Tet is the easily transformed T phase.
isostatic pressing. After calcining in air, the mechanical
properties deteriorate drastically (Table 1). It can be
seen from Table 1 that the variation in the strength cor-
relates well with the variation in the porosity. In order
to evaluate how the density affects the strength, it is
necessary to take into account the possible change in
the grain size. However, there are grounds to believe
that no substantial increase in the grain size occurs,
because, otherwise, this increase should lead to a
decrease in the stability of the T phase, which, in turn,
should lead to an increase in K1c at a given content of
the stabilizer [6]. Actually, as can be seen from Table 1,
this is not the case.

The fracture toughness is governed by the phase
composition of the ceramic samples, or, more exactly,
by the ability of the T phase to undergo a transforma-
tion under applied stresses. It is known that the fracture
toughness and, to a lesser extent, the strength of par-
tially stabilized zirconia ceramics is determined by the
mechanically activated martensitic transformation
T  M [6, 9]. However, this transition is not always
equally possible. For example, the T ' phase formed
upon the martensitic F  T transition does not trans-
form into the M phase even during vigorous grinding of
the sample, i.e., during its destruction [10]. Nikol’skiœ
et al. [11] showed that there exist a large variety of
modifications of the tetragonal phase, which is deter-
mined by the degree of tetragonality c/a. It is reason-
able that the larger degree of tetragonality c/a, the more
readily the T phase undergoes a transformation under
elastic stresses due to the crack.

Analysis of the splitting of the (004) and (400)
reflections of the tetragonal T phase in the x-ray powder
diffraction pattern (Fig. 1b) and the intensity and width
of the (111) diffraction peak of the T phase (Fig. 1a)
demonstrates (Table 2) that, for series 1, the tetragonal
Tt phase is characterized by the degree of tetragonality
c/a = 1.017. After hot isostatic pressing (series 2), a
decrease in the content of the F phase is accompanied
by the formation of the Tet phase with a degree of tetrag-
onality c/a = 1.035 and the content of the Tt phase
decreases by 10% (Tables 1, 2). After calcining in air
(series 3), the Tet modification disappears; however,
there arises a T ' phase with a degree of tetragonality
P

c/a = 1.005, the content of the Tt phase decreases to
23%, and the amount of the F phase decreases.

One of the important results of this study is the find-
ing of the Tet phase in the samples subjected to hot iso-
static pressing. Let us consider the processes occurring
in the ceramic samples during hot isostatic pressing in
more detail. First, hot isostatic pressing in argon brings
about a partial reduction of zirconia and the formation
of a large amount of oxygen vacancies. As a conse-
quence, the ceramic sample turns a black color. It is
known that oxygen vacancies can participate in the sta-
bilization of the T and F phases [12] and, probably,
decrease the stabilizing effect of yttrium ions under cer-
tain conditions. Second, during hot isostatic pressing,
the material becomes increasingly denser due to the
dilution of the intercrystallite material and accommo-
dation of the shape of a grain to the shape of the neigh-
boring grains through plastic deformation. As was
shown in [13], plastic deformation of dislocation nature
in partially stabilized zirconia starts at a temperature of
about 973 K. Therefore, hot isostatic pressing is accom-
panied by two complementary processes: a loss of oxy-
gen and plastic deformation of the ceramic grains.
When the dislocations meet yttrium ions, they can also
reduce the stabilizing effect of yttrium.

Thus, the formation of the Tet phase upon hot isostatic
pressing can be associated with the additive effect of
oxygen vacancies and dislocations. This phase can be
easily transformable, as is the case with zirconia at a low
content of the stabilizer [1]. Therefore, the existence of
the Tet phase and the high density of samples of series 2
are responsible for the large values of K1c and σF.

The second, no less important result of this study is
that the phase composition of the ceramic samples
changes after calcining in air. The Tet phase disappears,
the content of the Tt and F phases decreases, and the T '
phase is formed in large amounts. These variations in
the composition of the tetragonal phase and the
decrease in the ceramic density manifest themselves in
a decrease in K1c and σF for samples of series 3.

The above effect of calcining in air can be explained
as follows. Recall that, after hot isostatic pressing,
grains of the ceramic samples, first, already contained
dislocations and vacancies and, second, were in a
strained state apparently due to incomplete accommo-
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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dation of the grain shape. We assume that, upon calcin-
ing in air, the yttrium ions could be more uniformly dis-
tributed throughout the grain bulk both under the action
of internal stresses and owing to the dislocation pipes.
This brought about the formation of the T ' phase,
whereas the drastic decrease in the amount of oxygen
vacancies led to the disappearance of the Tet phase.
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Abstract—The –VO axial centers in crystalline KTaO3 were found to undergo alignment under the action
of polarized light. The sign of the effect is shown to change depending on the wavelength of the aligning light.
A parallel study of the spectral response of photoconductivity of the same samples led to the conclusion that
the alignment of the copper centers is driven not by reorientation but rather by an anisotropic recharging of the
centers, which involves both the conduction and valence bands of the crystal. This interpretation was supported
by a study of the kinetics of thermal destruction of the copper center alignment. © 2004 MAIK “Nauka/Inter-
periodica”.

CuTa
2+
1. INTRODUCTION

Elucidation of the physical mechanisms responsible
for the defect center orientation ordering in a crystal
due to an external anisotropic action is a topical issue
both in solid-state physics and for applications where
the symmetry of the object is crucial (for instance, sec-
ond harmonic generation, photorefraction, etc.). The
illumination of a crystal with polarized light, which can
bring about alignment of low-symmetry defect centers,
can serve as a simple illustration of such an anisotropic
action. The optical ordering of the center orientation
can be of various natures. As follows, for instance, from
the well-known studies by Lüty (see [1] and references
therein), the alignment of FA centers in alkali halide
crystals is caused by the orientation-sensitive excitation
of the centers and their subsequent reorientation in the
excited state. Another mechanism of alignment associ-
ated with anisotropic photoinduced recharging of the
centers was considered, in particular, by Berney and
Cowan [2] for the Fe+–VO centers in SrTiO3. Obviously,
in the cases where centers may reside in two different
charge states, preferential recharging of centers of the
same orientation manifests itself as alignment.

It was shown in [3, 4] that optical alignment of two
tetragonal iron complexes (FeTa–VO and FeK–Oi) in a
potassium tantalate crystal results from orientation-
sensitive photoionization of these centers. It was found
that the photoionization efficiency of both centers
depends on the mutual orientation of the center axis and
the light polarization vector. As a result, the axes of
defects with a given charge state are no longer distrib-
uted with equal probability over the three 〈100〉  direc-
1063-7834/04/4602- $26.00 © 20258
tions. This mechanism, while not including actual
reorientation of the FeTa–VO and FeK–Oi complexes,
brings about, nevertheless, alignment of the centers in
each of the two charge states along (or perpendicular
to) the light polarization vector.

An analysis of the total experimental data obtained
in [3, 4] led to the conclusion that two competing pho-
torecharging processes take part in the alignment. Thus,
in the case of the FeK–Oi center, both the photoioniza-

tion of –Oi (with the promotion of one electron to

the conduction band and the formation of –Oi) and
the phototransfer of an electron from the valence band

to –Oi (with the formation of a hole in the valence

band and the appearance of –Oi) take place.

These processes have, generally speaking, different
spectral thresholds; therefore, illumination in various
spectral regions may, in principle, give rise to align-
ments that are opposite in sign (depending on which of
the two processes dominates in a given spectral region).
It is this situation that was observed in the case of the

–VO centers in crystalline potassium tantalate,
where alignment reverses sign when the wavelength of
the polarized light is changed.

As follows from an analysis of the available litera-
ture data, the determination of the mechanism of opti-
cal alignment in each given case (actual reorientation of
the centers or their orientation-sensitive photorecharg-
ing) is a very complex problem. In this study, we suc-
ceeded in solving it by performing a parallel investiga-

FeK
2+

FeK
3+

FeK
3+

FeK
2+

CuTa
2+
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tion of the spectral responses of the photoconductivity
and alignment, as well as of the thermal relaxation
kinetics of the aligned centers.

2. EXPERIMENTAL TECHNIQUES

We studied KTaO3 : Cu single crystals grown at the
Ioffe Physicotechnical Institute by spontaneous crystal-
lization from a slowly cooled melt. The growth took
place in an oxygen environment at a cooling rate of
0.5 K/h. The crystals grown from a batch with copper
contents of 0.5 and 5 at. % were transparent in the
former case and greenish in the latter. We also studied
crystals obtained from a batch containing, in addition to
copper, a few percent of niobium and a very low vana-
dium impurity. The results on the optical alignment of
copper centers reported below were obtained primarily
on crystals grown from the batch with 5 at. % copper
content.

The EPR spectra were measured with a modified
3-cm Radiopan SE/X2544 spectrometer.

The light sources were laser diodes operating at var-
ious wavelengths in the range 450–850 nm, a tunable
(Spectra Physics 164-05) argon laser, a helium–neon
laser, and a copper-vapor laser, as well as a mercury
lamp (100 W). The measurements in the red and IR
spectral regions were conducted with a tungsten halo-
gen incandescent lamp (70 W) and a xenon lamp
(250 W), provided by a set of wide-band and interfer-
ence (pass band 10 nm) filters.

On passing through a crystal polarizer, the light
from the source was focused on the upper face of a
quartz rod (4 mm diameter, 270 mm length, end faces
plane and polished), which served as a light guide. A
sample was fixed to the lower rod face. The bottom part
of the rod with the sample was inserted in the cold fin-
ger of a nitrogen Dewar vessel mounted in the spec-
trometer cavity. The polarizer provided a high enough
degree of polarization (>95%) throughout the spectral
range covered (350–2000 nm). Most of the depolariza-
tion occurred in the quartz rod and did not exceed 10%.

The studies of the temperature behavior were car-
ried out in a nitrogen-flow cryostat (temperature range
90–500 K, stability ±0.1 K).

Figure 1 shows the sample orientation with respect
to the magnetic field H0 and to the light wave vector.

The steady-state photocurrent was measured with an
electrometric amplifier (sensitivity 10–14 A) at room
temperature, with excitation provided by a xenon or the
incandescent lamp through the interference filters. The
dark conductivity was extremely low. The photocurrent
excitation spectrum was normalized against the photon
flux.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
3. MAIN RESULTS

3.1. EPR Spectrum

The KTaO3 : Cu crystals studied exhibit two intense
spectra of Cu2+ (S = 1/2, I = 3/2) of tetragonal symme-
try. The spectral parameters are very similar and coin-
cide with those reported in [5, 6]. Figure 2 shows the
angular response of both spectra in the (100) plane. The
spectra contain not only the hyperfine but also a super-
hyperfine structure, whose resolution depends, to a
considerable extent, on both the crystal orientation in
the magnetic field and the batch composition. The anal-
ysis of the superhyperfine interaction of copper ions
performed in [6] revealed that Cu2+ ions substitute for
Ta5+ (I = 7/2) and that the interaction of the unpaired
electron with the nuclei of the four tantalum ions
accounts for the total width of each of the hyperfine
components (about 30 Oe).

Fig. 1. Geometry of the photo-EPR experiment. Magnetic
field H0 is in the (001) plane.
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Fig. 2. Calculated angular dependences of the resonance
fields of the Cu2+ EPR lines (without inclusion of the
superhyperfine structure) in KTaO3 in the { 100} plane
(ν = 9.29 GHz, T = 78 K). Curves 1 and 2 refer to spectra I
and II, respectively. The experimental points fall on the cal-
culated curves and are omitted to make the figure more
revealing.
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The tetragonal symmetry of the two observed cen-
ters is apparently due to two types of local compensa-
tion of the effectively negative charge of the impurity
ion by oxygen vacancies. The possible mechanisms of
formation of the center structure were associated with
charge compensation by one or two oxygen vacancies
[6] or with a more complex model taking into account
charge transfer and lattice distortion in the vicinity of
the Cu2+ ion [7].

Optical alignment was observed for center I (g|| =
2.24, g⊥  = 2.04, A|| = 173 × 10–4 cm–1), whose spectral
intensity was found to substantially exceed that of
center II (Fig. 3). (The EPR spectrum of center II in
crystals grown from a batch with a copper content of
0.5 at. % was only slightly above the background.)

We performed measurements for the crystal orienta-
tion corresponding to θ = 14° (Fig. 2), in which the
spectral components of the two centers x and y with
mutually perpendicular orientations in the horizontal
plane specified in Fig. 3 (spectrum I) were not super-
posed on the EPR lines of the z center.

3.2. Spectral Dependence of the Alignment

Illumination of a sample with polarized light within
a broad spectral range (370–920 nm) distorts the uni-
form distribution of the centers over their possible ori-
entations along the three 〈100〉  axes. Experimentally,
we were able to detect variations only in the concentra-
tion of the x and y centers (nx , ny), because the strong-
field components of the x and y centers (Figs. 2, 3)
superposed on the EPR lines of the z centers. Thus, we
measured the intensities of the third component of the x

2600 2800 3000 3200

x yx x
Cu2+(I)

Cu2+(II)

H, Oe

Fig. 3. EPR spectrum of KTaO3 : Cu (5%) obtained in the X
range at T = 78 K and θ = 14°. The strong-field components
of the x and y centers superpose on the z-center lines in
spectrum I. Only one of the x-center components could be
resolved in spectrum II. The other lines are overlaid by the
stronger lines in spectrum I.
PH
centers and of the first (weak-field) component of the y
centers (Fig. 3).

Figure 4 (dashed line) illustrates the variation of the
ratio of the x and y center concentrations after illumina-
tion of the sample by light with λ = 655 nm and the e || y
electric vector orientation. The degree of alignment A =
(ny – nx)/(nx + ny) reaches 0.66 in this case and the con-
centration ratio ny/nx increases from 1 to 4.9. At the
same time, light with a wavelength of 450 nm brings
about a reverse variation in the relative values of nx and
ny, i.e., a reversal of the sign of the alignment (solid
curve in Fig. 4); the value of |A | in this case is 0.41.
Light with the electric vector e || x gives rise to changes
in nx and ny opposite to those described above.

In the course of the alignment, the total spectral
intensity (measured as 2Ix + Iy for e || y) remains con-
stant to within experimental error (±5%).

Below ~230 K, the alignment produced by polarized
light persists in the dark for an indefinite period of time.

Figure 5a shows the spectral response of the quan-
tity A measured in the range 370–920 nm. Two qualita-
tive features of this relation are noteworthy:

(i) The existence of two broad spectral regions dif-
fering in the sign of alignment and having a fairly sharp
boundary between them near 520 nm (~2.4 eV).

(ii) The existence of a long-wavelength alignment
threshold; namely, light with a wavelength in excess of
870 nm (~1.4 eV) does not initiate alignment of the
centers.

The reversal of the alignment sign can be associated
with the light-induced change in the charge state of the
copper ion and with the involvement of two rather than
one electronic bands of the crystal in this process [4]. In

2600 2800 3000 3200

450 nm

655 nm

x x x

y

H, Oe

Fig. 4. Optical alignment of the –VO centers in

KTaO3. Dashed line is the EPR spectrum measured after
illumination of the sample by e || y light with a wavelength
of 655 nm. Illumination with light of wavelength 450 nm
(solid line) reverses the alignment sign.
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the crystals under study, the copper ions reside appar-
ently in two charge states, Cu2+ (its EPR spectrum is
observed) and Cu3+ (its spectrum is not observed at
77 K [8]). Thus, the alignment threshold (1.45 eV) cor-
responds to the energy gap between the Cu2+/3+ level
and the edge of one of the electronic bands of the crys-
tal (for instance, the conduction band bottom). After the
photon energy has reached 1.45 eV, the ionization pro-
cess Cu2+  Cu3+ begins (process 1 in Fig. 6) and its
anisotropy results in alignment of the centers. After the
photon energy has reached ~1.9 eV, process 2 is initi-
ated and, being more efficient, brings about a fast
decrease in the alignment factor and a subsequent
reversal of its sign.

3.3. Photoconductivity of KTaO3 : Cu Crystals

The light-induced recharging of the copper ions
should obviously contribute to the photoconductivity of
the crystals under study. Therefore, if the operating
optical-alignment mechanism is related to the photo-
ionization of copper ions, a correlation between the
spectral dependences of these two effects could serve as
direct evidence of this mechanism. This correlation was
observed to exist and is shown in Fig. 5.

The excitation spectrum of photoconductivity
(Fig. 5b) exhibits two broad bands differing strongly in
intensity (by three to four orders of magnitude). A
remarkable feature in this curve is the presence of a
long-wavelength photocurrent excitation threshold at
860–880 nm, which coincides with the spectral thresh-
old for the alignment (Fig. 5a). In our opinion, such an
exact coincidence of the two thresholds cannot be acci-
dental and indicates that the observed alignment is due
to the photoionization of the copper ions. It is also
remarkable that the boundary between the two photo-
conductivity bands is close to the photon energy
(~1.9 eV, Fig. 5) at which a sharp decrease in the posi-
tive alignment factor is observed to occur.

3.4. Thermal Destruction of Center Alignment 

As already mentioned, at temperatures below
~230 K, the alignment of the centers persists in the dark
for an indefinite period of time. However, a rise in tem-
perature up to ~250 K leads to its fast destruction, i.e.,
to restoration of the uniform distribution of the centers
over their orientations along the three 〈100〉  axes.

The decay rate of the alignment depends very
strongly on temperature and, therefore, can be measured
only within a narrow temperature interval. Figure 7a pre-
sents the curves describing the decay of alignment (pro-
duced by light with λ = 578 nm) in the dark with time
at three temperatures in the range 245–265 K. Each of
these curves is very well fitted with one exponential,
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sponding bands in the photoconductivity spectrum. The
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Fig. 6. Schematic diagram of the levels and transitions asso-
ciated with the CuTa–VO tetragonal complexes. The light-
induced electronic transitions are identified by straight
arrows. The thickness of the arrows conventionally reflects
the difference between the ionization cross sections for the
x and y centers for the case of the light polarization e || y.
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Fig. 7. (a) Thermal destruction of the Cu2+–VO center align-
ment in KTaO3 found to occur at T = 245, 255, and 265 K.
Points are the experimental data, and solid lines are
obtained by fitting with a single exponential with character-
istic decay time τ. (b) Rate of thermal destruction of the
alignment (w = 1/τ) of Cu2+–VO centers in KTaO3 plotted
vs. temperature. The initial alignment was created by polar-
ized light with a wavelength of (1) 436 nm and (2) in the
spectral interval 600–800 nm.
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Fig. 8. Stationary alignment of the Cu2+–VO centers:
(1) concentration ratio nx/ny vs. temperature obtained under
simultaneous illumination with polarized light with a wave-
length of 436 nm, P = 2 mW, and (2) concentration ratio
ny/nx obtained as a function of temperature for the case of
illumination by polarized light in the spectral interval 600–
800 nm, P = 15 mW. Points are experimental data, and
curves are calculated using parameters ∆E and w0 derived
from Fig. 7.
P

exp(–t/τ). The relaxation time τ for these three curves
varies by nearly a factor of 30, from 1620 s (at 245 K)
to 59 s (at 265 K). Figure 7b demonstrates an exponen-
tial dependence of w = 1/τ on 1/T, which makes it pos-
sible to determine the activation energy of the process
∆E = 0.90 ± 0.02 eV and the prefactor w0 = (2 ± 0.5) ×
1015 s–1.

A similar study of thermal destruction of the align-
ment created by light with λ = 436 nm yielded values of
∆E and w0 that coincide with the above figures.

Figure 8 displays temperature dependences of the
steady-state degree of alignment (characterized by the
nx/ny concentration ratio) under illumination of the
sample with polarized light. Assuming that the concen-

tration of the  centers substantially exceeds the

concentration of , the variation of the stationary
value of the ratio ny /nx with increasing temperature can
be described by the following expression (obtained
using the equations from [4]):

 

Here, R1 and R2 are fitting parameters, which can be
expressed in terms of the corresponding ionization
cross sections of the copper centers:

(i)  and R2 =  +  for
alignment with light in the interval 600–800 nm and

(ii)  and R2 = (  +

)  for alignment with light with a wave-

length of 436 nm. The absorption cross sections  and

 (i = 1, 2) refer to photoionization transitions 1 and
2 in Fig. 6 for light polarized parallel and perpendicular
to the center axis, respectively; Px and Py are the flux
densities of photons with polarizations along the corre-

sponding axes; and  is the concentration ratio of

the  and  centers.

We readily see that the curves calculated for the val-
ues of ∆E and w0 derived from the data from Fig. 7 are
in good agreement with the experiment.
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4. DISCUSSION OF THE RESULTS

The remarkably good coincidence of the two char-
acteristic energies derived from the spectral depen-
dence of the copper center alignment, 1.45 and 1.90 eV;
(Fig. 5a), with the cutoff energy of photoconductivity
(1.45 eV) and the energy separating the two photocon-
ductivity bands (1.90 eV; Fig. 5b) in KTaO3 crystals
unambiguously indicates the alignment effect to be
related to the photoionization of copper ions and, thus,
identifies the mechanism of alignment of the defect
centers under study to be their orientation-sensitive
photoionization. Note that the correlation between the
spectral responses of the photoconductivity and of the
alignment effect revealed in our earlier studies on the
optical alignment of two tetragonal iron centers in the
same KTaO3 crystal [4] was substantially weaker and,
therefore, could not be considered a convincing argu-
ment for establishing the real alignment mechanism.

Now let us discuss the involvement of both electron
bands of the crystal in the alignment effect and the
interpretation of the experimentally observed sign
reversal of the alignment. The proposed explanation for
the reversal of the alignment sign is convincingly
argued for by the values of the alignment threshold
(1.45 eV) and of the photon energy (1.9 eV) at which
the degree of alignment starts to decrease rapidly and
eventually change the sign of the effect (Fig. 5b); these
values indicate that a second mechanism (process 2 in
Fig. 6) becomes operative. Indeed, in accordance with
the Born–Haber thermodynamic cycle [9–11], the sum
of the threshold energies for photoionization of the

 tetragonal center and for electron transfer from

the valence band to  should be equal to the band
gap energy Eg. The sum of the experimental values of
these two threshold energies is 3.35 eV, which is close
to the available estimates of Eg in KTaO3, namely, 3.6–
3.8 eV [12, 13].

Let us now discuss the results obtained in studying
the kinetics of thermal destruction of the alignment of
the centers. What physical process resulting in the
decrease of the degree of alignment could be identified
with the experimentally found energy ∆E? Such pro-
cesses could be:

(1) thermally induced recharging   ,
i.e., transitions 1 or 2 in Fig. 6;

(2) thermal ionization of traps followed by the cap-
ture of electrons or holes by copper ions; and

(3) thermal reorientation of the centers under study
(oxygen vacancy hopping).

If the alignment was destroyed by thermal ioniza-
tion of CuTa, the long-wavelength thresholds for align-
ment and for photocurrent (1.45 eV) would coincide
with the value of ∆E (0.90 eV) extracted from the

CuTa
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CuTa
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CuTa
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CuTa
3+
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experimental data on the thermal destruction of align-
ment of the centers.

If the alignment (of either sign) occurred through
thermal ionization of the traps, then transitions con-
necting the copper ions with the two energy bands of
the crystal would require the existence of traps of two
types, namely, of the electronic and hole types. The
exact coincidence of the two values of ∆E obtained
from the experimental data on the thermal destruction
of the center alignment of either sign argues against the
above mechanism.

Furthermore, recapture of the carriers released from
the traps by CuTa ions should have resulted, in addition
to a decrease in the degree of alignment [4], in a change
in the total spectral intensity. A special measurement of
the intensity of the spectrum of aligned centers con-
ducted in the 245- to 265-K interval revealed that the
total intensity remains unchanged (within an experi-
mental accuracy of, ±5%) after the light is turned off,
although the degree of alignment becomes zero fairly
rapidly at these temperatures.

Thus, we come to the conclusion that it is mecha-
nism 3 that provides the only viable interpretation for
the energy ∆E; namely, the energy found, ∆E = 0.90 eV,
is the height of the barrier separating various orienta-
tions of the center (for instance, the neighboring posi-
tions of the oxygen vacancy in the model of the center
proposed in [6]).

Thus, the alignment of the copper centers created in
KTaO3 crystals in the course of anisotropic photoion-
ization is destroyed thermally through real reorienta-
tions of the centers.

5. CONCLUSIONS

The results obtained in this study offer convincing

proof that the optical alignment of the  tetragonal
centers in the potassium tantalate crystal occurs, simi-

larly to that of –Oi and –VO centers in the
same crystal, through orientation-sensitive center
recharging, as a result of which the axes of the defects
with a given charge state become no longer equally dis-
tributed over the three 〈100〉  crystallographic direc-
tions. Thus, the mechanism of optical alignment of
axial defect centers studied by us does not involve
actual reorientations of them. At the same time, thermal
relaxation of the aligned copper centers occurs through
hopping of the oxygen vacancy belonging to the defect
center.
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Abstract—The presence of an anomalously large number of vacancies in Pd–Mo alloys subjected to hydroge-
nation is revealed using precise x-ray diffractometry. These alloys are found to undergo nonmonotonic struc-
tural evolution during long-term relaxation. The evolution is characterized by aperiodic time variations in the
number of coexisting phases, in the volume of each of them, and in the defect structure and by the cooperative
motion of vacancies (as well as hydrogen in the early stage) between the matrix and defect regions. The key
features of this evolution are an anomalously high concentration of not only hydrogen but also vacancies and a
high concentration of defect regions, which causes thermodynamic instability of the system. The structural evo-
lution has an oscillating character, because the maxima of thermodynamic instability of the matrix and of an
ensemble of defect regions are separated in time. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The kinetics of structural transformations in palla-
dium alloys after hydrogenation has been shown to be
nonmonotonic [1–6]. Long-term variations in the
defect structure were found in Pd–W–H alloys [1, 2].
Multiphase decomposition and stochastic changes in
the number and volume fractions of coexisting phases
during long-term relaxation were observed in binary
alloys of Pd with Er, Ta, or Mo after their saturation
with hydrogen [3–6]. Synergetic models, based on the
“predator–prey” and Lorenz schemes, were proposed
for some of these phenomena [1, 3, 7].

Oscillations in structural characteristics have been
detected not only in metal–hydrogen systems but also
in a number of other nonequilibrium systems, e.g., in
severely irradiated [8] or plastically deformed [9] met-
als and alloys.

Analysis of the reported data showed that different
palladium alloys exhibit radically different characters
of structural changes after hydrogenation. To reveal
possible causes of this phenomenon, we chose a Pd–
Mo alloy. This alloy is a convenient subject for study,
since the atomic radii of its components are virtually
the same and the binding energy between hydrogen and
palladium is substantially higher than that between
hydrogen and molybdenum. The study of nonmono-
tonic evolution in Pd–Mo–H systems can offer some
insight into the processes occurring in other nonequi-
librium condensed systems.

In this work, we analyze the characteristic features
of the structural evolution of Pd–Mo–H alloys after
their saturation with hydrogen and the key factors
determining these features and propose approaches to
constructing a microscopic scheme of the phenomena
that occur in these alloys during long-term relaxation.
1063-7834/04/4602- $26.00 © 20265
2. EXPERIMENTAL

For examination, we used x-ray diffraction (mono-
chromatized CuKα1 radiation) following the technique
described in detail in [2–6]. A Pd–5 at. % Mo alloy was
melted from high-purity metals in an electric-arc fur-
nace and then homogenized at 900°C for 24 h. After
cutting, the surface of the samples was polished; for
this reason, the thickness of the deformed surface layer
was greater than the x-ray penetration depth (less than
10 µm) for all reflection planes under study. The alloy
was saturated with hydrogen electrolytically at a cur-
rent density of 80 mA/cm2 for one hour and then stored
in air under normal conditions. The profiles of the
(111), (200), (220), (311), and (222) diffraction lines
were analyzed with the Origin software package.

The angular positions of the diffraction peaks for the
initial state corresponded to the Reuss formula for
deformed materials [10]; according to this formula, the
dependence of ahkl on the Miller indices has the form

 (1)

Here, a0 is the lattice parameter of the cubic matrix; σ is
the elastic stress in the surface; and

where S11, S12, and S44 are the elastic compliance coef-
ficients.

The elastic stresses appearing as a result of polish-
ing the palladium alloys cause tensile strains along the
normal to the sample surface [5, 11], which are induced
by defect complexes generating image forces. The sat-
uration of such alloys with hydrogen leads to a change
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in the sign of the elastic stresses in the system before
hydrogenation (i.e., to compression) [5, 11].

We find the values of a0 and σ from the least squares
fits to the set of equations (1) for the (111), (200), (220),
and (222) planes with an accuracy of 0.0004 Å and
3 kg/mm2, respectively. After diffraction peaks were
resolved into components corresponding to different
coexisting phases of Pd–Mo–H alloys, the errors of
measuring a0comp and σcomp (the lattice parameter and
the level of elastic stresses for the corresponding phase)
were 0.0015 Å and 10 kg/mm2, respectively.

Dependence of σcomp and a0comp on the time t after hydroge-
nation

t, h 〈σ〉 ,
kg/mm2 〈a0〉 , Å

σcomp,
kg/mm2 a0comp, Å

0 (initial state) –43 3.8873

2–2.4 30 3.9070

4.4–4.7 44 3.9007

7.2–7.7 44 3.8953

22.7–25.3 48 3.8886 112 3.8963

–1 3.8886

26.5–28.6 55 3.8889 112 3.8954

–9 3.8799

29.4–31.9 45 3.8877 118 3.8952

3 3.8874

52.3–55.0 49 3.8853 139 3.8938

10 3.8785

96.7–99.5 42 3.8827 134 3.8889

–6 3.8795

120–123 49 3.8827 63 3.8855

20 3.8755

193–196 52 3.8831 108 3.8903

–13 3.8760

218–224 55 3.8831 115 3.8909

18 3.8844

241–268 54 3.8830 85 3.8851

–1 3.8793

16300 55 3.8841

18400 57 3.8831

20568 47 3.8855 95 3.8893

10 3.8834

21672 19 3.8828
P

3. EXPERIMENTAL RESULTS

3.1. Time Dependence of 〈a0〉  
in the Pd–Mo–H Alloys: Effect of Vacancies

Analysis of the lattice parameter 〈a0〉  of the cubic
matrix averaged over all phases in the hydrogenated
state (see table) showed that it varies nonmonotonically
during relaxation. Indeed, after saturation of a Pd–Mo
alloy with hydrogen, 〈a0〉  first increases because of dis-
solved hydrogen (up to 8 at. %) and then decreases. In
the range 22–28.6 h after saturation, the lattice param-
eter 〈a0〉  eases to decrease, then again starts to decrease,
and reaches its minimum (3.8827 Å) in 96 h after satu-
ration; then, up to time t = 18400 h, it oscillates only
slightly. The values of 〈a0〉  measured in Pd–Mo alloys
in the initial state coincide with the reported data [12,
13]. Four days after saturation, the lattice parameter
was found to be 0.004 Å smaller. This decrease can be
due to the appearance of vacancies, whose concentra-
tion can be calculated by the formula

 (2)

where nvac is the vacancy concentration, v 0 is the atomic
volume, and ∆vat is the relative decrease in the atomic
volume due to the formation of one vacancy (0.2v 0).
The decrease in the lattice parameter indicated above
corresponds to a vacancy content of 1.5% in the system,
which is several orders of magnitude higher than their
content in the equilibrium state of Pd. This high
vacancy concentration in the hydrogen-saturated Pd–
Mo–H alloys remains unchanged up to 18400-h stor-
ing. Then, in 2200 h, their amount considerably
decreases, but, in the next 1100 h, it again increases to
the values measured after 96- to 120-h relaxation.

Note that a high vacancy concentration has been
found experimentally in Pd–H and Pd–Cu–H alloys
[14–16]. The theoretical analysis performed in [17]
showed that, in the Pd–H system, the vacancy concentra-
tion in the presence of hydrogen (e.g., 6 at. %) should
exceed its equilibrium value for pure Pd by three orders
of magnitude. However, such a theory has not yet been
obtained for the more complex systems considered in
this work.

3.2. Elastic Stresses and H–D–M–V Complexes 
in Pd–Mo–H Alloys

Measurements of elastic stresses after saturation of
a Pd–Mo alloy with hydrogen (see table) showed that
〈σ〉  changes sign and increases in magnitude, first rap-
idly (over the first 5 h) and then slowly (up to time t =
25–26 h). During further relaxation, 〈σ〉  remains vir-
tually unchanged to time t = 18400 h and then
decreases by 10 kg/mm2 over the period to t = 20570 h
and additionally by 28 kg/mm2 over the next period to
t = 21670 h. Note that the time position of the weakly
pronounced maximum of 〈σ〉  coincides with the instant
of time at which 〈a0〉  ceases to vary.

∆v /v 0 3∆a0/a0 nvac∆v at,= =
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The increase in 〈a0〉  when 〈σ〉  decreases slightly at
t = 20570 h can be due to the removal of a significant
portion of vacancies from the matrix to the surface (a
small quantity of vacancies pass from defect regions to
the matrix during this process). The simultaneous
decrease in these parameters at t = 21670 h is explained
by the passage of a significant portion of vacancies
from the defect regions to the matrix.

By taking into account the variation of both 〈a0〉  and
〈σ〉 , we can refine the composition of defect complexes
appearing in the system upon hydrogenation. As was
shown in [6], vacancies should enter into the defect
complexes along with hydrogen. This model of the
defect complexes (H–D–M–V complexes) explains a
decrease in the specific volumes of the defect regions
upon hydrogenation and, therefore, seems preferable to
the model proposed earlier in [2]. The H–D–M–V com-
plexes should be about a few nanometers in size, and
their structure needs to be revealed.
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Fig. 1. Bar x-ray diffraction patterns of all diffraction peaks
recorded within 16300 h. The abscissa is the lattice param-
eter (in Å), and the ordinate is the relative peak intensity.
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3.3. Coexisting Elastically Stressed Cubic Phases
in Saturated Pd–Mo–H Alloys

Figure 1 shows a bar x-ray diffraction pattern calcu-
lated from the experimental x-ray diffraction data
obtained 16300 h after the saturation of a Pd–Mo alloy
with hydrogen. As is seen, the (111), (200), (220), and
(222) diffraction peaks again become single peaks (as
before saturation) passing through various states (from
a single-phase to a multiphase state and vise versa) dur-
ing structural evolution (Fig. 2; see also [5]). The values
of a111, a200, a220, and a222 were found to correspond to
the Reuss formula with a high accuracy. We found that
a0 = 3.8873 ± 0.0002 Å and σ = –43 ± 2 kg/mm2

before saturation and a0 = 3.8841 ± 0.0002 Å and σ =
55 ± 2 kg/mm2 after saturation and storing under nor-
mal conditions for 16300 h. These data unambiguously
indicate that the phase under study is an elastically
stressed cubic phase having a decreased lattice param-
eter and stresses σ of opposite sign as compared to
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Fig. 2. Bar x-ray diffraction patterns of the (111) and (200)
reflections for certain states of the system. The abscissa is
the lattice parameter (in Å), and the ordinate is the relative
peak intensity. Numerals at the peaks show the storing time
(in hours).
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those in the initial state. The vacancy content in the
matrix of this phase is more than 1%, and the level of
stresses is about 3–5% of the elastic modulus.

Figure 2 shows bar x-ray diffraction patterns for the
(111) and (200) reflections at different instants of time
during relaxation. The abscissa is ahkl (in Å), and the
ordinate is the volume fraction occupied by coherent-
scattering domains (CSDs) of the phases found by
decomposing the diffraction peaks. As is seen, in a
number of states, one of the lines to be analyzed is a sin-
gle line, whereas the other ones, as a rule, consist of
several constituents. These patterns can be explained by
the presence of states with several cubic phases having
different a0comp and σcomp. Note that each of the clearly
resolved constituents of a multipeak reflection is attrib-
uted to a phase, which is defined as a homogeneous part
of a heterogeneous system [18, 19].

An alternative interpretation of the experimental
data obtained in this study could be the appearance of
low-symmetry phases in Pd–Mo–H alloys upon hydro-
genation. However, a special analysis showed that no
such phases correspond to the set of experimentally
measured dhkl.

Thus, the phases that appear after hydrogenation can
be represented as a set of several cubic phases having
different lattice parameters and different levels of elas-
tic stresses (or no stresses). The values of 〈a0comp〉  and
〈σcomp〉 calculated from the experimental data for a
number of states are given in the table.

3.4. Correlated Variations 
of σcomp and a0comp

The table gives the data for CSDs with the maxi-
mum and minimum values of σcomp and a0comp. Analysis
showed that the maximum values of a0comp always cor-
respond to the maximum values of σcomp. We failed to
find a strong correlation between other (not maximum)
values of σcomp and a0comp.

The effects detected can primarily be due to the sat-
uration of alloys with vacancies after hydrogenation, as
was noted above. The presence of vacancies in the
matrix decreases the lattice parameters a0comp of coex-
isting phases; hence, lower values of this parameter
should correspond to higher vacancy concentrations in
the matrix. The removal of vacancies from the matrix
should increase a0comp. If vacancies were to go to the
surface, the only detectable effect would be an increase
in a0comp. The fact that a considerable increase in a0comp

is accompanied by an increase in σcomp can be explained
only by the motion of vacancies from the matrix (Pd-
rich phase) to the defect regions (H–D–M–V com-
plexes) rather than to the surface.
P

3.5. Hydrogen–Vacancy Complexes

The decreased values of 〈a0〉  as compared to its
value in the initial state observed 96 hours after hydro-
genation and its further small oscillations mean that a
significant part of the most mobile component of the
system (“free” hydrogen atoms) leaves the matrix and
that the matrix contains a large number of vacancies.
However, there are experimental data indicating that
part of the hydrogen is retained in the matrix for a long
time to form H–V complexes in it. These complexes can
appear due to vacancies capturing both free hydrogen
and the hydrogen that escapes from (H–D–M–V) com-
plexes. Depending on the hydrogen-to-vacancy content
ratio in the H–V complexes, the formation of such com-
plexes can result either in an isotropic increase or in an
isotropic decrease in the lattice parameter. It should be
noted that the presence of hydrogen that is bound to
vacancies to form H–V complexes in Pd has been
reported in the literature [15]; therefore, our assump-
tion is based not only on our results. Note that these
complexes can even be at equilibrium [16], but only at
sufficiently high temperatures (T > 700°C).

Experimental data indicating the presence of H–V
complexes are given in the table (σcomp, a0comp). It is
seen that the lattice parameter of the phase where it is
higher exceeds the lattice parameter of Pd (3.8907 Å)
by 0.005–0.006 Å within 20–30 h after hydrogenation,
which can be caused only by the presence of hydrogen
in the system. At t = 96 h, the parameter becomes equal
to 3.8890 Å and, a day later, decreases by 0.0035 Å.
This decrease can be caused only by the presence of a
fairly large quantity of vacancies in this phase. How-
ever, the presence of vacancies is insufficient to account
for the subsequent 0.005-Å increase in the lattice
parameter of this phase (in the range 190–219 h) fol-
lowed by the 0.005-Å decrease (in the range 241–268 h).
It is reasonable to suppose that free hydrogen leaves the
matrix during these time intervals of sample storage
after hydrogenation and that hydrogen is retained in the
matrix in the form of small hydrogen–vacancy (H–V)
complexes.

Thus, we can conclude that the phases having high
values of a0comp represent Pd–Mo alloys with a low Mo
concentration and with comparatively stable hydrogen–
vacancy complexes. A phase with a smaller value of
a0comp is characterized by a considerably higher Mo
concentration; therefore, such a phase cannot contain
much hydrogen but can contain many vacancies.

4. DISCUSSION OF THE RESULTS 
AND DEVELOPMENT 

OF A MICROSCOPIC MODEL

An increase in the relaxation time of a Pd–Mo–H
alloy to 21500 h allowed us to reveal new (as compared
to the data reported in [5, 6, 11]) features of its struc-
tural evolution and the related key factors. These are an
anomalously high (about 1.5%) vacancy concentration
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004



ROLE OF VACANCIES IN THE STRUCTURAL RELAXATION OF Pd–Mo ALLOYS 269
and correlated (cooperative) nonmonotonic processes
of migration of vacancies and hydrogen and metal
atoms between the matrix and defect regions, which
take place even when the hydrogen concentration in the
matrix becomes insignificant. The latter means that the
decisive factor in the late evolution stages is a high con-
centration of vacancies migrating between the matrix
(probably, H–V complexes) and defect (H–D–M–V)
regions.

A microscopic model of the nonmonotonic struc-
tural evolution can be based on the following points.
The introduction of hydrogen to the system followed by
the formation of a new defect structure (vacancies and
various complexes of hydrogen, vacancies, and, proba-
bly, dislocations) can cause the system to loose stabil-
ity, as is the case in systems with a high dislocation den-
sity [20, 21]. As a result, at the initial stage of evolution,
according to the theory [7] based on the Edwards ther-
modynamic representation and the Lorenz scheme, a
substantially multilevel system forms in which mul-
tiphase decomposition is energetically favorable. Dur-
ing the subsequent relaxation, the defect structure of
the system is continuously rearranged due to hydrogen
removal and to redistribution and annihilation of
defects. Since the rates of these processes are different,
the thermodynamic stability of this system can change
with time in a complicated manner. The evolution is
determined by a number of factors operating in differ-
ent directions, such as the migration of hydrogen atoms
from Pd-rich CSDs in the matrix to the surface or grain
boundaries and the formation of various small and large
(like H–D–M–V) hydrogen–defect complexes. Note
that these complexes can be identified from isotropic or
anisotropic expansion or compression of the lattice. For
example, isotropic expansion or compression of the lat-
tice can be induced by the appearance of small H–V
complexes (depending on the hydrogen-to-vacancy
concentration ratio in these complexes), whereas aniso-
tropic compression can be due to the formation of
larger H–D–M–V complexes resulting in an increase in
σ. The formation of these complexes can affect the ther-
modynamic stability of both the complexes and the
matrix, thereby causing differently directed processes.
As a result, transformations in the hydrogen-containing
system produce a complex unstable defect structure,
which initiates various processes of vacancy migration;
the most important of such processes is likely the coop-
erative motion of vacancies between the matrix (proba-
bly, H–V complexes) and defect (H–D–M–V) regions.

Note that the time evolution of a0comp and σcomp is
characterized not only by the variation in their values
with time but also by their scatter in each state; e.g., the
single-phase state corresponds to no scatter in these
parameters. Therefore, the process of migration of
vacancies and of hydrogen and metal atoms can also be
a factor affecting the variation in the phase composition
of the system with time.
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Now, we develop a consistent model of this process.
We denote the vacancy concentration in the system by
n; the vacancy concentrations in the matrix and defect
regions by nM and nD, respectively; and the volumes of
the matrix and defect regions by VM and VD, respec-
tively. It is obvious that n = (nMVM + nDVD)/V.

If the process under analysis is reduced to vacancy
redistribution between the matrix and defect regions,
then ∆(nMVM) = –∆(nDVD) and only three variables of
the four introduced above are independent. Let these
variables be nM, VM, and VD. The variables VM and VD

characterize the volume fractions occupied by “preda-
tors,” and nM characterizes the concentration of “prey.”
In this notation, a set of equations describing the nM(t),
VM(t), and VD(t) dependences can be written as [1]

 (3)

 (4)

 (5)

In this work, we are interested only in the general char-
acter of the oscillating process. Therefore, it is suffi-
cient to introduce the following characteristic scales:
time scales t0, tD, and tM that specify changes in the cor-
responding quantities in the off-line mode; scales of
changes in the concentrations in the matrix regions due

to vacancy adsorption  and changes in the vacancy
concentration in the matrix n0M; and the corresponding
scales Vrm and Vdr for the matrix and defect regions,
respectively. In this case, in Eq. (3), the first term
describes the vacancy generation under external action
(upon hydrogenation), the second term allows for
mutual annihilation (if any occurs) of free vacancies
due to their clustering (note that, in the presence of
hydrogen, this term can also characterize the formation
of hydrogen–vacancy clusters), the third term describes
a decrease in the vacancy concentration in the defect
regions (in the corresponding time interval), and the
last term represents an increase in this concentration in
the matrix regions. Equations (4) and (5) describe the
behavior of the defect and matrix regions, respectively;
the first terms describe their Debye relaxation, and the
second terms, an increase in the volume of predators (in
other words, an increase in VM or VD) due to vacancy
absorption. The directions of the changes in VM and VD

are opposite, and the sign symmetry of Eqs. (4) and (5)
means that changes in VM and VD are measured from the
values most distant from their average levels. The
experimental data on the structural evolution in the late
stage (20570–21670 h) indicate that vacancies pass
from the defect regions to the matrix; therefore, as an
effective variable, we can take the difference in the vol-
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umes VM and VD rather than the volumes themselves. In
this case, the set of equations (3)–(5) can be simplified.
With the notation VM – VD = VMD = ρ, we can write

 (6)

 (7)

The physical meaning of the terms in the set of equa-
tions (6) and (7) is clear from the above description of
the terms in Eqs. (3)–(5). The advantage of this set is in
the transition to a simpler two-dimensional scheme,
which makes it possible to construct a clear two-dimen-
sional phase portrait describing the structural evolution
of the system.

This phase portrait is shown in Fig. 3. As is seen, the
(ρ, nM) phase plane contains three singular points,

namely, focus F with coordinates ρF = ρ0 and

nF = n0 and two saddles at (0, 0) and (0, n0).

In the physical region (ρ, n) > 0, the evolution of the
system is described by a phase path spiraling onto the
focus F for any initial values of the volume fraction of
the matrix regions and of the vacancy concentration.

This behavior corresponds to the experimentally
observed oscillatory behavior of the system under
study. If vacancies leave the system by reaching the sur-
face or form new vacancy clusters (mainly, bivacan-
cies), the oscillating processes have a damping charac-
ter. Otherwise, they are steady (the classical predator–
prey scheme). As shown in [1], this behavior of the sys-
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Fig. 3. Phase portrait.
P

tem corresponds to a shift of the upper saddle to infinity
and the transformation of the focus into a center.

Our analysis is not exhaustive, since we analyzed
the situation where only vacancies are involved in the
processes. A detailed analysis requires more variables
in order to take into account at least the simultaneous
motion of vacancies and hydrogen. However, solving
this multidimensional problem is beyond the scope of
this work and will be discussed in future publications.

Another problem is of interest. The recorded dif-
fraction peaks or their constituents are fairly narrow,
which indicates that the structural states in the same
CSDs in the whole scattering volume of a crystal are
virtually the same. This means that the processes pro-
ceeding in different regions of a crystal are synchro-
nized. This phenomenon can be caused by the follow-
ing factors. For example, collective modes of migrating
hydrogen atoms, vacancies, etc., can appear in the sys-
tem [22]; atomic motion in these modes is synchro-
nized to a certain degree. Another explanation is based
on the ideas put forward in [5, 7]. According to [7], the
multilevel system under study consists of regions of
intermediate size (peculiar quasi-cells similar to the
Bénard cells [5, 23]), each of which corresponds to one
of the long-lived (in the thermodynamic aspect) energy
states, whose number is not large. The system evolves
in such a way that only a small number of these states
arise at different times because of vacancy and hydro-
gen migration. Therefore, the x-ray reflections consist
of a few peaks and their widths are determined by the
size and defect structure of CSDs of the corresponding
phases, which were found to vary only slightly with
time. For this explanation of the synchronization of the
relaxation processes in different regions of a crystal, the
role of vacancy and/or hydrogen migration is impor-
tant. Due to the motion of vacancies and hydrogen not
only between the defect regions and matrix (this pro-
cess was considered in detail above) but also between
the CSDs of different phases, the number of phases
whose CSDs are in the reflecting position varies with
time.

ACKNOWLEDGMENTS

We are grateful to V.A. Bushuev, A.I. Olemskiœ, and
I.A. Lubashevskiœ for helpful discussions.

This work was supported by the Russian Foundation
for Basic Research, project nos. 02-02-16537 and 03-
02-06690.

REFERENCES
1. A. A. Katsnel’son, A. I. Olemskoœ, I. V. Sukhorukova,

and G. P. Revkevich, Vestn. Mosk. Univ., Ser. 3: Fiz.
Astron. 35 (3), 94 (1994); Usp. Fiz. Nauk 165 (3), 331
(1995) [Phys. Usp. 38, 317 (1995)].

2. V. M. Avdyukhina, A. A. Katsnel’son, and G. P. Revke-
vich, Kristallografiya 44 (1), 49 (1999) [Crystallogr.
Rep. 44, 44 (1999)].
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004



ROLE OF VACANCIES IN THE STRUCTURAL RELAXATION OF Pd–Mo ALLOYS 271
3. A. A. Katsnel’son, V. M. Avdyukhina, D. A. Olemskoœ,
et al., Fiz. Met. Metalloved. 88 (6), 63 (1999).

4. V. M. Avdyukhina, A. A. Katsnel’son, G. P. Revkevich,
et al., Al’tern. Énerg. Ékol., No. 1, 11 (2000).

5. V. M. Avdyukhina, A. A. Anishchenko, A. A. Kats-
nel’son, and G. P. Revkevich, Perspekt. Mater., No. 6, 12
(2001).

6. V. M. Avdyukhina, A. A. Anishchenko, A. A. Kats-
nel’son, and G. P. Revkevich, Perspekt. Mater., No. 4, 5
(2002).

7. V. M. Avdyukhina, A. A. Katsnel’son, D. A. Olemskoœ,
et al., Fiz. Tverd. Tela (St. Petersburg) 44 (6), 979 (2002)
[Phys. Solid State 44, 1022 (2002)].

8. V. S. Khmelevskaya and V. G. Malynkin, Materialovede-
nie, No. 2, 25 (1998).

9. A. A. Katsnel’son and P. Sh. Dazhaev, Fiz. Met. Metall-
oved. 30, 663 (1970).

10. Ya. S. Umanskiœ, X-ray Diffraction Methods for Study-
ing Metals and Semiconductors (Metallurgiya, Moscow,
1969).

11. M. K. Mitkova, G. P. Revkevich, and A. A. Katsnelson,
J. Alloys Compd. 216, 183 (1995).

12. M. Ura, Y. Haraguchi, F. L. Chen, and Y. Sakamoto, J.
Alloys Compd. 231, 436 (1995).

13. E. Kudielka-Arther and B. B. Argent, Proc. Phys. Soc.
London 80, 1143 (1962).
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
14. G. P. Revkevich, A. A. Katsnel’son, V. M. Khristov, and
M. A. Knyazeva, Izv. Akad. Nauk SSSR, Met. 4, 180
(1990).

15. Y. Fukai and N. Okuma, Phys. Rev. Lett. 73, 1640
(1994).

16. Y. Fukai, Y. Ichii, Y. Goto, and K. Watanabe, J. Alloys
Compd. 313, 121 (2000).

17. V. M. Bugaev, V. A. Tatarenko, C. L. Tsinman, et al., Int.
J. Hydrogen Energy 24, 135 (1999).

18. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 5: Statistical Physics, 2nd ed. (Nauka,
Moscow, 1964; Pergamon, Oxford, 1976).

19. M. A. Leontovich, Introduction to the Thermodynamics.
Statistical Physics (Nauka, Moscow, 1983).

20. G. A. Malygin, Usp. Fiz. Nauk 169 (6), 979 (1999)
[Phys. Usp. 42, 887 (1999)].

21. B. A. Grinberg and M. A. Ivanov, Intermetallic Com-
pounds Ni3Al and TiAl: Microstructure and Deformation
Behavior (Ural. Otd. Ross. Akad. Nauk, Yekaterinburg,
2002).

22. A. I. Olemskoœ and A. A. Katsnel’son, Usp. Fiz. Met. 3,
5 (2002).

23. G. Nicolis and I. Prigogine, Exploring Complexity (Free-
man, New York, 1989; Mir, Moscow, 1990).

Translated by K. Shakhlevich



  

Physics of the Solid State, Vol. 46, No. 2, 2004, pp. 272–276. Translated from Fizika Tverdogo Tela, Vol. 46, No. 2, 2004, pp. 266–270.
Original Russian Text Copyright © 2004 by Zhitaru, Durum.

                      

DEFECTS, DISLOCATIONS, 
AND PHYSICS OF STRENGTH

           
Mobility of Edge and Screw Dislocations
in g-Irradiated LiF Crystals

R. P. Zhitaru and T. S. Durum
Institute of Applied Physics, Academy of Sciences of Moldova, Chisinau, 2028 Moldova

e-mail: mechprop@phys.asm.md
Received March 27, 2003; in final form, June 5, 2003

Abstract—The free path lengths of ensembles of edge and screw dislocations in the stress field of a concen-
trated load are studied in γ-irradiated LiF crystals. The relative mobility of edge and screw dislocations is found
to depend substantially on the irradiation dose and temperature. The results obtained are discussed in the con-
text of additional retardation of screw dislocations with dislocation debris that appears during double cross slip.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It was found in [1, 2] that the type of an impurity and
its state in NaCl crystals doped with bivalent cation
impurities substantially affect the relative mobility of
edge and screw dislocations and the parameters of dou-
ble cross slip (DCS). The results obtained were
explained by additional retardation of screw disloca-
tions with dislocation debris formed during DCS. How-
ever, some researchers [3, 4] believe that the relative
mobility of dislocations appearing during the indenta-
tion of ionic crystals depends on the surface free energy
of the crystals. It was found in [3, 4] that there is a sur-
face potential barrier for screw dislocations and that
this barrier depends on the surface energy and can be
lowered by adsorption.

Thus, there are two standpoints: (i) the mobility of
dislocations moving in the stress field of a concentrated
load is determined by the volume properties of a crystal
[1, 2] and (ii) the characteristics of dislocation rosettes
depend on the surface free energy of the crystal [3, 4].

In this work, we aimed to study the dependence of
the dislocation mobility in the stress field of an indenter
on the internal energy of a crystal related to its defect
structure rather than on the surface energy. Point
defects and their complexes are known to change the
parameters of dislocation double cross slip [5, 6].
Therefore, we can expect that their introduction in a
crystal will affect the retardation of mobile dislocations
with debris [debris-induced retardation (DR)] consist-
ing of dislocation dipoles and other defects and appear-
ing upon double cross slip of screw dislocations [5, 7].
This retardation can be significant [8, 9]; however, this
effect has been studied insufficiently and is not always
taken into account. Dislocation rosettes that appear on
the (001) face of alkali-halide crystals near indentations
consist of arms made up of ensembles of edge and
screw dislocation half-loops [10]; therefore, their
length should change differently as DR changes, since
1063-7834/04/4602- $26.00 © 0272
only screw segments of dislocation half-loops are
mainly retarded.

The purpose of this work was to study the effect of
stable radiation defects on the mobility and relative
mobility of dislocations in the edge and screw arms of
dislocation rosettes appearing in the stress field of an
indenter in LiF single crystals. We chose LiF because
the surface energy of LiF single crystals affect the arm
lengths of dislocation rosettes only weakly [3, 4].

2. EXPERIMENTAL

LiF single crystals were grown at LOMO (St.
Petersburg) and irradiated using γ radiation from a Co60

source. The irradiation doses were varied from 5 × 104

to 5 × 106 Gy. The irradiated samples were stored at
room temperature in the dark for ~30 years; therefore,
we studied single crystals with stable radiation defects
and their complexes [11]. This conclusion follows from
the study reported in [12], where it was found that, in
the course of storing γ-irradiated LiF crystals at room
temperature in the dark, unstable radiation-induced
defects were destroyed and stable radiation defects
formed. The fact that stable radiation defects are
present in the LiF samples under study is supported by
absorption spectra recorded with a spectrophotometer
in the wavelength range 390–1000 nm.

The (001) cleavage plane of the crystals was
deformed in a PMT-3 microhardness tester with a load
P = 10–50 g applied to a diamond indenter. The defor-
mation temperature was 77–573 K. Dislocation rosettes
appearing around indentations and consisting of arms
of edge and screw dislocation half-loops were revealed
by chemical selective etching in a 10% aqueous solu-
tion of FeCl3.

As a measure of the dislocation mobility in the
stress field of the indenter, we took the free path lengths
of dislocation ensembles in the {110}90 edge and
2004 MAIK “Nauka/Interperiodica”
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{110}45 screw slip planes (le and ls, respectively). To
compare the mobilities of edge and screw dislocation
ensembles, we used the parameter ξ = le/ls. The error in
measuring le and ls was 10%.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows dislocation rosettes near indenta-
tions on the (001) plane made at two temperatures in
the initial and irradiated LiF single crystals. It is seen
that both irradiation and a decrease in the indentation
temperature result in changes in the structure of the
rosettes, in particular, in the lengths of their dislocation
arms.

Quantitative data on the effect of γ radiation on the
arm lengths for edge and screw components at 293 K
under various loads are given in Table 1 as the ratio
between these lengths before (l0) and after (lir) irradia-
tion. At all loads and doses, γ radiation is seen to
decrease the both types of arm lengths, with this effect
being more pronounced for the screw components than
for the edge ones (at all values of P, the length ratio in
the second columns in Table 1 is higher than in the first
ones).

The results of measuring the relative mobility of
edge and screw dislocations in γ-irradiated LiF samples
are shown in Fig. 2. After irradiation in the case of
indentation at 293 K (curves 1–3), the parameter ξ
(characterizing the relative change in the lengths of the
edge and screw arms of dislocation rosettes) increases.
This effect manifests itself even at the minimum irradi-
ation dose (D = 5 × 104 Gy) and occurs at all loads,
slightly decreasing with increasing P. As D increases
further, ξ varies insignificantly and randomly. In the
case of indentation at 77 K, ξ decreases rather than
increases after irradiation (Fig. 2, curve 4).

Thus, the results obtained indicate that, at P = const,
the effect of the natural shortening of the arm lengths of
dislocation rosettes at 293 K in the irradiated LiF crys-
tals is found to be more significant for screw disloca-
tions than for edge ones. In other words, the introduc-
tion of radiation defects leads to an increase in ξ; i.e.,
such defects retard the motion of screw half-loops more
strongly than edge ones. This is most likely due to the
fact that the radiation defects intensify the double cross
slip of crew dislocations, which results in the formation
of dislocation jogs and dipoles and thereby additionally
retards these dislocations [5, 6].

The effect of the surface free energy on the free path
length of leading dislocations in the stress field of the
indenter in the screw and edge arms of a dislocation
rosette is unlikely to be substantial for the γ-irradiated
LiF crystals under study, which agrees with the results
reported in [7, 13].

The above interpretation of the effect of the debris-
induced retardation on the mobility of screw disloca-
tions and the increased values of ξ in the irradiated LiF
samples agree well with the γ-radiation-induced varia-
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tion in the lengths of edge and screw dislocation arms
(Table 1). Table 1 indicates that the decrease in the arm
lengths after the introduction of radiation defects is
more pronounced for screw half-loops than for edge
ones and that this effect manifests itself clearly at all
loads and irradiation doses. At each load and irradiation
dose, screw dislocations are more sensitive to the intro-
duction of radiation defects than are edge ones; their
shortening is greater than that of edge dislocations.
Thus, the data from Table 1 indicate that the retardation

(a) (a')

(b) (b')

(c) (c')

Fig. 1. Dislocation rosettes on the (001) plane of LiF single
crystals (200×) produced under load P = 50 g at (a–c) T =
293 and (a'–c') 77 K for (a, a') nonirradiated samples and (b,
b', c, c') γ-irradiated samples. (b, b') D = 5 × 104 and (c, c')
5 × 105 Gy.
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Fig. 2. Effect of the irradiation dose on the relative mobility
ξ of edge and screw dislocations in LiF crystals at (1–3) 293
and (4) 77 K. (1) P = 10, (2) 30, and (3, 4) 50 g. The inden-
tation dimensions in cases (1) and (4) are the same.
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of screw dislocations after the introduction of radiation
defects is greater than that of edge dislocations.
Although this effect takes place at all values of P, it is
most pronounced at P = 10 g (Fig. 2).

The state of point defects and the effective stresses
affect the DCS parameters. Depending on the applied
load P, different states of stress form under an indenter
[14]. Therefore, in a field of the same defects but under
different effective stresses, the behavior of dislocations
created upon indenting is different, which will affect
the relative mobility of edge and screw dislocations,
i.e., the value of ξ. Figure 2 shows that, at 293 K, the
values of ξ at 50 g (ξ50) in the irradiated and nonirradi-
ated LiF crystals differ from those at 10 g (ξ10). The
introduction of radiation defects changes the sign of
this difference: ξ10 < ξ50 for the nonirradiated crystals
and, on the contrary, ξ10 > ξ50 for the γ-irradiated LiF
crystals. This effect is likely due to the intensification of
DCS in the irradiated LiF samples as compared to the
nonirradiated ones. However, the fact that ξ10 ≠ ξ50 for
the same type of LiF samples is likely caused by differ-
ent states of stress at 10 and 50 g. At P = 50 g, the
effective stresses under the indenter in the nonirradi-
ated and γ-irradiated LiF crystals are higher than those
at P = 10 g [15].

However, the state of radiation defects in the stress
field of the indenter can also change, which causes
changes in the character of DCS and in its effect on the
mobility of dislocations, especially screw dislocations.
These processes proceed differently depending on the
applied stresses (i.e., the applied load). Hence, the con-
ditions at 50 and 10 g are different for dislocations. This
difference is likely the cause of the fact that ξ50
becomes smaller than ξ10 in the irradiated LiF samples.
The data obtained by us also allow the conclusion that
radiation defects mainly affect screw dislocations and
that the deformation-induced stresses in the field of
radiation defects, on the contrary, mainly affect the
mobility of edge dislocations. The former effect mani-
fests itself clearly at 10 g; the latter, at 50 g.

The experiments performed in a wide temperature
range (293–573 K) and at 77 K showed that the effects

Table 1.  Effect of γ irradiation of LiF single crystals on the
arm length of a dislocation rosette (l0/lir) at T = 293 K

D, Gy
P = 10 g P = 30 g P = 50 g

edge screw edge screw edge screw

5 × 104 1.6 2.2 1.9 2.5 2.3 2.5

2 × 105 2.2 4.0 2.3 3.1 – –

5 × 105 2.6 5.3 3.6 4.2 6.0 6.3

106 3.0 5.7 3.7 4.7 4.0 4.2

5 × 106 3.0 4.0 4.1 5.3 4.0 5.0
P

detected at room temperature after indenting the γ-irra-
diated LiF crystals are also observed at other tempera-
tures. At T ≥ 293 K, as seen from Table 2, the relative
dislocation mobility in the γ-irradiated LiF samples
(i.e., the samples with radiation defects) is higher, ξir >
ξ0 (ξ0 and ξir correspond to a sample before and after irra-
diation, respectively). This effect, being most pro-
nounced at 293 K, decreases with increasing tempera-
ture; i.e., the parameter ξ at T > 293 K is smaller that its
values at T = 293 K. Table 2 contains data at P = 10 g.
These phenomena are even more pronounced at P = 50 g;
however, because of the presence of spreading arms,
the measurements are performed in a narrower temper-
ature range. Table 2 also shows the absence of a clear
dependence of ξ on the irradiation dose. It should be
noted that, at T > 293 K, the values of ξ at the maximum
irradiation dose (5 × 108 Gy) are larger than at the min-
imum dose (5 × 105 Gy); however, the opposite effect is
detected at T = 293 K. This difference indicates that
the effect of the irradiation dose on the variation in ξ
depends on the temperature.

The effects observed at T > 293 K can also be
explained in terms of the additional retardation of screw
dislocations caused by the defects that form during
cross slip. An increase in temperature is known to cause
complexes and clusters of point defects to be finer.
Hence, at T > 293 K, the quantity of radiation defects in
the γ-irradiated LiF crystals becomes higher. However,
thermal stresses are favorable for mobile dislocations to
overcome these defects. Therefore, the higher T, the
higher the thermal activation and the longer the disloca-
tion path length in the basic slip plane. An increase in
the number of retardation centers as a result of radiation
complexes becoming finer also leads to an increase in
the number of DCS events. At high temperatures, shear
stresses in the basic slip plane and in the transverse
planes differ only slightly. Therefore, as a result of
DCS, dislocations undergo intense multiplication,
screw dislocations are subjected to weak DR, the length
ls becomes longer, and ξ = le/ls decreases (Table 2). The
higher the temperature, the weaker the retardation of
screw dislocations with the debris, since at high T the
debris (dislocation dipoles) becomes a source of dislo-

Table 2.  Relative mobility of edge and screw dislocations (ξ =
le/ls) in the stress field of an indenter at P = 10 g

D, Gy T = 293 K T = 373 K T = 423 K T = 473 K*

0 1.1 0.9 0.8

5 × 104 2.0 1.1 0.8 0.8

2 × 105 2.1 1.3 1.3 0.7

5 × 105 2.3 1.4 1.5 1.2

106 2.2 1.2 1.9 1.3

5 × 106 1.5 1.3 1.6 1.0

* At T > 473 K, the arm lengths cannot be measured, because the
dislocation mobility is high and arms are smeared.
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cation multiplication. This process affects the structure
of a dislocation rosette appearing around an indenta-
tion. Screw arms become substantially wider and
extend far from an indentation (prick), which correlates
with a decrease in the screw dislocation retardation
with the debris. At temperatures T ≥ 573 K, this retar-
dation is virtually absent.

The variation of ξ at a low temperature (77 K) is of
interest. After the introduction of radiation defects, ξ
decreases (rather than increases, as in the case of T >
293 K) and depends on the irradiation dose only weakly
(Fig. 2). Moreover, a decrease from 293 to 77 K affects
the relative mobility of edge and screw dislocations dif-
ferently in the nonirradiated and irradiated LiF crystals;
the parameter ξ increases in the former samples and
decreases in the latter. For the nonirradiated samples,
we have ξ77 > ξ293, and for the irradiated samples, on the
contrary, we have ξ77 < ξ293 (in Fig. 2, curve 4 is below
curve 1).

A decrease in temperature from 293 to 77 K for a
number of alkali-halide crystals is known to cause
anomalous dislocation mobility in the stress field of a
concentrated load [14–17]. The dislocation half-loops
of the edge arms of dislocation rosettes are especially
sensitive to a decrease in temperature. In particular, in
the LiF crystals studied in this work (Fig. 3) and in [16,
17], the edge arms become longer and the screw-arm
lengths remain virtually unchanged as the temperature
decreases from 293 to 77 K.

The introduction of radiation defects also causes
elongation of arms at 77 K. However, not only edge
arms but also screw arms elongate (Fig. 3) and the
increase in le and ls upon the temperature decrease is
approximately the same. This means that at 77 K radi-
ation defects change the mobility of edge half-loops
only weakly and increase the mobility of screw half-
loops. The latter is likely determined by a decrease in
the additional retardation of screw dislocations with the
debris. While being somewhat sensitive to the radiation
defects, the mobility of edge half-loops is mainly spec-
ified by the temperature decrease. The increase in le

becomes smaller only at very high irradiation doses
(D ≥ 106 Gy); the dependence of ls on the irradiation
dose is weak.

Thus, the sensitivities of edge and screw disloca-
tions to stable radiation defects produced during γ irra-
diation of LiF crystals are different at 77 K. The clearly
pronounced elongation of ls and the weak change in le

due to the temperature decreasing from 293 to 77 K
cause a decrease in the parameter ξ in the γ-irradiated
LiF crystals as compared to the nonirradiated ones and
lead to the inequality ξir < ξ0 at 77 K (Fig. 2, curve 4).

Intense cross slip of screw dislocations obviously
plays an important role in the effects observed at 77 K
[18]. As the temperature decreases, the cross slip is
retarded; this retardation is greater in the irradiated
samples, where the probability of cross slip is higher.
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Therefore, the screw dislocation retardation with the
debris is weaker at low temperatures. The temperature
dependence of the mobility of edge half-loops is speci-
fied by double cross slip to a smaller degree. Therefore,
as the temperature decreases from 293 to 77 K, the
parameter ξ = le/ls should decrease in the γ-irradiated
samples to a greater extent than in the initial samples,
which was observed experimentally.

4. CONCLUSIONS

Thus, we have shown that radiation defects in LiF
crystals substantially affect the relative mobility of
edge and screw dislocations. The radiation-induced
variation of the parameter ξ in a wide temperature
range (77–473 K) is explained by a change in the char-
acter of DCS and by the related additional retardation
of screw dislocations with dislocation debris. The
results obtained allow the conclusion that the parameter
ξ can be used to estimate the role of secondary defects
appearing upon the cross slip of screw dislocations in
strain hardening of crystals. The variation of ξ with
external and internal factors gives information on the
character of the double cross slip.
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Abstract—The dynamic behavior of the magnetization under a transverse microwave field is investigated in a
system of magnetic layers with cubic crystallographic anisotropy coupled through interlayer antiferromagnetic
exchange interaction. An orientational phase transition is found to occur as the microwave field frequency and
amplitude are varied. It is established that there is a frequency range in which several steady-state regimes of
precession of magnetic moments exist. The limits of this range can be efficiently controlled both by varying the
strength of the bias magnetic field and the amplitude of the microwave field. © 2004 MAIK “Nauka/Interperi-
odica”.
1. The unique static and dynamic properties of peri-
odic multilayer structures consisting of thin magnetic
metallic layers separated by nonmagnetic metallic
spacers [1–4] are primarily determined by the character
of the magnetic-moment coupling due to strong indi-
rect exchange, which gives rise to ferromagnetic (FM),
antiferromagnetic (AFM), or noncollinear ordering of
magnetic moments of adjacent layers [5, 6]. The prop-
erties of such structures near the critical value of the
applied field at which an orientational phase transition
occurs are of particular interest. In the vicinity of such
phase transition points, favorable conditions are created
for the excitation (by using a weak microwave field) of
various dynamic regimes sensitive to small changes in
the parameters of the system and of the controlling
fields. The structures with AFM exchange coupling are
the most favorable for the occurrence of various equi-
librium orientation states and dynamic regimes [7–9].
One of the effects of practical importance that are
exhibited by such structures is the nonlinear dynamic
magnetization reversal caused by a microwave (mw)
field. We showed in [9] that, for films with uniaxial in-
plane anisotropy and with dipole–dipole coupling
between the layers, there exists a certain frequency-
dependent critical value hc(ω) of the mw field ampli-
tude for the case when the bias field is close to the value
at which the orientation of magnetic moments in oppo-
site directions becomes unstable. At h < hc, magnetic
moments precess in an AFM configuration, whereas at
h ≥ hc dynamic magnetization reversal occurs under the
action of the mw field and the magnetic moments pre-
cess either in an FM collinear configuration or in a non-
collinear configuration, i.e., about axes making a cer-
tain angle depending on the value of the coupling con-
stant. In this paper, we investigate the dynamic
behavior of an AFM multilayer structure with strong
1063-7834/04/4602- $26.00 © 20277
exchange interaction and cubic crystallographic anisot-
ropy subjected to an mw field in the vicinity of an ori-
entational phase transition point.

2. We consider a system consisting of a fairly large
number (n @ 1) of magnetic metallic layers with thick-
ness di and magnetization Mi, where i is the number of
a magnetic layer. The layers are separated by nonmag-
netic spacers whose thickness is such that AFM
exchange coupling takes place between adjacent mag-
netic layers. In such structures, according to the avail-
able experimental data, e.g., for (Fe/Cr)n multilayers
[10], the magnetic anisotropy of magnetic layers con-
sists of induced uniaxial (easy-axis) anisotropy and
cubic crystallographic anisotropy. The [100] and [010]
axes lie in the plane of a layer, and the easy axis of the
induced anisotropy is perpendicular to this plane. In
this case, the free energy of the system (per unit area) is
given by

(1)

where J is the bilinear coupling constant characterizing
the indirect exchange interaction between magnetic
moments of adjacent layers and depending, in general,
on the thickness, material, and structural parameters of
the spacer layer; K1i and K2i are the first and second
cubic anisotropy constants, respectively; Kui is the
growth anisotropy constant; H is the dc bias field; ϕi is
the azimuthal angle defining the orientation of the mag-
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netic moment of the corresponding layer measured
from the [100] axis; and ψi is the deflection angle of the
magnetization Mi from the layer plane. All magnetic
layers are assumed to be identical; i.e., Mi = M, di = d,
Kui = Ku, K1i = K1, and K2i = K2. It is also assumed that
the coupling constant J is positive; therefore, the cou-
pling between the magnetic moments of adjacent layers
is antiferromagnetic and they are oppositely directed in
a zero bias field.

Thus, all magnetic layers are separated into two sub-
systems (j = 1, 2) in each of which the behavior of the
layers is identical. For actual layered structures, the
demagnetizing fields are large (4πM @ 2Ku/M, JM);
therefore, in the case of in-plane bias field H, the mag-
netic moments lie in the layer plane and we have ψ0j =
0 in equilibrium. The equilibrium azimuthal angles
ϕ0j(H) can be found from the equilibrium conditions

∂E/∂ϕj = 0 and ∂2E/  > 0. Using these conditions
and Eq. (1), we obtain

 (2)

where  = 2J/d and ϕH is the azimuthal angle defining
the direction of the in-plane field H measured from the
[100] axis.

The motion of the magnetization vectors of the lay-
ers Mi can be described by the Landau–Lifshitz equa-

∂ϕ j
2
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Fig. 1. Field dependences of the equilibrium angle ϕ01 in
the cases of 180° and 90° magnetization reversal for differ-
ent values of the coupling constant J: (1) 0.05, (2) 0.132,
and (3) 0.2 erg/cm2.
PH
tions, which have the following form in a spherical sys-
tem of coordinates:

 (3)

where γ is the gyromagnetic ratio and λ is the damping
parameter [11]. In a linear approximation with respect
to small deviations from the equilibrium position (δj =
ϕj – ϕ0j, ψj), the high-frequency magnetic susceptibil-
ity of the system can be written as the sum χ = χ1 + χ2,
where the susceptibilities of the individual sub-
systems are

 (4)

Here, D = cos(ϕ01 – ϕ02), ∆j = (  – ω2 +
4πiλω)/4πγ2 – D, and the resonance frequencies of the
noninteracting magnetic subsystems are

 (5)

We will perform numerical calculations using the param-
eters of an actual (Fe/Cr)n structure. For Fe layers, M =
1620 G, K1 = 4.6 × 105 erg/cm3, K2 = 1.5 × 105 erg/cm3,
Ku = 2.06 × 106 erg/cm3, d = 21.2 × 10–8 cm, λ = 5 × 107 s−1,
and γ = 1.76 × 107 (Oe s)–1. The parameters of Cr layers
are not involved explicitly in Eq. (1), but they determine
the value of the coupling constant J [3]. For the films
under study, the amplitude of oscillation of the polar
angle is always significantly smaller than that of the
azimuthal angle.

3. Analysis of the equilibrium conditions (2) shows
that, in the systems under study, orientation hysteresis
loops and the bistable states associated with them arise
as the bias field changes in value. Figure 1 shows the
equilibrium azimuthal angle of the magnetic moment
of one of the subsystems of magnetic layers ϕ01 as a
function of bias field H calculated for three values of
the coupling constant J = 0.05, 0.132, and 0.2 erg/cm2

(curves 1–3). In the case where the initial orientation of
the magnetic moments is ϕ01 = π and ϕ02 = 0 and the ori-
entation of the bias field corresponds to ϕH = 0, the ini-
tial state remains stable as the bias field varies from
H = 0 to H = Hc, where

 (6)

When the field reaches this limiting value, an orienta-
tional phase transition occurs in a jump. If the coupling
constant is small,  <  (curve 1), 180° magnetiza-
tion reversal of the first magnetic subsystem takes
place, while the azimuthal angle in the second sub-
system remains unchanged. If the coupling constant is
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sufficiently large,  > , the magnetization direction
of the layers j = 2 is also changed because of the AFM
coupling; in this case, we have ϕ02(Hc) = –ϕ01(Hc).

A further increase in the bias field causes the angle
between the magnetizations of adjacent layers ∆ϕ0 =
ϕ01 – ϕ02 to decrease. When the field reaches another
critical value

 (7)

this angle becomes minimal, ∆ϕ0 = 2ϕa(J) (this mini-
mum is smaller, the greater the coupling constant), and
another phase transition occurs to a state in which the
magnetic moments are aligned with the field. The min-
imal angle between the magnetic moments in the case
of their noncollinear configuration can be found from
Eqs. (2) and (7) to be

 (8)

The critical value of the coupling constant  intro-
duced above corresponds to the case of Hc = Ha and is
given by

 (9)

As the bias field decreases from a value H > Ha, for
which the state with parallel magnetic moments of the
layers is stable, this state persists down to the field value

 (10)

At H = Hb, the inverse orientational phase transition
occurs, with the result that the angle between the vec-
tors M1 and M2 becomes nonzero and their equilibrium
angles become equal to ϕ01(Hb) = –ϕ02(Hb) in a jump.
As the bias field is decreased further, the angle between
the magnetizations increases smoothly and again
becomes equal to π at H = 0. However, each of the mag-
netization vectors does not return to its original posi-
tion; instead, they form a configuration with angles
ϕ01 = π/2 and ϕ02 = –π/2.

In the case of in-plane 90° magnetization reversal,
which takes place when the initial state is ϕ01 = –ϕ02 =
π/2 and ϕH = 0, an increase in the bias field to the value
Ha causes the angle between the magnetic moments to
decrease smoothly. At H = Ha, as in the case considered
above, an orientational phase transition occurs to the
state with a parallel alignment of the magnetic
moments. If the bias field is then decreased, the noncol-
linear configuration recovers when the field becomes
equal to Hb and the inverse phase transition occurs.
Thus, at small values of the coupling constant, we have
an orientation hysteresis loop, which becomes narrower
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as the value of J increases. If the coupling constant is
large, we have Hb = Ha and the hysteresis loop does not
arise.

4. Near the critical values of the bias field corre-
sponding to orientational phase transitions, the system
with AFM exchange coupling is most sensitive to mw
fields. In the system with cubic crystallographic anisot-
ropy, the parameters can be such that  ≈  and the
two critical values Ha and Hc of the bias field become
close to each other. Figure 2 shows the frequency
dependences of the mw magnetic susceptibility of the
system  = (M1cosϕ1m + M2cosϕ2m)/h, where ϕjm are
the amplitudes of steady-state oscillations of the azi-
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Fig. 2. Frequency dependences of the high-frequency
magnetic susceptibility of the system under study for J =
0.132 erg/cm2, H = 1093.2 Oe, and different values of h:
(a) 0.2, (b) 0.4, and (c) 1.0 Oe.
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muthal angles of the magnetic moments in the corre-
sponding layers, for the case where the coupling con-
stant J = 0.132 erg/cm2 is close to the critical value
Jca ≡  ≈ 0.131 erg/cm2. These dependences were
calculated for mw field amplitudes h = 0.2, 0.4, and
1.0 Oe and the bias field H = 1093.2 Oe, which is close
to the critical values Hc ≈ 1093.4 Oe and Ha ≈ 1103.2 Oe.
For these parameters of the structure, the state with
oppositely directed magnetic moments of the layers,
ϕ01 = 0 and ϕ02 = π, is stable in the absence of an mw
field. In Fig. 2, dashed curves correspond to the linear-
ized solutions calculated from Eq. (4) for equilibrium
orientations ϕ01 = ϕ02 = 0 (curve 1), ϕ01 = π and ϕ02 = 0
(curve 2), and a symmetrical noncollinear configura-
tion (curve 3). It can be seen that, at frequencies lower
than a certain value ωc, the precession of the magnetic
moments in an AFM configuration in the initial state
becomes unstable and dynamic magnetization reversal
occurs in the system. As a result, the magnetic moments
of the layers begin either to precess in an FM collinear
configuration or to precess about axes that make a cer-
tain angle in the case where the magnetic moments
form a noncollinear configuration corresponding to the
given bias field. Therefore, dynamic bistability occurs
at ω < ωc. Which of the two configurations of the axes
of precession will be realized when the initial AFM
phase becomes unstable depends on fluctuations in the
parameters of the layers and of the magnetic fields, e.g.,
on the initial phase of the mw field. Since the magnetic
structure of layers typically consists of small crystal-
lites with slightly different parameters [12], the preces-
sion of the magnetization after the occurrence of bista-
bility can proceed about various axes and has various
amplitudes depending on the crystallites.

The critical frequency and, therefore, the frequency
range of the dynamic bistability are easily controlled,
because ωc depends strongly on the mw field ampli-
tude. The frequency ωc increases and the frequency
range of dynamic bistability broadens to higher fre-
quencies as the field h increases. For example, for h =
0.2 Oe (Fig. 2a), the range of dynamic bistability covers
only the resonance frequency corresponding to preces-
sion about symmetrically oriented noncollinear axes;
for h = 0.4 Oe (Fig. 2b), the critical frequency ωc is
close to the resonance frequency corresponding to the
case where the magnetic moments precess in an FM
collinear configuration; and for h = 1 Oe (Fig. 2c), the
range of dynamic bistability covers resonance frequen-
cies corresponding to both cases of precession in a non-
collinear and in an FM collinear configuration.

At ω > ωc, dynamic magnetization reversal does not
occur and magnetic moments precess in an AFM con-
figuration. However, if the mw field amplitude is suffi-
ciently large (but such that ωc is less than the AFM res-
onance frequency ωar), there is a narrow frequency
range near ωar (Fig. 2b) in which dynamic magnetiza-
tion reversal occurs and the system passes over to one

Jcad/2
P

of the two orientation states of dynamic bistability. If h
is increased further, dynamic magnetization reversal
does not occur only in the frequency range above the
resonance frequency corresponding to AFM precession
(ϕ01 = π, ϕ02 = 0; Fig. 2c).

The frequency ωc also depends strongly on the bias
field strength. As the difference between the value of H
and the critical value Hc increases in magnitude, the fre-
quency ωc decreases. For example, for H = 1093 Oe and
h = 1 Oe, the frequency range of dynamic bistability
does not reach as far as the resonance frequency corre-
sponding to precession in an FM collinear configura-
tion and covers only the resonance corresponding to
precession about noncollinear axes. Near the resonance
frequency corresponding to AFM precession, there is a
frequency range of dynamic bistability that is several
times narrower than the corresponding range in Fig. 2b.
The dynamic bistability can be initiated not only by the
bias field approaching the critical value Hc but also by
an increase in the mw field amplitude.

It should be noted that, in the frequency range lying
below the resonance frequency corresponding to AFM
precession, magnetization reversal does not occur if the
initial phase of an mw field is close to π/2; moreover,
the mw field has virtually no effect on the system in this
case. This state is stable against small variations in the
initial positions of the magnetic moments of the layers
(ϕ01 = 180° ± 1°, ϕ02 = ±1°) and in the initial phase of
the mw field (α = 90° ± 5°). Figure 3 shows the time
dependences of the angles ϕj of the magnetic moments
approaching a steady state in the case where their initial
positions correspond to ϕ01 = π and ϕ02 = 0 and
dynamic bistability occurs (H = 1093.2 Oe, ω = 3.7 ×
1010 s–1, h = 1 Oe). In Fig. 3a, curves 1 correspond to
the zero initial phase of the mw field and to resonance
precession about symmetrically oriented noncollinear
axes. Curves 2 correspond to the above-mentioned case
where the magnetic moments are antiparallel and the
system is not affected by an mw field with initial phase
α = π/2. Figure 3b corresponds to the case where the
initial phase is α = 10° and small-amplitude precession
takes place in an FM collinear configuration.

The character of the dependence of the high-fre-
quency magnetic susceptibility of the system on the
bias field strength varies with the mw field frequency.
Figure 4 shows the field dependence of (H) calculated
for h = 1 Oe and two values of the mw field frequency:
ω1 = 3.7 × 1010 s–1, which is close to the resonance fre-
quency corresponding to a noncollinear configuration of
magnetic moments (curve 1), and ω2 = 12.7 × 1010 s–1,
which is close to the AFM resonance frequency (curve 2).
The initial state of the system corresponds to the AFM
configuration. The dashed curve represents the linear-
ized solution calculated from Eq. (4) for the case where
the magnetic moments precess about noncollinear axes.
When the mw field frequency is equal to ω1, there are
three critical values of the bias field. At H < H11, small-

χ̃
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DYNAMIC MAGNETIZATION REVERSAL AND BISTABLE STATES 281
amplitude precession in an AFM configuration occurs.
In the range H11 < H < H12, only precession about non-
collinear axes takes place. In the field range H12 < H <
H13, dynamic bistability occurs and magnetic moments
can either precess in an FM collinear configuration or
precess about noncollinear axes. At H > H13, only pre-
cession in an FM configuration takes place. Note that
the critical fields H11 and H12 are higher than Hc and that
H13 = Ha. In the case of frequency ω2, there are two crit-
ical values of the bias field. In the range H < H21, AFM
resonance arises. In the range H21 < H < H22 (the value
H22 = Ha is not indicated in Fig. 4), dynamic magneti-
zation reversal occurs and low-amplitude precession
takes place either in an FM configuration or about non-
collinear axes. At H > H22, the precession about noncol-

–π/2

0

π/2

π
ϕ j

j = 1

j = 2

2

1

2 (a)

(b)

1

100 20
t, ns

–π/2

0

π/2

π

ϕ j j = 1

j = 2

Fig. 3. Time dependences of the angles ϕj in the case of
dynamic bistability: (a) resonance precession about noncol-
linear axes (curve 1), the regime in which the system is not
affected by an mw field (line 2), and (b) small-amplitude
precession in an FM collinear configuration. H = 1093.2 Oe,
h = 1 Oe, and ω = 3.7 × 1010 s–1; ϕ01 = π and ϕ02 = 0.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
linear axes becomes impossible. The (H) dependence
and the occurrence of dynamic bistability are deter-
mined by the relative values of critical fields Hc and Ha;
therefore, the properties of the magnetic multilayer
structures considered above depend significantly on the
value of the exchange coupling constant.

The analysis performed above has shown that, in a
multilayer structure such as (Fe/Cr)n with cubic crystal-
lographic anisotropy and AFM coupling due to indirect
exchange interaction, an mw field initiates dynamic
magnetization reversal with the result that the initial
configuration with oppositely directed magnetic
moments is replaced by precession in an FM collinear
configuration or precession about noncollinear axes. It
has been found that, in structures with J ≈ Jca, in a fairly
wide frequency range, dynamic bistability occurs and,
depending on fluctuations in the parameters of the sys-
tem or on the initial mw field phase, one of two preces-
sion regimes sets in; these regimes differ in the orienta-
tion of the axes of magnetic-moment precession and in
its amplitude. The frequency range in which the
dynamic bistability arises can be efficiently controlled
by varying the mw field amplitude or the bias field
strength near the critical value Hc(Jca).

ACKNOWLEDGMENTS

This study was supported by the Ministry of Educa-
tion of the Russian Federation, project no. RD 02-1.2-72.

χ̃

H21 H11 H12 H13

12

1020 1080 1092 1100

320

160

0

χ∼

H, Οe

~ ~

Fig. 4. Field dependences of the magnetic susceptibility of
the system (1) at the frequency ω1 = 3.7 × 1010 s–1 close to
the resonance frequency for a noncollinear configuration
and (2) at ω2 = 12.7 × 1010 s–1 close to the AFM resonance
frequency. h = 1 Oe.
4



282 SHUTYŒ, SEMENTSOV
REFERENCES

1. V. V. Ustinov, M. M. Kirillova, I. D. Lobov, et al., Zh.
Éksp. Teor. Fiz. 109 (2), 477 (1996) [JETP 82, 253
(1996)].

2. V. V. Kostyuchenko and A. K. Zvezdin, Phys. Rev. B 57
(6), 5951 (1998).

3. N. G. Bebenin and V. V. Ustinov, Fiz. Met. Metalloved.
84 (2), 29 (1997).

4. A. K. Zvezdin and V. V. Kostyuchenko, Fiz. Tverd. Tela
(St. Petersburg) 41 (3), 461 (1999) [Phys. Solid State 41,
413 (1999)].

5. A. Schreyer, J. F. Anhner, Th. Zeidler, et al., Phys. Rev.
B 52 (12), 16066 (1995).

6. G. S. Patrin, N. V. Volkov, and V. P. Kononov, Pis’ma Zh.
Éksp. Teor. Fiz. 68 (4), 287 (1998) [JETP Lett. 68, 307
(1998)].
PH
7. D. S. Sementsov and A. M. Shutyœ, Pis’ma Zh. Éksp.
Teor. Fiz. 74 (6), 339 (2001) [JETP Lett. 74, 306 (2001)].

8. D. I. Sementsov and A. M. Shutyœ, Fiz. Met. Metalloved.
93 (4), 10 (2002).

9. A. M. Shutyœ and D. I. Sementsov, Fiz. Met. Metalloved.
95 (3), 5 (2003).

10. M. A. Milyaev, L. N. Romashev, V. V. Ustinov, et al., in
Abstracts of International School–Seminar HMMM-
XVIII (Moscow, 2000), Part 1, p. 102.

11. A. G. Gurevich and G. A. Melkov, Magnetic Oscillations
and Waves (Nauka, Moscow, 1994).

12. A. V. Semerikov, T. P. Krinitsina, V. V. Popov, et al., in
Abstracts of International School–Seminar HMMM-XVI
(Moscow, 1998), Part 1, p. 33.

Translated by Yu. Epifanov
YSICS OF THE SOLID STATE      Vol. 46      No. 2      2004



  

Physics of the Solid State, Vol. 46, No. 2, 2004, pp. 283–288. Translated from Fizika Tverdogo Tela, Vol. 46, No. 2, 2004, pp. 277–281.
Original Russian Text Copyright © 2004 by Bezus, Leonov, Mamalu

 

œ

 

, Siryuk.

                                                                                       

MAGNETISM
AND FERROELECTRICITY
Phase Transitions in Bubble-Domain Structures 
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Abstract—The behavior of a hexagonal bubble lattice in a (BiTm)3(FeGa)5O12 garnet ferrite uniaxial film with
a compensation point of 120 K is investigated experimentally in the range of the crossover from easy-axis mag-
netization anisotropy to easy-plane magnetization anisotropy. It is demonstrated that the spin reorientation
occurs in the temperature range 185–160 K, in which the angular phase Φ∠  (or ) coexists with the axial
phase Φ〈111〉. At 172 K, when the percentage of the angular phase becomes equal to the percentage of the axial
phase, the bubble-lattice parameters and domain-wall width are characterized by a jump. In the range T < 160 K,
there exists only the easy-plane phase. © 2004 MAIK “Nauka/Interperiodica”.

Φ∠
1. INTRODUCTION

As is known, garnet ferrite uniaxial films with a
variation in temperature undergo spin-reorientation
phase transitions during which the magnetization vec-
tor aligned with the 〈111〉  axis perpendicular to the film
plane changes direction. The spin-reorientation phase
transitions are accompanied by a transformation of the
domain structure of the film. Belyaeva et al. [1, 2] visu-
ally observed the domain structure of garnet ferrite thin
films upon spin-reorientation phase transitions with the
use of the magneto-optical Faraday effect. In those
works, the parameters of the spiral-type domain struc-
ture were determined by magneto-optical diffraction. It
was found that, in garnet ferrite thin films, the magneti-
zation reversal in domains leads to a jumpwise increase
in the domain period and the spin-reorientation transi-
tion from the phase with easy-axis anisotropy to the
phase with easy-plane anisotropy occurs without a hys-
teresis but is attended by the coexistence of two phases
in a temperature range of approximately 3 K.

Apart from the spin-reorientation phase transitions,
garnet ferrite films undergo considerable transforma-
tions of the domain structure in the vicinity of the mag-
netic compensation point TC. The most interesting situ-
ation occurs when the temperature of the spin-reorien-
tation phase transition is close or equal to the magnetic
compensation temperature TC. In [3, 4], the domain
structure was examined in the temperature range
including the magnetic compensation temperature TC

and spin-reorientation phase transitions both in the
absence of external magnetic fields (spontaneous tran-
sitions) and in different magnetic fields (induced transi-
tions). In particular, Kandaurova and Pamyatnykh [3]
studied the domain structure with the use of the mag-
neto-optical Faraday effect and identified the observed
1063-7834/04/4602- $26.00 © 20283
phases by the color contrast method. Belyaeva et al. [4]
investigated the domain structure in the Er3Fe5O12 garnet
ferrite and revealed that the temperature of the first-order
spin-reorientation phase transition between phases with
magnetization orientations along the 〈111〉 and 〈100〉
directions coincides with the magnetic compensation
temperature TC. In [3], it was also found that, in substi-
tuted erbium garnet, the temperature ranges of the mag-
netic compensation and spin reorientation overlap.

The purpose of this work was to perform an experi-
mental investigation of the behavior of a hexagonal
bubble lattice in a garnet ferrite film with a variation in
temperature in the range of spin reorientation near the
magnetic compensation point TC.

2. EXPERIMENTAL TECHNIQUE AND RESULTS

In our experiments, we used a (BiTm)3(FeGa)5O12
garnet ferrite uniaxial film in which it was possible to
induce a bubble lattice. The film was grown through liq-
uid-phase epitaxy on a gadolinium gallium garnet with
the (100) plane. The film had a thickness h = 8.2 µm,
quality factor q > 1, and 4πMS = 160 G at room temper-
ature. The 〈111〉  axis was perpendicular to the film
plane. The bubble lattice was induced by a monopolar
pulsed magnetic field with a frequency of 400 Hz and
an amplitude of 60 Oe in the absence of a bias field, and
the magnetic field was then switched off [5]. The spin
reorientation in the film was observed in the tempera-
ture range 185–160 K. The magnetic compensation
point was determined to be TC = 120 K. The domain
structure was examined using the Faraday effect. The
spin-reorientation phase transitions were visually iden-
tified by color.
004 MAIK “Nauka/Interperiodica”
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There exist two methods for analyzing the charac-
teristics of a bubble lattice. According to the first
method, the bubble lattices are induced at different tem-
peratures. In this case, the measured dependences of the
lattice parameter a(T) and the bubble-domain diameter
d(T) are continuous functions of temperature [6]. These
lattices are in an equilibrium state at the temperature of
formation; i.e., their parameters correspond to an
energy minimum. The parameter y = d/a = 0.74 remains
constant over the entire temperature range in which the
equilibrium lattice can exist [7]. A different behavior of
the dependences a(T) and d(T) is observed with a vari-
ation in the temperature of the film in the case when the
bubble lattice is induced at a constant temperature. The
lattice is retained over a particular temperature range

110 µm 110 µm

250 µm 170 µm

120 µm

(a) (b)

(c) (d)

(e)

Fig. 1. Domain structures of the (BiTm)3(FeGa)5O12 film at
temperatures of (a) 300, (b) 215, (c, d) 172, and (e) 205 K.
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and then undergoes a spontaneous phase transforma-
tion into a lattice with other parameters corresponding
to an equilibrium lattice at the transformation tempera-
ture [6, 8]. It is this technique that was used in the
present work.

Let us now consider in detail the phase transitions
induced in a bubble lattice by a change in the tempera-
ture upon cooling of the film. The bubble lattice is
induced at T = 300 K (Fig. 1a). In this case, the film
contains two collinear magnetic phases Φ1〈111〉
(orange bubble domains) and Φ2〈 〉  (brown back-
ground), whose magnetization vectors are perpendicular
to the film plane. The lattice with parameter a = 18 µm is
retained upon cooling to 215 K; i.e., the parameter a
remains unchanged to 215 K. With further decrease in
the temperature, this lattice undergoes a phase transfor-
mation into a lattice with a larger parameter a; during
this process, part of the bubble domains contract and
disappear and another part of the domains increase in
diameter and occupy the sites of adjacent domains
(Fig. 1b). Exposure to a pulsed magnetic field induces
an equilibrium bubble lattice with a larger parameter
a = 25 µm and a smaller number of bubble domains.
The magnetic phases Φ1 and Φ2 are retained. At 185 K,
some regions change color from brown to green and the
orange color of part of the bubble domains changes to
white. This indicates the onset of spin reorientation and
the formation of two new phases, Φ3 (white bubble
domains) and Φ4 (green background), whose magneti-
zation vectors make an angle with the film plane. A
decrease in the temperature to 172 K results in collapse
of the bubble lattice (Fig. 1c). Then, the film is again
exposed to a pulsed field, which induces a lattice with
parameter a = 118 µm (Fig. 1d) and a wide, very con-
trast domain wall. This is accompanied by a jumpwise
change in the bubble-domain size; or, more precisely,
there occurs a threefold increase in the bubble-domain
diameter (as compared to the diameter of bubble
domains at 185 K) and the corresponding change in the
ratio y = d/a to y = 0.45 (nonequilibrium lattice). The
domain-wall width also changes jumpwise; i.e., it
increases by a factor of five as compared to the domain-
wall width at 185 K. The film contains four phases; in
this case, the area of the Φ3 and Φ4 phases is equal to
the area of the phases Φ1 and Φ2 (Fig. 2). A decrease in
the temperature is attended by an increase in the area of
the phases Φ3 and Φ4: the green component becomes
dominant and displaces the brown color, and virtually all
bubble domains acquire a white color. At T2 = 160 K,
large-sized isolated bright white bubble domains with
clearly defined wide dark domain walls are observed
against the bright green background. This indicates that
the film contains only two angular phases, Φ3 and Φ4.
At 158 K, the bubble domains become unstable and
drift with a change in the shape. Furthermore, the
domain-wall width in different domain regions turns
out to be different. A further decrease in the tempera-
ture brings about a deterioration of the contrast due to a

111
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PHASE TRANSITIONS IN BUBBLE-DOMAIN STRUCTURES 285
decrease in the specific Faraday rotation, and virtually
nothing is seen at 150 K. This suggests the appearance
of in-plane anisotropy, i.e., the formation of the mag-
netic phase Φ5.

During heating of the film, a very large whitish
stripe domain appears at 155 K. Exposure of the film to
a pulsed field at 160 K induces unstable isolated white
bubble domains against the green background. This
implies the formation of the phases Φ3 and Φ4. More-
over, a small number of orange and brown regions
(phases Φ1 and Φ2) are observed in the film. Upon heat-
ing of the film to 172 K, bubble domains lose their
shape and transform into stripes. At 172 K, the film is
exposed to a pulsed field, which induces a lattice with a
smaller parameter a = 166 µm and narrow domain
walls. With a further increase in the temperature, we
observe the appearance of an orange color in a number
of white bubble domains and brown regions against the
green background, which indicates an increase in the
area of the phases Φ1 and Φ2. At 185 K, the white and
green colors are virtually not observed (the phases Φ3
and Φ4 disappear), bubble domains lose their shape,
and the bubble lattice collapses. Exposure of the film to
a pulsed field at 185 K induces a new lattice (with a
smaller parameter a = 120 µm) that involves only the
collinear phases Φ1 and Φ2 (orange bubble domains and
brown background). This lattice is retained up to 205 K.
Then, the lattice breaks down into regions (separated by
stripes) with a new bubble lattice characterized by a
smaller parameter a = 40 µm, which corresponds to the
equilibrium lattice at the given temperature (Fig. 1e).
Note that, upon this phase transition, the total number
of domains remains unchanged. Subsequent exposure
to a pulsed field induces a bubble lattice that has a
smaller parameter a and occupies the entire visible
region of the film. Several phase transitions of this type
are observed away from the magnetic compensation
temperature TC.

3. DISCUSSION

Let us now interpret the experimental data. The
change in the orientation of the magnetization vector
will be treated as a spin-reorientation phase transition
between homogeneous states in an infinite ideal crystal.
The expression for the free energy of the infinite crystal
in a zero field involves only the magnetic anisotropy
energy. In the coordinate system, in which the x, y, z

axes coincide with the 〈 〉 , 〈 〉 , and 〈111〉  crystal-
lographic axes, respectively, the anisotropy energy den-
sity can be represented in the form [9, 10]

 (1)

110 112
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where θ and ϕ are the polar and azimuthal angles of the
magnetization vector, respectively; Ku is the uniaxial
anisotropy constant; and K1 is the cubic anisotropy con-
stant.

In subsequent treatment, we will use the dimension-
less parameter v  = Ku/K1. With due regard for this
parameter, relationship (1) takes the form

 (2)

By minimizing expression (2) with respect to the
angles θ and ϕ, we obtain the system of equations

 (3a)

 (3b)

An analysis of this system of equations demonstrates
that the magnetic phases can exist only at the following
angles θ and ϕ:

(i)  (4a)

(ii)  (4b)

(iii) ϕ = π/6 and the angle θ determined from the solu-
tion of the cubic equation

 (5)

where y = cos2θ.

The dependence of the discriminant D of this cubic
equation on the dimensionless parameter v  is plotted in
Fig. 3. It can be seen from this figure that, at v  > 0.76
and v  < –0.22, the discriminant D > 0 and the cubic
equation possesses a unique real solution. However, for
the interval v  ∈  (–0.22, 0.76), there exist three real
roots of Eq. (5). In the general form, the expressions for
these roots are very cumbersome and are not presented
in this work. The dependences of these three roots on
the dimensionless parameter v  are depicted in Fig. 4. It
is clear that these roots correspond to the angular
phases in the range 0 < θ < π/2.

For each of the orientations of the magnetization
vector (4a), (4b), and (5), the free energy has minima at
specific values of the dimensionless parameter v, i.e., at
specific ratios between the anisotropy constants. At the
next stage of constructing the phase diagram, we reveal
the stability regions of the magnetic phases. The stabil-
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ity condition for a function with two variables f(θ, ϕ)
has the form

 (6a)
∂2

f

∂θ2
-------- 0,>

–0.0002
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Fig. 3. Dependence of the discriminant D of cubic equa-
tion (5) on the dimensionless parameter v.
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Fig. 4. Dependences of the roots of cubic equation (5) on
the dimensionless parameter v : (1) y1, (2) y2, and (3) y3.
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Fig. 5. Dependences f1(v ) [relationship (8a)] and f2(v )
[relationship (8b)] for the roots of cubic equation (5). Des-
ignations are the same as in Fig. 4.
PH
 (6b)

The condition for loss of stability of the function f(θ, ϕ)
implies that either of these expressions vanishes (with a
subsequent change in sign). In the KuK1 plane, this con-
dition determines a critical line that can correspond to a
second-order phase transition or loss of stability of the
metastable phase.

By using conditions (6a) and (6b) for solutions (4a),
(4b), and (5), we obtain the following results.

(i) At θ = 0, the stability condition for the magnetic
phase is determined by the inequality

 (7)

or, what is the same, by the relationship

 (7a)

(ii) At θ = π/2 and ϕ = 0, condition (6b) is not satis-
fied. This means that the magnetic phase is not an extre-
mum of function (2).

(iii) For the roots y1, y2, and y3 of cubic equation (5),
the stability region can be graphically determined by
constructing a plot of the functions

 (8a)

 (8b)

(see Fig. 5).
As can be seen from Fig. 5, the magnetic phases cor-

responding to the roots y1, y2, and y3 are stable at v  <
0.76, –0.22 < v  < 0.15, and –0.22 < v  < 0.28, respec-
tively, or, what is the same, under the conditions

 (9a)

 (9b)

 (9c)

The construction of the graph of the anisotropy
energy (2) for different solutions (θ, ϕ) provides better
insight into the processes under investigation and
makes it possible to determine the lines corresponding
to the phase transitions. These lines can be obtained by
comparing the free energies of the magnetic phases
with different orientations of the magnetization vector
(Fig. 6). It can be seen from Fig. 6 that, at v  < 0.76, the
phase y1 has the lowest energy and, at v  > 0.76, there
exists only the easy-axis phase. Note that only the por-
tions of the curves that correspond to the minimum of
the anisotropy energy (2) are shown in Fig. 6.

By using the data presented in Fig. 6 and condi-
tions (7a) and (9a)–(9c), we constructed the phase dia-
gram in the Ku–K1 coordinates (Fig. 7).
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An analysis of the phase diagram shows that the
reorientation of the magnetization vector from the easy-
axis state to the angular state y1 is a first-order phase
transition. This can be judged from the existence of the
regions of metastable states, i.e., the overlap of the sta-
bility regions of the relevant phases. The phase y1 at
v  = –3 transforms into the easy-plane state (θ = π/2,
ϕ = π/6). Substitution of these angles into relationships
(6a) and (6b) gives the stability condition for the easy-
plane phase; that is,

 (10a)

or, what is the same,

 (10b)

Therefore, the transition from the angular phase y1
to the easy-plane phase (θ = π/2, ϕ = π/6) is a first-order
phase transition. This can be explained in the following
way. The easy-plane phase with θ = π/2 and ϕ = π/6
becomes more favorable at large angles θ close to π/2.

An analysis of the results presented in Fig. 6 demon-
strates that the application of a magnetic field can ren-
der a particular angular magnetic phase favorable. In
this case, it is necessary to consider the ranges of the
parameter v  in which the corresponding angular phases
are stable.

The results of the calculations allow us to draw the
following inferences.

The transformation from the easy-axis state into the
easy-plane state should occur along the direction with
ϕ = π/6. In the plane, this direction coincides with the
〈 〉  direction. The easy-plane state is observed at v  =
–1/2. The easy-plane phase is formed upon a gradual
change in the angle θ for the angular phase y1. At
angles θ close to π/2, the phase with θ = π/2 and ϕ =
π/6 becomes more favorable. In this process, the mag-
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Fig. 6. Dependences of the anisotropy energy [relation-
ship (2)] on the dimensionless parameter v  for the solutions
obtained. Designations are the same as in Fig. 4. Line 4 cor-
responds to the easy-axis state.
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netization vector lies in the plane involving the 〈111〉
and 〈 〉  directions and passes through the 〈11w〉
direction.

Now, we use the results obtained to interpret the
experimental data on the transformation of the domain
structure in garnet ferrite films with a variation in the
temperature. At room temperature, only the easy-axis
phase Φ1 with magnetization orientation along the
〈111〉  direction is observed in the film. A decrease in the
temperature (in the dimensionless parameter v  =
Ku/K1) leads to the formation of the angular phase y1
(Φ3 and Φ4) due to the first-order spin-reorientation
phase transition at v  = 0.66. At v  = –0.5, the y1 angular
phase undergoes a first-order transition to the easy-
plane phase Φ5.

4. CONCLUSIONS

The results obtained in this work can be summarized
as follows. In the temperature range above T1 (Fig. 2),
there coexist two magnetic collinear phases, namely,

Φ1〈111〉  and Φ2〈 〉 . This range is characterized by
the formation of a hexagonal bubble lattice with a lat-
tice equilibrium parameter y = 0.74 and narrow Bloch
domain walls. The lattice remains stable over a particu-
lar temperature range. In the case when the boundary of
the stability range approaches the magnetic compensa-
tion temperature TC, the lattice undergoes a phase trans-
formation into an equilibrium bubble lattice with larger
parameters. This is accompanied by the collapse of part
of the domains. At the other boundary of the stability
range (far from the magnetic compensation tempera-
ture TC), the bubble lattice transforms into a two-phase
structure that consists of regions of a new bubble lattice
and stripe domains. Upon this transformation, the total
number of domains remains unchanged. Although the
above transformations are qualitatively different, both
phase transitions in the lattice spontaneously occur in a

211
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K1 3Ku = 2K1

Ku = 0.76K1

Φ1, Φ2

Φy1Ku = –3K1
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Fig. 7. Regions of existence of the easy-plane phase Φ5 (hor-

izontal hatching), the angular phase  (tilted hatching),

and the easy-axis phases Φ1 and Φ2 (vertical hatching).

Φy1
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jumpwise manner over a temperature range of 2–3 K.
The phase transitions are characterized by a hysteresis
which manifests itself both in the difference between
the temperatures of collapse of the bubble lattice upon
heating and cooling and in different character of this
collapse.

In the temperature range T1–T2 (Fig. 2), there coex-
ist four magnetic phases, namely, the collinear phases

Φ1〈111〉  and Φ2〈 〉  and the angular phasesΦ3 and Φ4.
The percentage of these phases is identical at the temper-
ature of the spin-reorientation phase transition TS = 172
K. This transition is attended by a jump in the phase
volume in the bubble lattice due to a change in the
parameters a and d. The lattice equilibrium parameter y
changes from 0.74 to 0.45. The domain-wall width
slowly increases in the temperature range T1–TS. At the
temperature TS, the domain-wall width increases drasti-
cally: the Bloch domain wall transforms into the Néel
domain wall. In the case when the film contains only
the angular phases Φ3 and Φ4 (at the temperature T2), no
bubble lattice is formed but isolated bubble domains are
observed.
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Abstract—The temperature and field dependences of the magnetic characteristics of chromium-intercalated
titanium ditelluride compounds are investigated over a wide range of chromium concentrations. The Cr0.5TiTe2
compound is studied by neutron diffraction. It is revealed that the system under investigation can occur in dif-
ferent magnetic states depending on the chromium concentration. An analysis of the experimental results dem-
onstrates that the interaction between magnetic moments of chromium ions is predominantly ferromagnetic in
character. An increase in the chromium concentration leads to ferromagnetic behavior with a pronounced mag-
netic hysteresis. The magnetic moments of chromium ions in these compounds are estimated. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The considerable interest expressed by researchers
in compounds prepared through intercalation of transi-
tion elements into titanium dichalcogenides TiX2 (X =
S, Se, Te) is associated with the possibility of producing
structures with alternating layers of magnetic and non-
magnetic ions [1, 2]. In the structure, the intercalated
transition metal atoms occupy empty octahedral sites of
the so-called van der Waals gap between trilayer X–Ti–
X fragments. This feature of the crystal structure offers
strong possibilities for modifying the physical proper-
ties of the compounds under consideration. The interca-
lation of transition metal atoms leads to hybridization
of the 3d electron states of the intercalated atoms with
the band states of the TiS2 and TiSe2 matrices. The con-
tribution of the 3d states to the formation of new molec-
ular orbitals depends on the type of intercalated atoms.
The formation of the new orbital states is accompanied
by a distortion of the crystal lattice along the direction
perpendicular to the X–Ti–X layers and a change in the
electrical conductivity and the effective magnetic
moment [3, 4]. As was shown earlier in [5–7], the inter-
calation of 3d metal atoms into titanium disulfide and
titanium ditelluride provides a means for producing
compounds in different magnetic states with both long-
range magnetic order and frustrated bonds. For exam-
ple, it was revealed [8] that CrxTiSe2 compounds at a
chromium content x = 0.5 are in the antiferromagnetic
state characterized by spin reorientation with a rela-
tively low magnetic field strength.

Although the aforementioned intercalation com-
pounds have been studied extensively, the problem of
their magnetic ordering remains unsolved, in particular,
1063-7834/04/4602- $26.00 © 20289
because of the lack of reliable experimental informa-
tion. In order to complement the available data on the
magnetism of layered materials, we examined com-
pounds based on titanium ditelluride. In this work, the
magnetic properties of CrxTiTe2 compounds were
experimentally investigated for the first time. These
investigations provide important information on the
influence of the TiX2 matrix on the magnetic properties
of intercalated systems.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

Polycrystalline samples of CrxTiTe2 were prepared
using solid-phase synthesis in two stages. The synthesis
procedure was described in detail in [5]. The TiTe2
binary compound was synthesized at the first stage, and
CrxTiTe2 samples (0 < x ≤ 0.5) were prepared at the sec-
ond stage. At both stages, intermediate products were
carefully ground, the powders thus obtained were
pressed into compact pellets, and the pellets were sub-
jected to prolonged high-temperature treatment. As
was established earlier for other systems, this synthe-
sis procedure provides homogeneity of the composi-
tion throughout the volume of the sample. X-ray dif-
fraction analysis and the determination of the struc-
tural parameters were carried out using a DRON-3M
x-ray diffractometer (CuKα radiation). The magnetic
measurements were performed on a QUANTUM
DESIGN MPMS-5XL SQUID magnetometer. The ac
and dc susceptibilities and the field dependences of the
magnetization were measured in magnetic fields up to
5 T in the temperature range 2–300 K. The neutron dif-
fraction investigations were performed at temperatures
004 MAIK “Nauka/Interperiodica”
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of 295 and 4.2 K with the use of a D3 diffractometer
(wavelength, 0.243 nm) installed on the horizontal chan-
nel of an IVV-2M reactor. The neutron diffraction pat-
terns were numerically processed using the Rietveld full-
profile method with the Fullprof program package [9].

3. RESULTS AND DISCUSSION

According to the x-ray diffraction data, the crystal
structure of CrxTiTe2 compounds at a chromium con-

tent x ≤ 0.33 retains the symmetry (space group )
characteristic of the initial matrix TiTe2. The structure
of the sample with x = 0.5 belongs to the monoclinic
system (space group I2/m) due to the ordering of chro-
mium ions, which occupy half of all possible octahedral
sites in the van der Waals gaps. A similar change in
symmetry of the unit cell was revealed earlier in
FexTiSe2 compounds [1].

The magnetic susceptibility χ of CrxTiTe2 com-
pounds increases with an increase in the chromium
content (Fig. 1). The dependence χ(T) in the tempera-
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Fig. 1. Temperature dependences of the static magnetic sus-
ceptibility of CrxTiTe2 compounds at chromium contents
x = (1) 0.1, (2) 0.2, (3) 0.25, (4) 0.33, and (5) 0.5.

Temperature-independent contributions χ0, effective (µeff)
and spontaneous (µs) magnetic moments of chromium ions,
Weiss constants Θ, and critical temperatures Tc of magnetic
phase transformations in the CrxTiTe2 compounds

Parameter
x

0 0.1 0.2 0.25 0.33 0.5

χ0, 10–7 
emu/(g Oe)

2 1.77 4.33 3.67 2.36 –

µeff/Cr, µB – 4.1 3.9 4.1 3.8 4.2

µs/Cr, µB – – – – 0.2 0.9

Θ, K – ≅ 0 6 8 20 115

Tc, K – – 8 10 12 78
P

ture range covered is adequately described by the gen-
eralized Curie–Weiss law:

 

where C is the Curie constant; Θ is the Weiss constant;
and χ0 is the temperature-independent contribution,
which accounts for the diamagnetism of the filled elec-
tron shells and paramagnetism of the electron gas. The
values of χ0, C, and Θ (see table) were determined by
approximating the experimental dependence χ(T)
according to the above expression.

An analysis of the data presented in the table shows
that, upon intercalation, the temperature-independent
contribution χ0 increases in the initial stages as com-
pared to the Pauli magnetic susceptibility of the TiTe2
compound, reaches a maximum in the concentration
range x = 0.2–0.25, and then decreases. Since the dia-
magnetic component is determined primarily by the
electron shells of the matrix, this component should
very weakly depend on the chromium concentration.
Therefore, it can be inferred that the concentration
dependence of the diamagnetic contribution correlates
qualitatively with the change in the Pauli susceptibility.
Unfortunately, correct analysis of this dependence is
complicated, because necessary data on the kinetic
characteristics of these phases and on the state of the
electronic subsystem are not available in the literature.
The value of χ0 for the Cr0.5TiTe2 compound is not
given in the table. This is explained by the fact that the
high susceptibility of this material leads to a large error
in determining the contribution χ0.

As can be seen from the table, the effective magnetic
moments µeff = (4.0 ± 0.2)µB for samples of different
compositions are virtually identical to within the exper-
imental error and almost coincide with the effective
magnetic moment of a free Cr3+ ion (3.87 µB). A differ-
ent situation was observed earlier for the CoxTiSe2 and
FexTiSe2 compounds [6], for which the effective mag-
netic moments appreciably decrease with an increase in
the concentration of intercalant atoms. It was found that
the positive Weiss constant Θ increases from 6 K for
Cr0.2TiTe2 to 115 K for Cr0.5TiTe2. This indicates that,
as the chromium content increases, the ferromagnetic
interactions dominate and ferromagnetic ordering
becomes possible in the low-temperature range.

As follows from analyzing the magnetizations mea-
sured at low temperatures, the paramagnetic state of
samples with x = 0.1 is retained down to T = 2 K. The
temperature dependences of the magnetization mea-
sured for samples with x = 0.2 and 0.25 after cooling in
the absence of a magnetic field and after cooling in a
magnetic field exhibit a temperature hysteresis at tem-
peratures below 8 and 10 K, respectively. However, no
hysteresis is observed in the field dependences of the
magnetization measured for these samples under condi-
tions where the magnetic fields are changed in opposite
directions. In order to elucidate the nature of the mag-

χ χ0 C/ T Θ–( ),+=
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Fig. 2. Temperature dependences of the real part of the
magnetic susceptibility of the Cr0.2TiTe2 and Cr0.25TiTe2
compounds at ac magnetic field frequencies of (1) 8 and
(2) 800 Hz.
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Fig. 4. Field dependences of the specific magnetization of the Cr0.33TiTe2 and Cr0.5TiTe2 compounds at a temperature of 2 K.
netic state in the compounds with chromium contents
x = 0.2 and 0.25 at temperatures in the vicinity of the
observed maxima, we measured the susceptibility in an
ac magnetic field with an amplitude of 4 Oe at frequen-
cies of 8 and 800 Hz. The experimental data obtained
for these samples are presented in Fig. 2. It can be seen
from this figure that, as the frequency of the magnetic
field increases, the real part χ' of the magnetic suscep-
tibility at temperatures below the temperature of the
maxima decreases and the maxima observed in the
dependence χ'(T) shift toward the high-temperature
range. This suggests that relaxation processes proceed
in the course of magnetization. The results obtained
allow us to draw the inference that samples with chro-
mium contents x = 0.2 and 0.25 are characterized by the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
spin-glass state with critical temperatures Tc = 8 and
10 K, respectively.

The dependences χ'(T) for samples with x = 0.33
and 0.5 also exhibit maxima at temperatures of 12 and
78 K, respectively (Fig. 3). The Weiss constants Θ of
these samples are larger than those of the compounds
with a lower chromium content, which reflects
enhancement of the ferromagnetic interactions. In this
respect, we measured the field dependences of the
magnetization M for samples with x = 0.33 and 0.5 at
T = 2 K. It was found that the dependences M(H)
exhibit a pronounced magnetic hysteresis. The hystere-
sis loops obtained for these samples after cooling in the
absence of a magnetic field and after cooling in a mag-
netic field are symmetric in shape (Fig. 4). The coercive
forces for compounds with x = 0.33 and 0.5 are equal to
4
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200 and 700 Oe, respectively. The field dependences
are characterized by a very strong paraprocess, and,
consequently, saturation for relatively weak coercive
forces is not attained up to a field strength of 5 T. The
spontaneous magnetic moments of chromium ions,
which were determined by extrapolating the magneti-
zation to a zero magnetic field, are equal to 0.2 µB for
Cr0.33TiTe2 and 0.9 µB for Cr0.5TiTe2.

The neutron diffraction pattern of the Cr0.5TiTe2
compound (Fig. 5) indicates ferromagnetic ordering of
the magnetic moments of chromium ions. An analysis
of the neutron diffraction data demonstrates that the
magnetic unit cell coincides with the crystal chemical
unit cell. The magnetic structure is described by the
(000) magnetic vector. Consequently, the greater part of
the magnetic reflections overlap with nuclear reflec-
tions. Since the intensity of the magnetic reflections is
very weak, we failed to obtain a reliability factor better
than 20%. Making allowance for the high chromium
content in this compound, the weak intensity of the
magnetic reflections can be explained by the fact that
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Fig. 5. Neutron diffraction pattern of the Cr0.5TiTe2 com-
pound at temperature T = 4.2 K. Points are the experimental
intensities. The upper solid line corresponds to the results of
calculations. The lower solid line is the difference curve.
The upper and lower tick marks indicate the angular posi-
tions of the nuclear and magnetic reflections, respectively.
PH
only part of the chromium atoms form an ordered struc-
ture. The calculations were performed for different
models of magnetic moment orientation with respect to
the principal crystallographic directions in the mono-
clinic unit cell. The best agreement with the experimen-
tal diffraction pattern was achieved in the case when the
magnetic moments of chromium ions in the layer plane
were aligned parallel to each other and to the [010]
direction of the monoclinic structure. Moreover, the
magnetic moment of chromium ions was determined to
be (0.8 ± 0.2)µB, which agrees well with the spontane-
ous magnetic moment obtained from the magnetic
measurements. It can be seen that the magnetic
moments determined by independent methods in the
experiment are considerably less than the calculated
value, which, for a Cr3+ ion with a 3d3 electron config-
uration, should be equal to 3µB. From analyzing the
experimental results, we assume that the magnetic state
of the Cr0.5TiTe2 compound at temperatures below T =
78 K can be represented as a mixture of magnetically
ordered and spin-glass states. The possible coexistence
of these states was considered in [10]. Probably, a sim-
ilar mixed state, but with a smaller contribution of the
magnetically ordered phase, can be observed in the
compound with x = 0.33.

4. CONCLUSIONS

Thus, the results obtained in the above investigation
indicate that chromium-intercalated titanium ditellu-
ride can occur in different magnetic states (from a typ-
ical paramagnetic state to spin-glass and ferromagnetic
states), depending on the intercalant content. The spin-
glass and ferromagnetic states coexist in some regions.
A comparison of the data obtained in this work with the
results of our earlier investigation into the magnetic
properties of CrxTiSe2 compounds [8] clearly demon-
strates that the specific features of the crystal and elec-
tronic structures of the matrix substantially affect both
the magnetic properties of intercalation materials of
this type and the magnitude and character of the inter-
action between intercalated 3d transition metal atoms.
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Abstract—The magnetic properties of complex oxides Ln2Mn2/3Mo4/3O7 (Ln = Sm, Gd, Tb, or Y) with a pyro-
chlore-type structure are studied in the temperature range 2–300 K. For all compounds in the paramagnetic
state, the temperature dependence of the magnetic susceptibility is described by a generalized Curie–Weiss law
with a temperature-independent component of ~10–6 cm3/g and with a Weiss constant Θ < 0 and |Θ| < 16 K. At
low temperatures (T < 10–12 K), the compounds have spin-glass properties; they exhibit magnetic and temper-
ature hysteresis and the typical dependences of the imaginary and real parts of the dynamic magnetic suscepti-
bility on temperature and the frequency of an ac magnetic field in a wide range of magnetization relaxation
times. The data obtained suggest that d electrons are responsible for the formation of frustrated exchange inter-
actions in the compounds and that 4f electrons in the compounds with Sm or Tb provide strong magnetic-anisot-
ropy effects. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The family of chemical compounds isostructural to
pyrochlore NaCaTa2O6(OH, F) [1] is considerable. It
contains a large group of complex oxides A2B2O7,
where A is a bivalent alkaline earth element or a triva-
lent rare earth element [2]. The positions of B atoms are
occupied by penta- and tetravalent elements, respec-
tively. These cases correspond to the chemical formulas

 and , respectively. The com-
pounds under study have a face-centered cubic lattice
(space group Fd3m) and eight formula units in the unit
cell. Atoms A are located in the 16d positions and coor-
dinated by eight oxygen ions. Atoms B are located in
the octahedra (16c positions). Unlike ABO3 perovs-
kites, where the BO6 octahedra are connected by their
vertices and form linear chains in three directions, the
octahedra in pyrochlores are connected to form zigzag
chains along the (110) direction with a B–O–B bond
angle of ~135°. In order to emphasize the presence of
two independent cation subsystems in the lattice, the
pyrochlore formula can be written as A2O'(B2O6).

Cations A and B in the A2B2O7 structure form a sub-
lattice of tetrahedra connected by their vertices, which
can result in intense frustration of the magnetic interac-
tion and unusual low-temperature properties [3]. This
cation environment prohibits antiferromagnetic inter-
action between cations located along the same direc-
tions [4]. This is likely the cause of the absence of long-
range magnetic order in many pyrochlores. As a rule,
complex oxides with pyrochlore structure demonstrate

A2
2+

B2
5+

O7 A2
3+

B2
4+

O7
1063-7834/04/4602- $26.00 © 20294
spin-glass behavior. However, according to [5], such
compounds can also be in a ferromagnetic state. For
example, semiconductor vanadium(IV)-based oxides
Ln2V2O7 (Ln = Lu, Yb, or Tm) are ferromagnets [6, 7].

Note that pyrochlore-type compounds have super-
conducting properties (e.g., Cd2Re2O7 [8]) and, proba-
bly, exhibit spin-ice behavior (e.g., Ln2Ti2O7 [9]).

Mn-containing pyrochlores Ln2Mn2O7 exhibit a
complex dependence of their magnetic properties on
the type of element in the A position. For example, the
oxides with Ln = Sc, Y, or Lu are characterized by spin-
glass behavior and have semiconductor properties [10],
whereas Tl2Mn2O7 and In2Mn2O7 compounds are ferro-
magnets (at T ≤ 120 K) and metallic conductors [11].
Mo-containing pyrochlores Ln2Mo2O7 exhibit ferro-
magnetic properties in the case of Ln = Nd–Gd and
spin-glass behavior for most heavy rare earth metals
(Ln = Tb–Er, Y) [12, 13]. Ln2Mo2O7 compounds of the
former group have metallic conduction, whereas those
of the latter group exhibit pronounced semiconductor
properties. The character of conduction is likely to play
the determining role in establishing magnetic order in
these compounds.

In [14–16] (see also references therein), more com-
plex oxides were reported to be synthesized:
Ln2A2/3B4/3O7, where Ln stands for trivalent rare earth 4f
ions, A are bivalent Mn, Co, or Ni ions, and B are pen-
tavalent Nb, Ta, Mo, or Re ions; Ln2A4/3B2/3O7, where A
are trivalent Fe or Mn ions and B is cation W6+; and
Ln2M3+BO7, where B is Nb5+ or Ta5+. These oxides were
004 MAIK “Nauka/Interperiodica”
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found to have pyrochlore structure with rhombohedral
distortions. Examination of these compounds by using
high-resolution electron spectroscopy, electron diffrac-
tion, and x-ray diffraction [17, 18] showed that they
could exist in two modifications, namely, in a trigonal
one (space group P3121, z = 6, zirkelite structure) and
in a monoclinic one (space group C2/c, z = 8, zircono-
lite CaZrTi2O7 structure).

The magnetic properties of Ln2A2/3B4/3O7 pyro-
chlore-like oxides at low temperatures are almost com-
pletely unknown. Bazuev et al. [16] found that the
Y2Mn2/3Re4/3O7 compound has a spontaneous magnetic
moment below 190 K. Presumably, the magnetic struc-
ture of Y2Mn2/3Re4/3O7 is noncollinear [16]. As the tem-
perature decreases, this compound undergoes a metal–
semiconductor transition at T ~ 120 K [19]. At high
temperatures (300–400 K), the magnetic susceptibility
χ obeys the Curie–Weiss law

(1)

where C and Θ are the Curie and Weiss constants,
respectively. The value of Θ is negative, and the value
of the effective magnetic moment µeff indicates the
presence of a Mn2+(d5)–Re5+(d2) cation combination.
Note that the data on µeff for the Er2Mn2/3Mo4/3O7 com-
pound obtained in [18] suggest a Mn2+–Mo5+ cation
combination; therefore, the manganese in both com-
pounds is in the bivalent state. Similar to
Ln2Mn2/3Mo4/3O7, Ln2Mn2/3Re4/3O7 oxides are semi-
conductors at low temperatures [14].

The data given above indicate that these compounds
have a wide spectrum of magnetic states depending
both on the degree of electron localization and on their
crystal structure. However, the roles of these factors in
the formation of the magnetic states in pyrochlore-like
compounds are still unknown. Solving this problem
requires, in particular, more information on the mag-
netic properties of Ln2A2/3B4/3O7 compounds. As noted
above, the magnetic properties of these compounds are
poorly understood. The purpose of this work is to find
possible magnetic states in the series of complex oxides
Ln2Mn2/3Mo4/3O7, where Ln = Y, Tb, Gd, or Sm. By
analogy with the Y2Mn2/3Re4/3O7 compound studied
earlier in [16], we can assume the existence of a Mn2+–
Mo5+ cation combination and, hence, long-range mag-
netic order in these oxides. Bazuev et al. [20] found that
such a cation combination in the LaMn2/3Mo1/3O3 per-
ovskite leads to ferrimagnetism with a Curie tempera-
ture TC = 89 K.

2. EXPERIMENTAL

The compounds to be studied were prepared, by
solid-phase reactions, from oxides Ln2O3 (Ln = Y, Sm,
Gd, or Tb) of the base material (99.95%), MnO pro-
duced from MnO2 (99.9%) by reduction in hydrogen at
800°C, and metallic molybdenum (99.9%). They were

χ C/ T Θ–( ),=
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synthesized in vacuum at a pressure of 10–3 Pa and a
temperature of 1423 K. The completion of chemical
reactions was controlled using x-ray diffraction (CuKα
radiation). The lattice parameters were calculated,
using the least squares method, from the interplanar
spacings measured with a STADI-P (STOE) diffracto-
meter. As an external standard, we used polycrystalline
silicon (a = 5.43075(5) Å), and, as an internal standard,
we used Al2O3 (NIST SRM 676 standard sample from
the US National Institute of Standards and Technology
with ah = 4.75919(44) Å, ch = 12.99183(174) Å).

Magnetic measurements were performed on an
MPMS-XL-5 (QUANTUM DESIGN) SQUID magne-
tometer in the temperature range 2–300 K at the Center
of Magnetometry of the Institute of Metal Physics. The
strength H of the applied magnetic field was varied up
to 50 kOe. The static magnetic moment of a sample was
used to determine its magnetization M and static mag-
netic susceptibility χ = M/H. By measuring the
dynamic magnetic susceptibility, we determined the
real part χ' and imaginary part χ" of the dynamic sus-
ceptibility at an ac magnetic field amplitude of up to
4 Oe and a frequency f varying from 1 to 642 Hz.

3. RESULTS AND DISCUSSION

According to the x-ray diffraction data, all complex
oxides produced are isostructural and do not contain
any additional phases. As an example, Fig. 1 shows the
x-ray diffraction pattern of the Sm2Mn2/3Mo4/3O7 com-
pound typical of the series of compounds under study.
Table 1 gives the lattice parameters of all compounds.
The parameters were calculated assuming the crystal
lattice to be rhombohedral with ahex ~ ac × 21/2 and chex ~
cc × 31/2, where ac and cc are the lattice parameters for
the cubic pyrochlore structure. We did not refine the
atomic positions in the lattice; however, we believe that
they can be specified using the data from [17], where an
Er2Mn2/3Mo4/3O7 compound (which could be consid-
ered an analog of the oxides to be studied) was investi-
gated. This compound was considered to have mono-
clinic structure with space group C2/1 and parameters
a = 12.781 Å, b = 7.378 Å, c = 11.643 Å, and β =
100.53°. In the unit cell of this oxide, there are two
types of Er+ cations in the 8a positions, the Mo5+ ion is

Table 1.  Lattice parameters of Ln2Mn2/3Mo4/3O7

Compound
Parameters

a, Å c, Å

Sm2Mn2/3Mo4/3O7 15.075(2) 17.398(3)

Gd2Mn2/3Mo4/3O7 14.95(1) 17.37(1)

Tb2Mn2/3Mo4/3O7 14.90(1) 17.33(1)

Y2Mn2/3Mo4/3O7 14.80(1) 17.24(1)
4
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Fig. 1. X-ray diffraction pattern of Sm2Mn2/3Mo4/3O7.
in the 8f position, the Mn2+ cations of the first type are
in the 4e positions, and the Mn2+ cations of the second
type and the Mo5+ ion occupy the second 4e position (in
the proportion 0.33Mn + 0.67Mo).

The basic magnetic data, especially for the para-
magnetic state of the samples, are given in Fig. 2. Note
that, to comprehensively analyze such data obtained for
real samples, it is necessary to take into account the
contributions to the magnetic susceptibility χ coming
not only from a Curie–Weiss-type mechanism but also
from other magnetization mechanisms. This is espe-
cially important at small values of the effective mag-
netic moment µeff and, correspondingly, small values of
the experimentally determined susceptibility at fairly
high temperatures kT @ µH (µ is the z component of the
magnetic moment of an ion). Taking into account the
nonlinear character of the temperature dependence of
the reciprocal susceptibility for the compounds under
study, we use the generalized Curie–Weiss law

(2)

where χ0 is the susceptibility due to other magnetiza-
tion mechanisms. Assuming χ0 to be virtually indepen-
dent of temperature, we put χ0(T) = const when pro-
cessing the experimental data. Expression (2) describes
the real magnetization of a material more exactly than
does Eq. (1), and the additional contributions to the sus-
ceptibility, such as diamagnetic and Van Vleck- or
Pauli-type contributions, as a rule, depend on tempera-
ture only weakly. The fact that susceptibility χ0 of any
nature, as a rule, weakly depends on temperature as
compared to the function C/T serves as a basis for using
the condition χ0 = const in Eq. (2) to analyze the exper-
imental χ(T) dependences for paramagnetic samples
with localized magnetic moments. It should be noted
that, apart from the physical reasons for introducing the

χ χ0 C/ T Θ–( ),+=
P

additional term χ0 in Eq. (1), there are trivial reasons,
such as technological contamination of samples with
ferromagnetic or other impurities with high values of
susceptibility or magnetization.

At first glance, the nonlinear χ–1(T)dependence
(Fig. 2a) can be considered a sign of a ferrimagnetic
ground state in the Y2Mn2/3Mo4/3O7 and
Sm2Mn2/3Mo4/3O7 compounds. Based on such a nonlin-
ear character of the χ–1(T) dependence in the range 77–
1050 K, Bazuev et al. [14] supposed that
Y2Mn2/3Mo4/3O7 has ferrimagnetic properties. How-
ever, the χ–1(T) data obtained (Fig. 2) are not described
by the Néel hyperbolic law. As will be shown below, the
magnetic ground state of Y2Mn2/3Mo4/3O7 turns out to
be spin glass rather than ferrimagnetic. In the case of
the compound with Sm, we might consider another
cause of the nonlinear character of the function χ–1(T),
namely, possible mixing of the ground multiplet of the
Sm3+ ion (ground state 6H5/2) and the next, higher lying
state. However, this problem requires separate consid-
eration. In this work, we analyze the experimental data
for the compounds in question (including
Sm2Mn2/3Mo4/3O7) only in the paramagnetic state in
terms of Eq. (2).

As already mentioned, the susceptibility χ = M/H
and the experimental data obtained at various values of
H allow us to reveal contamination of samples with fer-
romagnetic impurities. The experiments were per-
formed at H≥ 500 Oe (up to H = 50 kOe). In all cases in
the region of a paramagnetic state, the χ(T) depen-
dences merge with each other to form a line, within the
measurement error. This result suggests that the content
of ferromagnetic impurities in the samples is negligible
(<10–4–10–5%). Therefore, the susceptibility χ0 is likely
to be related to the physics of magnetic phenomena in
the compounds in question. The values of χ0, Θ, C, and
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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effective magnetic moment µeff per formula unit are
given in Table 2. They are obtained by fitting Eq. (2) to
the experimental χ(T) curves with the use of standard
methods for determining the three parameters involved
in Eq. 2. The representation of the results in the form of
χ(T) curves is not sufficiently illustrative. By contrast,
the functions χ–1(T) and (χ – χ0)–1(T) clearly demon-
strate (Fig. 2) the advantage of applying the generalized
Curie–Weiss law to analyze the experimental data and
determine the physical parameters χ0, Θ, and C of the
compounds. In the case of the Gd2Mn2/3Mo4/3O7 and
Tb2Mn2/3Mo4/3O7 compounds, the susceptibility χ is
found to be substantially higher than χ0 over the whole
temperature range studied; therefore, the χ–1(T) depen-
dence differs only weakly from the (χ – χ0)–1(T) straight
line (Fig. 2b).

Table 2 shows that, for all compounds, the values of
the susceptibility χ0 are positive and typical of most
paramagnetic materials without localized magnetic
moments. The susceptibility χ0 is likely due to the mag-
netization of the matrix of the compounds, i.e., of the
electronic subsystem that is not involved in the forma-
tion of localized moments. It is difficult to say anything
more definite about this characteristic at the present
time.

The Weiss constant Θ is negative and does not
exceed ~16 K in magnitude for all compounds (Table 2).
This result indicates the presence of antiferromagnetic
interactions in the compounds under study. The abso-
lute values of Θ for the compounds with Gd and Tb are
several times greater than those for the compounds with
Y and Sm, which can be understood as a result of inter-
actions in both the 3d- and 4f- electron subsystems with
possible d–d, f–f, and d–f exchange couplings. Note that
our results are too scarce to establish standard correla-
tions between Θ and de Gennes’s parameter; however,
the low values of Θ suggest that the antiferromagnetic
interactions are weak.

Table 2 gives the values of Curie constant C and µeff
determined from the experimental data and calculated
using the free-ion model

(3)

where µR is the effective magnetic moment for the free
Ln3+ ion and µMn and µMo are the effective spin mag-
netic moments for the manganese and molybdenum
ions, respectively. The calculation was performed for
two cation combinations of these ions, namely,
Mn2+(d5)–Mo5+(d1) and Mn4+(d3)–Mo4+(d2). For the
former combination (Table 2), the calculated values of
µeff and C are seen to be substantially higher than the
experimental values for all compounds under study. In
the Mn4+–Mo4+ model, the calculated results are much
closer to the experimental data. However, as noted
above, analysis of the experiments on determining the
Curie constant C for the Ln2Mn2/3Mo4/3O7 (Ln = Y or Er

µeff
2

2µR
2

2/3( )µMn
2

4/3( )µMo
2

,+ +=
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
[14, 16]) and LnMn2/3Mo1/3O3 [20] compounds in the
temperature range 77–1000 K gave a Mn2+(d5)–
Mo5+(d1) cation combination of manganese and molyb-
denum ions. Bivalent Mn and pentavalent Mo were also
detected in [21], where the BaLaMnMoO6 perovskite
was studied using x-ray fluorescence analysis. How-
ever, the analysis of the four compounds given above
inclines us to the model of Mn4+–Mo4+. To resolve this
contradiction, it is necessary to perform additional
studies, e.g., high-temperature measurement of the
magnetic susceptibility; it is also appropriate to study
x-ray and photoemission spectra.

If the ground state of the samples is paramagnetic,
then a magnetic field H = 50 kOe is sufficient in all
cases to achieve saturation of the M(H) curve at T = 2 K
(µH @ kT). It is easy to calculate the saturation magne-
tization Ms, i.e., the limiting value of magnetization
when all z projections of localized magnetic moments
are oriented along an applied field H. The data calcu-
lated using the Mn2+–Mo5+ and Mn4+–Mo4+ models are
given in Table 2. The values of Ms calculated in the
former model are seen to be insignificantly lower than
those calculated by the latter model. However, the cal-
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Fig. 2. (1) Curie–Weiss χ–1(T) curve and (2) the same cor-
rected for the temperature-independent magnetic suscepti-
bility χ0, i.e., χ0(χ – χ0)–1(T), for compounds
Ln2Mn2/3Mo4/3O7. (a) Ln = Y or Sm and (b) Ln = Gd or Tb.
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Table 2.  Temperature-independent magnetic susceptibility χ0, Weiss constant Θ, Curie constant C, effective magnetic
moment µeff, magnetization M50 measured at T = 2 K and H = 50 kOe, calculated limiting values of saturation magnetization
Ms, coercive force Hc, and the spin-glass freezing temperature Tf for compounds Ln2Mn2/3Mo4/3O7

Property
Ln

Y Sm Gd Tb

χ0, 10–6 cm3/g 2.2 4.4 1.8 5.5

Θ, K –5.5 –4.0 –14.7 –16

C, 10–4 K cm3/g Experiment 52 46 297 400

Calculation Mn2+–Mo5+ 75 61 325 456

Calculation Mn4+–Mo4+ 57 49 311 442

µeff, µB Experiment 4.3 4.6 11.8 13.8

Calculation Mn2+–Mo5+ 5.2 5.3 12.4 14.7

Calculation Mn4+–Mo4+ 4.5 4.7 12.1 14.5

M50, Ms, emu/g Experiment (50 kOe, 2K) 11.1 9.9 80.2 64.6

Calculation Mn2+–Mo5+ 57.5 52.1 110.4 128.6

Calculation Mn4+–Mo4+ 65.7 58.5 116.7 134.8

Hc, Oe 1070 2470 145 1380

1040 1120 145 1210

Tf, K(500 Oe) 10 12.5 ~5 12.5

Hc
+

Hc
–

culated values of magnetization Ms turn out to be sub-
stantially higher than the magnetization M50 measured
at H = 50 kOe and T = 2 K (Fig. 3a; Table 2). Only in
the case of the compound with Gd do the calculated and
experimental results differ only weakly. These data
indicate that the experimentally measured function
M(H) does not reach saturation; it is likely that Ms will
be reached at H @ 50 kOe.

The magnetic hysteresis loops given in Fig. 3 were
measured with a magnetic field cycled starting from
+50 kOe. The samples were cooled at H = 0; hereafter,
we designate this regime as ZFC. For all compounds
except Gd2Mn2/3Mo4/3O7, the hysteresis loops are
asymmetrical with respect to the origin of coordinates.
They are biased toward both negative values of H and
positive values of M. The loop bias along the H axis can
be characterized quantitatively by, for example, two
values of coercive force Hc measured for a descending

(from +50 to –50 kOe) branch ( ) and an ascending

(from –50 to +50 kOe) branch ( ) of a hysteresis

loop. The greater the difference ∆HC =  – , the
greater the bias. Table 2 shows that, for the compounds
with Sm, Tb, or Y, the values of ∆Hc are 1350, 170, and
30 Oe, respectively. The same sequence is characteris-

Hc
+

Hc
–

Hc
+

Hc
–

P

tic of the average coercive force (  + )/2, i.e., the
loop width at M = 0. The hysteretic properties are less
pronounced for the compound with Gd. Although the
coercive force in this compound is significantly lower
than in the other three compounds, its value is signifi-
cant (Table 2).

The study of the M(H) isotherms indicates that the
compounds are not in a paramagnetic state at suffi-
ciently low temperatures.

Since the magnetic hysteresis is observed at low
temperatures, it is obvious that in this case the magne-
tization of a sample should depend on its magnetic his-
tory, e.g., on the cooling of the sample at various values
of H. Figure 4 shows the temperature dependences of
the magnetization measured at H = 500 Oe. For each
compound, measurements upon heating a sample from
T = 2 K were performed twice, namely, after cooling
the sample from room temperature at H = 0 (ZFC
regime) and at H = 500 Oe (FC regime).

The character of the M(H) and M(T) functions for
the compounds with Y, Sm, or Tb (Figs. 3, 4) is typical
of systems with a spin-glass ground state. For the com-
pounds with Y, Sm, or Tb, the spin-glass freezing tem-
perature Tf is defined as the temperature at which two
experimental M(T) dependences merge near the maxi-
mum of the M(T) function recorded in the ZFC regime.

Hc
+

Hc
–
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Fig. 3. Magnetization–field isotherms measured using a closed cycle +50 to 0 to –50 to 0 to +50 kOe for compounds
Ln2Mn2/3Mo4/3O7 at T = 2 K. (a) Full scale and (b) fragments of magnetic hysteresis loops near the origin of coordinates.
For the compound with Gd, the M(T) dependence has
no maximum; in this case, the critical temperature Tf is
also estimated as the point where the two M(T) curves
merge. In the series of compounds under study, the
compounds with Sm or Tb have the highest values of Tf,
the compound with Y has a slightly lower value of Tf,
and the compound with Gd has the lowest Tf (Table 2).

The fact that a spin-glass state forms in the materials
under study is additionally supported by the experimen-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
tal investigation of the temperature and frequency
dependences of the real χ' and imaginary χ" parts of the
dynamic magnetic susceptibility. The experiments
were performed on Y2Mn2/3Mo4/3O7 samples in an ac
magnetic field with an amplitude of 4 Oe. The typical
frequency dependences of χ'( f ) and χ''( f ) for a low-
temperature region (T ≤ 10 K) are shown in Fig. 5. In
the range 10 < T < 12 K, the shape of these dependences
changes only slightly (the main features are retained).
4
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At T > 13–14 K, χ'( f ) = const. The susceptibility χ" at
high temperatures (T > 14 K) cannot be measured under
the experimental conditions used because the error in
measuring this characteristic exceeds it.

The frequency dependences of χ'( f ) and χ''( f ) at
low temperatures (Fig. 5) can be caused by specific
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Fig. 4. Temperature dependences of the magnetization for
compounds Ln2Mn2/3Mo4/3O7 [(a) Ln = Y or Sm; (b) Gd or
Tb] measured twice upon heating a sample in a field H =
500 Oe after cooling the sample at H = 0 (ZFC curves) and
after cooling the sample at H = 500 Oe (FC curves).
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netic susceptibility of Y2Mn2/3Mo4/3O7 at T = 2 K as func-
tions of the frequency of an ac magnetic field with an ampli-
tude of 4 Oe.
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relaxation of the magnetization in the spin-glass system
of localized moments. In such systems, as a rule, the
magnetization relaxation time τ has a wide range of val-
ues and is characterized by a certain distribution func-
tion g(τ). Assuming that τmin ! 1/f ! τmax (where τmin
and τmax are the shortest and longest relaxation times in
the system under study, respectively), we can find the
following relationship between χ" and χ' [22]:

(4)

Since χ' varies insignificantly in the frequency range
covered (Figs. 5, 6), the χ'(ln f ) dependence turns out to
be virtually linear at temperatures T < 13 K within the
limits of experimental error. It is obvious that we cannot
describe the complex experimental χ''(T) dependence
using Eq. (4). Nevertheless, the values of χ" calculated
from Eq. (4) are close to the experimental data (Fig. 7)
and the experimental χ"(T) curves measured at various
values of f lie near the calculated χ"(T) curve. The fre-
quency dependences of the dynamic susceptibility can
be analyzed more exactly by, for example, simulating
the distribution function g(τ). However, solving such a
problem is beyond the scope of this work. The exam-
ples given above allow us to understand semiquantita-
tively that relaxation processes in the spin-glass system
do play a significant role in the processes of magnetiza-
tion. Apparently, due to these processes, the magnetic
hysteresis loops are biased (Fig. 3).

The data from Fig. 6 suggest that the shortest relax-
ation time τmin is extremely small. As is seen, the tem-
perature dependences of the dynamic χ'(T)f = const and
static χ(T)f = 0 (χdc = M/H) susceptibilities are typical of
spin-glass systems characterized by a large difference
between the shortest and longest relaxation times. The
freezing temperature Tf as determined from the position
of the peak in the curves in Fig. 6 in the static measure-
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Fig. 6. Temperature dependences of the static magnetic sus-
ceptibility χ measured in the ZFC regime (see Fig. 4a) at
H = 500 Oe and of the real part χ' of the dynamic magnetic
susceptibility at frequencies f = 1 and 642 Hz of the applied
ac magnetic field with an amplitude of 4 Oe (for compound
Y2Mn2/3Mo4/3O7).
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ment mode (i.e., at f = 0) is ~10 K. However, even at fre-
quency f = 1 Hz, Tf becomes about 2 K higher and con-
tinues to increase with frequency.

4. CONCLUSIONS

The main conclusions are as follows.
First, the temperature dependences of the magnetic

susceptibility χ(T) in the paramagnetic region cannot
be uniquely described for all compounds
Ln2Mn2/3Mo4/3O7 (Ln = Y, Sm, Gd, or Tb) in terms of
the Curie–Weiss law. However, they can be described
using a generalized Curie–Weiss law with an additional
temperature-independent term, whose values are quite
reasonable. The effective magnetic moments that are
determined experimentally using this approach are
smaller than those calculated for the Mn2+–Mo5+ cation
combination. Unique interpretation of these results
requires additional investigation.

Second, exchange couplings in the compounds are
weak and contain antiferromagnetic interactions. Inter-
actions in the system of d electrons and, partly, f–d
interactions likely play the main role. The interactions
are most likely random and bring about the formation
of an experimentally observed spin-glass state at suffi-
ciently low temperatures. This state is characteristic of
both the magnetic moments of the manganese and
molybdenum ions in the case of a zero magnetic
moment of the rare earth subsystem (Y2Mn2/3Mo4/3O7)
and the magnetic moments of the rare earth ions (Sm,
Gd, or Tb). Crystalline magnetic anisotropy plays a sig-
nificant role in the formation of the spin-glass state in
the case of rare earth ions with a nonzero orbital
moment (Sm or Tb). The magnetic anisotropy is likely
one of the main causes of the low values of M50 and
wide hysteresis loops in the compounds with Sm or Tb.
However, in the case of the compound with “nonmag-
netic” Y, it would be surprising if only the crystalline

50 10 15 20
T, K

1

2

3
χ'

', 
10

–
6  c

m
3 /g

f = 1 Hz
10 Hz
80 Hz
642 Hz

Fig. 7. Temperature dependence of the imaginary part χ" of
the dynamic magnetic susceptibility of Y2Mn2/3Mo4/3O7 at
various frequencies f of the applied ac magnetic field with
an amplitude of 4 Oe. The dashed line is the calculation.
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magnetic anisotropy of 3d and 4d ions manifested itself
in the formation of magnetic properties. Apparently, in
this compound and the compound with Gd, exchange
interactions are predominant in the hierarchy of inter-
actions that dictate the directions of magnetic moments.
The f–d interactions substantially decrease the rigidity
of fixed random directions of the magnetic moments of
d electrons and, hence, cause easier magnetization of
the sample with Gd. The role of 4f electrons is likely
ambiguous. On the one hand, their participation in the
formation of exchange interactions favors magnetiza-
tion of the whole ensemble of magnetic moments. On
the other hand, 4f ions with a nonzero orbital moment
(Sm or Tb) hinder the magnetization.

Thus, the long-range magnetic order, which could
be expected due to the fact that it is characteristic of the
compounds Y2Mn2/3Re4/3O7 [16] and LaMn2/3Mo1/3O3

[20], having a Mn2+–Re5+ or Mn2+–Mo5+ cation combi-
nation, respectively, is not observed in the compounds
studied. We believe that one of the important conditions
for the formation of a spin-glass state in the four com-
pounds Ln2Mn2/3Mo4/3O7 (Ln = Y, Sm, Tb, or Gd) stud-
ied by us consists in a random distribution of the man-
ganese and molybdenum ions over equivalent positions
in the crystal lattice.
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Abstract—The change in the low-temperature resistance of iron single-crystal whiskers during magnetization
reversal form a single-domain state to a state with a plane-parallel domain structure is studied theoretically. The
negative magnetoresistance (~45%) is calculated from the Kubo formula with due regard for the change in the
trajectories of conduction electrons in a magnetic induction field of domains. The magnetoresistance thus cal-
culated is of the same order of magnitude as the magnetoresistance obtained in the experiment performed by
Isin and Coleman. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent works [1, 2], new attempts have been made
to interpret the negative magnetoresistance (up to
−20%) in pure iron polycrystals [3] in terms of electron
scattering by domain walls. As in earlier works per-
formed by Cabrera and Falicov [4], the theoretical val-
ues were found to be several orders of magnitude
smaller than the experimental magnetoresistance.

Earlier [5, 6], we showed that the negative magne-
toresistance is caused by the change in the trajectories
of electrons in a magnetic induction field near the
domain walls. Taking into account the triple-domain
states of electrons whose trajectories encompass a nar-
row domain, we obtained a negative magnetoresistance
of up to –22%. The purpose of the present work was to
demonstrate that our approach makes it possible to
explain the negative magnetoresistance not only in iron
polycrystals [3] but also in iron single-crystal thin
whiskers [7].

The effect of a decrease in the electrical resistance
of a ferromagnetic sample upon its magnetization in a
transverse magnetic field was first revealed in the
experiments performed with an iron polycrystal at
4.2 K by Sudovtsov and Semenenko [3] (the decrease
observed was 20%) and in the experiments carried out
with iron single-crystal whiskers by Isin and Coleman
[7] (the resistance decreased to –60%). In our previous
work [6], the experimental results obtained in [3] were
theoretically interpreted as follows. During magnetiza-
tion of a sample with the initial plane-parallel domain
structure, the trajectories of conduction electrons in a
magnetic induction field of the domains change as a
result of displacements of the domain walls. When the
width 2d of a decreasing domain becomes comparable
to the cyclotron diameter 2R, the size effect manifests
itself and there appears a new type of electron states
1063-7834/04/4602- $26.00 © 20303
whose classical trajectories encompass three domains.
The contribution from the other mechanisms responsi-
ble for the influence of the domain structure on the elec-
trical conductivity of ferromagnetic metals turns out to
be negligible. In [6], we calculated the electrical con-
ductivity with allowance made for single-, double-, and
triple-domain electron states and achieved quantitative
agreement with the experimental data obtained in [3].

However, the situation observed in the experiments
carried out by Isin and Coleman [7] was not considered
and, hence, no explanation for the large negative mag-
netoresistance revealed in their work was offered. Cole-
man and Scott [8] performed detailed experimental
studies of the domain structures of iron single-crystal
whiskers upon magnetization reversal of samples in a
transverse magnetic field. According to the results of
powder experiments carried out in [8], samples in the
initial state have a nearly single-domain structure,
whereas the magnetization reversal in a transverse field
brings about the formation and development of dagger-
like and plane-parallel domain structures throughout
the sample in magnetic fields up to 2 kOe. It is in these
fields that the maximum negative magnetoresistance
was observed by Isin and Coleman.

2. THEORETICAL BACKGROUND

In order to interpret the results obtained in [7], we
considered the magnetoresistance of a multidomain
sample. This sample had a single-domain structure in
the initial state and involved narrow plane-parallel
domains upon magnetization reversal (Fig. 1). Within
this model, we obtained the dependence of the magne-
toresistance on the transverse magnetization M. In our
case, the relative value of M is determined by the
width of new domains and the domain period is taken
to be 2D.
004 MAIK “Nauka/Interperiodica”
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The calculation was performed with the use of the
Kubo formula for the electrical conductivity of a com-
pensated metal in the τ approximation [6]:

(1)

Since the velocity correlators for different types of
states differ from each other, the integration over the
Fermi sphere is divided into integrations over the areas
occupied by different electron states. This subdivision
varies with a change in the coordinate x. The areas
occupied by different electron states can be found from
the relationship between the canonical and kinematic
momenta and the condition that determines whether or
not the domain walls are attained by the classical elec-
tron trajectories. This makes it possible to calculate
analytically the averages of the velocity correlators of
single-, double-, and triple-domain states and to per-
form the integration allowing for the collisions. As a
result, the electrical conductivity across the new
domains (along the whisker) in the range 0 ≤ x ≤ 2D can
be represented in the following form:

(2)

where s = τω (ω is the cyclotron frequency in the mag-
netic field of the domain). The quantities ∆2(x) and
∆3(x) are the additional contributions (as compared to
the single-domain states) made to the electrical conduc-
tivity by the double- and triple-domain states localized
at the domain walls and in the narrow domains, respec-
tively. These quantities represent the integrals over the
Fermi surface area occupied by conduction electrons in
the corresponding states. In the case when d < R < D/2,
the quantity ∆2(x) is the additional contribution from
the double-domain states, which is truncated because of
the presence of triple-domain states:

(3)
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Fig. 1. Schematic diagram illustrating the formation of a
domain structure in the course of magnetization reversal of
a single-domain sample (the model corresponds to the
experiment performed in [8]).
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(4)

The parameters α and ϕ are related by the equation
cosϕ + cosα = –x/R, because the expression is written
for the domain wall located at x = 0 and the distance x
to this domain wall is assumed to be positive in sign.
The angle ϕ2 is determined to be as follows: ϕ2 =

 – x)/R – 1)].
The relationship describing ∆σ3(x) for a domain

centered at x = 0 takes the following form at any posi-
tive x:

(5)

The integrand has the form

(6)

The limits of integration ϕ3 and ϕ4 depend on the range of
definition of x. In particular, for 0 < x < d, we have ϕ3 =

 – d)/R + 1)] and ϕ4 =  + d)/R – 1)].
In the case when d < x < 3d, the angles ϕ3 and ϕ4 are
determined as follows: ϕ3 =  – (x – d)/R] and
ϕ4 =  – x)/R – 1)]. In the range 3d < x < d +
2R, these angles are found to be as follows: ϕ3 =

[1 – (x – d)/R] and ϕ4 = π. The parameters α, β,
and ϕ are related by the expressions

(7)

Next, we performed the numerical calculation of the
magnetoresistance according to the formula

(8)

where ρ(m) =  is the resistance for the

relative transverse magnetization m = M/M0 and ρ0 is
the resistance of the sample in the initial state.
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3. RESULTS AND DISCUSSION

The magnetoresistance is calculated with respect to
the initial single-domain state. Since the single-domain
state is characterized by a higher resistance than the
state with a periodic domain structure, the negative
minimum in the magnetoresistance for a single-domain
sample is deeper. Figure 2 presents the magnetoresis-
tance curves obtained in our calculations for two values
of the ratio 2R/D. For example, at 2R/D = 0.8, the depth
of the magnetoresistance minimum reaches –45%.

The above expressions for electrical conductivity
make it possible to calculate the magnetoresistance as a
function of the quantity s = τω = l/R (l is the mean free
path of electrons in a metal). The depth of the magne-
toresistance minimum changes most abruptly at the fol-

–0.4

0.4 0.80

–0.2

0

m

∆ρ
xx

/ρ

1

2

Fig. 2. Magnetoresistance of a single-domain sample in the
course of transverse magnetization reversal at 2R/D =
(1) 0.4 and (2) 0.8 for s = 10.
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m
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Fig. 3. Depth of the negative magnetoresistance minimum in
the course of transverse magnetization reversal of the single-
domain sample as a function of the ratio l/R at 2R/D = 0.8.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
lowing ratio of the mean free path to the cyclotron
radius: l/R * 1–2. A typical dependence of the depth of
the magnetoresistance minimum is shown in Fig. 3. It
can be seen that, when the ratio l/R is relatively large,
there occurs saturation. This result demonstrates that
samples with a ratio l/R * 1 will suffice for observations
of the negative magnetoresistance effect due to changes
in the electron trajectories.

The negative magnetoresistance (–45%) obtained in
our calculations does not coincide with the value
(−60%) observed in the experiment performed by Isin
and Coleman. This difference can be explained by the
fact that we did not take into account the contribution
of quintuple-domain and consecutive multidomain
electron states created upon magnetization reversal fol-
lowed by the formation of a narrow daggerlike domain
structure (2R/D > 1).
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Abstract—The influence of high pressure on the crystal structure of the hexagonal intermetallic compounds
Y2Fe17, Y2Fe15.3Al1.7, and Y2Fe15.3Si1.7 is investigated by neutron diffraction for the first time. It is shown that,
under high pressure, the crystal lattice undergoes an isotropic contraction. A correlation of the changes in the
Curie temperature with the distance between iron atoms in the dumbbell positions under pressure is revealed.
The effect of pressure on the Y2Fe17 compound is examined at low temperatures. It is found that the magneto-
striction in this compound is suppressed under high pressure. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The increased interest in intermetallic compounds
of rare-earth metals with iron of the R2Fe17 type is
associated with their possible practical use as mag-
netic and magnetostrictive materials. The properties
of these compounds are determined, to a large extent,
by the real (defect) crystal structure. In particular,
according to results obtained by various authors, the
Curie temperature TC of the transition to a ferromag-
netic state in the Y2Fe17 compound varies over a wide
range (300–360 K). As was shown in our earlier work
[1], this spread in the Curie temperatures TC is caused
by lattice imperfections. By introducing different ele-
ments (for example, nitrogen, carbon, or hydrogen)
into the lattice [2–4] or doping the iron sublattice with
silicon or aluminum [5–7], it is possible to increase
the Curie temperature and to change the magnetostric-
tion [8].

In the above works, the chemical composition of the
samples was varied and, hence, the contributions of the
particular structural parameters responsible for the
change in the magnetic properties were difficult to sep-
arate. Kuchin et al. [8] analyzed the influence of high
pressure on the magnetic properties of Y2Fe17 – xMx

(M = Si, Al) compounds but did not consider structural
transformations of these materials under pressure. In
the present work, we investigated the crystal structure
of Y2Fe17 – xMx (M = Si, Al) compounds under high
pressures in order to reveal a possible correlation
between the pressure-induced changes in the magnetic
properties and the structural parameters.
1063-7834/04/4602- $26.00 © 20306
2. EXPERIMENTAL TECHNIQUE

Samples of Y2Fe17 – xMx (M = Si, Al; x = 0, 1.7)
alloys were prepared by levitation melting in an induc-
tion furnace, subjected to homogenizing annealing at a
temperature of 1300 K for 24 h, and quenched in water.
The compression experiments were carried out with the
Y2Fe17, Y2Fe15.3Al1.7, and Y2Fe15.3Si1.7 alloys, whose
structures were precisely determined by neutron dif-
fraction in the absence of pressure at room temperature
in our previous works [1, 9]. The alloys contained α-Fe
impurities in small amounts (<5%).

The crystal structure of the alloys was investigated
by neutron diffraction. The experiments at pressures up
to 1.0 GPa were performed on a D7a neutron diffracto-
meter installed on the horizontal channel of an IVV-2M
reactor (Zarechnyœ, Russia) [10]. The neutron diffrac-
tion patterns were measured in the angle range 9°–111°
with a step of 0.1°; the angular resolution of the diffrac-
tometer at the wavelength λ = 1.515 Å was ∆d/d =
0.003. The diffractometer was equipped with a high-
pressure piston–cylinder-type chamber fabricated from
a Ti–Zr alloy. A Freon-111 liquid served as a pressure-
transferring medium [11]. The structural parameters
(unit cell parameters, atomic coordinates, site occupan-
cies) were refined by the Rietveld full-profile method
[12] with the Fullprof program package [13]. The
experiments at higher pressures (up to 4.5 GPa) were
carried out in high-pressure chambers with sapphire
anvils [14] with the use of a DN-12 spectrometer [15]
installed on an IBR-2 pulsed high-flux reactor (Frank
Laboratory of Neutron Physics, Joint Institute for
Nuclear Research, Dubna). In this case, the volume V
of the studied samples was approximately equal to
2 mm3. The diffraction patterns were recorded at the
004 MAIK “Nauka/Interperiodica”
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scattering angle 2θ = 90°. The resolution of the diffrac-
tometer for this scattering angle at the wavelength λ =
2 Å was ∆d/d = 0.015. The characteristic time taken for
one spectrum to be measured was equal to 20 h. The
pressure in the chamber was measured from the shift of
the ruby luminescence line with an accuracy of
0.05 GPa. In the experiments at low temperatures, the
high-pressure chamber was placed in a helium refrig-
erator.

3. RESULTS

In [1, 9], we demonstrated that, under normal condi-
tions, the crystal lattices of the Y2Fe17, Y2Fe15.3Al1.7,
and Y2Fe15.3Si1.7 compounds have hexagonal symmetry
and their real structures are disordered modifications of
the Th2Ni17-type structure.

Figure 1 shows the neutron diffraction pattern of the
Y2Fe17 compound at pressure P = 0.92 GPa. The dif-
fraction patterns of the Y2Fe15.3Al1.7 and Y2Fe15.3Si1.7
compounds are similar to the diffraction pattern shown
in Fig. 1. The experimental results were analyzed
within the model of a disordered crystal structure pro-
posed in [1, 9]. The structural parameters obtained for
the Y2Fe17, Y2Fe15.3Si1.7, and Y2Fe15.3Al1.7 compounds
at different pressures and room temperature are given in
Tables 1–3. Since the atomic coordinates in the struc-
tures of the Y2Fe15.3Si1.7 and Y2Fe15.3Al1.7 compounds
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
are close to those in the structure of the Y2Fe17 com-
pound and weakly depend on the pressure, only the unit
cell parameters for these compounds are presented in
Tables 2 and 3.
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Fig. 1. Fragment of the neutron diffraction pattern of the
Y2Fe17 compound at room temperature and pressure P =
0.92 GPa. Points are the experimental data. The solid line
represents the profile calculated by the Rietveld method.
The difference curve is shown at the bottom. Two rows of
tick marks (at the top) indicate the calculated positions of
the diffraction peaks for the Y2Fe17 compound and small
amounts of α-Fe impurities found in the sample.
Table 1.  Experimental structural parameters of the Y2Fe17 compound at different pressures

Parameter
P, GPa

K, GPa–1

0 0.46 0.92

a, Å 8.5023(9) 8.4872(9) 8.4778(8) 0.0031(4)

c, Å 8.3279(9) 8.3118(9) 8.3023(8) 0.0033(5)

V, Å3 520.91(9) 518.50(9) 516.78(8) 0.0096(8)

c/a 0.9795 0.9793 0.9793

Fe(4f) z 0.1066(9) 0.1077(12) 0.1078(11)

Fe1(12j) x 0.328(3) 0.328(3) 0.325(2)

y 0.373(3) 0.369(3) 0.369(2)

Fe2(12j) x 0.290(7) 0.282(7) 0.281(5)

y 0.287(7) 0.279(7) 0.271(6)

Fe(12k) x 0.169(2) 0.169(2) 0.169(2)

z –0.0133(6) –0.0148(6) –0.0164(5)

Fe(4e) z 0.100(9) 0.108(9) 0.106(8)

RP 1.79 1.56 1.59

RWP 2.44 1.97 2.04

RB 6.63 6.84 6.59

Designations: a and c are the unit cell parameters; V is the unit cell volume; x, y, and z are the fractional atomic coordinates; Ki =
(1/ai0)(dai/dP)T (ai = a, c) and KV = (1/V0)(dV/dP)T are the linear and volume compressibility coefficients; and RP, RWP, and
RB are the reliability factors.
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Table 2.  Experimental structural parameters of the Y2Fe15.3Si1.7 compound at different pressures

Parameter
P, GPa

K, GPa–1

0 0.15 0.31 0.61 0.79

a, Å 8.4449 8.441 8.426 8.417 8.421 0.004(1)

c, Å 8.2966 8.29 8.274 8.265 8.271 0.0043(12)

V, Å3 512.41 511.57 508.74 507.07 508.00 0.012(4)

c/a 0.9824 0.9821 0.9820 0.9819 0.9822

Table 3.  Experimental structural parameters of the Y2Fe15.3Al1.7 compound at different pressures

Parameter
P, GPa

K, GPa–1

0 0.28 0.55 0.79

a, Å 8.5261 8.515 8.521 8.502 0.0029(14)

c, Å 8.3344 8.321 8.323 8.312 0.0029(9)

V, Å3 524.7 522.42 523.42 520.38 0.009(2)

c/a 0.9775 0.9772 0.9768 0.9777
For the Y2Fe15.3Si1.7 compound, we performed addi-
tional measurements over a wider range of pressures up
to 4.5 GPa. The neutron diffraction patterns of the
Y2Fe15.3Si1.7 compound at pressures of 0 and 4.5 GPa
and room temperature are shown in Fig. 2. The experi-
mental data obtained at high pressures are adequately
described within the model of a disordered crystal
structure [1, 9] (Fig. 2). This suggests that no structural
phase transformations occur in the pressure range cov-
ered, which agrees with the experimental results
obtained earlier for the crystal structure of the
Y2Fe15.3Si1.7 compound at pressures up to 2.0 GPa [16].

The pressure dependences of the unit cell parame-
ters and the unit cell volume for Y2Fe17 – xMx (M = Si,
Al) are depicted in Figs. 3a and 3b, respectively. These
dependences exhibit a nearly linear behavior. The cal-
culated coefficients of the linear compressibility for the
unit cell parameters Ki = (1/ai0)(dai/dP)T (ai = a, c) and
the volume compressibility KV = (1/V0)(dV/dP)T are
presented in Tables 1–3. For all the compounds studied,
the coefficients Ka and Kc are almost identical and the
ratio of the unit cell parameters c/a remains nearly con-
stant with an increase in the pressure. This indicates
that the compressibility of these compounds is isotropic
in nature.

In [8, 17–19], it was shown that R2Fe17 compounds
are characterized by a considerable magnetostrictive
effect, which leads to a substantial increase in the unit
cell parameter c with a decrease in the temperature
below 270 K. With the aim of investigating the influ-
ence of high pressure on this effect, we performed the
neutron diffraction experiments at pressure P = 1 GPa
in the temperature range 150–300 K. The temperature
P

dependences of the unit cell parameters for the Y2Fe17
compound at P = 1 GPa and normal pressure (according
to the data taken from [4]) are depicted in Fig. 4. It can
be seen from this figure that the temperature depen-
dence of the unit cell parameter c under high pressure
changes significantly. A decrease in the temperature
leads to a noticeable increase in the parameter c at nor-
mal pressure and to an insignificant decrease in this
parameter at P = 1.0 GPa. Therefore, the magnetostric-
tive effect in the Y2Fe17 compound under high pressure
is suppressed.

4. DISCUSSION

The properties of Y2Fe17 – xMx (M = Si, Al) com-
pounds are determined, to a large extent, by the real
(defect) crystal structure, which is a disordered modifi-
cation of the Th2Ni17-type hexagonal structure [1, 8, 9].
The disordering is associated with the formation of
vacancies at the 2b sites of the yttrium sublattice. A
number of large-sized yttrium atoms change places
with small-sized iron atoms coupled in pairs at the 4f
positions (so-called iron “dumbbells”). Moreover, iron
atoms partially occupy the 4e positions that are vacant
in the ideal lattice and form additional dumbbell iron
positions. This brings about distortions in the plane of
iron atoms and, hence, splitting of the 12j position of
iron into two positions. The degree of disordering
depends on the specific synthesis conditions of the sam-
ple. This provides an explanation for the fact that,
according to data obtained by different authors, the
Curie temperature TC for the Y2Fe17 compound varies
over a wide range (300–360 K). It was shown earlier in
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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[1, 9] that, upon doping of the initial Y2Fe17 compound,
Al and Si atoms replace Fe atoms in the 12k and 4f posi-
tions with a higher probability and in the 6g and 12j
positions with a lower probability. Similar changes
upon doping with Al and Si atoms were also observed
in the isostructural compound Lu2Fe17 [20].

Let us now analyze the interrelation of the structural
and magnetic properties in terms of the model of local-
ized moments. Within this model, iron atoms interact
with each other either ferromagnetically or antiferro-
magnetically depending on whether the distance
between them is larger or smaller than the critical dis-
tance Rc ≈ 2.45 Å. In R2Fe17 compounds, the inter-
atomic distances between the nearest neighbor iron
atoms are close to 2.45 Å. Consequently, these com-
pounds can occur in both the ferromagnetic and antifer-
romagnetic states. Among the interatomic distances,
the smallest distance is observed between iron atoms in
the 4f dumbbell position. Therefore, it can be assumed
that the Curie temperature of the R2Fe17 alloys substan-
tially depends on this distance. Actually, in our previous
works [8, 16, 20, 21], we demonstrated that the Curie
temperature TC for R2Fe17 compounds doped with alu-
minum and silicon increases directly with an increase
in the distance between the iron atoms in dumbbell
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Fig. 2. Fragments of the neutron diffraction patterns of the
Y2Fe15.3Si1.7 compound at room temperature and pressures
P = (a) 0 and (b) 4.5 GPa. Points are the experimental data.
Solid lines represent the profiles calculated by the Rietveld
method. Difference curves are shown at the bottom.
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positions. It was revealed that the distance between the
iron atoms in the dumbbell positions of the Y2Fe17 com-
pound increases as a result of partial replacement of
both aluminum and silicon due to atomic displacements
inside the crystal lattice. A similar dependence was
observed for the hexagonal isostructural compound
Lu2Fe17 [20] upon doping with aluminum and silicon.
Furthermore, an increase in the Curie temperature TC

with an increase in the distance between the iron atoms
in dumbbell positions was also revealed in compounds
with small-sized rare-earth atoms, for example, in the
Ce2Fe17 compound with a rhombohedral lattice upon
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Fig. 3. Pressure dependences of (a) the unit cell parameters
and (b) the unit cell volume for Y2Fe17 (circles),
Y2Fe15.3Al1.7 (triangles), and Y2Fe15.3Si1.7 (rhombs).
Straight lines represent the linear interpolation of the exper-
imental data.
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doping with aluminum and silicon [21, 22]. Thus, we
can infer that there exists a parameter (the distance
between the iron atoms in dumbbell positions) whose
variation in all R2Fe17 – xMx ternary compounds corre-
lates with the change in the Curie temperature TC.
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Fig. 4. Temperature dependences of the lattice parameters
for the Y2Fe17 compound at pressures P = 0 (open symbols)
and 1 GPa (closed symbols).
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Fig. 5. Calculated dependence of the Curie temperature TC
on the distance L between the iron atoms in dumbbell posi-
tions for Y2Fe17 – xMx (M = Si, Al) compounds. The calcu-
lations are performed according to the structural data
obtained in this work and the data on the magnetic proper-
ties [8] at high pressures up to 1.0 GPa.
PH
Figure 5 shows the dependence of the Curie temper-
ature TC on the distance L between the iron atoms in
dumbbell positions of the structure of Y2Fe17 – xMx (M =
Si, Al). This dependence was calculated from the struc-
tural data obtained in the present work and data on the
magnetic properties at high pressures of up to 1.0 GPa
[8] (Tables 1, 2). As can be seen from Fig. 5, the Curie
temperature TC decreases with a decrease in the dis-
tance between the iron atoms in the dumbbell positions
of all three compounds. At the same time, the change in
the Curie temperature TC with a decrease in the distance
L depends on the nature of the dopant and is maximum
for the undoped Y2Fe17 compound. These findings can
be explained on the basis of the available data on dop-
ing. According to [1, 9], the occupancy of the dumbbell
positions with iron atoms is approximately equal to
1.60 (lowest occupancy) in the aluminum-doped sam-
ple, 1.74 in the silicon-doped sample, and 1.91 in the
initial sample. This is clearly illustrated by the depen-
dence of dTC/dP on the occupancy of the dumbbell
positions in the three compounds (Fig. 6). Therefore,
the larger the total number of iron atoms occupying the
dumbbell positions, the stronger the effect of pressure
on the Curie temperature TC.

As was noted above, the R2Fe17 compounds are
characterized by pronounced magnetostrictive effects
[19]. These effects manifest themselves in a strong
dependence of the Curie temperature and the magnetic
properties on the volume. The spontaneous volume
magnetostriction of R2Fe17 compounds is rather large: it
is comparable in magnitude to the volume magneto-
striction of invar alloys. It should be noted that the
exchange striction and isotropic magnetoelastic inter-
action in hexagonal and cubic crystals exhibit specific
features. In particular, the spontaneous magnetoelastic
deformations that are independent of the magnetization
vector direction are strongly anisotropic in R2Fe17 hex-
agonal compounds [19]. For example, the exchange
striction of the lattice parameter c of the Y2Fe17 crystal
is four to five times greater than that of the parameter
a = b. The factors responsible for the anisotropy of the
exchange striction remain unclear. It was assumed that
the anisotropy of the exchange striction is associated
with the anisotropy of the crystal lattice of R2Fe17 com-
pounds and, hence, with the anisotropy of elastic con-
stants. However, our experiments revealed that, under
pressure, the crystal lattice undergoes an isotropic con-
traction (the ratio c/a remains nearly constant). Conse-
quently, it can be expected that the dependence of the
exchange interaction on the distance should exhibit
anisotropic behavior. In turn, this leads to high anisot-
ropy of the spontaneous exchange magnetostriction
(∆c/c)m/(∆a/a)m ≈ 4 [19] and a large difference between
the magnetic contributions to the linear compressibility
along the crystallographic axes.

The magnetostrictive effect in the Y2Fe17 compound
is associated with the ferromagnetic state. Therefore,
YSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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the suppression of this effect at high pressures can be
due to a decrease in the Curie temperature because of
the decrease in the distance between the iron atoms in
the dumbbell positions. In the immediate future, some
effects caused by the isotropic magnetoelastic interac-
tion in R2Fe17 hexagonal crystals will be analyzed in the
framework of the phenomenological theory of isotropic
magnetoelastic interaction in ferromagnets and the
results obtained will be reported in a separate paper.

5. CONCLUSIONS

Thus, the crystal structures of Y2Fe17, Y2Fe15.3Al1.7,
and Y2Fe15.3Si1.7 intermetallic compounds were investi-
gated at high pressures. It was found that, under high
pressure, the crystal lattice undergoes an isotropic con-
traction, whereas the hexagonal crystal structure of
these compounds is retained over the entire range of
pressures up to 4.5 GPa.

It was established that, for these compounds, the
main factors affecting the Curie temperature TC and its
derivative with respect to pressure dTC/dP are the dis-
tance between the iron atoms in the dumbbell positions
and their occupancy.

The suppression of the magnetostrictive effect in the
Y2Fe17 compound under high pressure was explained
by the decrease in the Curie temperature. It was
assumed that the magnetostrictive effect in R2Fe17 – xMx

compounds can also be suppressed under high pressure.
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Abstract—An experimental study of the magnetic birefringence of sound in the α-Fe2O3 easy-plane antiferro-
magnet is reported. The amplitude of transverse sound transmitted through the crystal along the C3 trigonal axis
was found to oscillate depending on the magnitude of the magnetic field H applied in the basal plane (H ⊥  C3).
The experiments provide qualitative support for the theory of this phenomenon developed earlier by Turov. Pos-
sible reasons for the substantial quantitative disagreement between theory and experiment observed in the field
dependence of the sonic-amplitude oscillation period are discussed. Unannealed samples of the hematite
revealed a 60° periodic dependence of the position of the intensity oscillation extrema on magnetic field orien-
tation in the basal plane, which is associated with basal anisotropy of higher than second order. The observation
of pronounced (~6 × 103 Oe) effective magnetic anisotropy fields in the basal plane can be assigned to the exist-
ence of large residual strains in such samples. © 2004 MAIK “Nauka/Interperiodica”.
1. Linear magnetic birefringence of sound in easy-
plane antiferromagnets (AFMs) is one of the various
new magnetoacoustic phenomena associated with a
vector order parameter (antiferromagnetism vector),
whose theory was developed recently by Turov [1]. The
nature of linear birefringence is related to the lifting of
the degeneracy in the spectrum of transverse waves
propagating along the hard axis of an easy-plane AFM
by effective magnetoelastic (ME) interaction [2] and
can be briefly summed up as follows. When transverse-
polarized coherent sound propagates along the hard
axis, only one of the two normal modes of transverse
vibrations interacts effectively with the magnetic sub-
system [1–3]. Because the elastic moduli are renormal-
ized by the ME coupling, the velocity of the interacting
(magnetic) mode differs from that of the noninteracting
(nonmagnetic) mode and depends on an external mag-
netic field. This brings about a phase shift between the
modes and, as a result, elliptical polarization of the
wave transmitted through the AFM. The amplitude of
the sound at the exit from the sample turns out to be an
oscillating function of the magnetic field [1, 4].

2. We report on the first observation and results of an
experimental study on the magnetic birefringence of
linearly polarized transverse sound propagating along
the C3 axis in the α-Fe2O3 easy-plane AFM, which, as
follows from theoretical estimates [4], has the most
convenient parameters for the investigation of new phe-
nomena in an antiferromagnetoacoustic material. We
measured the amplitude of the ultrasound transmitted
through a hematite sample as a function of the magni-
tude and direction of the magnetic field H applied in the
basal easy magnetization plane perpendicular to the
1063-7834/04/4602- $26.00 © 20312
axis C3 || Z. The samples were rectangular parallelepi-
peds with plane-parallel (to within 10′′ ), optically pol-
ished end faces perpendicular to the C3 axis. Piezoelec-
tric transducers (X-cut lithium) were bonded to the end
faces, with one of the transducers being an emitter and
the other, a detector of ultrasound. The piezoelectric
transducers were arranged so that the polarizations of
the excited and received waves were either parallel or
perpendicular to each other. The thicknesses of the
piezoelectric transducers and the frequencies at which
the measurements were carried out were selected so as
to achieve the maximum possible conversion efficiency
for only one shear eigenmode of the piezoelectric trans-
ducer. The experiments were performed using the pulse
echo method [5]. The response of the system was
derived from the first acoustic pulse passed through the
sample. In contrast to the stationary sound excitation
technique employed in [6, 7] in observations of the lin-
ear sound birefringence in MnCO3 and FeBO3, respec-
tively, this method allows one to exclude the effect of
reflected waves present in the sample under stationary
excitation.

The measured amplitudes of components of the out-
going wave (Al for the parallel and At for the perpendic-
ular orientation of the emitter and detector polariza-
tions) are presented in Figs. 1a and 2a as a function of
magnetic field (excited sound frequency f =
90.85 MHz). Figures 1b and 2b show the correspond-
ing theoretical curves plotted using the equations [4]
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(2)

(3)

(4)

where ϕ0 is the angle between the directions of the
polarization of the excited wave and of the polarization
ξ of the magnetic normal mode, ω is the circular fre-
quency of sound, d is the sample length in the direction
of the propagation of sound, Vξ and Vη are the phase
velocities of the magnetic (ξ) and nonmagnetic (η) nor-
mal vibration modes, and ω0 is the frequency of the
quasi-ferromagnetic antiferromagnetic resonance
mode. Equations (1)–(4) for the trigonal AFMs in an
easy-plane weakly ferromagnetic state were derived
under the assumption that the magnitude of the mag-
netic field H is such that the conditions M || H ⊥  L are
met, where L = M1 – M2 is the antiferromagnetism vec-
tor and M = M1 + M2 is the ferromagnetic moment,
with M ! L (M1, M2 are the sublattice magnetizations)
[4]. It is also assumed that the effective ME coupling
derives from vibrations of the antiferromagnetism vec-
tor in the basal easy magnetization plane [2]. In the case
where M || H ⊥  L, the normal-mode polarization direc-
tions are found from the relations [4]
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Fig. 1. Amplitude oscillations of the sound transmitted
through a sample plotted vs. magnetic field for parallel
polarization orientation (ϕ0 = 45°, ϕH ≈ 140°);(a) experi-
ment and (b) theory.
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where X and Y are the coordinate axes (X || M, Y || L)
and ϕH is the angle between the magnetic field H and
the twofold symmetry axis C2 in the basal plane. The
theoretical plots were drawn using the following values
of the parameters available from the literature [2–4]:
the exchange field HE = 9.2 × 106 Oe, the Dzyaloshinski
field HD = 2.2 × 104 Oe, the spontaneous-magnetostric-
tion field Hms = 0.96 Oe, the ME coupling constant
2B14 = 29.2 × 106 erg/cm3, the elastic modulus C44 =
9.42 × 1011 erg/cm3, the crystal density ρ = 5.29 g/cm3,
and the equilibrium sublattice magnetization M0 =
870 G; the sample length d was equal to 0.6 cm.

3. As follows from Figs. 1 and 2, the experimental
data support the main conclusions in the theory of mag-
netoacoustic linear birefringence [4] concerning the
conversion of linear sound polarization to elliptical
sound polarization, the dependence of the intensity
oscillations of the transmitted sound wave on the exter-
nal magnetic field, and the growth of the oscillation
period with increasing field. The agreement obtained is,
however, only qualitative, whereas the quantitative dif-
ferences between the theory and experiment are sub-
stantial. A similar pattern is observed in MnCO3 [6] and
FeBO3 [7]. First of all, we note a fairly large difference
in the oscillation period ∆H and in the dependence of
the oscillation amplitude on the magnitude of the mag-
netic field H. Furthermore, the hematite sample under
study revealed a periodic (hexagonal) dependence of
the position of the oscillation extrema on the direction
of magnetic field H in the basal plane, i.e., on the angle
ϕH. According to theory [4], the shift in the oscillation
phase observed in a transition from mutually parallel to
mutually perpendicular polarizations of the emitting
and receiving piezoelectric transducers should be one-
half the oscillation period. In the experiment, however,

At

At

0.3 0.5 0.7 0.9 H, T

(‡)

(b)

Fig. 2. Amplitude oscillations of the sound transmitted
through a sample plotted vs. magnetic field for perpendicu-
lar polarization orientation (ϕ0 = 45°, ϕH ≈ 140°); (a) exper-
iment and (b) theory.
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this shift exhibited a strong dependence on both the
direction and magnitude of the magnetic field. A phase
shift by one half-period was observed only at certain
angles ϕH and not very large values of H (Figs. 1–3).

It would not be very reasonable to expect quantita-
tive agreement with the theory based on an isotropic
model, and further development of the theory based on
existing models is obviously needed. Above all, one
apparently needs to take into account spontaneous
strains, which are distributed nonuniformly over the
sample and give rise to the formation of an additional,
spatially nonuniform basal-plane magnetic anisotropy
accounting for the scatter in the directions of normal
vibrations x and h over the crystal [4, 8]. Nonuniform
strains can originate from various causes, such as the
mosaic structure of the real crystal lattice [1], mechan-
ical boundary conditions for the excitation and recep-
tion of sound [7, 8], crystal growth conditions, etc. The
goal of our further studies is to develop a theoretical
model describing the experimental data on the birefrin-
gence of sound in α-Fe2O3. In this paper, we wish to
discuss the dependence of the position of the oscillation
amplitude extrema of the transmitted sound on the
magnetic field orientation. Figure 4 presents experi-
mental dependences of the magnetic field values at
which maxima are observed on the field direction in the
basal plane, i.e., on ϕH (the polarizations of the emitter
and receiver are mutually perpendicular). As is evident
from Fig. 4, the curves of magnetoacoustic vibrations
oscillate with respect to a certain position exhibiting a
60° hexagonal pattern. In our opinion, this dependence
can be due to a sixth-order anisotropy in the basal
plane. The inclusion of basal-plane anisotropy of
higher than second order brings about the appearance

Al

At

0.3 0.5 0.7 0.9 H, T

(‡)

(b)

Fig. 3. Oscillations of the amplitude of the sound transmit-
ted through a sample plotted vs. magnetic field for ϕH ≈
105° (l relates to mutually parallel polarizations, and t, to
mutually perpendicular polarizations).
PH
of the following anisotropic gap in the spectrum of low-
frequency spin oscillations [9]:

(5)

where Ha is the effective basal-plane anisotropy field.
In this case, the antiferromagnetic resonance frequency
ωf 0, which enters Eq. (4) for the velocity of the mag-
netic mode of normal vibrations (ξ), is given by

(6)

Thus, the phase difference ∆kd/2 becomes depen-
dent on the angle ϕH. From the experimental data pre-
sented in Fig. 3, we find H∆ to be about (4–6) × 103 Oe.
These values of H∆ are greater by a factor of 4 to 5 than
the values available in the literature obtained for hema-
tite using other methods (antiferromagnetic resonance
[10], torque method [11]). However, it should be
pointed out that the values H∆ ≈ 103–1.5 × 103 Oe were
obtained in [10, 11] on annealed samples, whereas our
experiments were carried out on unannealed α-Fe2O3.
It is well known that such samples have residual strains
that are relieved under annealing. It may be conjectured
that it is these strains that account for the fairly high
magnetic anisotropy fields in the samples we studied.
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Abstract—The ageing effect is studied analytically in a disordered quantum system interacting with its sur-
roundings and subjected to an external ac magnetic field. Energy dissipation is due to the interaction of the sys-
tem with a set of independent harmonic oscillators, imitating a quantum thermal bath. Dynamic equations for
the autocorrelation function and linear-response function are derived using the method of closed-path integrals.
The effect of an external field is studied on the correlation function and response in the spin-glass and paramag-
netic phases. Both functions are found to depend on the spin interaction strength. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

The dissipation effects in the nonequilibrium
dynamics of quantum glasses has recently begun to be
studied [1]. Presently, the role played by quantum fluc-
tuations in quantum spin glasses is being studied inten-
sively [1–6]. Time-dependent external influences on the
nonequilibrium dynamics of quantum spin glasses have
not yet been considered theoretically. In [7], the effect
of a time-varying external field was considered within
a classical model of spin glasses and it was shown that
the ageing effect (the dependence of the relaxation rate
on the waiting time or age of the system) takes place
under a weak disturbing external field.

We study the nonequilibrium dynamics of a quan-
tum spin glass interacting with its surroundings (ther-
mal bath) and a time-varying external field. Closed
dynamic equations (analogous to those derived in [8])
for the symmetrized autocorrelation function and for
the linear-response function are considered, and their
solutions are found numerically as a function of the
strengths of the interaction between spins and of the
interaction between the spin system and the thermal
bath for various values of the amplitude and frequency
of the external field. The p-spin spherical model in the
mean-field approximation is considered.

Experimentally, the magnetic susceptibility of a
spin glass measured in an external ac magnetic field
exhibits the ageing effect; namely, the magnetic
response of the system to a weak external field depends
on the thermal history of the sample, i.e., on the time
period over which the system was in the spin-glass
phase at a constant temperature. Let us consider the fol-
lowing experiment. A sample is cooled rapidly in the
absence of an external dc magnetic field from a temper-
1063-7834/04/4602- $26.00 © 0316
ature T > Tg (Tg is the spin-glass phase transition tem-
perature) to a temperature T1 < Tg at time t = 0. At this
moment, a weak external ac magnetic field h(t) is
applied to the sample. Thereafter, the temperature of
the system is kept constant and the magnetic suscepti-
bility is measured at a fixed angular frequency ω as a
function of the elapsed time t from the instant (t = 0) at
which the temperature of the sample became equal to T1

[1, 9].

Note that the correlation function C(t, t') of the sys-
tem characterizes the time after which a loss of history
memory occurs in the system; therefore, this function
vanishes at long times. The response of the system to an
external influence is described by the response func-
tion, which is related to the susceptibility of the system.
The response function, as well as the correlation func-
tion, decreases with time, because the system is in con-
tact with the thermal bath and, therefore, the perturba-
tion gradually fades away. However, there is a signifi-
cant difference between the correlation and response. A
correlation between two observable quantities can exist
at any time, whereas a response is absent before the
beginning of an external influence. Nevertheless, the
correlation and response can be treated on equal terms.

We may expect that the model of a quantum spin
glass interacting with its surroundings and subjected to
an external ac magnetic field will exhibit nonlinear
dynamics and, in particular, the ageing effect.

In this paper, we describe this model of a spin glass
and derive coupled equations of motion for the correla-
tion function and response of the system. The equations
are solved numerically, and their solution is analyzed.
2004 MAIK “Nauka/Interperiodica”
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2. MODEL

We consider a quantum system consisting of N spins
interacting with each other. The system is in contact
with a thermal bath consisting of independent quantum
harmonic oscillators and is subjected to an external ac
magnetic field. The Hamiltonian of the total system is

(1)

where *S is the Hamiltonian of the system under study,
*B is the Hamiltonian of the thermal bath, *SB is the
interaction Hamiltonian of the system and the bath, and
*SF is the interaction Hamiltonian of the system and
the external ac field. We have

(2)

(3)

(4)

(5)

where m is the mass of the object with spin σi (dots
indicate differentiation with respect to time); V is the
spin interaction potential; Nb is the number of oscilla-
tors; xl and pl are the coordinate and momentum of the
lth oscillator; and ml and ωl are the mass and angular
frequency of this oscillator, respectively. The thermal

bath is phonons in the crystal lattice.  is the coupling
constant between the ith spin and the lth oscillator. The
external ac magnetic field h(t) is characterized by its
amplitude ht (in energy units) and angular frequency
ω0. We neglect the interaction between the bath and the
external ac field, assuming the latter to be sufficiently
weak. Let us consider diagonal p-spin interaction of the
form

(6)

where p ≥ 2. The quantities  are random variables
characterizing the interaction between spins and are
described by a Gaussian distribution with zero average

and variance  = , where the over
bar denotes averaging over the disorder variables. In the
classical case, this model was well studied in [10–12].

We will restrict our consideration to the case of p =
3. The model described by Eqs. (2)–(6) exhibits a

* *S *B *SB *SF,+ + +=
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m
2
---- σ̇i

2
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i 1=

N
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  ,

l 1=
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*SB Cl
i
xlσi,

i l,
∑–=

*SF h t( ) σi, h t( )
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N

∑– ht ω0t,cos= =

Cl
i

V Ji1…ip
σi1
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z
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Ji1…ip
( )2

J̃
2
p!/2N

p 1–
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dynamic phase transition between two phases, namely,
an ordered phase (spin-glass) and a disordered (para-
magnetic) phase.

3. CLOSED-PATH INTEGRAL FORMALISM

We use quantum field theory [13] in what follows.
Let x+(t) and x–(t) be external N-vector sources, where
the plus and minus signs indicate the values related to
the positive and negative branches of the time contour,
going from 0 to +∞ and in the opposite direction from
+∞ to 0, respectively, and the degrees of freedom are
described by the field f = (φ1(t), …, φN(t)) in the
Heisenberg picture [14, 15]. The generating functional
has the form [16]

(7)

where T is the time-ordering operator, T* is the
reversed time-ordering operator, and (t0) is the den-
sity matrix at the initial instant t0 (we put t0 = 0). The
ensemble average of any operator is conventionally
defined as

(8)

The symmetrized correlation function Cij(t, t ') can
be expressed in terms of the generating functional as

(9)

where the response Rij(t, t ') to the external ac field ht is

(10)

In terms of the linear-response theory, we can write

(11)
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Using the generating functional (7) and performing
transformations as in the dynamics of a classical system
[17], we can write

(12)

where $f+$f– stands for [d (t)d (t)];

$f+ and $f– are the functional measures correspond-
ing to integration along all paths. In Eq. (12), we
dropped the limits of time integrals (integration is per-
formed from t0 = 0 to ∞); S[f] is the action of the sys-
tem and 〈f+ | (0)|f–〉  is the density matrix element. In
terms of the fields f+ and f–, the correlation function
and the response function can be written as

(13)

(14)

Within the path-integral formalism [18], the interaction
between the system and the thermal bath is described in
terms of the variables f = (s, vl), where s = (σ1, …, σN)
are variables of the system and vl = (v 1l , …, ) are
variables of the bath (l = 1, … Nb). The total action S is
the sum of the actions corresponding to the spin system,
thermal bath, system–bath interaction, and system–ac
field interaction:

(15)

The action of the system SS[s, J] is

(16)

The disorder-independent part of the action has the
form

(17)

where z is a time-dependent Lagrange multiplier intro-
duced to impose the spherical-model constraint

 = N for all time.

In our model for the Gaussian random potential V[s,
J], we have

(18)
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----ṡ2 z

2
--- s2

N–( )– ,d∫=

σi
2

t( )
i 1=
N∑

V s J,[ ] V s' J ',[ ] N
2
----9

s s'–( )2

N
--------------------- 

  ,–=
PH
(19)

These expressions correspond to the random potential-
energy correlation 9(x) = –(1 – x/2)p/2 and to the fol-
lowing effective (nonlocal in time) interaction between
spins [19]:

(20)

Here, σi are continuous dynamic variables (–  < σi <

 for all values of i) satisfying the spherical-model
condition

(21)

at any instant of time. This restriction is satisfied by
introducing the time-dependent Lagrange multiplier z(t).

We could also consider other types of system–ther-
mal bath interaction differing from the simplest case
described by Eq. (15). Assuming that at the initial
instant the density matrix is (0) = (0) (0), where

(0) corresponds to a Boltzmann distribution for the
bath variables at temperature kBT = 1/β we can integrate
over the bath variables and obtain the effective thermal
action ST[s+, s–] entering the Feynman–Vernon influ-
ence functional

(22)

where the noise and dissipation kernels ν and η are
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(24)

The spectral density of the bath I(ω) is given by

(25)

where α is the dimensionless coupling constant
between the system and bath, ωc is a high-frequency
cutoff, and 0 < s < 2. For an Ohmic bath, s = 1. In this
case, for small values of α (e.g., α = 0.2) we have the
paramagnetic phase and for α = 1, the spin-glass phase
[19]. In treating a disordered system, the quantities
should be averaged over the disorder variables with dis-
tribution P[J].

Now, we consider the dynamics of the system in real
time with a random initial condition at t0 = 0 when the
system is brought into contact with a thermal bath and
an external ac field is applied. This condition does not
depend on disorder; therefore,  is also independent of
disorder and, in the absence of external sources and
field h(t), the generating functional is also independent
of disorder, Z[x+ = 0, x– = 0, J] = Tr[ (0)]. As in the
classical case, we can use dynamic equations with ran-
dom initial conditions without calculating the average
of lnZ[x+, x–, J] over the disorder variables and without
using the replica technique. In terms of the averaged
generating functional

(26)

the average of any operator s(t) is found to be

(27)

where the over bar denotes averaging over the disorder
variables.

Thus, the system under study is described by the
generating functional

(28)
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where SEFF[s+, s–] = S0[s+] – S0[s–] + ST[s+, s–]. The
quantum equations of motion can be derived in the
same way as in the classical case [17, 20].

Further, we introduce macroscopic order parameters
and find equations of motion in the saddle-point
approximation to the Schwinger–Keldysh functional
(this approximation becomes exact in the mean-field
approximation as N  ∞). Since we consider the
dynamics of the system at long but finite times, non-
equilibrium phenomena may be expected.

3.1. Dynamic Order Parameters

By introducing the operator Op(t, t') [19] as

(29)

(30)

we combine the quadratic terms in the action SEFF into
one term. In this case, we have

(31)

where α and β stand for + and – and a summation con-
vention over repeated indices is adopted. By substitut-
ing the identity

(32)

into the expression for the generating functional, we
rewrite the total action in the form
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(33)

where

(34)

The order parameters Qαβ(t, t ') (with α, β = +, –) can be
expressed in terms of the critical correlation function
and the response function, defined by Eqs. (13) and
(14), as

(35)

(36)

(37)

(38)

and we also have

(39)

(40)

Further, by performing calculations analogous to
those in [19], it is shown that all terms in the action
depend on λαβ, Qαβ, and zα and are proportional to N.
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PH
3.2. Saddle-Point Calculations

For the sake of convenience, we rewrite the equa-
tions in the matrix form. For this purpose, we introduce
two matrices

(41)

and define the operator

(42)

We also introduce symbol ⊗  to denote the conventional
operator product

(43)

where summation over γ is performed.
At the saddle point, the equation for λαβ(t, t ') gives

(44)

where 4–1 is the operator inverse of 4. The equation for
Qαβ(t, t ') at the saddle point gives

(45)

Equations (44) and (45) can be written in compact
form as

(46)

where I is the identity operator, Iαβ(t, t ') = δαβδ(t – t ').
The equation for zα at the saddle point gives

(47)

(48)

these equations lead to the spherical-model restriction.

4. DYNAMIC EQUATIONS 
FOR THE CORRELATION FUNCTION

AND RESPONSE

Dynamic equations for the correlation function and
the response function can be derived from Eqs. (42)–
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(46) and (35)–(38). By subtracting the (+–) component
of Eq. (46) from the (++) component, we obtain the
equation of motion for the response function:

(49)

The equation of motion for the autocorrelation function
is obtained by subtracting the (–+) from the (+–) com-
ponent of Eq. (46):

(50)

The dynamic equations can be rewritten in a more com-
pact form as

(51)

(52)

These equations should be supplemented by the follow-
ing conditions at equal times:

(53)

(54)

(55)
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The response function must satisfy the causality
requirement R(t, t'')R(t'', t) = 0. As in [19], the self-
energy has the form

(56)

and the vertex function is

(57)

Note that the self-energy Σ and the vertex function D
are real and consist of terms of different origin; namely,
there are terms due to the system–bath interaction (η, ν)
and terms due to the nonlinearity that arises after aver-

aging over the disorder variables [quantities  and 

in Eqs. (56), (57)]. In the case of p = 2, the quantities 

and  become equal to their classical counterparts. In
the case of p ≥ 3, the nonlinear terms depend explicitly
on ".

The imaginary part of Eq. (50) gives

(58)

Therefore, the equation for z takes the form

(59)

Thus, Eqs. (51), (52), and (59) comprise a complete
set of equations describing the dynamics of the system.

In what follows, we use dimensionless variables,

namely, energy measured in units of  and time mea-

sured in units of "/ . In this case, the quantum tunnel-

ing effect is characterized by the parameter Γ ≡ "2/ .
The real time and the other parameters involved in the
dynamic equations for the correlation function and

response are renormalized in this case: t  ( /")t,
the symmetrized correlation function remains
unchanged, and the response function transforms as
R  "R. After this renormalization, the dynamic
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Fig. 1. Dependence of the symmetrized correlation function C(t + tw , tw) on time t for waiting time tw equal to 5 (solid lines) and

10 (dashed lines) and for (a) α = 1,  = 1, Γ = 1, T = 0.5, ωc = 0.1, and different values of the ac field amplitude ht: (1) 0, (2) 0.5,

(3) 1, and (4) 2; (b) α = 1,  = 1, Γ = 1, T = 0.5, ωc = 5, ht = 2, and different values of the frequency ω0: (1) 0.1 and (2) 1; (c) α =

1, Γ = 1, T = 0.5, ωc = 5, ht = 0.1, and different values of the spin interaction constant : (1) 0.5 and (2) 1; and (d)  = 1, Γ = 1,
T = 0.5, ωc = 5, ht = 1, ω0 = 0.1, and different values of the coupling constant with the bath α: (1) 0.2 and (2) 1.
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equations have the same form but with M replaced by
Γ–1. Thus, after renormalization, we have
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Fig. 2. Dependence of the response function R(t + tw , tw) on time t for the waiting time tw equal to 5 (solid lines) and 10 (dashed

lines) and for (a) α = 1,  = 1, Γ = 1, T = 0.5, ωc = 5, ω0 = 0.1, and different values of ht: (1) 0, (2) 0.5, (3) 1, and (4) 2; (b) α = 1,

 = 1, Γ = 1, T = 0.5, ωc = 5, ht = 2, and different values of ω0: (1) 0.1 and (2) 1; (c) α = 1, Γ = 1, T = 0.5, ωc = 5, ht = 0.5, ω0 =

0.1, and different values of the spin interaction constant : (1) 0.5 and (2) 1; and (d)  = 1, Γ = 1, T = 0.5, ωc = 5, ht = 1, ω0 = 0.1,
and different values of the coupling constant with the bath α: (1) 0.2 and (2) 1.

J̃

J̃

J̃ J̃
(66)

(67)

where  = ht/ ,  = ω"/ ,  = ωph"/ ,  =

ωc"/ , and  = . The renormalization does not
affect the conditions at equal times (53)–(55) except
one, which takes the form

(68)

In what follows, we drop tildes over the functions and
their arguments, because we will consider only renor-
malized equations.
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Let us consider the properties of the autocorrelation
function and the response function in the spin-glass
phase (α = 1) and in the paramagnetic phase (α = 0.2).
First, we consider the effect of ac magnetic fields differ-
ing in amplitude ht and frequency ω0 on the system with
α = 1. Calculations were carried out for T = 0.5, Γ = 1,

 = 1, ωc = 5, and a waiting time tw = 5 and 10.

Figures 1 and 2 show the numerically calculated
functions C(t + tw , tw) and R(t + tw , tw) for different val-
ues of the parameters of the external ac field and of the
waiting time (ageing effect) and for different phases
(spin-glass and paramagnetic phases). Calculations
were performed using an interpolation algorithm with a
step of h = 0.01.

Figure 1a shows the t dependence of the autocorre-
lation function C(t + tw , tw) for α = 1; T = 0.5; Γ = 1;

 = 1, ωc = 5; ω = 0.1; two values of the waiting time
tw = 5 and 10; and various values of the ac field ampli-
tude ht = 0, 0.5, 1, and 2. At t = 0, C(t + tw , tw) = 1. It can

J̃

J̃

4
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be seen that this function first decreases rapidly with
time and then smoothly approaches a nonzero limit. It
is also noteworthy that the dynamics depends on the
waiting time and is slow at longer times, which is char-
acteristic of ageing. The dependence of C(t + tw , tw) on
external field becomes noticeable for field amplitudes
higher than ht = 0.5; the larger the amplitude, the stron-
ger the field dependence. The autocorrelation function
decreases in magnitude with increasing field amplitude.
Figure 1b shows the dependence of C(t + tw , tw) on the
frequency of the external ac field. The correlation func-
tion is seen to oscillate with time, and its oscillations
become more pronounced as the field frequency
increases.

Figure 2a shows the t dependence of the response
function R(t + tw , tw) for two values of the waiting time
tw, 5 and 10, and various values of the external-field
amplitude ht the other parameters are the same as those
in Fig. 1a). It is seen that, at short times t, this function
increases sharply from zero to a maximum less than
unity and then decreases rapidly; thereafter, this func-
tion slowly approaches a nonzero limit less than that for
the correlation function. The dependence of the
response function on an external ac field is weaker than
that of the correlation function and becomes noticeable
for values ht = 1 and 2; the magnitude of this function
at long times t decreases with increasing field ampli-
tude. The oscillation of R(t + tw , tw) is less pronounced
than that of C(t + tw , tw). Figure 2b shows the depen-
dence of R(t + tw , tw) on external-field frequency. This
dependence is seen to be very weak.

For the spin-glass phase, calculations were per-
formed for two values of the spin interaction constant

, 0.5 and 1. At the smaller value,  = 0.5, the low
dynamics of C(t + tw , tw) is suppressed more rapidly

than in the case of  = 1. The values of R(t + tw , tw)
slightly increase as the spin interaction constant
decreases.

Figures 1d and 2d demonstrate the effect of the cou-
pling constant with the bath α on the functions C(t + tw ,
tw) and R(t + tw , tw). In the paramagnetic phase (α =
0.2), these functions oscillate with time about values
approaching zero at large field amplitudes. At α = 1, the
functions C(t + tw , tw) and R(t + tw , tw) are positive and
approach nonzero limits with time, which is indicative
of the spin-glass phase [2]. The behavior of the C(t + tw ,
tw) and R(t + tw , tw) curves in the spin-glass phase (α =
1) differs noticeably from their behavior in the para-
magnetic phase, where the values of these oscillating
functions can be negative.

5. CONCLUSIONS

We have considered the effect of an external ac mag-
netic field and of the surroundings (a thermal bath of
quantum oscillators) on the nonequilibrium dynamics

J̃ J̃

J̃

PH
of the quantum system. It has been shown that the sym-
metrized autocorrelation function and the response
function decay with different rates at short and long
times. The role of the spin interaction and the role of the
interaction of the system with its surroundings and an
external ac field were analyzed. For a quantum system,
such an analysis was performed for the first time. It was
shown that the relaxation of the system becomes slower
as the interaction of the system with its surroundings
and with the external ac field intensifies (see figures). In
this case, the two different decay rates of the autocorre-
lation function and of the response function persist. The
spin-glass state is favored by stronger interaction of the
system with its surroundings, as follows from the α
dependence of the functions C(t + tw , tw) and R(t + tw ,
tw). In a strong ac field, on the contrary, ageing does not
persist. Therefore, quantum fluctuations, which are
important at low temperatures, and a weak external ac
field do not suppress spin ordering and ageing can
occur in the system under study. In the case of a zero
external ac field, our results are similar to the theoreti-
cal results obtained in [19].
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Abstract—The forced magnetostriction and magnetization are measured in the easy-plane-type two-sublattice
NiCl2 antiferromagnet (AFM) in the case where this AFM passes from the multidomain to a single-domain
state. It is shown that, in accordance with the magnetoelastic nature of the multidomain state, the field depen-
dences of the forced magnetostriction and magnetization are interrelated and affected by the transition from the
multidomain to the single-domain state. The character of these dependences corresponds to the case where the
magnetization and striction are proportional to the number of domains with an energetically favored orientation
with respect to the external magnetic field. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In many highly symmetric antiferromagnets
(AFMs) with a perfect crystal lattice, the antiferromag-
netic phase is in a multidomain state [1], which strongly
affects the magnetic properties of the crystals. In cer-
tain cases, the multidomain state is an equilibrium
state; i.e., this state is restored when the field applied to
the crystal is cyclically increased and decreased to zero
and the crystal passes from the multidomain to the sin-
gle-domain state and vice versa.

Unlike ferromagnets (FMs), the mechanism of for-
mation of the equilibrium multidomain state in AFMs
is still not clearly understood. Li [2] proposed an
entropy mechanism according to which a decrease in
the degree of ordering in a multidomain state makes an
additional contribution to the entropy, thereby reducing
the free energy of the multidomain state, in comparison
with that of the uniform state, by the quantity –T∆S,
where ∆S is the entropy increment in the multidomain
state. The entropy mechanism can operate in the vicin-
ity of TN and has been observed to occur in a number of
AFMs [3]. At lower temperatures, the AFM is in a sin-
gle-domain state.

In [1], the entropy mechanism of the multidomain
state was assumed to operate in layered easy-plane
AFMs. However, it was shown in [4] that domains in
such AFMs also exist at T  0. Therefore, the entropy
mechanism is not dominant in this case.

The first experimental data on the multidomain state
in layered easy-plane AFMs were obtained in [5] from
measurements of the magnetization of powders. A
number of unusual phenomena were reported in [5] to
occur. First, in a magnetic-field range below a certain
1063-7834/04/4602- $26.00 © 20326
value, the magnetization of samples was observed to be
a nonlinear function of the applied magnetic field. Sec-
ond, the magnetization exhibits hysteretic behavior
characterized by a remanent magnetization and a coer-
cive force. This hysteresis and the nonlinear field
dependence of the magnetization were explained in [5]
by the presence of ferromagnetic inclusions in the sam-
ples under study.

Neutron-scattering studies of single crystals of diha-
lides of iron-group elements in the antiferromagnetic
state [6] showed that in this state a crystal is broken up
into domains in each of which the direction of the anti-
ferromagnetism vector L is the same everywhere over a
domain but varies from domain to domain. The angle
between the spins in neighboring domains was found to
be 120°. It was also shown in [6] that, when a magnetic
field H is applied in the easy plane, the fraction of
domains with the antiferromagnetism vector perpen-
dicular to the field becomes progressively larger with
increasing field until the crystal passes to the single-
domain state. The appearance of a multidomain state
was assumed in [6] to be due to in-plane anisotropy
and, hence, to a dependence of the energy on the direc-
tion of L in the easy plane. The anisotropy is such that
there are three equivalent easy magnetization axes
along which domains can be magnetized. The transition
from a multidomain to a single-domain state was con-
sidered to be due to orientation transitions in domains
to the state in which the vector L is perpendicular to H.
As the field was decreased to zero, the multidomain
state was restored to a large extent, but not completely;
the overall volume of domains with L perpendicular to
the field was larger than its value before the application
of the field. The existence of several easy magnetization
004 MAIK “Nauka/Interperiodica”
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axes due to in-plane anisotropy affects the spin orienta-
tion but cannot explain the fact that the multidomain
state is close to equilibrium (i.e., that this state is
restored when the applied field is cyclically increased
and decreased to zero). Indeed, a metastable multido-
main state can appear when a sample is cooled in a zero
field and passes through the Néel point, because in this
case the antiferromagnetic state nucleates randomly at
various sites of the crystal with the vector L oriented
along different easy axes. However, anisotropy cannot
provide the energy required to form domain walls
(DWs) when the single-domain state again transforms
into a multidomain state as the applied field H is
decreased to zero. The effect of weak in-plane anisot-
ropy was also discussed in [7], where it was shown that
the anisotropy can affect the formation of a domain
structure.

The formation of an “equilibrium” multidomain
state in an easy-plane AFM can be favored by screw
dislocations [8, 9]. In this case, the domain structure
must be stabilized by in-plane anisotropy.

In [4, 7, 10], it was conjectured that domains in
easy-plane antiferromagnetic dihalides of iron-group
elements are of a magnetoelastic nature. This conjec-
ture was based on experimental data on magnetostric-
tion (MS) measured during rearrangement of the
domain structure in this type of crystals. For example,
CoCl2 crystals exhibit large forced MS [4, 10] compa-
rable to the MS of magnets with rare earth ions [11].

If the multidomain state has a magnetoelastic
nature, then the nonlinear magnetization observed in
layered antiferromagnetic crystals of dihalides of iron-
group elements [5] is likely due to the field-induced
rearrangement of the magnetoelastic multidomain anti-
ferromagnetic state rather than to ferromagnetic inclu-
sions. In this case, the field dependences of the magne-
tization and MS must be interrelated.

It is well known that magnetoelasticity strongly
affects the magnetization curves of FMs [12] and influ-
ences the motion of DWs and the formation of a domain
structure. For example, a uniaxial FM with domains
oriented along the easy axis is magnetized by a mag-
netic field directed along this axis through the motion of
180° DWs, and forced MS does not arise (without
regard for the paramagnetic process) [13]. Forced MS
in such an FM occurs when an external magnetic field
is applied perpendicular to the easy axis and, therefore,
the magnetic moments of domains tilt to the field direc-
tion. Forced MS also arises in an FM when 90° DWs
move [12]. In the AFM, in contrast to in the FM, any
rearrangement of the multidomain structure is accom-
panied by sublattice spins tilting in the direction of the
applied magnetic field; therefore, forced MS must arise
in this case.

In this paper, we analyze the specific features of the
multidomain structure rearrangement that occurs in an
easy-plane AFM under the action of an external mag-
netic field. As an example, we use experimental data on
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
magnetization and forced MS obtained for layered
easy-plane-type two-sublattice antiferromagnetic
NiCl2 in a multidomain state subjected to a magnetic
field cyclically increased and decreased to zero. It is
shown that the field dependences of the magnetization
and forced MS correlate with the rearrangement of the
multidomain structure in NiCl2.

2. EXPERIMENTAL

We performed measurements on plates cleaved from
a NiCl2 single-crystal boule grown from a melt in a
sealed ampoule by lowering the ampoule through a
zone of a sharp vertical temperature gradient. The

NiCl2 crystal has  symmetry, and the antiferromag-
netic transition temperature is TN = 49.6 K [14]. Mea-
surements were performed at T = 4.2 K.

The MS was measured on samples in the form of a
rectangular plate 5 × 5 × 1 mm in size. The shortest
edge was parallel to the hard magnetization axis (C3).
To measure the MS, a dilatometer from a magnetic sys-
tem with two crossed magnets was used.

The magnetization was measured with an LDJ-9500
vibrating-sample magnetometer on a sample in the
form of a rectangular plate 5 × 4 × 0.2 mm in size; this
sample is thinner than those used in measuring the MS.
The magnetic field applied to samples was lower than
10 kOe, which sufficed to produce a single-domain
state in NiCl2 [15]. It should be noted that the samples
used to measure the MS and the magnetization were
grown at different times. Since NiCl2 crystals are
hydroscopic, the samples were kept in a dehydrated
medium. However, because of the differences in the
growth and storage conditions, we cannot be sure that
the grown crystals are identical; they can differ in the
amount of defects, which are of importance in forming
and rearranging a magnetoelastic multidomain struc-
ture.

Figure 1 shows the field dependence of the forced
MS of a NiCl2 single crystal for two mutually perpen-
dicular field directions in the easy plane of the crystal
in the case where the field H is increased and then
decreased to zero. It can be seen that there is hysteresis
in the MS as a function of the field strength and in the
remanent striction, whose sign depends on the direction
of the decreasing field. The hysteresis is unusual;
namely, it takes place only when the orientation of the
applied field is changed; no hysteresis is observed when
the field is cyclically increased and decreased in the
same direction.

The experimental ε(H) dependence (ε = ∆l/l is the
field-induced strain of the crystal, l is the crystal length
along the direction of measurement, ∆l is the field-
induced increase in this length) exhibits a general fea-
ture; namely, in a multidomain state, the forced MS of
the crystal is anisotropic and changes sign as the direc-
tion of the magnetic field is changed from parallel to

D3d
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perpendicular. The NiCl2 crystal is extended along the
direction of the field H and contracted by the same
quantity in the perpendicular direction. In strong fields
(≥10 kOe), a uniform (single-domain) state sets in irre-
spective of the direction of field H in the easy plane.
The behavior of the MS of NiCl2 in the uniform (single-
domain) state was studied in [7], and it was found that
the MS in the uniform state varies slowly as the applied
field is increased further; for fields up to the value at
which spin flip occurs, ε(H) varies in proportion to the
square of the magnetic field strength, as should be the
case with a homogeneous AFM subjected to an external
magnetic field [16]. By extrapolating this dependence
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Fig. 1. Field dependences of the magnetostriction in NiCl2
at T = 4.2 K in the case where the field H⊥  perpendicular to
the MS measurement direction (1) increases from zero and
then (2) decreases to zero and in the case where the field H⊥
parallel to the MS measurement direction (along which the
crystal dimension is measured with a dilatometer)
(3) increases from zero and then (4) decreases to zero.
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Fig. 2. Dependences of MS on the square of the magnetic
field strength corresponding to curves 2 and 4 in Fig. 1,
respectively (in the case where the field decreases to zero).
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to H = 0, we find a hypothetical value of the spontane-
ous MS in the single-domain state.

It can be seen from Fig. 1 that the anisotropic spon-
taneous striction in the multidomain state is balanced
(to within the remanent striction mentioned above).
Therefore, the crystal as a whole is not strained
(neglecting the possible remanent striction) in the anti-
ferromagnetic multidomain state at H = 0. Note that, as
follows from the experimental data on antiferromag-
netic resonance [17], domains in this state, while being
virtually unstrained, retain the spontaneous strain,
which manifests itself in the presence of a gap due to
the spontaneous strain in the low-frequency antiferro-
magnetic resonance spectrum. Therefore, in construct-
ing a model of the multidomain state, one should take
into account that the crystal as a whole and individual
domains remain unstrained.

Figure 2 shows the dependences of the MS in the
multidomain state on the square of the magnetic field
strength in the case where the field is decreased to zero.
These dependences correspond to the low-frequency
range in curves 2 and 4 of Fig. 1. The difference in the
MS sign indicates that the forced MS is anisotropic. In
the range H < 2.5 kOe, as seen from Fig. 2, the striction
can be closely approximated by the expression

(1)

where εr is the remanent striction, which vanishes as the
field is decreased to zero; εs is the spontaneous striction
in the single-domain state; and Hd is an empirical
parameter, which should be taken to be Hd = 3.6 ±
0.3 kOe to fit the experimental data. Since the value of
εr depends on the prehistory (the previous values and
direction of the applied magnetic field), the quantity εs

should be determined, in general, as the half-sum of the
asymptotic values of striction ε(H) as Η  0 for suc-
cessive application of the field along the two mutually
perpendicular directions. When the magnetic field H is
applied for the first time, the field dependence of the
striction in the field range in question (H < 2.5 kOe) is
given by Eq. (1) with εr = 0 [7].

Figure 3 shows the magnetization curve of a NiCl2
single crystal for the case where the H ⊥  C3 is increased
from zero. It is seen that the magnetization is a nonlin-
ear function of H. According to the Néel theory [16],
the dependence of the magnetization in the single-
domain state on the field applied in the easy plane must
be linear. As shown in [15], the magnetization of the
easy-plane antiferromagnetic NiCl2 crystal increases
linearly with the field (i.e., the susceptibility is con-
stant) up to the spin-flip field value (except for the field
range where the multidomain state is rearranged). Fig-
ure 3 also shows a hypothetical magnetization curve
(dashed straight line) constructed on the basis of data
taken from [15, 16] for the case where the multidomain
structure does not arise. It is seen that, in the range

ε εr εs
H

2

Hd
2

-------,+=
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where the multidomain structure is rearranged, the
m(H) curve passes below this line; that is, the magneti-
zation in this field range is less than that expected for
the single-domain state. As the field H is increased, the
spacing between the straight line and the m(H) curve
first increases and then (for H > 5 kOe) decreases, so
that above H = 10 kOe these dependences become vir-
tually identical. The measured magnetization is nor-
malized to a unit mass of the sample.

The m(H) dependence shown in Fig. 3 can be
closely approximated for H  0 by the expression

(2)

where χd is the magnetic susceptibility for the multido-
main state at H  0 (χd = 0.44 emu/g kOe) and Hm is
an empirical parameter, whose best fit value to the
experimental data is Hm = 4.3 ± 0.6 kOe. This approxi-
mation by odd powers of H agrees with the experimen-
tally observed asymmetry of the m(H) dependence with
respect to a change in the sign of the applied field.
Obviously, Eq. (2) is valid for H < Hm. Thorough mea-
surements with the applied magnetic field cyclically
increased and decreased to zero (without changes in the
field direction) showed no remanent magnetization and
no magnetization hysteresis, which is in agreement
with the data from [15]. Unfortunately, no successive
measurements have been performed with the applied
field cyclically increased and decreased to zero along
two mutually perpendicular directions in the easy
plane; in this case, one might expect unusual hysteresis
to occur with zero remanent magnetization.

By integrating the function m(H) with respect to H,
we can find the work done by the magnetic field when
a crystal is magnetized and passes to the single-domain
state. For a unit volume of the sample, this work is

(3)

where ρ is the density of the crystal (which appears
because the magnetization is normalized to unit mass)
and H0 is the upper limit of integration, corresponding
to a field at which the sample is in the single-domain
state (we put H0 = 10 kOe). If the multidomain structure
does not occur and the crystal is always in the uniform
state, then, taking into account the linear field depen-
dence of the magnetization, the work in Eq. (3) can be
found to be

(4)

where χe is the magnetic susceptibility of the single-
domain crystal.

The energy E of the AFM in a magnetic field (per
unit volume) is the sum of the exchange energy e1 (in

m χdH 1 H
2

Hm
2
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the approximation where only the intersublattice inter-
actions are included), the Zeeman energy e2, the
domain-wall energy e3, and the elastic accommodation
energy e4 of the domain MS and the elastic fields of
defects [7] giving rise to the formation of triads of
domains [18], E = e1 + e2 + e3 + e4. The formation of
DWs at the expense of exchange energy is not favored
energetically, whereas elastic accommodation of the
spontaneous domain MS to defects favors the forma-
tion of a multidomain structure and, therefore, can be
the reason for the formation of a multidomain structure.
In actuality, the configuration, number, orientation, and
shape of domains are such that the energy E becomes
minimal. Let us show that, when a multidomain struc-
ture forms, the changes in e3 and e4 must be opposite in
sign. For this purpose, we consider the change in
energy E caused by the application of a field H0, ∆E =
∆e1 + ∆e2 + ∆e3 + ∆e4. In this case, ∆E = A and ∆e1 +
∆e2 = A0. Therefore, we have A – A0 = e3(H = 0) + ∆e4,
where it is taken into account that at H = H0 the crystal
is in a nearly uniform state and, therefore, e3(H = H0) =
0 and ∆e3 = e3(H = 0) – e3(H = H0) = e3(H = 0) = e3.
According to Eqs. (3) and (4) and the data from Fig. 3,
we have A0 – A > 0. The formation of DWs at the
expense of the exchange energy is not favored; there-
fore, e3 > 0 and it follows that ∆e4 < 0 and |∆e4 | > e3.
Since ∆e4 = e4(H = 0) – e4(H0), we obtain that e4(H = 0) <
e4(H0). This property of the energy e4 is a necessary
condition for an equilibrium magnetoelastic multido-
main structure to form in an AFM.

Thus, using Eqs. (3) and (4), we estimated the cost
in energy of DWs and the gain in energy responsible for
the formation of a domain structure. The difference
between the works A0 and A is equal to the difference
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Fig. 3. Field dependence of the magnetization m(H) of
NiCl2 at T = 4.2 K in the case where the field increases from
zero. Also shown is the reversible part mrev(H) of the mag-
netization.
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between these two energies and determines the gain in
energy due to the formation of a domain structure at
H = 0. Geometrically, the difference between the works
can be found as the area between the uniform-magneti-
zation curve and the m(H) curve in Fig. 3. The calcula-
tion gives the ratio of this gain in energy to the
exchange interaction energy between the sublattices as
5.7 × 10–4 (in calculating the exchange energy, we used
the fact that the spin-flip field for NiCl2 is equal to Hff =
129 kOe at T = 4.2 K [19]).

In what follows, we show that the nonlinear field
dependence of magnetization and the hysteresis of
striction are manifestations of magnetoelastic interac-
tion in the multidomain state of AFMs (including
NiCl2). The striction and magnetization (and the ε(H)
and m(H) dependences) are shown to correlate when
the domain structure is rearranged.

3. DISCUSSION OF RESULTS

We will interpret the experimental results under the
assumption that domains are oriented in the easy plane
and that the domain orientation distribution is continu-
ous [4, 7]. The orientation of a domain in the easy plane
is specified by the angle ϕ between the magnetization
vector of the domain M = s1 + s2 and the direction of the
magnetic field H, where s1 and s2 are the sublattice
magnetizations. The vectors s1 and s2, as well as M, are
assumed to lie in the easy plane (Fig. 4).1 The domains
are considered two-dimensional. The domain orienta-
tion distribution function p(ϕ) is defined as the ratio of
the volume of domains of orientation ϕ to the total crys-
tal volume. For the sake of definiteness, the magnetic
field is assumed to be applied along the x axis in the

1 In the case of H = 0, the angle ϕ is taken to be the angle between
the vector  and the direction of the field H.M

H 0→
lim

L

H
M

s1

s2

xϕ

Fig. 4. Orientation of the sublattice spins s1 and s2, the mag-
netization vector M, and the antiferromagnetism vector L
with respect to the applied magnetic field H.
P

easy plane (Fig. 4). The antiferromagnetism vector also
lies in the easy plane and is defined conventionally as
L = s1 – s2. Therefore, the angle ϕ lies in the easy plane.
The domain orientation distribution function is normal-
ized as

As shown in [4], the MS of a uniform easy-plane
AFM is anisotropic in the easy plane; namely, the MS
is equal to εs in the direction perpendicular to L, while
along L it changes sign and is –εs. In this case, the stric-
tion of a multidomain crystal along the applied field is

(5)

We assume that s1 and s2 are of the same magnitude,
|s1 | = |s2 | = s. A domain with L ⊥  H(ϕ = 0) has magne-
tization M = χeH. In general (ϕ ≠ 0), the vector M of a
domain is not parallel to H and its magnitude is M =
χeHcosϕ. Therefore, the magnetization of the crystal
along the field direction is

(6)

Taking χeH out of the integral in Eq. (6) and using
Eq. (5), we obtain a general relation between the mag-
netization and striction

(7)

This relation can be tested using the experimental data.
Equation (7) makes it possible to predict the field

dependence of magnetization using the experimental
data on striction. Figure 5 shows such m(H) depen-
dence obtained on the basis of the data on ε(H) from
Fig. 1; namely, we used curve 3 in Fig. 1 for the case
where the external field is increased from zero and
curve 4 for where the field is decreased. The m(H) curve
thus found is nonlinear and concave downward. Note
that the striction data used were obtained after the field
direction was changed (that is, the preceding cycle of
the field increasing and decreasing to zero was per-
formed for the perpendicular field direction) and, there-
fore, when the field was first applied, the crystal had a
remanent striction of opposite sign produced in the pre-
ceding cycle. It is seen from Fig. 5 that the curves
obtained for the increasing and decreasing fields coin-
cide at H = 0 and at high field values (H > 8 kOe),
thereby forming a loop (pronounced only weakly on the
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scale of Fig. 5). This is the above-mentioned hysteresis
without remanent magnetization. The lower (solid)
curve in Fig. 5 corresponds to the increasing field, and
the upper (dashed) curve, to the decreasing field.

The predicted m(H) dependence correlates well with
our assumption that the rearrangement of the multido-
main structure proceeds through an increase in the rel-
ative volume of domains with L ⊥  H. The irreversibility
of the rearrangement of the multidomain structure
(manifested in the appearance of remanent striction and
of the striction hysteresis) is weakly pronounced in the
behavior of the magnetization; the difference between
the values of the magnetization corresponding to
increasing and decreasing fields is insignificant and
becomes noticeable only in the middle of the field range
where a multidomain structure exists, i.e., for H = 3–
5 kOe.

Based on the experimental m(H) dependence, we
can also solve the inverse problem with the help of
Eq. (7); namely, we can find the ε(H) dependence using
the experimental values of the magnetization. For this
purpose, we find the quantity

(8)

which is the ratio of the striction to its value for the sin-
gle-domain state, y(H) = ε/εs. The y(H) dependence is
shown in Fig. 6 and agrees qualitatively and quantita-
tively with the ε(H) dependence shown in Fig. 1. It
should be noted that the former dependence was found
from the data on m(H) that were obtained after several
cycles of field increasing and decreasing to zero were
performed for the field direction in question. For this
reason, as H  0, the quantity y(H) tends to a nonzero
value exhibiting remanent striction, as does the ε(H)
dependence shown in Fig. 1.

Thus, the behavior of the magnetization calculated
from Eq. (7) on the basis of the data on striction agrees
well with the experimental m(H) dependence shown in
Fig. 3 and the behavior of MS calculated from Eq. (7)
also agrees with its experimental field dependence.
Therefore, the m(H) and ε(H)dependences are interre-
lated and describe the rearrangement of the domain
structure caused by the applied magnetic field.

Based on Eqs. (1) and (7), we find the m(H) depen-
dence for H  0. For the initial magnetization curve
(εr = 0), we obtain

(9)

Equation (9) has the form of the experimental depen-
dence (2). From comparison of Eqs. (2) and (9), it fol-
lows that the magnetic susceptibility in the beginning of
the rearrangement of the multidomain structure as the
magnetic field H increases from zero is half as large as
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the susceptibility in the single-domain state, χd = χe/2.
The experimental value of χd is somewhat larger. It also
follows from comparing Eqs. (2) and (9) that Hd = Hm.
The experimental values of Hd and Hm differ by 15%.

In general, the domain orientation distribution is
anisotropic (because of small in-plane anisotropy).
However, it was shown in [7] that, in spite of the anisot-
ropy in this distribution, the field dependence of the
striction in the easy plane remains isotropic. For the
sake of simplicity, we neglect the in-plane anisotropy
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Fig. 5. Field dependences of m(H) constructed on the basis
of the data represented by curves 3 and 4 in Fig. 1 in the case
where the magnetic field, applied along the MS measure-
ment direction, (1) increases from zero and then
(2) decreases to zero.
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Fig. 6. Field dependence of the striction calculated from the
experimental data on magnetization.
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and assume that all orientations ϕ of domains are
equiprobable before the first application of field H.

The appearance of remanent striction is accompa-
nied by an anisotropic rearrangement of the domain
structure. This anisotropy is related to the direction of
the vanishing field H. For small deviations from the
equiprobable distribution, we can write p(ϕ) in the
form [4]

(10)

where α is a parameter depending on H and the value
of the remanent striction. Using Eq. (10), we calculated
the average strain of the crystal. By comparing the
result with the experimental dependence (1), we found
that the domain orientation distribution for a small
decreasing field has the form

(11)

Substituting Eq. (11) into Eq. (6), we obtain the field
dependence of the susceptibility of the crystal in low
fields in the case where the field is decreased to zero or
is again applied in the same direction:

(12)

Note that Eq. (12) can also be obtained by substituting
Eq. (1) into Eq. (7). By differentiating Eq. (12) with
respect to H, we find that, in accordance with Eq. (2),
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Fig. 7. Field dependences of the reversible (εrev) and irre-
versible (εirrev) components of the striction in the field
strength range where the multidomain antiferromagnetic
state is rearranged. The dotted curve represents the εirrev(H)
dependence in the case where fields H⊥  and H|| (succes-
sively applied along two mutually perpendicular directions)
increase from zero and then decrease to zero.
PH
the magnetic susceptibility is a quadratic function of
the field for H  0

(13)

It is seen from Eqs. (12) and (13) that, in accordance
with Eq. (7), the magnetic susceptibility of the crystal
in the multidomain state in the case of field H decreas-
ing to zero is not half as large as χe but has a somewhat
greater value,

(14)

Thus, irreversibility of the rearrangement of the
multidomain state increases the magnetic susceptibility
for H  0 when the external magnetic field is
decreased to zero or is again applied.

According to Eq. (11), when the external magnetic
field decreases to zero, the domain orientation distribu-
tion function p(ϕ) contains two additive components;
one of them is reversible and field-dependent and the
other is irreversible and field-independent. The latter
component is responsible for the remanent striction and
makes a contribution to the susceptibility of the crystal
in the multidomain state for H  0. Therefore, the
total striction and magnetization of the crystal can be
represented as the sum of two terms,

(15)

(16)

where εrev(H) and mrev(H) are the reversible compo-
nents of the striction and magnetization corresponding
to the reversible rearrangement of the multidomain
structure and εirrev(H) and mirrev(H) are the irreversible
components. In general, all components in Eqs. (15)
and (16) are field-dependent. However, when the mag-
netic field decreases in the field strength range of exist-
ence of the multidomain state, the irreversible part of
the striction remains constant and equal to the remanent
MS; i.e., εirrev(H) = εr = const. This property makes it
possible to determine the field dependences of εirrev(H)
and εrev(H) when the field with the other direction is
applied. As was mentioned above in discussing the
experimental data on the striction in NiCl2 crystals, the
striction changes sign as the field direction is changed
from transverse to longitudinal (and vice versa); there-
fore, both terms in Eq. (15) must also change sign in
this case. The εrev(H) dependences for the longitudinal
and transverse field directions are shown in Fig. 7. Fig-
ure 7 also shows the εirrev(H) dependence in another
cycle, where the transverse field is decreased to zero
and a longitudinal field is applied and then decreased to
zero, after which the initial transverse field is again
applied. Unfortunately, we did not investigate the clos-
ing section of this εirrev(H) loop. In Fig. 7, this section is
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constructed under the assumption that the loop is anti-
symmetric.

The ratio ξ between the irreversible contribution to
the striction and the total striction in the single-domain
state is ξ = εirrev/εs = 0.16. Therefore, the volume of
domains contributing to the irreversible striction is
δirrev = 0.16 of the sample volume. The irreversible con-
tribution to the striction in the case where the field
decreases to zero is due to a change in the domain ori-
entation distribution (with respect to the equilibrium
distribution), namely, to an increase (proportional to εr)
in the fraction of domains with L ⊥  H. It is likely that,
when the field is decreased to zero or is again applied in
the same direction, the magnetization of this fraction of
domains is characterized by the susceptibility χe of the
single-domain state (with L ⊥  H). Indeed, by compar-
ing the experimental value of the magnetic susceptibil-
ity of the multidomain state χd and its predicted value
χe/2, the value of ξ is found to be close to its value
determined from the data on striction, namely, ξ =
2χd/χe – 1 = 0.14.

Now, we determine the field dependence of the con-
tribution to the sample magnetization coming from the
domains that are rearranged reversibly. The volume
fraction of these domains is δrev = 1 – δirrev. The mrev(H)
dependence is shown in Fig. 3 (mrev is the magnetiza-
tion per unit mass). Note that the magnetic susceptibil-
ity of these domains is half as large as its value in the
case where these domains transformed into the single-
domain state. We also note that the value of Hm as deter-
mined from the mrev(H) dependence conforms more
closely to the condition Hd = Hm.

In Eqs. (15) and (16), the striction and magnetiza-
tion of a sample were formally broken down into two
components in order to explain the occurrence of the
remanent striction and the fact that the magnetic sus-
ceptibility in the multidomain state is not half its value
in the single-domain state. However, in the case in
question, this separation into two components is of fun-
damental importance, because the mechanism of for-
mation of the multidomain antiferromagnetic state is
magnetoelastic in nature. The reversible contributions
to the striction and magnetization are associated, as
mentioned above, with elastic accommodation of the
spontaneous domain MS to the local elastic fields of
defects [7, 18]. In [18], the formation of triads of
domains near defects was considered theoretically. The
angle between the vectors L of the domains in a triad
was 120°. The triads around a defect should also
accommodate elastically to each other. Such a domain
structure is energetically favored and will be reversible
in fields cyclically increased and decreased to zero. The
irreversibility is likely due to those domain walls that
are pinned at defects not involved in the formation of
triads.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
4. CONCLUSIONS

Thus, observations of the behavior of the forced
striction and magnetization in NiCl2 crystals passing
from the multidomain to the single-domain state in an
external magnetic field have shown that, in the multido-
main antiferromagnetic state that arises in an NiCl2
crystal, the overall striction is nearly balanced and the
magnetic susceptibility is approximately half as large in
a zero magnetic field. When a magnetic field is applied,
the crystal passes from the multidomain to the single-
domain state and a spontaneous striction arises that is
uniform over the crystal.

As the crystal passes to the single-domain state, the
magnetization and MS exhibit a nonlinear dependence
on the applied field. The experimental data on the
forced striction and magnetization show that their field
dependences reveal the rearrangement of the multido-
main state in the magnetic field. These dependences
exhibit a fundamental feature; namely, the magnetiza-
tion and striction are both proportional to the average
number of domains with the energetically favored ori-
entation L ⊥  H.

The rearrangement of the multidomain state in a
magnetic field cyclically increased and decreased to
zero is accompanied by striction hysteresis, while the
magnetization exhibits no hysteresis. The MS hystere-
sis is due to the domain structure rearrangement being
partially irreversible, which results in an increased vol-
ume fraction of domains with the energetically favored
orientation with respect to the field direction when the
field decreases to zero. For this reason, the remanent
MS causes the domain orientation distribution to be
anisotropic in this case.

Thus, we have explained the nonlinear field depen-
dences of the magnetization and MS, the MS hystere-
sis, and the nonhysteretic behavior of the magnetization
in the field strength range where the multidomain anti-
ferromagnetic state is rearranged.
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Abstract—The temperature dependence of the heat capacity of the single-crystal relaxor ferroelectric SBN was
studied. Hysteresis and a “two-level” effect were observed near the temperature of the dielectric permittivity
maximum. © 2004 MAIK “Nauka/Interperiodica”.
Relaxor ferroelectrics have been studied intensively
over recent years, and their main properties and quali-
tative differences from conventional ferroelectrics have
been mainly determined. At the same time, some points
of a rather fundamental nature, though being specific,
remain unclear, including what the true probability dis-
tributions of states and energy levels are, what the ori-
gin of the transition between states with an ergodic and
nonergodic behavior is, in what way the domain struc-
ture evolves, whether the conclusions concerning the
fractal geometry of nanodomain walls have been sub-
stantiated enough, etc. There is no certainty in the
choice of an adequate model for these systems either.
All this calls for further comprehensive studies, in par-
ticular, of the heat capacity, a quantity connected inti-
mately with the whole spectrum of the degrees of free-
dom. Moreover, it is measurements of the temperature
dependence of the heat capacity that should provide the
ultimate answer to the question as to whether or not the
transition to the relaxor state is a thermodynamic phase
transition. Here, we discuss a study of the barium–
strontium niobate relaxor ferroelectric. This study was
reported earlier and is apparently the first investigation
of its kind [1].

The dielectric permittivity of crystalline solid solu-
tions of barium–strontium niobate passes through a
maximum at 310–350 K (depending on the actual com-
position), which is a convenient temperature region for
dielectric studies. Studies of the thermal behavior of
this relaxor ferroelectric turned out, however, to be
fairly complicated by the fact that the observed effects
depend on the measurement time and thermal history of
the sample under investigation and do not greatly
exceed the attainable experimental accuracy. Neverthe-
less, some relations could be established.

We studied a SrxBa1 – xNb2O6 (SBN) single crystal
with x = 0.61 doped with La and Ce to concentrations
of 0.44 and 0.023 at. %, respectively (the SBN single
crystal was grown by L. Ivleva at GPI, RAS). The max-
imum in the quasi-static dielectric permittivity of this
single crystal was reached at Tm ≈ 310 K. The sample
prepared for the heat capacity measurements was cut
1063-7834/04/4602- $26.00 © 20335
from a single crystal used earlier in comprehensive
studies of the polarization relaxation in an external
electric field [2]. The heat capacity was measured using
modulation calorimetry. This method makes use of a
variable heat flux Q, and the heat capacity is derived
from the relation

(1)

where ∆T0 is the measured amplitude of temperature
oscillations, Q0 is the part of the heat flux that is
absorbed, and ω is its modulation frequency. This fre-
quency is necessarily chosen (from measurements of
the ∆T0(ω) relation) such that ∆T0 ~ 1/ω, thus ensuring
that relation (1) holds. This means essentially that the
temperature in the sample levels off in a time shorter
than 1/ω and that the heat is removed in a substantially
longer time. The latter condition reduces the effect of
the sample holder in the thermostat to a minimum (the
condition of quasi-adiabaticity). The optimum modula-
tion frequency ω/2π for the sample used in our studies,
2 × 2 × 0.2 mm in size and about 5 mg in mass, was
1.7 Hz. The quantity Q0 was not determined in our
experiments; only the relative variation of the heat
capacity was measured to within ≤0.1%. The measure-
ments were performed in both the heating and cooling
runs under stabilization of the average sample temper-
ature. It is essential for what follows that the variation
of the temperature in the thermostat and the establish-
ment of the average sample temperature lasted for a
time substantially shorter than the time taken for a sin-
gle measurement.

Figure 1 displays the temperature dependence of the
heat capacity of the SBN single crystal obtained within
a broad temperature range in a cooling run. The devia-
tion of the experimental points from the calculated
phonon heat capacity (dashed line in Fig. 1) within an
interval of ~100 K in the vicinity of Tm demonstrates
the existence of an excess heat capacity. The inset to
Fig. 1 shows, on a slightly modified scale, the results
obtained in the heating–cooling–heating mode, which

Cp

Q0

ω∆T0
--------------, Q iωt[ ] ,exp∼ ∼
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clearly reveal a temperature hysteresis. The maximum
value of the excess heat capacity depends substantially
on two parameters, the duration of a single measure-
ment t0 and the rate of sample temperature variation
dT/dt. The experiment showed that the excess heat
capacity is observed for dT/dt ≤ 0.1 K/min and t0 ≥
10 min. It is in these conditions that the relation plotted
in Fig. 1 was obtained. The excess heat capacity was
found to be ~2%.

Relaxation of the heat capacity under thermal
cycling of the sample was observed clearly only in the
heating mode. Figure 2 shows the time variation of the
heat capacity for T > Tm following a single heating by
~3 K. The solid line in Fig. 2 plots an exponential
Cp(t) ~ exp[–t/τ] with τ ~ 10 min. On longer time
scales, a more complex prolonged relaxation and a non-
exponential Cp(t) behavior can be observed. However,
this is not seen at the attainable accuracy of heat capac-
ity measurements; likewise, a dependence of the heat

0.40

0.35

0.30

0.25

100 200 300 400

0.38

0.37
300 350

T, K

C
p,

 a
rb

. u
ni

ts

Cooling
Heating

Fig. 1. Temperature dependence of the heat capacity of an
SBN single crystal (dashed line is a fit with Eq. (4)). Inset
shows the heat capacity obtained under thermal cycling.
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Fig. 2. Heat capacity relaxation of an SBN single crystal for
T > Tm.
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capacity on time for T < Tm is also not observed. As fol-
lows from general features in the behavior of noner-
godic systems, the measurement results should depend
on the time a sample is maintained at T > Tm and T < Tm,
i.e., on the ageing time; however, the times available in
our experiments, as well as the measurement precision
attained, do not warrant any conclusions of this type.

Remarkably, it is in the cooling mode that the SBN
crystal reveals an excess heat capacity (or it is the larg-
est in this case). This situation differs from the one
observed in such fundamentally nonergodic systems as
glasses; indeed, the anomaly in the heat capacity found
under conventional glass formation follows a reverse
hysteresis, because destruction of the glass state takes
up a larger amount of heat. A similar pattern is observed
to occur in spin glasses as well. At the same time, the
dependence of the excess heat capacity on the rate of
temperature variation measured in the SBN relaxor fer-
roelectric is in no way unique and, for instance, resem-
bles that observed under structural vitrification of poly-
mers [3]. Qualitatively, this becomes clear already from
an analysis of the standard thermodynamics of a system
consisting of two components, N0 and N1, which can
transform into each other. For the SBN relaxor ferro-
electric, these components may be ordered nan-
odomains and disordered microregions residing at
quasi-equilibrium (dN0 = –dN1 = dN). Thus, if the
enthalpy of the system is H = H(T, p, N), then the heat
capacity is given by

(2)

and the variation of configurational heat capacity,
including the evolution of N(t), is

(3)

The quantity ∂H/∂N is an implicit function of time, and
Eq. (3) actually describes the relaxation heat capacity.
As is evident from Eqs. (2) and (3), if the rate of varia-
tion of nanodomain order dN/dt is much less than that
of the temperature, then the configurational heat capac-
ity is small and Cp ≈ Cp, N. In the case where the temper-
ature variation is slow enough, the quasi-static heat
capacity is determined and the excess heat capacity can
be analyzed quantitatively for any observation time
longer than the characteristic relaxation times.

We determined the excess heat capacity as the dif-
ference between the measured heat capacity and the

calculated phonon heat capacity, ∆Cp = Cp – . The
phonon contribution to the total heat capacity was
derived from the low-temperature experimental points
and approximated by the sum of the Debye (D) and
Einstein (E) functions

(4)
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where ΘD and ΘE are the characteristic Debye and Ein-
stein temperatures. For the Debye function, we used an
expansion in powers of ΘD/T. The dashed line in Fig. 1
is a least squares fit of Eq. (4). We readily see that,
within a fairly broad temperature interval outside the Tm

region, the model relation (4) adequately describes the
experimental data. The values of the parameters ΘD and
ΘE are ~310 and ~280 K, respectively. The deviations
of the measured heat capacity from its calculated
phonon part observed within a broad temperature
region in the vicinity of Tm actually represent the excess
heat capacity.

The pattern of the heat capacity anomaly ∆Cp(T)
isolated in this way (Fig. 3) makes it possible to con-
sider it as a manifestation of two-level states (the so-
called Schottky anomaly). Two-level systems may in
this case be both nanodomains separated by an energy
barrier ∆E and certain atoms (groups of atoms) capable
of occupying two structurally equivalent positions.
Both versions are in line with the present-day concepts
of the SBN relaxor ferroelectric [4]. Obviously enough,
such two-level (or multilevel) systems allowing ther-
mally activated transitions may account for the dielec-
tric relaxation near Tm as well. In terms of the two-level
model, the heat capacity anomaly can be written as
(see, e.g., [5])

(5)

where D is the ratio of the numbers of low-energy and
high-energy states. Figure 3 presents a standard least
squares fit of Eq. (5) to the heat capacity anomaly. The
model parameters found in this manner are D ≈ 0.03
and ∆E ≈ 0.1 eV. For ln(D–1) @ 1, the temperature at
which the excess heat capacity is maximal can be esti-
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Fig. 3. Excess heat capacity of an SBN single crystal in the
vicinity of Tm (solid line is a fit with Eq. (5)).
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mated as Tm ~ ∆E/ln(D–1) ≈ 320 K. While the experi-
ment agrees fairly well with the calculated curve, this
agreement, as well as the above numerical estimates,
should be considered as having only a qualitative sig-
nificance in view of the smallness of the experimentally
determined quantity ∆Cp.

In view of the multilevel states characteristic of a
relaxor ferroelectric, a more appropriate expression for
the excess heat capacity should be

(6)

where n(E) is the distribution function of the relevant
states (and, accordingly, of the relaxation times). A
comparison of the experimental data with functional (6)
would be, however, not only difficult to perform but
also unreasonable, because the n(E) function itself is
implicitly dependent on time and the two-level states
contributing to the heat capacity anomaly are only
those for which the time of transition τ is shorter than
the measurement time, t0 > τ ~ exp(∆E/kT). Thus, the
use of Eq. (5) in this case is valid. The quantity ∆E
found in this way is obviously the average height of the
barrier separating these states. The barrier ∆E and,
accordingly, the relaxation time depend on the volume
of the ordered regions (similar to the situation in super-
paramagnets) and, thus, determine both the measure-
ment duration and the temperature variation rate. The
temperature hysteresis observed in the heat capacity
measurements can originate from the asymmetry of a
two-level system; namely, under cooling, the effective
height of the barrier is lower for a transition from the
high-energy to the low-energy state.

Note that the qualitative character of the comparison
of the experimental data with Eq. (5) is also accounted
for by the fact that in this region of fairly high temper-
atures the “two-level anomaly” in the heat capacity is
masked by the large phonon contribution. This is evi-
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dent from Fig. 4, which plots the temperature depen-
dences of the heat capacity calculated for a broad range
of temperatures using model relations (4) and (5) with
the above parameters.

Thus, the character of the observed dependence of
the excess heat capacity of the SBN relaxor ferroelec-
tric on temperature and time convincingly demon-
strates the absence of any thermodynamic phase transi-
tion near the temperature of the maximum in dielectric
permittivity. The concept of a diffuse phase transition
for the SBN relaxor ferroelectric is not thermodynami-
cally valid either. The nanostructural nonuniformity of
this compound contributes to the heat capacity only
under certain thermal and temporal measurement con-
ditions. This makes experimental observation of the
corresponding heat capacity anomaly an artifact in a
certain sense and may obviously impose a constraint on
the application potential of barium–strontium niobate
single crystals.
PH
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Abstract—Crystals of [Rb0.7(NH4)0.3]2SO4 solid solutions are studied using x-ray diffractometry in the tem-
perature range 4.2–300 K. No anomalies are revealed in the temperature dependences of the lattice parameters
and the volume of the host unit cell. A series of superstructure reflections observed along the basis axes cor-
responds to the guest lattice formed in the matrix of the host structure. From analyzing the axial ratio of these
structures and their temperature dependences, it is concluded that the structure of the crystal has the form of
an incommensurate composite. The guest structure of the composite at room temperature can be considered a
set of chains that are not correlated along the b direction. In the plane perpendicular to the chain axes, these
chains form a regular framework that is also incommensurate to the host lattice. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

At present, the notion of aperiodic crystals has been
widely used in the literature. Apart from quasicrystals
and incommensurately modulated phases, this notion
refers to crystalline composites or incommensurate
intergrowth compounds. The first representative of this
family of aperiodic crystals, namely, Hg3 – δAsF6, was
discovered in 1974 [1–3]. The structure of this com-
pound consists of two nonequivalent (host and guest)
substructures. The host substructure is composed of
AsF6 groups, which, in turn, form a basis tetragonal lat-
tice with free channels along the a and b directions.
These noncrossing channels contain chains of Hg
atoms whose period does not coincide with the lattice
spacing of the host structure (for the host structure, the
lattice parameter a = b = 7.54 Å does not amount to
three Hg–Hg distances, which are equal to 7.92 Å
inside the chain). Therefore, the substructure consisting
of Hg–Hg atoms (guest substructure) is incommensu-
rate to the host substructure composed of AsF6 groups.

More recently, many new composites were discov-
ered and described (see, for example, review by van
Smaalen [4]). There are three types of incommensurate
composite structures. Composites of the first type have
channels structures similar to the structure of the
Hg3 − δAsF6 compound. The second type can be
described as structures with two sorts of columns that
are packed parallel to each other and have different
periodicities inside the columns. Structures of the third
type belong to so-called layered compounds whose
structure consists of alternating, chemically different,
atomic layers. Composites of all the above types are
1063-7834/04/4602- $26.00 © 0339
composed of several chemical elements. It should be
noted that elemental composites represented by high-
pressure phases of Ba, Sr, Bi, and Rb [5–8] have also
been discovered in the last few years.

The main feature of the incommensurate composites
known prior to our investigations is that they are all
incommensurate only along one crystallographic direc-
tion (or several symmetrically equivalent directions)
specified by the direction of the channels, columns, or
packing. In crystals of rubidium ammonium sulfate solid
solutions of the general formula [Rbx(NH4)1 – x]2SO4 (x =
0.0, 0.1), we discovered a new fourth type of composite
structure. The distinguishing characteristic of this type
of composite structure is that the host and guest sub-
structures are incommensurate along three independent
directions [9, 10]. It was shown that crystals of pure
ammonium sulfate undergo a sequence of thermally
stimulated structural transformations from incommen-
surate structures into commensurate (along one of the
crystallographic directions) composite structures. The
last circumstance is of considerable importance,
because it makes it possible to obtain the nonstructural
characteristics necessary for elucidating the physical
mechanism of formation of crystalline composite
phases in these compounds. In particular, the stability
of commensurate phases at low temperatures and their
transformation into incommensurate phases with an
increase in the temperature indicate that the composite
structures are thermally activated. For pure ammonium
sulfate, the characteristic energy of interaction between
the host and guest substructures is approximately equal
to 0.01 eV.
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It was also established that the axial ratios of coex-
isting substructures considerably change even in crys-
tals with a rather low rubidium content of 10%. In this
respect and taking into account that crystals with a
rubidium content in the range 0 < x < 0.6 undergo low-
temperature ferroelectric phase transitions, it was of
interest to investigate the real structure of crystals of the
above family with the aim of analyzing the possibility
of forming incommensurate composite phases in com-
pounds whose properties do not exhibit temperature
anomalies. The [Rb0.7(NH4)0.3]2SO4 crystal was chosen
as the object of our investigation.

2. SAMPLE PREPARATION AND 
EXPERIMENTAL TECHNIQUE

The quality of the studied samples was controlled
using the traditional Laue and rolling-crystal methods.
The determination of the space symmetry group and
measurements of the unit cell parameters were per-
formed on a Rigaku AFC6S diffractometer (MoKα radi-
ation) at room temperature. For x-ray diffraction analy-
sis, samples were prepared in the form of balls ~0.25–
0.35 mm in diameter. The angular distribution of sub-
structure elements of the samples (ω scan mode) did
not exceed 0.1°. The measured lattice parameters of
[Rb0.7(NH4)0.3]2SO4 crystals at room temperature are
presented in the table.

The superstructure reflections were measured on a
Siemens D500 x-ray diffractometer. The diffractometer
was modified using special programs with the aim of
recording one-dimensional and two-dimensional recip-
rocal lattice maps of the single-crystal sections. The
samples were prepared in the form of parallelepipeds
2 × 3 × 3 mm in size with faces parallel to the basal
planes of the unit cell. This made it possible to perform
measurements for different crystallographic sections
with the same sample.

The low-temperature precision measurements of the
unit cell parameters were carried out in the range 4.2–
300 K with the use of a helium cryostat designed at the
Institute of Solid-State Physics, Russian Academy of
Sciences [11, 12].

3. RESULTS AND DISCUSSION

Figure 1 shows the characteristic one-dimensional
sections of the reciprocal lattice of the

Lattice parameters of [Rb0.7(NH4)0.3]2SO4 crystals (space
group Pnma) at 300 K

a, Å
∆a

b, Å
∆b

c, Å
∆c

α, deg
∆α

β, deg
∆β

γ, deg
∆γ

7.8261 10.4517 5.9738 90.027 90.009 89.957

0.0013 0.0015 0.0004 0.008 0.009 0.012
P

[Rb0.7(NH4)0.3]2SO4 crystal along the basis axes. It can
be seen from this figure that, along all the basis axes,
the main reflections are accompanied by satellite reflec-
tions. The positions of the main and satellite reflections
correspond to the two coexisting substructures (host
and guest, respectively). At room temperature, the lat-
tice parameters of these substructures are as follows:

It was revealed that, for the host substructure, the (100),
(300), and (700) reflections have a finite intensity, even
though these reflections are forbidden by the symmetry
of space group Pnma. At the same time, the guest sub-
structure is characterized only by the (300) reflection.
The (500) reflection is absent for both the host and
guest substructures. It is significant that the integrated
intensity ratio |(300)guest / |(300)host for the (300) for-
bidden reflection is considerably larger than the inte-
grated intensity ratios |(200)guest / |(200)host and
|(400)guest / |(400)host for the (200) and (400) allowed
reflections. The above characteristics clearly demon-
strate the differences in the atomic structure and sym-
metry of the coexisting (host and guest) substructures
and justify the term “incommensurate intergrowth
compounds,” which is frequently used for this class of
aperiodic crystals.

The temperature dependences of the lattice parame-
ters and the unit cell volume of the host substructure are
depicted in Fig. 2. It can be seen that structural anoma-
lies are absent in the range 4.2–300 K. A substantial
change in the thermal expansion coefficients in the
range 4.2–50 K is not specific to crystals belonging to
the ammonium sulfate family and merely corresponds
to the freezing of anharmonic atomic vibrations at low
temperatures, which is observed for all materials. A
similar behavior of the structural parameters is also
characteristic of the guest substructure. As an illustra-
tion, Fig. 3 shows the diffracted intensity distributions
of the Bragg and satellite reflections at different tem-
peratures. The constancy of the relative positions of
these reflections with a variation in the temperature
confirms the absence of structural anomalies in the
guest substructure, on the one hand, and indicates that
the studied composite is commensurate along the a*
direction, on the other hand. From the relationship
Nahost = (N + m)aguest, we obtain N = 75, m = 4, and the
distance La = N × ahost = 586.96 Å at which the host and
guest substructures most closely approach each other

ahost 7.826 Å, aguest 7.429 Å,= =

ahost/aguest( ) 1.053;=

bhost 10.452 Å, bguest 10.711 Å,= =

bhost/bguest( ) 0.976;=

chost 5.974 Å, cguest 6.607 Å,= =

chost/cguest( ) 0.904.=
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along the a axis. For the b and c axes, we have N = 161,
m = 4, and Lb = 1724.53 Å and N = 66, m = 7, and Lc =
436.06 Å, respectively.

In order to investigate the real structure of the com-
posite phase in more detail, we measured two-dimen-
sional reciprocal lattice maps in the vicinity of the char-
acteristic points. Figure 4 shows the reciprocal lattice
maps corresponding to the one-dimensional reciprocal
lattice sections depicted in Figs. 1a and 1b. First and
foremost, it is worth noting that, for the (050) reflec-
tion, there are two satellites in the form of rods perpen-
dicular to the vector b* of the reciprocal lattice
(Fig. 4b).1 The coexistence of two satellites and one
Bragg reflection suggests that the composite structure
consists of one host substructure and two guest sub-
structures, namely, the guest1 and guest2 substructures.
The rodlike satellites in the reciprocal space correspond
to the guest substructures in the real space. These sub-
structures have the form of disordered periodic chains
lying along the b direction with periods bguest1 =
10.711 Å and bguest2 = 10.46 Å. A similar chain struc-
ture of guest substructures was observed earlier in high-
pressure phases of Ba, Bi, Sr, Rb, etc. [5–8]. The distin-
guishing feature of the [Rb0.7(NH4)0.3]2SO4 crystal as
compared to the aforementioned single-component,
high-pressure, composite phases is that the two guest
structures incommensurate to the host matrix coexist
along one direction.

The behavior of the rodlike reflections with a varia-
tion in the temperature is illustrated in Fig. 4c, which
shows the diffracted intensity distribution in the vicin-
ity of the (050) point upon cooling of the sample to a
temperature of 224 K. It can be seen from Fig. 4c that
the intensity of the rodlike guest reflections decreases
significantly, their width along the basis axis is small,
and the intensity of the host reflection increases appre-
ciably. It is characteristic that a decrease in the intensity
of the guest1 and guest2 reflections is attended by a
change in the their positions with respect to the position
of the host reflection along the b* direction. This cir-
cumstance indicates that the composite is actually
incommensurate along the b* direction. It is interesting
to note that, owing to the low intensity, the satellite
guest reflections are not observed at all in the one-
dimensional diffraction patterns at 224 K (Fig. 5). A
further decrease in the temperature leads to the com-
plete disappearance of rodlike satellite reflections in the
reciprocal lattice maps.

The subsequent heating to room temperature did not
lead to the appearance of satellites (at least, during the
recording of the diffraction patterns over a period of
several hours). Moreover, even after heating above
room temperature (to ~40°C), the crystal did not revert

1 The absence of the second satellite in the immediate vicinity of
the (050) point in the one-dimensional section is explained by the
fact that the intensity of this satellite is relatively low and its posi-
tion almost coincides with the Bragg position along the direction
of the reciprocal lattice vector at room temperature.
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to the original state. The initial intensity distribution of
rodlike guest reflections was recovered only in the
course of subsequent long-term holding of the sample
at room temperature (for one and a half days).

These observations clearly demonstrate that the for-
mation of the composite phase proceeds through the
thermally activated mechanism. At the first stage, the
process involves the formation of periodic atomic
chains. We assume that, with a further increase in the
temperature, these chains are ordered to form a three-
dimensional guest structure. This brings up a question
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Fig. 1. Diffracted intensity distributions along the basis axes
of the reciprocal lattice in the vicinity of the (a) (300),
(b) (050), and (c) (002) points.
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Fig. 2. Temperature dependences of the lattice parameters (a) a, (b) b, and (c) c and the temperature dependence of (d) the unit cell
volume of the host structure.
as to the structural state of incommensurate composite
phases at high temperatures, namely, whether these
phases exist up to premelting temperatures or only in a
limited (from above) temperature range. If the latter
assumption holds true, the question arises as to the
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Fig. 3. Diffracted intensity distributions of the Bragg and
satellite reflections in the vicinity of the (300) point at dif-
ferent temperatures T (K): (1) T = Troom, (2) 250, and
(3) 118.
P

structural mechanism of high-temperature transition
from the composite phase to the normal phase.2 

It is also of interest to elucidate the mechanism of
formation of initial atomic chains: whether statistically
distributed point defects are originally formed in sites
of future chains and, after reaching a sufficient concen-
tration, make up these chains or an increase in the tem-
perature brings about the immediate formation of
chains. The results presented in this work provide
answers to these questions. Indeed, a decrease in the
temperature leads to a decrease in the intensity of rod-
like satellites without changing their half-widths. In our
opinion, this behavior corresponds to the mechanism of
immediate formation of periodic chains from atoms (or
atomic groups) rather than to the mechanism of order-
ing of point defects into chains. If the chains were to be
formed through the ordering of point defects, we would
initially observe smeared shifted diffuse reflections,
which, with an increase in the temperature, would

2 Unfortunately, the technical capabilities of the cryostat were
inadequate to provide an increase in the sample temperature
above 50°C; hence, we failed to examine the dynamics of the
composite structure at higher temperatures. In the immediate
future, we intend to carry out these investigations with the use of
a special medium-temperature chamber that makes it possible to
perform x-ray diffraction experiments in the temperature range
300–700 K.
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transform into rods due to narrowing along the recipro-
cal lattice vector and lengthening in the direction per-
pendicular to this vector.

For the purpose of establishing the structural mech-
anism of formation of incommensurate composite
phases in crystals of the [Rbx(NH4)1 – x]2SO4 system, it
is also important to answer the question as to why the
guest reflections have such a very low intensity. For
compositions with x = 0.0 and 0.1, the low intensity of
these reflections could be explained by the low reflec-
tion power of (NH4) groups. However, for the composi-
tion with x = 0.7, the reflection power of Rb substan-
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Fig. 4. Reciprocal lattice maps in the vicinity of the
(a) (300) and (b, c) (050) points at temperatures of (a, b) 293
and (c) 224 K.
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b*
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tially exceeds even the reflection power of SO4 groups.
Taking into account that the relative intensity of satel-
lites with respect to the intensity of Bragg reflections
even for pure ammonium sulfate [10] is considerably
higher than that for the crystal with x = 0.7 (for exam-
ple, |(002)guest / |(002)host = 5.6 × 10–2 for (NH4)2SO4 and
=2.9 × 10–5 for [Rb0.7(NH4)0.3]2SO4), we can infer that
the guest substructure is formed only by the remaining
ammonium groups. This situation becomes possible
when rubidium atoms are nonuniformly distributed
over the positions of ammonium groups, which should
lead to the precipitation of ammonium-enriched clus-
ters followed by the formation of the composite struc-
ture. The validity of this model is confirmed by both the
low intensity and large angular half-width of the guest
reflections along the a* and b* directions (Figs. 3, 4a).
The sizes of the reflecting regions of the guest compos-
ite phase along the basis axes can be estimated from the
half-width of the θ–2θ diffraction curve under the
assumption that the half-width is determined only by
the small size of the scattering particles. According to
these estimates, the sizes of the reflecting regions along
the a and b axes are equal to 499.54 and 2310.40 Å,
respectively.

It should be noted that the large half-width of the
reflections along the direction perpendicular to the
reciprocal lattice vector can be associated not only with
the small sizes of scattering regions. We assume that the
chain character of the guest substructure manifests
itself not only along the b axis but also along the other
basis axes. Consequently, partial ordering of chains
along these axes should result in the contraction of the
rodlike diffracted intensity distribution (which is char-
acteristic of completely disordered chains) toward the
center of the reciprocal lattice point. In turn, this should
lead to the formation of normal reflections that are
broadened in the direction perpendicular to the recipro-
cal lattice vector. Unfortunately, the structural data
obtained are insufficient for making an unambiguous
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Fig. 5. Diffracted intensity distributions of the Bragg and
satellite reflections in the vicinity of the (050) point upon
cooling and heating: (1) at 293 K prior to cooling, (2) upon
cooling to 224 K, and (3) upon heating to 317 K.
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choice of the model of the real structure of the observed
composite states. In order to solve this problem, it is
necessary to use direct methods of observing the atomic
structure, in particular, high-resolution electron or
atomic-force microscopy.

In our opinion, the coexistence of two guest sub-
structures in the same host matrix is an anomalous phe-
nomenon. However, this situation in principle can
occur with ammonium sulfate and solid solutions based
on ammonium sulfate with rubidium. In actual fact,
according to the structural data, ammonium groups
occupy two symmetrically inequivalent positions in the
unit cell of ammonium sulfate [13, 14]. Making allow-
ance for this fact and assuming that the guest lattice is
formed only by ammonium groups, we can expect, in
the general case, the formation of two symmetrically
inequivalent guest substructures. As was shown earlier
for the structure of the compound with x = 0.1, the
NH4II group, unlike the NH4I group, is strongly local-
ized and occupies a region with a relatively low back-
ground electron density in the unit cell.3 We believe that
this circumstance provides the ability of the NH4II
group to occupy different positions and, thus, leads to a
substantial difference between the parameters of the
guest2 and host lattices. In turn, different arrangements
of the NH4I group are confined by a relatively high
background electron density in the region where the
group is located, which eventually leads to close
parameters of the guest1 and host lattices along the b*
direction.

4. CONCLUSIONS

Thus, the results obtained in our investigation
showed that the structure of the [Rb0.7(NH4)0.3]2SO4
crystal, like the previously studied [Rb0.1(NH4)0.9]2SO4
and (NH4)2SO4 crystals, can be represented in the form
of a three-dimensional incommensurate composite over
a wide range of temperatures. The distinguishing fea-
ture of the composite structure of the

3 The results of the structure solution and the electron density maps
for the compound with x = 0.1 at 300 and 200 K will be published
in a separate paper.
PH
[Rb0.7(NH4)0.3]2SO4 crystal is that the two guest sub-
structures with different lattice parameters along the b*
direction coexist in the host structure. The assumption
was made that both guest substructures are formed by
ammonium groups located at symmetrically inequiva-
lent positions in the unit cell. It was clearly demon-
strated that the formation of composite structures is a
thermally activated process. This process initially leads
to the formation of randomly arranged periodic atomic
chains, which, upon further heating, are hypothetically
ordered into regular three-dimensional structures.
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Abstract—The Si L2, 3 x-ray absorption near-edge structure (XANES) spectra of porous silicon nanomaterials
and nanostructures with epitaxial silicon layers doped by erbium or containing germanium quantum dots are
measured using synchrotron radiation for the first time. A model of photoluminescence in porous silicon is pro-
posed on the basis of the results obtained. According to this model, the photoluminescence is caused by inter-
band transitions between the energy levels of the crystalline phase and oxide phases covering silicon nanocrys-
tals. The stresses generated in surface silicon nanolayers by Ge quantum dots or clusters with incorporated Er
atoms are responsible for the fine structure of the spectra in the energy range of the conduction band edge and
can stimulate luminescence in these nanostructures. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, crystalline and amorphous materials
containing nanoclusters have attracted the particular
attention of researchers owing to their unique physical
properties. These clusters are characterized by a quasi-
atomic energy structure of valence electron states, high
adsorptive capacity, and reactivity. However, up to now,
the main regularities of the evolution of the electronic
spectra and physical properties upon changing over to
nanoobjects have not been adequately investigated. The
specific features of the interaction of nanoclusters with
the material of the surrounding matrix used for passi-
vating these clusters and stabilizing their properties are
also not clearly understood.

The purpose of this work was to measure and inves-
tigate the spectra of the quantum yield of electrons near
the L2, 3 absorption edge with the use of synchrotron
radiation both in porous silicon materials with nano-
clusters and in nanostructures containing layers with
germanium quantum dots or doped with erbium.

As is known, the spectrum of the quantum yield of
electrons corresponds to the spectrum of the x-ray
absorption near-edge structure (XANES) [1] and
reflects the distribution of the local partial density of
states. In turn, the local partial density of states corre-
sponds to unoccupied states in the conduction band to
within the probability factor, which is equal to the
square of the matrix element of the transition of an elec-
1063-7834/04/4602- $26.00 © 200345
tron from the ground level to free states in the conduc-
tion band [2]:

(1)

Here, Mfi = H 'ϕidr is the matrix element of the

probability of the transition of an electron from the core
level with wave function ϕi and eigenvalue Ei to states
in the conduction band with wave function ϕf, H ' is the
perturbation operator, and hν is the energy of the
absorbed synchrotron photon.

The measured XANES spectra were compared with
the data obtained by ultrasoft x-ray emission spectros-
copy (USXES). From analyzing the ultrasoft x-ray
emission (USXE) spectra, it is possible to determine
the local partial density of occupied states in the
valence band of the material:

(2)

Here, Mij = H 'ϕjdr is the matrix element of the

probability of the transition of an electron from the
valence band with wave function ϕj and eigenvalue Ej

to a vacancy at the core level with wave function ϕi,
H ' is the perturbation operator, and hν is the energy of
the emitted photon.

µ E( ) ν3Σ f M fi
2δ E f Ei– hν–( ).∼

ϕ f*∫

I E( ) ν3Σ j Mij
2δ Ei E jhν–( ).∼

ϕ i*∫
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Fig. 1. Si L2, 3 XANES spectra of the samples of porous silicon on (a) c-Si(100) and (b) c-Si(111) substrates at different etching
times (Ec is the energy at the conduction band bottom). Etching time, min: (1) 1, (2) 3, (3) 5, (4) 10, and (5) 10 (with subsequent
additional etching in HCl).
Comparison of the XANES and USXE spectra on a
unified energy scale with respect to the 2p core level for
the L2, 3 spectra allows one to estimate the band gap
from the partial densities of s and d states.

In this work, nanomaterials of two types were stud-
ied using synchrotron radiation. Samples of the first
type consisted of porous silicon prepared by electro-
chemical etching of single-crystal silicon of two orien-
tations, namely, (100) and (111). Samples of the second
type were composed of nanostructures with epitaxial
silicon layers doped with erbium or containing germa-
nium quantum dots. These samples were also grown on
Si(100) single-crystal substrates.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

The Si L2, 3 XANES spectra were measured on the
Russian–German beamline at the BESSY II synchro-
tron. The x-ray optical design of the XANES measure-
ments involved four mirrors with a golden coating and
four gratings (600 grs/mm) covered with gold. The
energy resolution was 0.03 eV. The thickness of the
analyzed layer of the studied samples was limited by
the depth of electron escape and did not exceed ~20 nm.

Porous silicon was prepared by standard electro-
chemical etching of Si(100) and Si(111) single-crystal
wafers in an alcohol solution of hydrofluoric acid at dif-
ferent etching times. It is known that the etching time
determines the thickness of the porous layer and the
mean size of pores in the layer [3]. For example, the
mean pore size in the studied samples at an etching time
of 10 min and a current density of 15 mA/cm2 was
approximately equal to 2–3 nm. Moreover, upon subse-
quent treatment (additional etching) of porous silicon
in hydrochloric acid, the properties of the material are
stabilized and the intensity of photoluminescence in the
PH
visible spectral region (1.8–2.2 eV) increases signifi-
cantly [4].

Silicon nanolayers doped with erbium were grown
by sublimation molecular-beam epitaxy [5]. Erbium
was evaporated from a clean metal holder by heating
under vacuum at a residual pressure of ~2.6 × 10–6 Pa
and a temperature of 450–500°C. The growth rate was
equal to 0.5 µm/h.

Silicon nanolayers containing germanium quantum
dots were grown using a similar technique in a GeH4
atmosphere on a silicon buffer layer ~100 nm thick.
Single-crystal Si(100) was used as a substrate for the
nanostructures with Ge quantum dots and epitaxial lay-
ers doped with Er.

3. RESULTS AND DISCUSSION

3.1. Porous Silicon

The Si L2, 3 XANES spectra of porous silicon pre-
pared on c-Si(111) and c-Si(100) single-crystal sub-
strates are depicted in Fig. 1. For comparison, Fig. 2
shows the Si L2, 3 XANES spectrum of amorphous
hydrogenated silicon a-Si:H, which was measured
using synchrotron radiation, and also the Si L2, 3 absorp-
tion edges for different silicon oxides, namely, c-Si +
SiO2, quartz α-SiO2, and thermal SiO2 [6]. The energy
positions of the specific features in the XANES spectra
with respect to the Si 2p1/2, 3/2 core level are given in
Table 1.

The results obtained (Fig. 1, Table 1) demonstrate
that the energy features observed in the XANES spectra
of the samples of porous silicon prepared on the Si sin-
gle crystals with (111) and (100) orientations are nearly
identical. Comparison of these spectra with the spectra
of reference compounds (Fig. 2) shows that surface lay-
ers of porous silicon contain three main phases: amor-
phous silicon, silicon oxide, and crystalline silicon [6].
YSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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However, additional etching of porous silicon in an
HCl solution results in a substantial transformation of
the XANES spectra (Fig. 1). The slope of the spectral
curves becomes steeper, and the fine structure of the
XANES spectra in the energy range corresponding to
the oxide phase is more pronounced. These changes
more clearly manifest themselves for the sample of
porous silicon on the Si(100) substrate due to an
increase in the relative intensity of the Si absorption
edge. This is a manifestation of the different types of
reactivity of the silicon atoms that occupy nonequiva-
lent positions in the surface layer of porous silicon
depending on the orientation of the crystalline substrate
subjected to electrochemical etching [7].

In our earlier work [8], we proposed a technique for
determining the phase composition of surface layers of
porous silicon. This technique consists in decomposing
the experimental USXE spectra into reference spectra
and comparing the simulated and the experimental
spectra. Figure 3 shows the experimental Si L2, 3 USXE
spectra of the porous silicon samples (Fig. 3a) and the
reference spectra (Fig. 3b). Table 2 presents the phase
compositions determined according to the technique
proposed in [8]. As reference spectra in the simulation,
we used the Si L2, 3 USXE spectra of the following
phases: crystalline silicon c-Si, amorphous hydroge-
nated silicon a-Si:H, slightly coordinated silicon a-
Si(lc) (this phase with a coordination number of ~2.5–
3 was observed in amorphous Si films in our previous
work [9]), and two silicon oxides (suboxide SiO1.3 and
silicon dioxide SiO2). Note that the above phases were
chosen from the results of the computer simulation
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
using the data obtained by other methods of studying
porous silicon [8].

According to the USXES data, the porous layer con-
tains the following phases: a-Si:H, SiO2, c-Si, a-Si(lc),
and SiO1.3. Therefore, in addition to the c-Si, a-Si:H,
and SiO2 phases found by the XANES method, the
USXES method revealed two additional phases,
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Fig. 2. Si L2, 3 absorption edges of c-Si + SiO2, SiO2, and
α-SiO2 (quartz) references samples [6] and the Si L2, 3
XANES spectrum of a-Si:H with inclusions of Si nanocrys-
tals.
Table 1.  Energy positions of the main features in the XANES and USXE spectra of porous silicon on c-Si(100) and c-Si(111)
substrates

Sample/substrate
Edge, eV

Energy positions of spectral features, eV
USXES, Ev XANES, Ec

1 min/(111) 99.2 100.3 101.7 106.2; 106.8 109

3 min/(111) 99.5 100.4 101.7 106.1; 106.7 108.9

5 min/(111) – 100.4 102.0 106.2; 106.8 108.8

10 min, additional
etching in HCl/(111)

99.9 100.3 101.8 105.8; 106.4 108.4

1 min/(100) – 100.2 101.7 106.1; 106.5 108.9

3 min/(100) – 100.3 101.9 106.2; 106.6 108.8

5 min/(100) – 100.3 102.0 106.1; 106.7 108.7

10 min/(100) – 100.5 102.3 106.3; 106.9 109.2

10 min, additional
etching in HCl/(100)

– 100.1 102.0 105.8; 106.5 108.5

a-Si:H (Si nanocrystalline 
inclusions)

99.2 100.2 101.2 106.2; 106.7 108.6

SiO2 98.5 105.3 – 106.2/106.6 108.7

α-SiO2 98.5 105.4 – 106.1/106.4 108.2
4
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Fig. 3. (a) Si L2, 3 USXE spectra of the porous silicon samples prepared at etching times of (1) 1, (2) 2, and (3) 10 min. Dashed lines
are the experimental spectra, and solid lines represent the simulated spectra. (b) Si L2, 3 USXE spectra of the reference samples used
in the simulation.
namely, slightly coordinated silicon and SiO1.3 subox-
ide.

Comparison of the XANES and USXE spectra
shows that porous silicon is a multiphase system
formed by silicon nanocrystalline clusters covered with
amorphous and oxide phases. Laser excitation of the
visible photoluminescence can result in a transfer of
electrons from states in the vicinity of the valence band
top (98.5 eV) of the oxide phases to states of the silicon
conduction band (101–102 eV), which leads to the
appearance of a broad luminescence band in the range
1.8–2.4 eV [10]. Analysis of the characteristic features
in the XANES and USXE spectra of silicon and silicon
oxides (Table 1) shows that there are energy levels for
electron transitions between these phases that corre-
spond to the visible photoluminescence of porous sili-
con.

3.2. Silicon-Based Nanostructures

The Si L2, 3 XANES spectra of multilayer nanostruc-
tures grown on c-Si(100) single-crystal substrates are
depicted in Fig. 4. We examined multilayer nanostruc-
tures of two types under synchrotron radiation. Nano-
structures of the first type involved structures with Er-
P

doped epitaxial silicon layers grown by sublimation
molecular-beam epitaxy [5]. Nanostructures of the sec-
ond type consisted of layers with germanium quantum
dots, which were grown by sublimation epitaxy in
GeH4. All the studied structures containing quantum
dots were covered with a cladding silicon layer ~50 nm
thick.

As follows from the results presented in Fig. 4 and
Table 3, the spectra of all the nanostructures with layers
containing germanium quantum dots and layers doped
with erbium exhibit a specific fine structure in the
energy range 101–104 eV. This fine structure near the
L2, 3 absorption edge was observed for the first time.
The transitions between the energy levels in the con-
duction band can contribute to the luminescence. Of
particular interest is the fact that the spectra of the sam-
ples with quantum dots are very similar to the spectra
of the nanostructures with erbium-doped layers. It
should be remembered that the surfaces of nanostruc-
tures of both types are covered with a cladding epitaxial
silicon layer ~50 nm thick, whereas the depth of the
analyzed layer is approximately equal to 20 nm. This
implies that the stresses generated at the boundaries of
Ge quantum dots or nanoclusters containing Er extend
over the whole cladding layer, provided it is sufficiently
Table 2.  Phase composition of the samples of porous silicon on the c-Si(111) substrate

Time of etching of the c-Si
substrate during the preparation

of porous Si, min

Depth of USXES data 
collection, nm

Phase composition of porous silicon samples, %

c-Si a-Si:H a-Si(lc) SiO1, 3 SiO2

1 10 42.8 6.0 36.8 2.9 11.5

2 10 21.1 40.4 38.0 0.5 0.0

10 18 11.0 15.8 29.0 16.0 22.8
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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Fig. 5. Morphology of the surfaces of the nanostructures with (a) Er-doped silicon layers and (b) silicon layers with Ge quantum
dots according to atomic-force microscopy.
thin (<50 nm). In the case when the multilayer nano-
structure with Ge quantum dots is covered with a
thicker Si layer (approximately 100 nm), the spectrum
has a less pronounced fine structure (lower curve in
Fig. 4b).
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The morphology of the samples of the nanostruc-
tures with quantum dots and erbium-doped layers was
examined by atomic-force microscopy (AFM). The
AFM images of the surfaces of these nanostructures are
given in Fig. 5.
Table 3.  Energy positions of the main features in the XANES spectra of multilayer silicon nanostructures doped with Er and
nanostructures with Ge quantum dots (QD)

Sample XANES edge Ec, eV Energy positions of XANES spectral features, eV

n-Si/Si:Er/n-Si/c-Si 100.2 101.4; 101.9 103.0; 103.8 106.2; 106.7 108.8

Si/Si:Er/c-Si 100.2 101.4; 101.9 103.2; 103.8 106.3; 106.8 108.8

Si:Er/n-Si/c-Si 100.2 101.6 103.2; 103.8 106.2; 106.8 108.8

Si/Ge QD in Si:Er/Si/c-Si 100.1 101.3; 101.8 103; 103.7 106.2; 106.6 108.7

Si/Ge QD in Si/Si/c-Si 100.1 101.3; 101.8 103; 103.7 106.2; 106.7 108.8

Si/Ge QD in Si:Er/Si/c-Si 100.2 101.3; 101.9 – – 108.8
4
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It should also be noted that all the nanostructures are
oxidized to some extent. This can be judged from the
peaks in the XANES spectra in the energy range 106.2–
108.8 eV, which are characteristic of silicon oxides (cf.
Figs. 2, 3).

4. CONCLUSIONS

Thus, the main results obtained in this work can be
summarized as follows.

The phase composition of surface layers and the
energy spectrum of porous silicon were determined
from the Si L2, 3 XANES and Si L2, 3 USXE spectra. It
was found that porous silicon contains silicon nanoc-
rystalline clusters covered with amorphous silicon and
silicon oxides.

A model of photoluminescence in porous silicon
was proposed. According to this model, the visible
luminescence is caused by the electron transitions
between the energy levels of the oxide and crystalline
phases. The analysis of the XANES and USXE spectra
of these phases demonstrated that there are energy lev-
els for optical transitions in the range 1.8–2.4 eV, which
corresponds to the photoluminescence in porous sili-
con.

The fine structure of the Si L2, 3 XANES spectra of
silicon nanostructures containing layers with Ge quan-
tum dots or Er-doped layers was revealed for the first
time. The appearance of this structure in the energy
range 102–103 eV (E = Ec + 1–2 eV) is associated with
the stresses generated in silicon surface nanolayers by
Ge quantum dots or clusters with incorporated Er
atoms. The transitions between the energy levels in the
conduction band can contribute to the photolumines-
cence in silicon nanostructures.
PH
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Abstract—The nonlinear optical response of silver and copper nanoparticles synthesized by ion implantation
in silica glasses is studied in the near-ultraviolet spectral range at a wavelength of 354.7 nm. The real and imag-
inary parts of the third-order nonlinear susceptibility χ(3) of composite materials are measured. It is shown that
the quantity Imχ(3) is due to saturated absorption, while Reχ(3) is due to the self-defocusing effect in composite
materials. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Dielectric materials containing metal nanoparticles
(NPs) are of interest because of their potential for appli-
cation as a basis of optical switches with an ultrashort
time response [1] and as optical limiters of laser radia-
tion intensity [2, 3]. Moreover, such composite struc-
tures can exhibit nonlinear saturated absorption, which
can be used for laser mode locking [4].

Most of the previous studies of the nonlinear-optical
characteristics of NP metals in various dielectric matri-
ces were carried out using lasers operating at wave-
lengths lying in the spectral range near the peak of the
surface plasma resonance (SPR) of particles. For exam-
ple, in a glass matrix, the SPR peaks of silver, copper,
and gold NPs are at ~415, ~565, and ~525 nm, respec-
tively [5–7]. The nonlinear response of metal NPs is
most pronounced under conditions of resonant excita-
tion of conduction electrons, i.e., at SPR frequencies.
An example is the results published in [1], where silica
glasses with silver NPs were studied to estimate their
potential for application in optical switches. The third-
order nonlinear susceptibility χ(3) of these composite
materials is high (1.5 × 10–7 esu) under irradiation with
second-harmonic picosecond pulses (wavelength (λ =
400 nm) of a sapphire titanate laser.

It is of interest to determine nonlinear-optical char-
acteristics of materials with metal NPs exposed to laser
radiation in optical spectral ranges that have not been
considered previously, in particular, in the near-ultravi-
olet spectral range. Up to now, there have also been few
studies done on the nonlinear-optical properties of non-
metallic nanometer materials in the ultraviolet range.
Nevertheless, it has been found that, e.g., in the case of
silicon NPs irradiated with a Nd : YAG laser beam (τ =
1063-7834/04/4602- $26.00 © 20351
8 ns) at a wavelength of 355 nm, the quantity χ(3) is very
large, 2.28 × 10–5 esu [8].

In this work, the nonlinear-optical properties of sil-
ver and copper NPs synthesized by ion implantation in
silica glasses are studied in the near-ultraviolet region.
Measurements were carried out using picosecond laser
pulses at a wavelength of 354.7 nm and the Z-scanning
technique.

2. EXPERIMENTAL

As a composite-material substrate, Suprasil silica
glass (SG), characterized by a high optical transparency
of ~90% in the spectral range 250–1100 nm, was used.
Glass was shaped as plates 2 × 2 cm in size and 1 mm
thick. Nanoparticles were synthesized through implan-
tation of Ag+ (with a dose of 4.0 × 1016 cm–2 and an
energy of 60 keV) and Cu+ ions (with a dose of 8.0 ×
1016 cm–2 and an energy of 50 keV) at a beam current
density of 10 µA/cm2. The average size of synthesized
metal NPs was estimated using x-ray reflectometry [6].
The optical transmittance of glasses doped by silver
(SG : Ag) and copper ions (SG : Cu) was measured
using a two-beam Perkin Elmer Lambda 19 spectro-
photometer in the wavelength range 300–1100 nm.

The nucleation and growth of metal NPs in glass
during implantation are initiated as the metal atomic
concentration exceeds the solubility limit, which corre-
sponds to an ion dose of ~1 × 1016 cm–2 at an energy of
50–60 keV [9, 10]. The formation of metal NPs in the
samples under study was detected using x-ray measure-
ments, which made it possible, in particular, to estimate
the average size of copper particles as 3.5–4.5 nm [11].
The samples implanted by silver ions were character-
004 MAIK “Nauka/Interperiodica”
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ized by a wider spread in NP sizes, from 2 to 18 nm,
which was confirmed by electron-microscopy studies
[10]. For the selected implantation energies, metal NPs
were formed in glasses at a depth less than 60 nm [9,
12]. The thickness L corresponding to this depth was
then used to measure and quantitatively estimate the
linear absorption coefficient α0 of SG, SG : Ag, and
SG : Cu samples at the operating wavelength.

The formation of metal NPs is also characterized by
selective absorption bands arising in the optical trans-
mission spectra of implanted glasses in the visible
region (in the ranges 400–450 and 550–600 nm),
(Fig. 1). These bands are caused by SPR absorption in
silver and copper particles, respectively [13]. Under
various conditions, implantation of accelerated ions
into silica glasses causes radiation defects, which can
stimulate reversible and irreversible changes in the
material structure [10]. Various types of structural
changes were detected, such as the formation of
extended and point defects, local crystallization and
amorphization, the formation of a new phase from
atoms composing the glass structure or from implanted
ions, etc. The formation of metal particles in a glass
increases its volume and causes internal stresses in the
implanted layer. Radiation defects increase the glass
absorption at the edge of fundamental absorption in the
near-ultraviolet region (the short-wavelength spectral
region in Fig. 1).

To determine the nonlinear-optical characteristics of
the samples, we used a Z-scanning system with the con-
fining diaphragm described in detail in [14]. The dia-
phragm radius was 1.5 mm, which corresponded to a
transmittance of ~20%. The experiments were carried
out using the third harmonic of the Nd : YAG laser with
the following parameters: a pulse duration of 55 ps, a
pulse energy of 0.1 mJ, and wavelength λ = 354.7 nm.

1.0

0.8

0.6

0.4

0.2

0
300 500 700 900 1100

1

2

3

λ, nm

Τ,
 a

rb
. u

ni
ts

Fig. 1. Optical transmission spectra of (1) SG, (2) SG : Ag,
and (3) SG : Cu samples.
P

The focal spot size in the waist region was 42 µm. To
prevent the influence of the thermal effects produced by
many pulses on the measured optical characteristics,
their repetition frequency did not exceed 2 Hz. The
laser beam intensity I0 used for measurements was var-
ied within the range 109–5 × 109 W cm–2, since the opti-
cal breakdown intensity for glasses doped with both ion
types was ~1010 W cm–2. Each point in the experimental
dependences shown in this paper was obtained by aver-
aging over 20 laser pulses.

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

In actual practice, a conventional Z-scanning tech-
nique with a confining diaphragm [15, 16] is used to
determine the nonlinear refractive index n2 entering the
expression for the total refractive index n = n0 + n2 |E |2
(where n0 is the linear refractive index and E is the
amplitude of the electromagnetic field strength of the
laser beam). This approach also allows one to deter-
mine the sign of n2 of a material. In particular, if n2
becomes negative, the following feature is observed in
the normalized transmittance T(z) variation during
scanning over the sample focal plane along the Z axis:
when the sample is far from the lens focus, the laser
beam intensity is relatively small and only linear optical
processes manifest themselves. In this case, T(z) is
close to unity. As a sample approaches the lens focus,
the intensity of the focused laser beam and, hence, the
influence of the negative coefficient n2 increase and the
total refractive index n of the nonlinear medium
decreases. The medium acts as a scattering matrix,
which causes convergence of the passing laser beam at
the varying diaphragm, thus increasing the measured
transmittance. The transmittance peak is achieved at a
certain sample position z0 not coinciding with the lens
focus. As the sample further approaches the focus and
the laser beam intensity increases, self-defocusing
begins to cause beam divergence and, hence, decreases
T(z). As the sample reaches the lens focus, T(z) again
becomes equal to unity. The sample motion along the Z
axis beyond the focus causes a reverse process due to
the n2 variation, i.e., an increase in n followed by its
decrease. Thus, the T(z) dependence corresponding to a
negative n2 is similar to a sinusoidal curve, which first
rises, then descends after reaching a certain maximum,
then reaches a minimum, and returns to the initial level.
This optical nonlinearity corresponds to self-defocus-
ing of the laser beam. In a structurally homogeneous
sample in the absence of nonlinear absorption, the T(z)
dependence for the sample positions in front of and
behind the focus is centrosymmetric with respect to the
position at the focus. The laser beam self-focusing that
occurs at positive values of n2 is characterized by simi-
lar, but reversed T(z) variations; i.e., the minimum in
the curve precedes the maximum.
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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As practice shows, the Z-scanning technique can be
efficiently applied to determine n2 only using a confin-
ing diaphragm passing through 1–5% of light [16].
Such a small size of the confining diaphragm requires
that the sample under study be sufficiently transparent.
Previously, we efficiently employed such small dia-
phragms to study nonlinear processes in the near-IR
region in glasses with metal NPs [17, 18]. However, in
the near-ultraviolet region, composite materials feature
a low transmittance due to strong absorption at the edge
of fundamental absorption of metal silver and the glass
matrix (Fig. 1). Therefore, a confining diaphragm with
a high transmittance (20%) was used in these experi-
ments. A specific feature of measurements with such
diaphragms is that the T(z) dependence to be deter-
mined can be affected not only by nonlinear refraction
of a sample but also by its nonlinear absorption, if the
latter is inherent to the sample material [19]. In this
case, because of the influence of both nonlinear pro-
cesses, the experimental T(z) curve becomes asymmet-
ric with respect to the lens focus.

Above all, we note that no nonlinear refraction and
absorption were observed at the selected laser wave-
length in an undoped silica glass. Figure 2 shows the
T(z) curve measured using the Z-scanning scheme with
a confining diaphragm for an SG : Ag sample. We can
see that the gradual increase in T(z) followed by an
abrupt decrease as the sample position varies is indica-
tive of a contribution from the negative n2 and, there-
fore, of the laser beam self-defocusing. The noticeable
asymmetry in the T(z) dependence with respect to the
lens focus, which manifests itself in the amplitude at
the transmittance maximum being larger than the
amplitude at the minimum, as well as in the T(z) maxi-
mum shifting to the region in front of the lens focus, is
a manifestation of nonlinear saturated absorption in the
sample under study [16]. If the amplitude were to be
larger at the transmittance minimum in the T(z) curve
than at the maximum, it could be concluded that there
exists nonlinear-induced absorption, such as two-pho-
ton or reverse saturated absorption. However, as fol-
lows from the dependence shown in Fig. 2, these types
of nonlinear absorption can be excluded from consider-
ation. We note that the nonlinear (saturated or induced)
absorption has no effect on the n2 sign and, hence, on
the self-action processes (self-focusing or self-defo-
cusing).

In general, if various nonlinear processes occur in a
sample under study, then, in the case of an axially sym-
metric laser beam, the T(z) dependence measured using
the Z-scanning scheme with a confining diaphragm can
be written as [20]

(1)

where T∆Φ(z) and T∆Ψ(z)are the contributions from non-
linear refraction and nonlinear absorption, respectively.

T z( ) 1 T∆Φ z( ) T∆Ψ z( ),+ +=
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This dependence can be written as [20]

(2)

where x = z/z0, z0 =  is the beam diffraction
length, w0 is the beam radius at the focus at the level of
1/e2 of the intensity distribution (which is 42 µm in this
study), and k = 2π/λ is the wave vector; ∆Φ0 = kγI0Leff
and ∆Ψ0 = βI0Leff /2 are parameters defining the phase
shift of an electromagnetic wave near the focus due to
nonlinear refraction and nonlinear absorption, respec-
tively (γ is the nonlinear refractive index measured in SI
units). In practice [16], the transition to the esu system

is given by n2 [esu] = γ [m2 W–1] (here, the speed

of light c is measured in m s–1). The quantity β is the
nonlinear absorption coefficient and I0 is the minimum
intensity of the laser beam at the focus at which it was
possible to detect the manifestation of optical nonlin-
earities in samples with NPs in this experiment. The
parameter Leff = [1 – exp(–α0L)]/α0 is the effective
thickness of a glass sample containing implanted NPs,
whose actual thickness is L = 60 nm, and α0 is the linear
absorption coefficient. The values of I0 and α0 for the
samples under study are listed in the table. From these
values it follows that nonlinearities in SG : Ag occur at
a lower beam intensity than in the case of SG : Cu.

T z( ) 1
4x

x
2

9+( ) x
2

1+( )
--------------------------------------∆Φ0–=

–
2 x

2
3+( )

x
2

9+( ) x
2

1+( )
--------------------------------------∆Ψ0,

kw0
2
/2

cn0

40π
---------

1.20

1.15

1.05

0.95

0.85

–4 –2 0 2 4
z, nm

N
or

m
al

iz
ed

 tr
an

sm
itt

an
ce

, a
rb

. u
ni

ts
Fig. 2. Dependence of the normalized transmittance on the
sample position measured for SG : Ag using the Z-scanning
technique with a confining diaphragm (solid curve repre-
sents a calculation).



354 GANEEV et al.
Nonlinear-optical parameters of SG : Ag and SG : Cu samples at a wavelength of 354.7 nm

Sample a0, 104 cm–1 I0, 109 W cm–2 n2, 10–7 esu β, 10–6 cm W–1 Re χ(3),
10–8 esu

Im χ(3),
10–9 esu

|χ(3)|, 10–8 esu

SG : Ag 8.8 1.25 –2.7 –14.25 –6.025 –6.14 6.056

SG : Cu 10.7 4.1 –0.6 –6.67 –1.34 –2.87 1.36
It can be shown that ∆Ψ0 = ρ∆Φ0, where ρ = β/2kγ
[20]. In this case, Eq. (2) reduces to

(3)

In this study, the T(z) dependence was simulated
using Eq. (3). The best fit of the calculated curve to the
experimental data was attained at ρ = –0.07 and ∆Φ0 =
–0.75 (solid line in Fig. 2). With these values of ρ and
∆Φ0, using the relation between ∆Ψ0, ρ, and ∆Φ0, we
get n2 = –2.7 × 10–7 esu and β = –14.25 × 10–6 cm W–1

for SG : Ag.

In general, if nonlinear refraction and nonlinear
absorption occur simultaneously in a material, the Kerr
susceptibility is a complex quantity, χ(3) = Reχ(3) +
iImχ(3). The real and imaginary parts of χ(3) are related
to n2 [21] and to β [22], respectively; namely, Reχ(3) =
n0n2/3π and Imχ(3) = n0ε0c2β/ω, where ω is the laser
radiation frequency and ε0 is the permittivity. Knowing
n2 and β, the values of Reχ(3) and Imχ(3) can be found to
be –6.025 × 10–8 and –6.14 × 10–9 esu, respectively. In
this case, the magnitude |χ(3) | = [(Reχ(3))2 + (Imχ(3))2]1/2

is 6.056 × 10–8 esu. From the values obtained it follows
that the major contribution to |χ(3) | is made by Reχ(3).
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Fig. 3. Same as in Fig. 2, but for SG : Cu.
PH
The experimental T(z) dependence for an SG : Cu
sample is shown in Fig. 3. We can see that the curve and
the nonlinearity n2 sign are similar to those for the
SG : Ag sample. However, there is also a difference;
indeed, the difference between the amplitudes at the
points of the maximum and minimum of T(z) is smaller
in the former case, which allows one to assume that the
contribution from nonlinear saturated absorption in
SG : Cu is smaller than in SG : Ag. Applying a similar
approach to simulating the T(z) dependence (solid line
in Fig. 3), we obtained ρ = –0.15 and ∆Φ0 = –0.548,
which made it possible to determine n2 = –0.6 ×
10−7 esu and β = –6.67 × 10–6 cm W–1, as well as
Reχ(3) = −1.34 × 10–8 esu and Imχ(3) = –2.87 × 10–9 esu.
The magnitude |χ(3) | for SG : Cu is found to be 1.36 ×
10−8 esu. For convenient comparison, all the nonlinear-
optical parameters are listed in the table.

As in the previous study of the nonlinear-optical
properties of similar glasses with metal NPs in the IR
region [17], we analyze the experimental data assuming
the composite material to be an effective homogeneous
medium. This approach is valid due to the small NP
sizes in comparison with the radiation wavelength. An
effective homogeneous condensed medium in which
resonant transitions occur can be described using the
conventional two-level energy diagram [21] and the
corresponding equation for n2:

(4)

where ωp is the SPR frequency of metal NPs, ωi0 is the
laser radiation frequency, the subscript i indicates one-
or two-photon process in a material, and N is the con-
centration of active nonlinear-excitation centers, which
are considered dipoles to a first approximation and can
be associated with NPs in a sample in the case under
study; µi0 is the dipole moment of the transition at fre-
quencies ωi0.

As can be seen from Eq. (4), the n2 sign is indepen-
dent of N and µi0 and is defined only by the sign of
detuning from resonance, ∆ = ωi0 – ωp. Since Reχ(3) is
linearly proportional to n2 [21], the sign of the nonlin-
earity of a composite medium can be determined from
the relation

(5)

n2 ωi( ) 2πN
µi0

4

n0" ωi0 ωp–( )3
------------------------------------,–=

Re χ 3( )
– ωi0 ωp–( ).∝
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Let us consider this relation for the laser radiation
frequency ω10 ~ 28193 cm–1 (354.6 nm) used in this
study and for the SPR frequencies in SG : Ag and
SG : Cu samples. In the case of copper NPs, the SPR
peak occurs at ωp = 17699.1 cm–1 (565 nm). Therefore,
for the frequency ω10, the detuning ∆ is positive and
Reχ(3) is negative. The same is true for SG : Ag, whose
SPR peak is at ωp = 24096.4 cm–1 (415 nm). Positive
values of ∆ correspond to laser beam self-defocusing,
which is observed in the experiment with SG : Cu and
SG : Ag samples.

The laser beam pulses used in this work were rather
short (τ = 55 ps). Nevertheless, let us consider the pos-
sible influence of the thermal effect on the nonlinear
refraction processes, since the samples under study are
characterized by high linear absorption in the near-
ultraviolet region. To this end, we estimate the change
in the refractive index of glass caused by its heating,
e.g., through heat transfer from metal NPs heated by
laser radiation or through direct absorption of light by
the matrix.

The change in the refractive index due to the contri-
bution from nonlinearity in a local region of the isotro-
pic dielectric (glass) in the case of the thermal effect of
laser radiation can be written as [23]

(6)

where δ and σ are the specific heat and the silica glass
density, equal to 0.703 J g–1 K–1 and 2.203 g cm–3,
respectively. The quantity dN/dT = 11.9 × 10–6 K–1 is
the thermal-optical coefficient of glass and ∆E(r, z, t) is
the laser radiation energy per unit volume of the mate-
rial absorbed over time t.

To calculate the value of ∆E(r, z, t) corresponding to
an individual laser pulse of duration 55 ps, we consider
the case of a sample positioned near the lens focus. The
values of the absorbed radiation energy E in SG : Cu
and SG : Ag were determined to be 7.63 × 10–6 and
2.78 × 10–6 J, respectively. For a 60-nm-thick nonlinear
layer and a beam radius of 42 µm at the focus, the vol-
ume under study is 3.32 × 10–10 cm3. Therefore, the val-
ues of ∆E(r, z, t) for SG : Cu and SG : Ag are 2.3 × 104

and 8.61 × 103 J cm–3, respectively. With these numeri-
cal estimates, the values of ∆ntherm are found to be 0.176
in SG : Cu and 6.61 × 10–2 in SG : Ag.

On the other hand, using the obtained values of the
phase shifts ∆Φ0 due to nonlinear refraction and taking
into account the relation ∆Φ0 = k∆nexpLeff [16] between
this parameter and ∆n, we determined the values ∆nexp
corresponding to our experiment to be –0.516 and –0.7
for SG : Cu and SG : Ag, respectively. It is evident that
these values appreciably exceed (in magnitude) the val-
ues of ∆ntherm calculated from the thermal effect and dif-
fer from them in sign. Hence, the contribution from
∆ntherm can be neglected and the Kerr nonlinearities are

∆ntherm r z t, ,( ) δσ( ) 1–
dn/dT( )∆E r z t, ,( ),=
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dominant in the samples studied under the conditions of
our nonlinear-optical experiment.

Let us determine the pulse durations at which the
quantity ∆ntherm due to the thermal effect will become
comparable to ∆nexp due to the Kerr effect. The values
of ∆nexp exceed ∆ntherm in magnitude by a factor of 3 and
10 for SG : Cu and SG : Ag, respectively. We note that
the thermal effect and the Kerr effect are determined by
the energy and power density of radiation, respectively
[24]. If we increase the beam pulse duration by a factor
of 3 and 10 for SG : Cu and SG : Ag samples, respec-
tively, and simultaneously increase the radiation energy
by the same factors, then the power density (and the
change in n due to the Kerr effect) will remain
unchanged but the value of ∆ntherm will increase n by a
factor of 3 and 10, respectively. In this case, the values
of ∆nexp for both effects in question will become equal.
Therefore, for the samples under study, the thermal
nonlinearities at a wavelength of 354.7 nm will become
significant at a pulse duration τ longer than 165 and
550 ps for SG : Cu and SG : Ag, respectively.

4. CONCLUSIONS

Thus, we have studied the nonlinear-optical charac-
teristics at a wavelength of 354.7 nm of silica glasses
containing silver and copper NPs synthesized by ion
implantation. The real and imaginary parts of the third-
order nonlinear susceptibility χ(3) of the composite
materials were measured. It was shown that Imχ(3) is
due to saturated absorption in metal NPs, whereas
Reχ(3) is due to the self-defocusing effect in the com-
posite materials. The influence of the thermal effect on
nonlinear refraction of the glass matrix was analyzed
numerically. It was shown that glass heating is insignif-
icant in comparison with the optical nonlinearities
caused by metal NPs at the wavelength and pulse dura-
tion of laser radiation used in the experiment.
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Abstract—The thermal conductivity  of the quasi-one-dimensional (S = 1/2) Heisenberg antiferromagnet
LiCuVO4 with uniform (–CuO6–) spin chains aligned parallel to the b axis in a crystal with an orthorhombically

distorted inverse spinel structure is measured in the temperature range 10–300 K. The spinon component 
of the thermal conductivity is separated out. © 2004 MAIK “Nauka/Interperiodica”.

κ tot
b

κm
chain
1. INTRODUCTION

Since 2000, thermal conductivity of low-dimen-
sional magnetic materials and, especially, one-dimen-
sional spin systems, such as one-dimensional (S = 1/2)
Heisenberg antiferromagnets, have attracted the partic-
ular attention of experimenters and theorists at leading
laboratories in Switzerland, Germany, the United
States, France, Japan, and Russia [1–9]. This interest
stems from the fact that elementary excitations in these
objects are provided by quantum solitons (rather than
by magnons) with spin S = 1/2, which are referred to as
spinons [4–10].

Heat transfer by spinons and their contribution to
the thermal conductivity κm have been observed in one-

dimensional materials with spin ladders ( ,
(Sr,Ca,La)14Cu24O41 systems) [1, 2, 5–7] and spin

chains ( , Sr2CuO3 and SrCuO2) [3, 4].

This effect most clearly manifests itself in materials
with spin ladders when the heat flux in crystals is
directed along the ladders. With an increase in the tem-
perature above T > 50 K, the thermal conductivity dras-
tically increases and, in the range 100–150 K, exhibits
a second maximum whose intensity is considerably
higher than the intensity of the low-temperature phonon
maximum which is typical of crystalline solids.

The above materials have orthorhombic symmetry.
The spin chains and spin ladders in these compounds
are formed by Cu2+ and O2– ions (–Cu–O–Cu– bonds)
and are characterized by the constants of exchange cou-
pling between the nearest neighbor ions Cu2+ in chains

κm
ladd

κm
chain
1063-7834/04/4602- $26.00 © 20357
(Jchain) and ladders (  for the coupling along ladders

and  for the rung coupling).

In the Sr2CuO3 compound, uniform chains with
Jchain ~ 2150–3000 K consist of square CuO4 units,
which are shared by vertices and lie along the b axis
[11–14].

The structure of chains in the SrCuO2 compound is
similar to that in the Sr2CuO3 compound. Although the
chains in SrCuO2 are shared in pairs on common sides
of squares, the magnetic coupling between spins of
adjacent chains is small in magnitude. The chains are
aligned parallel to the c axis, and, as in the case of
Sr2CuO3, the exchange coupling constant Jchain is
approximately equal to 2150–3000 K [11–14].

Compounds in the (Sr,Ca,La)14Cu24O41 system have
more complex structures. Specifically, the Cu2O3 two-

leg spin ladders with  ~1500 K and  ~ 835 K

[15] and the dimerized CuO2 chains with 

(intradimer) ~ 116–130 K and  (interdimer) ~ 9–
13 K [15–17]1 coexist in the crystal and are arranged
along the c axis. This makes the interpretation of exper-
imental data on the thermal conductivity more difficult.
However, Sologubenko et al. [2] and Kudo et al. [7]
asserted that, for compounds in the (Sr,Ca,La)14Cu24O41
system, the thermal conductivity obeys the inequality

 @ . This inference was drawn from an anal-
ysis of the available experimental data for the

1 In [15–17], these data were obtained for the Sr14Cu24O41 com-
pound.
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Sr14Cu24O41 compound in the (Sr,Ca,La)14Cu24O41 sys-
tem on the basis of the following facts.

(1) For the Sr14Cu24O41 compound, the magnetic
coupling in spin chains is considerably weaker than that
in spin ladders (J ladd @ Jchain) [15–17].
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Fig. 1. Temperature dependences of the thermal conductiv-

ities (1) (T) and (2) (T) [21] for the LiCuVO4 sin-

gle crystal. The inset shows the structure of a copper spin
chain in the LiCuVO4 crystal.
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(2) According to the neutron scattering data [17], the
magnetic excitation spectra of CuO2 chains are charac-
terized by a very weak dispersion of the branches along

the c axis. Therefore, the thermal conductivity  of
spin chains should be small in magnitude.

However, to the best of our knowledge, no direct
measurements that could provide reliable information

on the thermal conductivity  for compounds with
small values of exchange coupling constants Jchain were
performed.

The aim of the present work was to measure the

thermal conductivity  of a quasi-one-dimensional
compound that belongs to one-dimensional (S = 1/2)
Heisenberg antiferromagnets and has spin chains with
exchange coupling constants Jchain close to the values of
Jchain for spin chains in the Sr14Cu24O41 compound.

It was also of interest to measure the thermal con-

ductivity  of a compound of another class of mate-
rials and to compare the results of measurements with
the data obtained earlier for (Sr,Ca,La)14Cu24O41,
Sr2CuO3, and SrCuO2 compounds. This was another
purpose of our work.

For these purposes, we chose the LiCuVO4 com-
pound. As will be shown below, this compound com-
pletely satisfies the aforementioned requirements. The
LiCuVO4 compound crystallizes in an orthorhomb-
ically distorted inverse spinel structure in which the
nonmagnetic V5+ ions occupy tetrahedral holes and
nonmagnetic Li+ and magnetic Cu2+ (S = 1/2) ions are
located in octahedral holes of the anionic sublattice in
an ordered manner [18, 19]. The CuO6 octahedra form
magnetic chains (see inset in Fig. 1), and the LiO6 octa-
hedra make up nonmagnetic chains. These magnetic
and nonmagnetic chains in the LiCuVO4 structure are
aligned parallel to the b and a axes, respectively.

In the LiCuVO4 structure, the exchange coupling
inside the spin chains is characterized by Jchain ~ 22 K
[20], whereas the constant of exchange coupling
between the Cu2+ ions located in adjacent chains is
J interchain ~ 1 K [20].

The basic properties of LiCuVO4 (the crystal struc-
ture; magnetic susceptibility; specific heat; EPR, NMR,
optical IR spectra) have been investigated in sufficient

detail.2 The thermal conductivity  has been mea-
sured only in the case when the heat flux is directed
along the nonmagnetic LiO6 chains (the a axis) [21].

2 References to the works dealing with these properties are given in
[21].
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2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

For measurements of the thermal conductivity,
LiCuVO4 single crystals were grown by slow cooling of
an LiCuVO4 solution in an LiVO3 melt from 650 to
580°C. The growth technique was described in detail in
[22]. In the terminology used in [21], these single crys-
tals belong to the “high-temperature” crystals (unlike
the “low-temperature” LiCuVO4 crystals grown in the
course of slow cooling of an LiCuVO4 solution in a
53 wt % LiVO3–47 wt % LiCl melt from 580 to 520°C).

According to the chemical analysis, the high- and
low-temperature single crystals have the statistically
averaged compositions Li0.92Cu1.03VO4 – x and
Li0.97Cu1.00VO4 – x, respectively. As was noted in [21],
attempts to prepare compounds of stoichiometric com-
position LiCuVO4 either in the form of single crystals
or in the form of powders have failed.

In this work, the thermal conductivity was measured
with a high-temperature single crystal 3.5 × 2 × 0.6 mm
in size. The heat flux was directed parallel to the long
side of the sample, which corresponded to the b axis.

The thermal conductivity  was measured in the
temperature range 10–300 K on a setup similar to that
used in [23].

3. RESULTS AND DISCUSSION

The experimental data on the total thermal conduc-

tivity (T) of the LiCuVO4 single crystal are pre-
sented in Fig. 1. For comparison (and also for the sub-
sequent analysis of the experimental results), Fig. 1

κ tot
b

κ tot
b

PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
shows the dependence (T) (taken from our previous
work [21]) for the LiCuVO4 single crystal grown using
the low-temperature technique.

The thermal conductivity (T) (like the thermal

conductivity (T) [21]) does not involve the electronic
component κe. Actually, the electrical conductivities
measured in the LiCuVO4 single crystal along the a and
b axes are approximately equal to 10–5–10–7 Ω–1 cm–1; in
this case, the value of κe appears to be negligible.

It can be seen from Fig. 1 that the thermal conduc-

tivities (T) and (T) only slightly increase at T >
150–200 K. According to [21], this increase is associ-
ated with the superionic state of the LiCuVO4 crystal
and will not concern us in the present work.

As was shown in [21], the thermal conductivity 
of the LiCuVO4 crystal in the range 5–200 K satisfies

the equality  =  (where  is the thermal con-
ductivity of the crystal lattice).

It can be assumed that, unlike the thermal conduc-

tivity (T), the thermal conductivity (T) in the
temperature range 10–150 K should satisfy the rela-
tionship

(1)

However, the curve (T) depicted in Fig. 1 gives no
indication of both the contribution from the spinon

component (T) to the total thermal conductivity
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Fig. 2. Schematic diagram illustrating the separation of the thermal conductivity components (a)  and (b)  from (1) the

experimental thermal conductivity κtot [1, 2, 5, 6], (2) the thermal conductivity measured along the crystallographic directions in

which spin ladders and spin chains are absent, and (3) the thermal conductivity extrapolated according to the relationship κph ~ T–1.
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(T) and the temperature range corresponding to this
contribution. This problem did not arise when the con-

tributions of the components (T) and (T)
were separated from the total thermal conductivity
κtot(T) measured along the spin ladders [1, 2, 5, 6] and
spin chains [3, 4] in the (Sr,Ca,La)14Cu24O41 system and
Sr2CuO3 and SrCuO2 compounds. For these materials,
the reference data were obtained by measuring the ther-
mal conductivity along the crystallographic directions
in which spin ladders and spin chains were absent. In
these directions, the thermal conductivity of the crystal
lattice varied as the reciprocal of the temperature (κph ~
T–1), which is consistent with the theoretical depen-
dence of the phonon component of the thermal conduc-
tivity at T ≥ Θ/3 (where Θ is the Debye temperature).
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compound.
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For compounds with spin ladders, the contribution

of the component (T) could be determined as the
difference between the total thermal conductivity κtot,
which corresponds to the second maximum, and the
values of κph(T), which were extrapolated according to
the relationship κph ~ T–1 from the temperature bound-
ary of the first maximum toward the high-temperature
range (see the scheme shown in Fig. 2a).

The dependences of the thermal conductivity κtot(T)
of the compounds with spin chains did not exhibit sec-
ond maxima but involved a characteristic shoulder
(marked by an arrow in Fig. 2b). In this case, too, the

contribution of the component (T) was deter-
mined as the difference between the total thermal con-
ductivity κtot(T) and the values of κph(T), which were
extrapolated using the relationship κph ~ T–1 from the
initial point of the shoulder toward the high-tempera-
ture range (Fig. 2b). Nothing of the kind is observed in

our experimental curves (T) for the LiCuVO4 crys-
tal (Fig. 1, curve 1).

It was assumed that, since the exchange coupling
constant Jchain for the LiCuVO4 crystal is small, the con-

tribution of the component (T) to the total thermal

conductivity (T) can be observed at lower tempera-
tures as compared to those for the Sr2CuO3 and SrCuO2

compounds, for which Jchain lies in the range 2150–

3000 K and the dependences (T) exhibit maxima
at 80 and 50 K, respectively [3, 4]. If this assumption is

valid, the maximum in the dependence (T) for the
LiCuVO4 crystal can be located in the vicinity of the
maximum corresponding to the phonon thermal con-
ductivity.

In order to verify this assumption, we compared the
temperature dependence of the thermal conductivity

(T) with the temperature dependence of the mag-
netic component of the specific heat Cm(T) for the
LiCuVO4 compound [24] (Fig. 3).

For systems with spin ladders and spin chains, the
temperatures of the maxima in the dependences

(T) and (T) approximately coincide with
those in the dependences Cm(T).

According to Yamaguchi et al. [24], the dependence
Cm(T) of LiCuVO4 exhibits a maximum at ~30 K
(Fig. 3). Therefore, taking into account the aforesaid,

the maximum of the curve (T) for this compound
should be observed near the same temperature.

This confirms our assumption but appreciably com-

plicates the separation of the component (T) from
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the experimental dependence (T), because the

curve (T) has a maximum at a temperature of ~30 K
(Fig. 3). Recall that, in this temperature range, the
experimental thermal conductivity can be substantially

affected not only by the components  and κph but
also by impurities and defects [25], which leads to addi-
tional error in the determination of the contribution

from the component (T).

Let us now attempt to estimate (even if approxi-
mately) the thermal conductivity κchain(T) for the
LiCuVO4 crystal.

As was noted above, the contribution from the com-

ponent (T) to the thermal conductivity of the
LiCuVO4 crystal cannot be separated by the standard
technique used earlier for the (Sr,Ca,La)14Cu24O41 sys-
tem and Sr2CuO3 and SrCuO2 compounds.

We applied another approach to the separation of the

contribution from the component (T). This
approach is based on the specific features in the behav-
ior of the temperature dependence of the anisotropy

coefficient β = (T)/ (T).

Sologubenko et al. [4] revealed that the temperature
dependences of the anisotropy coefficient β for systems
with spin ladders [(Sr,Ca,La)14Cu24O41] and com-
pounds with spin chains (Sr2CuO3, SrCuO2) exhibit
unusual behavior. The anisotropy coefficient β weakly
depends on the temperature (or remains constant) in the

temperature range in which the contribution from 

(or ) to the measured thermal conductivity is
absent (or small) and increases (or even passes through
a maximum) when the contribution from this additional
components of the thermal conductivity becomes sig-
nificant (Fig. 4).3 The same inference follows from a

comparison of the dependences β(T) [4] and (T)
[5] for the Sr14Cu24O41 compound (see inset in Fig. 4).

Figure 5a depicts the temperature dependence of the

anisotropy coefficient β = / , which was deter-
mined from the data presented in Fig. 1 for the
LiCuVO4 crystal. For comparison, Fig. 5b shows the
dependence β(T) for the Sr14Cu24O41 compound [4].

The high-temperature maximum in the dependence
β(T) for Sr14Cu24O41 is associated with the contribution

from the component (T) to the measured thermal
conductivity. By analogy with the Sr14Cu24O41 com-

3 In the system (Sr,Ca,La)14Cu24O41 (β = κc/κa), spin ladders are
arranged along the c axis. In the compounds SrCuO2 (β = κc/κa)
and Sr2CuO3 (β = κb/κc), spin chains are aligned along the c and
b axes, respectively.
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pound, we can assume that the maximum in the depen-
dence β(T) for the LiCuVO4 crystal is due to the contri-

bution from the component (T) to the total ther-

mal conductivity (T).

In the range 50–150 K, the anisotropy coefficient
β(T) for the LiCuVO4 crystal only weakly depends on
the temperature (Fig. 5a). In our previous work [21], we
showed that, in the temperature range 5–150 K, the

thermal conductivity  obeys the equality  = 

(Fig. 1). Probably, the thermal conductivity  in the

range 50–150 K satisfies the same condition; i.e.,  =

. This assumption is confirmed by the fact that, in
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(3) SrCuO2, and (4) Sr2CuO3 [4]. For explanation of the
anisotropy coefficient β, see the text (Footnote 3). The inset
shows the temperature dependences of the anisotropy coef-

ficient β [4] and the thermal conductivity  [5] for the

Sr14Cu24O41 compound.
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the temperature range under consideration, the depen-

dences (T) and (T) ~ T–0.9 exhibit identical
behavior (Fig. 1). These dependences are similar to the
theoretical dependence κph ~ T–1 at T ≥ Θ/3 for ideal
defect-free crystals. Since the experimental thermal
conductivities of both samples vary as ~T–0.9 rather than
as T–1, the samples contain small amounts of defects.
Although defects in each sample can be different in
nature, they equally affect the thermal conductivities
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(T) and (T). Therefore, the equality β(T) =

(T)/ (T) for the LiCuVO4 compound can be con-
sidered to be satisfied in the temperature range 50–
150 K.

Let us now consider the low-temperature range 10–
50 K (Fig. 5a). In this range, we have β(T) =

(T)/ (T) = (T) + (T)/ (T). Under the
assumption that β(T) = const ~0.8 over the entire range

10–150 K, the values of  in the range 10–150 K can

be estimated from the relationship (T) = 0.8 .
The results of these calculations are presented in Fig. 6a

(curve 2). Then, the thermal conductivity (T) for
the LiCuVO4 crystal can be determined from the rela-

tionship (T) = (T) – (T) (Fig. 6b).

However, it should be noted once again that the pro-

cedure of separating the component (T) from the

total thermal conductivity (T) for the LiCuVO4

compound is rather approximate because of the large
number of assumptions and simplifications.

Figure 7 illustrates the main results obtained in our
work. In this figure, the calculated dependence

(T) for the LiCuVO4 crystal is compared with the
data available in the literature on the dependences

(T) for the Ca9La5Cu24O41 and Sr14Cu24O41 com-

pounds [5] and the dependences (T) for the
SrCuO2 and Sr2CuO3 compounds [4].

It can be seen from Fig. 7 that, in materials with
large values of exchange coupling constants J ladd and
Jchain for spin ladders and spin chains (1500 and 2150–

3000 K, respectively [11–15]), the components 

and  make a significant contribution to the ther-
mal conductivity when the heat flux in crystals is
directed along the ladders and chains. The contribution

from the component  to the measured thermal
conductivity is considerably less for materials with
small values of Jchain (Jchain ~ 22 K for spin chains in
LiCuVO4 [20]).
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Abstract—Three-crystal x-ray diffractometry is used for structural studies of nitride AlGaN/GaN superlattices
(SLs) grown by metal-organic chemical vapor deposition on sapphire with GaN and AlGaN buffer layers with
widely varied SL period (from 50 to 3500 Å), Al content in AlxGa1 – xN layers (0.1 ≤ x ≤ 0.5), and buffer layer
composition. Satellite peaks characteristic of SLs are well pronounced up to the third order in θ–2θ scans of
symmetric Bragg reflections and θ scans of the symmetric Laue geometry. The corresponding curves are well
modeled by kinematic formulas. The average SL parameters, as well as the thickness, composition, and strain
of individual layers, are determined using a combination of symmetric Bragg and Laue reflections. It is shown
that all the samples under study are partially relaxed structures in which the elastic stresses between the entire
SL and the buffer layer, as well as between individual layers, are relaxed. The AlGaN layers are stretched and
the GaN layers are compressed. The GaN layer compression is larger in magnitude than the AlGaN layer ten-
sion because of thermoelastic stresses. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Gallium and aluminum nitrides, as well as solid
solutions made on their basis, are promising materials
for optoelectronic devices operating in the blue and
violet spectral regions. The AlGaN solid solution
attracts close attention due to its application not only in
laser structures (as cladding layers) but also in field-
effect transistors operating under high voltage and at
high temperatures. Due to the large piezoelectric coef-
ficient and stresses arising between GaN and AlGaN
layers in AlGaN/GaN heterostructures, strong electric
fields can be induced, which promote the formation of
a two-dimensional electron gas of high concentration at
interfaces between the layers.

Beginning with the paper by Nakamura et al. [1],
AlN/GaN and AlGaN/GaN superlattices became a
widely used object in optical and electrical studies [2–
5]. The physical properties of these structures heavily
depend on SL layer stresses and defects generated dur-
ing their relaxation. For this reason, studies of the strain
state of SL layers, their relaxation, and defect genera-
tion are of great significance.

X-ray diffractometry (XRD) is the best instrument
for determining the SL structure parameters. This
method is also applied to study nitride structures [6–
17]. In most of these works, attention was focused on
the determination of the limits of coherent growth for
AlGaN/GaN SLs with various Al concentrations, peri-
ods, and total thicknesses [6, 7, 10–12]. Hence, the
XRD analysis was restricted to only the determination
of the layer composition and the degree of total relax-
ation of an SL with respect to the buffer. The elastic
stress relaxation and its mechanism in AlGaN/GaN SLs
1063-7834/04/4602- $26.00 © 20364
were considered in most detail in [13], where they were
studied using optical microscopy, XRD, and photolu-
minescence spectroscopy. In [15], it was shown that the
growth of an AlGaN/AlN SL as a buffer allows a signif-
icant decrease in the density of growth dislocations. In
[16], the defect structure of the AlGaN/GaN system on
the GaN buffer was studied and its influence on the
transport properties was shown.

This paper is devoted to performing detailed XRD
studies of AlGaN/GaN SLs in wide ranges of layer
thicknesses, Al concentrations, and buffer layer compo-
sitions. Since both single GaN epitaxial layers and mul-
tilayer systems made on their basis are significantly
imperfect structures with a high defect density [17–19],
special emphasis was placed on the determination of
the SL parameters using combinations of XRD reflec-
tions.

2. DIFFRACTION FROM SUPERLATTICES 
AND DETERMINATION OF THE STRUCTURAL 

PARAMETERS

The diffraction curves from SLs contain periodi-
cally arranged satellite peaks caused by periodic varia-
tion of the strain ε(z) and the scattering power (structure
factor) F(z) over the SL depth. The relative intensity of
satellites depends on the distribution of these parame-
ters over one period. For symmetric reflections, the
strain ε(z) is expressed in terms of the variation in the
interplanar distance d(z) for a measured reflection (for
asymmetric reflections, ε(z) also depends on the mutual
rotations of the reflecting planes arising in coherently
joined or not completely relaxed SL layers). In most
cases, epitaxial SLs can be represented as consisting of
004 MAIK “Nauka/Interperiodica”
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two alternating layers of different composition sepa-
rated by a sharp interface; therefore, the distributions of
d and F over a period are characterized by the two inter-
planar distances d1 and d2, structure factors F1 and F2,
and thicknesses t1 and t2 of these layers. For layers of
ternary solid solutions, the structure factors are imme-
diately defined by their composition x1 and x2; the inter-
planar distance depends not only on the composition
but also on the strain state of these layers, which can in
turn be described by the relaxation parameters. Thus,
there are six independent structural parameters (x1, x2,
t1, t2, and two relaxation parameters). These parameters
define the diffraction pattern and can be obtained from a
diffraction analysis. In the case of the GaN/AlxGa1 – xN
system, where one layer is a pure substance and the
other is a solid solution, the number of independent
parameters decreases to five.

In wurtzite-structure films growing along the hexag-
onal 〈0001〉  axis, the lattice parameters a and c define
the interplanar distances in the interface plane and
along the normal to it, respectively. Let ai and ci be the
actual (measured) lattice parameters of the ith layer in

the system and let  and  be the corresponding lat-
tice parameters of the layer of the given composition in
the stress-free state, respectively, where the subscript
i = 0, 1, and 2 indicates the buffer layer and the first and
second SL sublayers, respectively. The elastic strain of
SL layers is given by

(1)

and the actual lattice parameter is ci = (1 – pεi),
where p = 2c13/c33 is the Poisson ratio. The elastic stress
relaxation in SLs can be characterized by the change
∆ai = ai – ai – 1 in the lattice parameter a at the interface
or by the relative relaxation

(2)

where ∆a1 and r1 correspond to relaxation at the lower
interface (between the buffer layer and the first SL
layer) and ∆a2 and r2 characterize relaxation at the
interfaces between individual layers (Fig. 1). For the
unrelaxed coherent structure, we have ∆a1 = ∆a2 = 0. If
the individual SL layers remain coherent and the SL
relaxes as a unit with respect to the buffer, we have
∆a2 = 0 and ∆a1 can be negative or positive depending
on the buffer layer composition. In the general case of
a relaxed incoherent SL, both changes in the lattice
parameter are nonzero and the magnitude of ∆a2 should
be the same at all SL interfaces for the structure to be
periodic.

The diffraction curve of a symmetric Bragg reflec-
tion allows direct determination of the period T (from
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the distance δθ between the satellites) and the average
lattice parameter 〈c〉  [from the angular position of the
central peak (zero satellite)] in the 2θ angle scale. An
analysis of the formulas of the kinematic scattering the-
ory for a two-layer SL with sharp interfaces [20] shows
that the ratio In/I0 of the intensities of the nth-order sat-
ellite and the zero satellite is given by a simple analyti-
cal expression and depends on three quantities, namely,
the ratio of the thicknesses of the two layers t2/t1, the
ratio of their structure factors F2/F1, and a strain param-
eter; for a symmetric Bragg reflection, this parameter
can be written as

(3)

Taking into account relaxation between layers, the differ-
ence ∆ε⊥  of the strains of the two SL layers is given by

(4)

where cGaN, aGaN, and cAlN, aAlN are the tabulated lattice
parameters of GaN and AlN, respectively, and the Pois-
son ratio p = 2c13/c33 is taken to be identical for the GaN
and AlGaN layers. All other conditions being equal, the
larger B, the higher the intensities of side satellites with
respect to the zero satellite. At B > 1.5, the zero satellite
can become weaker than the other peaks and the prob-
lem of its identification arises. These three parameters
(B, t2/t1, F2/F1) can be calculated from the relative
intensity of satellites if their number in the experimen-
tal curve is larger than three.

Notwithstanding the fact that all five independent
SL parameters can be determined in this way by analyz-
ing a single curve for a symmetric Bragg reflection, the
accuracy of their determination is not very high, espe-
cially at low Al concentrations in the solid solution
layer. Therefore, as an additional parameter, we used
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Fig. 1. Schematic diagram of variations in the parameter a
over the depth of a relaxed incoherent AlGaN/GaN superlat-
tice grown on (a) a GaN and (b) an AlGaN buffer layer. In
the latter case, the Al content in the buffer layer is higher
than the average Al content for the superlattice. Dashed
lines are the lattice parameters of GaN and AlGaN in the
stress-free state, as well as the parameter a averaged over
the SL. ∆a1 and ∆a2 are the changes in the lattice parameter
at the interfaces between the buffer and SL and between the
SL layers, respectively.
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the 2θ-angle position of the central peak in the curve of
a symmetric Laue reflection from the SL. This parame-
ter allows direct calculation of the average lattice
parameter a of the SL:

(5)

Given B, t2/t1, 〈c〉 , and 〈a〉 , we determined the actual lat-
tice parameters c and a of both SL layers and then the
Al content in the AlGaN layer and the relaxation
parameters ∆a1 and ∆a2. The analytical approach
described above contains a number of approximations
(the absence of a transition layer between GaN and
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Fig. 2. Three-crystal diffraction curves of θ–2θ scanning of
the symmetric (0002) Bragg reflection for samples with var-
ious SL periods. The solid curve represents the experimen-
tal data, and the dashed curve is calculated for the SL with
the parameters listed in Tables 2 and 3. The period T is
(a) 281, (b) 470, and (c) 950 Å.
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AlGaN layers and constancy of the structure factors
over the angular interval under study). For this reason,
the obtained parameters were used as initial parameters
when calculating the diffraction curves and their values
were then refined by comparing the calculated and
experimental curves. In this study, the reflection curves
were calculated within the kinematic approximation
[20]; the calculation procedure is described in [21].

The calculated reflection curves characterize a per-
fect superlattice without structural defects. In the case
of defect structures, such as the system under study, the
satellite peaks are broadened due to defects. However,
practice has shown that all the SL satellites are distorted
identically (if only the influence of defects is consid-
ered rather than distortions of the SL periodicity). This
allows comparison of the calculated (for perfect SLs)
and experimental reflection curves in terms of the rela-
tive height of satellites or their integral intensity.

When determining the SL characteristics, the fol-
lowing parameters were used: a = 3.189 and 3.113 Å,
c = 5.1851 and 4.9816 Å, and p = 0.53 and 0.49 for
GaN and AlN, respectively [22, 23].

3. EXPERIMENTAL

AlGaN/GaN superlattices were grown by metal-
organic chemical vapor deposition (MOCVD) on
(0001) sapphire substrates with a buffer layer approxi-
mately 1 µm thick. Three series of samples were stud-
ied. In two series, SLs consisted of layers of the same
thickness, with an Al content of ~26 at. % in one of the
two layers; the period varied from 5 to 320 nm. In one
of these series, layers were grown on a GaN buffer, and
in the other, on an AlGaN buffer. The SLs in the third
series had the same period (~10 nm), but the Al content
was varied from 10 to 50 at. %. The total SL thickness
was the same in all series (~3 µm).

X-ray diffraction measurements were carried out
using a three-crystal diffractometer with CuKα radia-
tion. The θ and θ–2θ diffraction curves were measured
in two diffraction geometries, namely, for the symmet-
ric Bragg (0002) reflection and symmetric Laue (1010)
reflection. The θ–2θ curves were measured using the
absolute scale of scattering angles 2θ. For a number of
samples, the total intensity distribution around the
reciprocal-lattice site was measured. The monochroma-
tor and analyzer reflections were selected so as to attain
the highest intensity and the lowest dispersion of the
resulting signal, depending on the reflection from the
sample.

4. RESULTS AND DISCUSSION

The two-crystal integral curves of symmetric Bragg
reflections do not reveal any fine structure and exhibit a
common broadened peak from the entire buffer–SL
layer. However, the fine structure is well pronounced in
the three-crystal θ–2θ scans (Fig. 2). Depending on the
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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SL parameters, the curves contain satellites up to the
fifth order, which is an indication of good periodicity of
the grown structures. Apart from the SL peaks, reflec-
tion from the buffer layer can also be detected in most
of the curves. For some samples (with SL periods of
20–80 Å), satellites are also detected in the symmetric
Laue geometry (in the θ scans), although their intensity
is much lower than that of the central peak of the SL
reflection. An example of such a scan is shown in
Fig. 3a.

Such a difference in the number of satellites
observed in the diffraction curves is explained by the
specific dislocation structure of GaN films. It consists
mostly of straight screw and edge dislocations perpen-
dicular to the interface. Due to dislocations, the inten-
sity distribution around the reciprocal-lattice sites is
extended in the direction parallel to the surface [24, 25].
The reflection broadening along the normal to the sur-
face is much narrower. Since the additional reflection
centers (satellites) are also distributed along the normal
(the direction of periodic variation in the composition
of the crystalline layer), they can be detected in the
curves representing a cross section of reciprocal lattice
sites in this direction, i.e., for θ–2θ scans in the sym-
metric Bragg geometry and in the θ curves in the sym-
metric Laue case.

Figure 2 shows that the (0002)-reflection curves
notably change shape as the SL period T increases at
fixed x. The intensity of the central peak decreases,
while the intensities of the side satellites increase. At
longer periods (T > 1600 Å), the curve splits into two
sets of oscillations localized near reflection centers of
the two (GaN and AlGaN) layers. This transformation
is caused by the strain parameter B increasing with the
SL period. As for the angular position of the central
peak, it is almost the same for SLs with periods of 50–
400 Å.

For SLs with identical technological parameters but
grown on different buffer layers (GaN or AlGaN), the
diffraction curves differ both in position and in satellite
intensity only slightly. In the case of symmetric Laue
diffraction, the angular position of the SL central peak,
determined by the analyzer angle in the 2θ-scanning
mode, also varies only slightly with the period and is
independent of the buffer layer composition (Fig. 3b).

As the Al content in SL layers increases, the satellite
positions shift toward smaller angles, the relative inten-
sity of the zero satellite decreases, and that of the side
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
satellites increases. The change in the satellite intensity
is caused by the increase in the strain difference ∆ε of
the two layers and, hence, in the parameter B.

The parameters determined immediately from the
diffraction curves (SL period, average lattice parame-
ters 〈a〉 , 〈c〉) are listed in Table 1. The degree of relax-
ation of the entire SL can be determined from the ratio
〈c〉/〈a〉 . Figure 4 shows these values as a function of the
SL period (for samples of series 1, 2) and of the average
Al content in SLs (for samples of series 3). The experi-
mental points in Fig. 4 lie far from the lines character-
izing pseudomorphic strained structures and are
slightly higher than the curves calculated for total
relaxation, which suggests that all the SLs are in a com-
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Fig. 3. Diffraction curves for symmetric (1010) Laue reflec-
tion. (a) The three-crystal curve of θ scanning for sample
1044 (the SL period 570 Å) and (b) the SL central peaks
(solid lines) in the curves of 2θ scanning for samples
(1) 1059, (2) 1044, (3) 927, and (4) 870 and for the GaN
buffer layer (dashed line).
Table 1.  Average parameters of superlattices determined from x-ray diffraction curves

Buffer layer GaN AlGaN

Sample 1055 1054 1051 1044 1072 1059 927 870 1070 1074 1075

Period, Å 53.5 129 281 470 92 238 570 950 119 142 142

〈c〉 , Å 5.1543 5.1523 5.1526 5.1543 5.1492 5.1543 5.1621 5.1598 5.1703 5.1340 5.1224

〈a〉 , Å 3.1759 3.1761 3.1766 3.1748 3.1721 3.1755 3.1757 3.1752 3.1812 3.1664 3.1620
4
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pressed state. Therefore, the SLs under study are relax-
ation structures and the compression is caused by
strains resulting from the difference in the thermal
expansion coefficients α of the sapphire substrate (α =
7.2 × 10–6 K–1) and the GaN and AlGaN layers (αGaN =
5.6 × 10–6 K–1, αAlN = 4.2 × 10–6 K–1). We can see from
Fig. 4a that the points corresponding to the SLs grown
on a GaN buffer lie, in general, lower than the values of
〈c〉/〈a〉  for the structures with an AlGaN buffer layer.
This result can be due to the fact that, apart from the
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Fig. 4. Ratio of the experimental average parameters 〈c〉  and
〈a〉  of the AlGaN/GaN superlattice as a function (a) of the
SL period at a fixed average composition and (b) of the
average SL composition at a fixed SL period for samples
grown on (1) GaN and (2) AlGaN buffer layers. The solid
and dashed lines in panel (a) are calculations for a com-
pletely relaxed SL and for the unrelaxed state with respect
to the GaN buffer layer, respectively. The dashed line in
panel (b) is calculated for the unrelaxed state with respect to
the AlGaN buffer layer with composition x0 = 0.22.
P

contribution from thermoelastic strains, there are resid-
ual strains resulting from incomplete relaxation of the
mismatch stresses between the buffer layer and the
entire SL at the relaxation temperature. The residual
strains are tensile in the former case and compressive in
the latter (if the Al content in the buffer layer is higher
than that in the SL on average). Figure 4a shows a cer-
tain increase in the ratio 〈c〉/〈a〉  with the SL period. As
the Al content increases, the ratio 〈c〉/〈a〉  decreases in
full agreement with the dependence calculated for
relaxed SLs (Fig. 4b).

The parameters of individual SL layers were deter-
mined analytically using the technique described above
and were refined by comparing the experimental and
calculated reflection curves (see Table 2 for the first two
series and Table 3 for the third series). The curves cal-
culated using these parameters are shown in Fig. 2
(dashed line). The relative satellite intensities calcu-
lated using the kinematic theory for the perfect super-
lattice fit the experimental curves well, notwithstanding
the fact that the total SL thickness exceeds the extinc-
tion length.

The determined values of the period and thickness
of sublayers, as well as the AlGaN layer composition,
significantly differ from the preset growth parameters.
In most cases, the SL period exceeds the expected one
by ~20%. The anticipated equality of the AlGaN and
GaN layer thicknesses also does not take place (the
solid-solution layer is thicker than the GaN layer in
most of the structures). The Al content in the barrier
layer is not equal to the preset value x = 0.26 and varies
from sample to sample in the first two series. We note
that this complicates analysis of the strains in the SLs
under study, since this does not allow the use of techno-
logical parameters and requires determination of all
these values from diffraction measurements.

We can see from Tables 2 and 3 that the GaN and
solid-solution layers are in the compression (εGaN < 0)
and tension εAlGaN > 0) states, respectively. This takes
place for all the structures under study irrespective of
the buffer layer composition (except for the sample
with the lowest Al content). The data from Table 2 show
that the strain varies from sample to sample, although
there is no dependence on the SL period. The GaN layer
compression is, on average, identical in the structures
Table 2.  Layer parameters of AlGaN/GaN superlattices with various periods (see Table 1), determined from x-ray diffraction
curves

Sample 1055 1054 1051 1044 1059 927 870

tAlGaN/tGaN 1.25 1.05 1.15 1.05 1 1.1 1.1

x 0.286 0.31 0.30 0.31 0.30 0.25 0.25

εGaN, 10–3 –2.4 –4.0 –2.6 –4.4 –3.1 –3.6 –3.3

εAlGaN, 10–3 1.3 3.5 2.2 2.9 2.3 1.4 1.1

∆a1, Å –0.018 –0.012 –0.016 –0.014 0.008 0.001 0.003

∆a2, Å 0.010 0 0.008 0 –0.007 –0.003 –0.006
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grown on GaN and AlGaN buffer layers; however, in
the latter case, the solid-solution layers are subject to
weaker tensile strains. In the series of structures charac-
terized by approximately identical periods but different
Al contents, the strains in both SL sublayers increase
(in magnitude) with the Al content.

The compressive strains in the GaN layers are larger
in magnitude than the tensile strains in the AlGaN lay-
ers. This difference is mainly caused by thermoelastic
strains. They can be calculated assuming that relaxation
occurs at the growth temperature or can be estimated
empirically from the angular position of the reflection
peak of the GaN buffer layer in the symmetric Laue
geometry (Fig. 3a). The thermoelastic contribution δεT

to the strains is calculated to be –2.8 × 10–3 in the
former case and –1.2 × 10–3 in the latter. The former
value seems to be too large in magnitude, since its sub-
traction from the values of ε listed in Tables 2 and 3
suggests that the SLs as a whole are in the tension state
at the growth temperature. This can be so in the case of
growth on a relaxed GaN buffer layer but cannot be
explained for the structures growing on a solid-solution
buffer with an Al content higher than that in the SL on
average. The empirical value of δεT is closer to reality.
However, it can be used if the following two conditions
are satisfied. First, the difference in the thermoelastic
strains of GaN and AlGaN layers should not be very
appreciable and, second, all relaxation processes that
occur in the buffer layer on sapphire and in SL layers
grown on buffer layers of various composition should
take place at the same temperature lower than the
growth temperature.

If we subtract the thermoelastic contribution, then
the values of εGaN and εAlGaN become close in magni-
tude, which is an indication that (as mentioned above)
relaxation close to 100% takes place at the lower inter-
face in all SLs under study, i.e., that the stresses
between the entire SL and the buffer layer are relieved.
This is not unexpected if we take into account that the
total SL thickness is ~3 µm and that the relative mis-
match between the SL as a whole and the GaN buffer
layer is ~0.32% or higher (reasoning from the average
SL composition 〈x〉  = 0.15); as a result, the arising
stresses are a priori stronger than the critical values.
The last conclusion is also valid for growth on a solid-
solution buffer layer if the Al content in the buffer layer
differs substantially from its average value for the SL.
Using the data from Tables 2 and 3, we calculated the
strains averaged over the SL period at the relaxation
temperature. The calculated values show the existence
of residual tensile strains 〈ε〉  ≈ (0.6–1.2) × 10–3 in the
samples grown on a GaN buffer layer and almost total
(within the determination error) stress relief in the
structures grown on an AlGaN buffer layer (except for
sample 1070, which has the lowest Al content).

However, the data obtained show that stresses are
relieved not only at the lower interface between the SL
and the buffer layer but also at the interfaces between
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
individual SL layers. This is indicated by the nonzero
values of the parameter ∆a2 which vary from sample to
sample, exhibiting no dependence on the SL period or
Al content. Almost total stress relaxation between lay-
ers takes place in the sample with the lowest Al content.
A large degree of relaxation (~0.5) is also observed in
the SL with the shortest period. In most of the struc-
tures, the relative relaxation degree r2 is 0.1–0.3; the
layers of SLs 1044 and 1054 are coherent (∆a2 = 0).
Such a spread can be explained by the fact that relaxation
between layers depends on the defect structure of the
buffer layers and films. This structure depends, to a sig-
nificant extent, on the growth conditions of the sample.

Several ways of providing stress relief in the
AlGaN/GaN structures can be conceived. If relaxation
involves dislocations, then the stresses between indi-
vidual layers can be relieved in part by the bending of
growth dislocations of mixed type with the formation of
horizontal fragments at the interfaces between layers
during growth (this mechanism was considered in
[26]). As for the stresses between the entire SL and the
buffer layer, they can relax via the formation of a dislo-
cation network or of growth dislocations with large hor-
izontal projections when the critical SL thickness is
reached. In [13], another mechanism of stress relax-
ation in AlGaN/GaN SLs is suggested, according to
which SL layers first grow coherently with respect to
each other and to the buffer layer. On reaching the crit-
ical thickness, the stresses produced by the GaN buffer
layer are relieved through the formation of cracks,
which thread the entire structure and are sources of dis-
location generation at the interfaces between individual
layers. However, such a process can take place only in
SLs subjected to moderate tensile stresses with respect
to the buffer layer, i.e., grown either on a GaN buffer
layer or on a solid-solution buffer with an Al content
lower than its average for the SL (samples 1074 and
1075 in the case under consideration). Unfortunately,
the x-ray diffraction data are insufficient for making a
conclusion concerning a concrete relaxation mecha-
nism.

Table 3.  Layer parameters of AlGaN/GaN superlattices with
various Al contents in the AlxGa1 – xN solid solution layer

Sample 1070 1072 1074 1075

tAlGaN/tGaN 1.1 1.2 1.3 1.3

x 0.15 0.31 0.44 0.54

εGaN, 10–3 –0.3 –4.6 –5.5 –6.8

εAlGaN, 10–3 –0.8 1.6 2.1 3.4

∆a1, Å 0.013 0.004 0.0012 –0.004

∆a2, Å –0.013 –0.004 –0.009 –0.009
4
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5. CONCLUSIONS

X-ray diffractometry has been applied to study
AlGaN/GaN superlattices grown on sapphire with GaN
or AlGaN buffer layers in a wide range of the SL peri-
ods and Al contents. On the basis of an analysis and
simulation of diffraction curves for a symmetric Bragg
reflection and using the data on the symmetric Laue
reflection, we determined the average lattice parame-
ters, as well as the composition, thickness, and strains
for individual SL layers. The following conclusions can
be drawn.

(1) Both SL sublayers are in the strain state; more
specifically, the GaN layers suffer compressive strain
with respect to their free state, while the AlGaN layers
are subject to tensile strain.

(2) In the SLs under study, almost complete relax-
ation takes place at the lower interface between the
entire SL and the buffer layer; the stresses between
individual layers are relieved in part.

(3) The GaN layer compression is larger (in magni-
tude) than the AlGaN layer tension; therefore, the struc-
tures as a whole are in the compression state, which is
caused by the contribution from thermoelastic stresses.
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Abstract—The initial stages in the interaction of silver with the (111)Ir surface and with a two-dimensional
graphite film (2D GF) on (111)Ir were studied by high-resolution electron Auger spectroscopy in ultrahigh vac-
uum. The growth mechanisms of silver films and the desorption fluxes of Ag atoms were determined, and their
desorption energies estimated. It was found that the Ag desorption fluxes from a 2D GF on Ir and from a thick
silver film on the pure metal are similar and considerably (an order of magnitude) smaller than the sublimation
fluxes from bulk silver at the same temperatures. The activation energy for desorption from a submonolayer
film varies from 3.2 eV for coverage θ = 1 to 3.7 eV at θ ~ 0. It was shown that silver atoms do not penetrate
into the substrate bulk throughout the temperature range covered (300–1800 K). © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION
Even though the adsorption of silver on metals has

been the subject of more than one investigation [1–3],
this issue has not lost its importance because of the
large number of discrepancies in the quoted figures.
Moreover, there are still no data on the adsorption of
silver atoms on the iridium surface, although platinum-
group metals, such as Pt and Ru, have been studied in
considerable detail. There is practically no information
on silver adsorption on film systems [4], although such
data are certainly of scientific interest and have applica-
tion potential; indeed, carbon films are present on metal
surfaces in many technological processes [5]. Further-
more, the presence of atoms of a third species on the
metal surface could be employed for purposes of cali-
bration in studies of adsorption.

Of particular interest in this respect is the adsorption
of silver on top of two-dimensional graphite films (2D
GFs) on metals. As shown by us earlier, silver is the
only element studied thus far (Cs, K, Ba, Na, Pt, Si, C,
Ir, Mo, etc.) that does not intercalate spontaneously
under a 2D GF, i.e., does not penetrate into the space
between the 2D GF and the metal surface [6].

There is practically no reliable information on the
desorption of silver, particularly in film systems. As far
as we know, no studies have attempted to separate the
two possible mechanisms (desorption into vacuum and
dissolution in the volume of the substrate) through
which Ag atoms can escape from a surface [7]. It there-
fore became evident that studying the desorption of Ag
atoms both from a pure-iridium surface and from irid-
ium coated by a graphite monolayer would be of inter-
1063-7834/04/4602- $26.00 © 20371
est for establishing the physical mechanism of this phe-
nomenon.

2. EXPERIMENTAL TECHNIQUES

The experiments were carried out in a high-resolu-
tion, ultrahigh-vacuum Auger spectrometer (∆E/E <
0.1%) using a prism analyzer described in detail in [8].
We could measure Auger spectra of a high-temperature
adsorbate directly within the range 300–2000 K. The
substrate used was a predominantly (111)-oriented rib-
bon of textured polycrystalline Ir measuring 1 × 40 ×
0.02 mm heated directly by passing an electric current
through it. The substrate was cleaned by annealing it
successively in an oxygen ambient (  = 10–6 Torr) at
T = 1500 K and in ultrahigh vacuum at T = 2000 K for
many hours. The temperature was measured with a
micropyrometer or (in the region not accessible pyro-
metrically) by linearly extrapolating the dependence of
the ribbon temperature on the heater current. The error
in measuring the temperature was ∆T ~ 20 K.

Silver was deposited uniformly onto the whole oper-
ating surface of the ribbon using a special extended
source. After the proper ageing procedure, the depos-
ited layers produced silver Auger peaks only.

The Auger peaks used in quantitative estimates were
as follows: for Ag, the second peak of the doublet at E =
356 eV (peak-to-peak); for Ir, the triplet with the ener-
gies E = 154, 162, and 171 eV (from the top of the E =
154 eV peak to the bottom of the peak at E = 171 eV);
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and for C, the peak at E = 272 eV (from the bottom of
the peak to the background level).

3. PREPARATION AND CHARACTERIZATION 
OF TWO-DIMENSIONAL GRAPHITE FILMS

ON (111)Ir

A 2D GF was prepared on the iridium surface by the
technique described in [4]; namely, carbon was deposited
on the iridium surface either in a flux of C atoms from a
special source [9] or through the adsorption of benzene
molecules on a metal surface heated to ~1700 K. The
benzene molecules impinging on the metal surface at
T = 1600–1800 K break up, with the hydrogen desorb-
ing and the carbon remaining in the adlayer. Rather
than dissolving in the bulk of iridium, C atoms form
two-dimensional graphite islands, which merge to pro-
duce a continuous graphite film of exactly monolayer
thickness on the surface. The latter method of preparing
2D GFs was found to be preferable, because in this case
the film becomes two-dimensional automatically;
indeed, C6H6 molecules are neither adsorbed nor break
up on the passive graphite layer, thus terminating the
influx of carbon into the adlayer. On completion of the
carbon deposition, the benzene vapors are pumped out
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Fig. 1. Deposition of Ag atoms on (111)Ir in a constant flux
at 300 K. (a) Variation of Auger signals of silver and iridium
and (b) the Auger signal of iridium plotted vs. that of silver;
the arrow indicates the point at which a monolayer film
forms. Inset shows a scheme of the processes.
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and all subsequent measurements are performed in
ultrahigh vacuum.

As shown by us earlier [4, 5], the physicochemical
properties of 2D GFs are practically independent of the
substrate, the choice of iridium being motivated only by
the convenience of operating with it. A 2D GF on irid-
ium remains stable under any variation of the tempera-
ture for T < 1900 K, which makes such a film an appro-
priate subject for the investigation of adsorption–des-
orption processes. Atoms intercalating under a film do
not noticeably affect either its structure or its physico-
chemical properties; their action reduces to pushing the
graphite layer away from the metal surface, just as
graphite layers are pushed apart in bulk intercalated
compounds.

4. ADSORPTION OF SILVER ATOMS

Figure 1a shows the variation of silver and iridium
Auger signals under deposition of Ag atoms on (111)Ir
in a constant flux at T = 300 K. We readily see that by a
time of 600–700 s the iridium Auger signal decreases
by a factor ~2.5 compared to its initial magnitude, after
which further deposition of silver brings about nothing
more than slight variations in this signal. At the same
time, the silver Auger signal continues to grow with
each new deposited amount, but significantly slower
than in the initial stages of the process.

This somewhat unusual behavior of the Auger sig-
nals suggests a possible islandlike film growth on the
metal surface [10]. To clarify this point, the silver flux
was increased by about eight times. The results
obtained are presented in Fig. 1b in the form IIr = f(IAg),
which is convenient for analyzing the growth mecha-
nisms of adsorbed films [11]. The graph is seen to have
a break, with the slope of the initial part being larger
than that of the final part. This behavior suggests the
following mechanism of film growth. In the initial
stage, all adsorbing atoms build up in the first layer on
the surface of the substrate; this stage should be identi-
fied with the straight line to the left of the arrow in
Fig. 1b and with the fast initial growth of the silver
Auger signal paralleled by a noticeable weakening of
the substrate Auger signal in Fig. 1a. After the adsorp-
tion layer has reached a certain critical concentration (a
monolayer, indicated by an arrow in Fig. 1b), three-
dimensional islands of the adsorbate start to nucleate
and grow on top of it; then the islands merge and pro-
duce a thick film through the Stranski–Krastanow
mechanism [11]. The growth of island films under
adsorption of silver on platinum at room temperature
was also reported in [2].

Let us turn now to the adsorption of silver on a 2D
GF-coated (111)Ir at 300 K. The variation in the Auger
signals measured under deposition of Ag atoms is dis-
played in Fig. 2a. After about 1000 s of adsorption, the
substrate Auger signal is seen to diminish by a factor
1.6 and to vary only weakly thereafter. While the silver
HYSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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Auger signal also varies weakly, it continues to grow
slowly under deposition. Therefore, islands are likely to
grow in this case as well.

As with pure iridium, in order to measure the Auger
signal of a thick film of silver, its flux was increased by
6–8 times. The results are depicted in Fig. 2b. All the
experimental points are seen to fit with sufficient accu-
racy one straight line without breaks, which, in accor-
dance with the classification proposed in [10, 11], cor-
responds to the Folmer–Weber mechanism, more spe-
cifically, to the growth of three-dimensional islands
directly on the substrate (in our case, on the 2D GF sur-
face) without preliminary formation of a monolayer
film. The growth of three-dimensional silver islands on
the graphite surface [(0001)HOPG face] was also
observed using STM in [12].

It would be of interest to know the concentration of
silver atoms in a monolayer on (111)Ir. Unfortunately,
we did not have an absolutely calibrated flux of atomic
silver at our disposal and did not have the possibility of
preparing a reliably characterized surface coating con-
taining silver with a known surface concentration.
Therefore, as a means of calibration, we calculated the
coefficients of elemental sensitivity (ESCs) for silver
[13, 14] using our experimental data. The use of the
ESCs tabulated, for instance, in [14] would be wrong,
because the transmission function of our prism ana-
lyzer [15] differs from that of the cylindrical mirror-
type analyzer employed in [14].

Table 1 presents experimental data on the Auger sig-
nal intensities for the clean metal surface and for thick
and monolayer films of graphite and silver on iridium
obtained at the same sensitivity. The ESCs were calcu-
lated using the following relations (these relations are
derived under the assumption of the layer from which
the Auger electrons escape being uniform and are valid
for both a bulk crystal and a film system, provided the
film thickness exceeds the mean free path of the corre-
sponding Auger electrons):

(1)

where A indicates the substance (iridium, silver, or car-
bon), nA is its atomic concentration, λA is the mean free
path for the Auger electrons of the given substance,

IA KAnAλ AT0,=
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T0 is the instrumental function, and KA is the corre-
sponding ESC. Equation (1) does not contain the usual
fast-electron backscattering coefficients, because all
the materials studied are deposited on the same sub-
strate, Ir (a crystal can be considered as a film lying on
top of a substrate of the same composition), and the film
thicknesses are small compared to the escape depths of
fast electrons (~200–300 Å); therefore, this coefficient
is the same in all three cases.

The results of a self-consistent calculation are pre-
sented in the last column of Table 1. They differ slightly
from the ones reported in [14], apparently because of
the prism energy analyzer having a higher transmission
at low energies than that of the cylindrical mirror
arrangement.
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Fig. 2. Deposition of Ag atoms on top of 2D GF on (111)Ir
in a constant flux at 300 K. (a) Variation of Auger signals of
silver and carbon and (b) dependence of the carbon Auger
signal on the silver Auger signal.
Table 1.  Elemental sensitivity coefficients of Ag, Ir, and C and data needed for their calculation

Film system IIr IC IAg λA, Å n, 1022 cm–3 KA

Clean Ir 51 6 7.1 1

Multilayer graphite film on Ir 260 8 13 1.8 ± 0.5

Multilayer silver film on (111)Ir 390 8 5.8 5.4 ± 1

2D GF/(111)Ir 97

Ag(1 ML)/(111)Ir 80 ± 10

Note: IIr, IC, and IAg are the Auger signal intensities of clean iridium, of a thick graphite film on iridium, and of a thick silver film on
iridium, respectively; λA is the mean free path of the corresponding Auger electrons [14]; n is the atomic concentration of the cor-
responding material; and KA is the ESC in relative units.
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The atomic concentration of silver in a “monolayer”
was calculated from the following relation, which is
valid for both a silver monolayer and a 2D GF on
(111)Ir:

(2)

where  is the Auger signal intensity from the corre-
sponding monolayer film and NA is the surface concen-
tration of adsorbate atoms in it. Knowing the ESCs, the
Auger signal intensities (Table 1), and the surface con-
centration of carbon in the 2D GF on (111)Ir, we deter-
mined the Ag concentration in a silver monolayer. The
results of the calculation are listed in Table 2, which
compares them with the silver concentrations (available
in the literature) in monolayer coatings on other plati-
num-group metals.

The results obtained by us for silver on the surface
of iridium are seen to agree well with the literature data

IA
ML

KANAT0,=

IA
ML

Table 2.  Silver concentrations in a “monolayer” on various
substrates and on the (111) face of single-crystal silver

System NML,
1015 cm–2

Method of
determination

Refer-
ences

Ag/(111)Ir 1.3 ± 1.3 AES This work

Ag/(111)Pt 1.5 AES, TDS [2]

Ag/(111)Ru 1.45 AES, LEED [3]

(111)Ag 1.39 X-ray diffraction [7]

Note: AES stands for Auger electron spectroscopy, TDS for ther-
mal desorption spectroscopy, and LEED for low-energy
electron diffraction.
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Fig. 3. Variation of the silver Auger signal under isothermal
annealing of an Ag film deposited on top of (111)Ir at
300 K. Annealing temperature is 1100 K and Ag film thick-
ness is ~(5–6) × 1015 cm–2. Dashed line corresponds to one
silver monolayer. Insets show schemes of the process of
desorption from (a) a multilayer and (b) a monolayer film.
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for silver adsorption on other platinum-group metals.
The (111) iridium face used is smooth and closely
packed, and it is very unlikely that it can pattern the
structure of the adsorbate layer noticeably. In our case,
the “compressed silver layer” discussed in [3], i.e., the
layer containing more atoms than are present in the
close-packed (111) face of single-crystal silver, was not
observed, but one cannot rule out its existence, because
the surface concentration corresponding to it lies within
the experimental error with which the Ag concentration
on (111)Ir was determined.

5. SILVER DESORPTION

Desorption of silver from the iridium surface has a
clearly pronounced threshold character; indeed, it is not
seen for T < 1000 K, whereas at T = 1300 K all of the
silver escapes from the surface in a time shorter than
5 s. Figure 3 presents the variation in the silver Auger
signal measured under isothermal annealing of an Ag
film ~5–6 monolayers thick [NAg = (5–6) × 1015 cm–2]
at 1100 K. We readily see that, in a time of ~700 s, the
silver Auger signal decreases by more than two orders
of magnitude to become washed out by noise, which
indicates that the surface is now completely clean of
adsorbed silver. At the same time, the iridium Auger
signal recovers its initial amplitude.

The dashed line in Fig. 3 specifies the level of the
surface concentration of a silver monolayer. The rate
with which Ag atoms leave the surface is seen to
decrease substantially as one goes from a thick adsor-
bate film to a monolayer. Indeed, about four to five
monolayers left the surface during the first 120 s,
whereas the remaining layer desorbs in ~600 s. Let us
consider these two stages separately.

We assume that, in the case of a submonolayer film,
the adlayer is uniform and desorption in these condi-
tions is a first-order process. We can then write

(3)

where NAg is the surface concentration of silver, C is a
frequency factor, and Edes is the activation energy for
desorption. Both Edes and C can be dependent on the sil-
ver concentration in the adlayer. The desorption flux
density and the desorption activation energy for NAg =
(5–6) × 1015 cm–2 calculated under the assumption that
C = 1013 s–1 [7] are given in Table 3. According to liter-
ature data (mass-spectrometric measurements reported
in [1–3]), silver desorbs from metal surfaces practically
only in the form of single atoms; it is most likely that in
our case desorption also occurs through this mecha-
nism.

The data in Fig. 3 are not sufficient for estimating
the desorption energy at low coverages with a reason-
able accuracy. To do this, a special experiment was per-
formed: silver was deposited on the (111)Ir surface in
an amount NAg = (5–6) × 1013 cm–2 (i.e., about

νdes NAgC Edes/kT–[ ] ,exp=
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Table 3.  Data on silver desorption from the iridium surface at 1100 K

Adlayer Silver desorption flux, 
cm–2 s–1

Desorption activation 
energy, eV References

Thick Ag film on (111)Ir 4.2 × 1013 This work

Ag monolayer on (111)Ir 1.2 × 1013 3.3 "

0.5 Ag monolayer on (111)Ir; 4.1 × 1012 3.4 "

0.1 Ag monolayer on (111)Ir 1.2 × 1013* 3.7 "

Thick Ag film on top of 2D GF on (111)Ir 4 × 1013 "

Bulk silver 8.5 × 1014 2.7** [16]

~1016 [17]

  * At 1250 K.
** Sublimation energy.
1/20 monolayer) and desorbed at T = 1250 K. The val-
ues of the binding energy calculated under the same
conditions are listed in Table 3.

Let us turn back to the initial part of the plot in
Fig. 3. During the first 120 s, about 5 × 1015 Ag
atoms/cm2 desorb from the surface. Thus, the average
desorption flux was νdes = 5 × 1015/120 = 4.2 ×
1013 cm−2 s–1. In this case, Eq. (3), relating the flux of
desorption to its energy and entropy parameters (Edes,
C, respectively), cannot be applied because desorption
definitely takes place from a nonuniform adlayer.

We see that the silver desorption flux changes very
little as one goes from a multi- to monolayer film;
indeed, the change lies within the measurement error.
The variation in desorption energy within a monolayer
is more substantial; as one switches from one mono-
layer to NAg ~ 0, Edes increases by 0.4 eV, apparently as
a result of the decreasing role played by the lateral
interactions in the adsorption layer.

Figure 4 shows the results obtained for annealing a
silver film deposited on top of a 2D GF on (111)Ir. The
silver concentration in the film was approximately (4–
6) × 1015 cm–2. As shown earlier, the film grows, most
likely, in the form of three-dimensional islands, which
makes measurement of its thickness in monolayers
meaningless.

As is evident from the graph in Fig. 4, the surface
becomes completely cleaned of silver in a time shorter
than 100 s. The average desorption flux was found to be
νdes = (4–6) × 1015/80 = 4 × 1013 cm–2 s–1, which coin-
cides, with good accuracy, with the desorption flux cal-
culated above for a thick silver film on (111)Ir.

Let us compare this value of the flux with data on the
sublimation of silver. The data quoted in the literature
refer, as a rule, to the equilibrium vapor pressure of an
element, which can then be used to derive the flux of
interest to us here from the Herz–Knudsen equation

(4)νdes p/ 2πmkT( )1/2
,=
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where p is the saturated vapor pressure, m is the mass
of the particle (atom or molecule), T is the temperature,
and k is the Boltzmann constant [10]. Table 3 presents
the data on the desorption flux of silver from a surface
under equilibrium conditions calculated from Eq. (4)
using data on the equilibrium silver vapor pressure col-
lected in [16]. Because the saturated vapor above a sil-
ver surface has a complex composition and consists pri-
marily of Ag atoms and Ag2 and Ag3 molecules in an
approximate ratio of 1 : 3 : 2 (this ratio depends on the
temperature and varies slightly according to various
authors [16, 18]), we took the weighted average for the
particle mass, as recommended in [18]. The discrepan-
cies with the data reported in [17] are even larger,
nearly two orders of magnitude (see Table 3).

Note that the desorption flux calculated in this way
far exceeds the values obtained in our experiments.
This might mean that thin silver films adsorbed even on
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Fig. 4. Variation of the silver Auger signal under isothermal
annealing of an Ag film deposited on top of a 2D GF on
(111)Ir at 300 K. Annealing temperature is 1100 K and Ag
film thickness is (4–5) × 1015 cm–2. Inset shows a scheme
of the process.
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a passive substrate, such as graphite, differ in their des-
orption properties from bulk samples, a point that
should be taken into account when using the constants
listed in handbooks to calculate the characteristics of
film systems. These differences are probably due to the
microrelief of the surface from which the silver evapo-
rates (drops, atomic steps).

6. DISSOLUTION OF SILVER

Let us consider now the physical nature of the pro-
cess by which silver escapes from the surface. In Sec-
tion 5, we assumed thermal desorption to be the only
channel by which Ag atoms leave the iridium surface.
Generally speaking, the adsorbate can escape from the
surface in three ways: through desorption, dissolution
in the substrate material, and migration over the sub-
strate surface (for instance, to the sample holders). This
relates naturally only to well-cleaned samples and
ultrahigh-vacuum conditions, where one may disregard
chemical reactions with both residual-gas molecules
and the impurity atoms segregating from the substrate
bulk. As for the migration, the shape of the sample
employed (a long narrow ribbon fixed at the ends only)
and the uniform deposition of silver over the whole rib-
bon surface make this channel inefficient; by contrast,
the part played by dissolution needs to be discussed.

The curves displayed in Figs. 3 and 4 are practically
independent of the sample prehistory, more specifi-
cally, of the regime of sample cleaning employed, pre-
liminary Ag deposition, etc. Therefore, it is unlikely
that dissolution of the adsorbate is significant, because
otherwise the kinetics would be extremely sensitive to
preliminary saturation of the surface layer by the adsor-
bate [19].

The fact that here we have desorption rather than
dissolution is proved unambiguously by our experi-
ments dealing with silver intercalation under a 2D GF
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Fig. 5. Variation of the Auger signals of carbon, iridium, and
silver under stepped annealing (in steps of 100 K) of an Ag
film intercalated under a 2D GF on (111)Ir at 1100 K. Hold-
ing time at each point 20 s. Inset shows a scheme of the film
system obtained by intercalation of silver under a 2D GF on
(111)Ir at T = 1100 K.
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on iridium. Unlike many atomic species studied by us,
silver atoms do not penetrate spontaneously under a
graphite monolayer on a metal. Nevertheless, we found
the conditions favoring realization of this process;
indeed, it turned out that Ag atoms can penetrate under
a 2D GF if silver is deposited on a graphite film inter-
calated preliminarily with Cs to saturation, i.e., on a
film that contains both intercalated (under the film) and
adsorbed (on top of the film) Cs atoms in about equal
concentration, NCs = (3–4) × 1014 cm–2 [6]. Subsequent
annealing at 1100 K removes all the cesium from the
system, with silver substituting for it under the 2D GF.
In this case, the carbon Auger signal completely recov-
ers its initial amplitude. This implies that there are no
adsorbates on top of the graphite film at T > 1100 K [6].

The results of the annealing of this film system are
plotted in Fig. 5. The carbon Auger signal is seen to
remain strictly constant up to 1900 K, which means
there are no adsorbates on the graphite. The silver
Auger signal decreases gradually with increasing tem-
perature while remaining observable up to 1800 K,
where the lifetime of the Ag adatom on an open iridium
surface should be less than 10–5 s. In the course of the
annealing, the Auger signal of iridium grows slowly,
apparently because of the screening by silver atoms
becoming weaker.

Thus, silver present as an intercalant remains in
direct adsorption contact with the metal surface up to
temperatures exceeding the temperature of its thermal
desorption by 500–700 K. The intercalated silver adds
up to less than one monolayer, and it stays on the irid-
ium surface up to very high temperatures, 1800–
1900 K. The gradual decrease in the silver surface con-
centration, proportional to the Auger signal at sub-
monolayer adsorbate concentrations, may be due to
both partial penetration of Ag atoms through the graph-
ite coating or partial dissolution in the bulk of the sub-
strate. This sets a lower bound on the activation energy
for this process, Esol > 5 eV, and allows us to conclude
that all the silver Auger signal variations seen in Figs. 3
and 4 are indeed due to desorption.

7. DISCUSSION OF THE RESULTS

While both silver and iridium crystallize in an fcc
lattice, the volume per atom in the silver crystal is
~21% larger than that in iridium [20]. This means that
the incorporation of a silver atom into the iridium lat-
tice should give rise to two energetically unfavorable
processes, namely, substantial local Ir lattice strains
and contraction of the valence electronic shells of the
Ag atoms. It is possibly this excess of the atomic vol-
ume of silver over that of iridium that makes the pene-
tration of Ag atoms into the iridium crystal difficult.
Thermal desorption turns out to be preferable under
these conditions, and it accounts for the escape of silver
from the surface at substantially lower temperatures
than required for the dissolution to begin. One could
YSICS OF THE SOLID STATE      Vol. 46      No. 2      2004
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also conceive of thermodynamic reasons for the
absence of dissolution; indeed, it is known that a spon-
taneous onset of a process is possible only if it entails a
decrease in the corresponding thermodynamic potential
(in the Gibbs energy in our case). While the entropy
part of the Gibbs energy always decreases when atoms
are mixed, the increase in the energy part may outweigh
the former for the above reasons, in which case there
will be no dissolution even at equilibrium. Indeed, it is
known that silver dissolves very poorly in iridium with
a solubility limit of less than 1% [21], which likewise
attests to the validity of the above considerations.

Interestingly, adsorbed silver differs strongly in
behavior from, for instance, aluminum atoms, which,
while being practically of the same size, dissolve
readily in refractory metals and form stable surface
compounds on their surface [22–24]. In particular, on
iridium, aluminum forms surface aluminide Ir5Al with
a concentration NAl ~ 3.5 × 1014 cm–2, with all Al atoms
in excess of the surface aluminide dissolving in the bulk
of the metal. Al adatoms escape from the iridium sur-
face at T = 1500–1600 K, apparently through thermal
desorption [23]. As for silver, it does not dissolve in the
bulk and does not form fixed surface compounds. The
nature of these differences still remains unclear.

8. CONCLUSIONS

We have studied in considerable detail the initial
stages in the interaction of silver with the (111)Ir sur-
face and with two-dimensional graphite films on irid-
ium over a broad temperature range (300–1800 K).
Adsorption was shown to have an island pattern at room
temperature, the growth of islands on a clean metal sur-
face being preceded by the formation of a monolayer
film. Under isothermal conditions, the desorbing flux
varies weakly in going from an island to a monolayer
film and was found to be substantially smaller than the
equilibrium silver sublimation flux at the same temper-
atures. It was shown that silver does not penetrate into
the bulk of the substrate up to at least 1800 K. The
adsorption properties of silver were established to dif-
fer substantially from those of Al (which has practically
the same atomic size) in that, unlike aluminum, silver
does not dissolve in the bulk of the substrate and does
not form surface compounds.
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Abstract—Graphite-like carbon films are grown in an ethanol vapor plasma in a microwave gas discharge. The
electrical parameters controlling the microtopography and electronic properties of carbon films are determined.
It is shown that electron bombardment affects the fine structure of graphite-like nanocrystallites and their emis-
sive power with characteristics close to those of carbon nanotubes. The emission properties of layered graphite-
like films can be improved by metal (cadmium) impurity doping. For nanocrystalline graphite-like films, emis-
sion currents with a density of 0.3 A/cm2 are induced at an electric field strength of less than 7 V/µm in the gap.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION 

The preparation of nanocrystalline carbon film
materials with different structures for use as field emis-
sion cathodes in flat displays and devices for vacuum
microwave microelectronics is an important problem in
solid-state electronics [1]. Carbon cathodes hold con-
siderable promise owing to their stability to bombard-
ment with residual gas ions (which occurs in devices
operating under technical vacuum and high voltage)
and the possibility of reducing the work function for
structural modifications that are characteristic of both
valence electrons of carbon atoms with a diamond-type
hybridization of bonds and open carbon nanotubes with
a graphite structure [2, 3]. Gulyaev et al. [4, 5] were the
first to succeed in producing an efficient electron emis-
sion in nanotubular “tubelene” structures.1 Since these
structures were reported at the Conference on Vacuum
Microelectronics in Paris in 1994, many research labo-
ratories in the world have performed extensive investi-
gations in this direction. 

The purpose of this work was to determine the con-
ditions for growing and modifying carbon layers in
order to prepare graphite-like nanocrystalline and
microcrystalline film materials with desired field emis-
sion properties. 

2. EXPERIMENTAL TECHNIQUE 
AND RESULTS 

Carbon films were deposited on glass substrates in
an ethanol vapor plasma in a microwave gas discharge
with electron cyclotron resonance. The experimental
setup was described earlier in [6]. The thickness of the

1 Tubelenes are fullerene species having the shape of a tube (rather
than a sphere) that is a few nanometers across and capped with
fullerenes at the ends.
1063-7834/04/4602- $26.00 © 20378
deposited films was determined using laser ellipsome-
try and interference microscopy. The microtopography
of the film surface was thoroughly examined with a
scanning atomic-force microscope (AFM). The film
structure was investigated on a DRON-3.0 x-ray pow-
der diffractometer. The field emission current was mea-
sured under high vacuum (10–5 Pa) with the use of a
diode structure, which made it possible to change the
electrode spacing with an accuracy of 1 µm. The diam-
eter of the operating surface of an anode fabricated
from an MPG-6 carbon material was equal to 3 mm. 

The carbon films were deposited in the plasma at an
ethanol vapor pressure of 0.05 Pa and different acceler-
ating voltages at the substrate holder. The temperature
of the substrate holder was 350°C. The microwave
power of the plasma source was 250 W. The thickness
of the deposited films varied from 0.25 to 0.30 µm.
According to the x-ray diffraction analysis, the films
predominantly contained a finely crystalline graphite
phase (interplanar spacing d = 3.36 Å [7]). 

Figure 1 depicts typical dependences of the emis-
sion current density on the electric field strength in a
diode structure based on graphite-like carbon films
grown at different accelerating potentials. The distance
between the sample and the anode was equal to
120 µm. The lowest emission threshold was observed
for carbon films grown at an accelerating potential of
+300 V at the substrate holder. 

The curves shown in Fig. 1 were used to calculate
the amplification factor K of the electric field in the
microdiode. This factor is equal to the ratio of the elec-
tric field strength E1 at a single protrusion in the
microdiode gap to the electric field strength E in the
same gap, which is determined by the cathode–anode
potential difference and the interelectrode spacing
without regard for the film roughness in the gap:
004 MAIK “Nauka/Interperiodica”
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K = E1/E. In order to calculate the amplification factor
of the electric field, the dependences shown in Fig. 1
were represented in the form of an analytical relation-
ship between the emission current density j and the elec-
tric field strength E in the microdiode gap [8], that is, 

where A and B are coefficients. 
From the same dependences plotted in the Fowler–

Nordheim coordinates 

we determined the slopes of the experimental curves.
These slopes and the amplification factors K are related
by the expression 

Figure 2 shows the amplification factor of the elec-
tric field in the diode structure, the measured surface
electrical resistance, and the mean height of micropro-
trusions on the surface of the carbon films as a function
of the accelerating potential in the course of the film
synthesis. The mean height of microprotrusions for
three different regions of the film surface was deter-
mined with the data processing program package (for
the atomic-force microscope). The typical AFM images
of the surfaces of the carbon films grown at different
accelerating potentials are given in Fig. 3. As can be
seen from Figs. 1 and 2, the more positive the acceler-
ating potential at the substrate holder and the higher the
surface electrical resistance of the grown films, the
lower the threshold values of the electric field strengths
corresponding to an efficient field emission from graph-
ite-like films and the larger the amplification factors of
the electric field at the tips of the emitting structures.
Note that the dependence of the size of the microcrys-
tallites on the carbon film surface on the potential at the
substrate holder is nearly symmetric with respect to
zero potential. 

For the purpose of elucidating how the surface mod-
ification affects the emission properties of the carbon
films, the films were subjected to treatment with argon
ions and metal impurity doping. In experiments on
metal (cadmium) impurity doping, the carbon film on a
glass substrate was mounted in a grounded substrate
holder positioned perpendicularly to a plasma stream in
a vacuum plasma setup. The sputtered metal platelike
target was located at a distance of 1.5–2.0 cm and an
angle of 120° to the substrate holder. Cadmium was
deposited in a microwave gas discharge plasma in an
argon atmosphere at a pressure of 0.05 Pa and an accel-
erating potential of 80–90 V. The thickness of the
deposited cadmium layer was equal to 10 nm. After the
cadmium deposition, the sample was heated to 180–
200°C for 2 h in the same setup at a residual pressure of
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1 Pa in the vacuum chamber in order to provide diffu-
sion of the cadmium into the carbon film. Thereafter,
the film was exposed to an argon plasma beam with the
aim of removing the remaining cadmium from the sur-
face. Cadmium was removed at an accelerating poten-
tial of 150 V at the substrate holder for a time equal to
the time of deposition of a cadmium layer. 

The influence of the dopant on the electronic prop-
erties of the surface was analyzed using three groups of
samples, namely, carbon films doped with cadmium
according to the above procedure (Fig. 4a), carbon
films treated in the argon plasma without doping
(Fig. 4b), and the initial carbon films (Fig. 3b). The
graphite-like films grown at an accelerating potential of
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Fig. 1. Typical dependences of the emission current density
j on the electric field strength E in a diode structure based
on graphite-like carbon films grown at accelerating poten-
tials U = (1) +300, (2) +200, (3) +100, (4) –100, (5) –300,
and (6) –200 V. The diode gap is 120 µm. 
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Fig. 2. Dependences of (1) the mean height h of micropro-
trusions on the surface, (2) the amplification factor K of the
electric field in the microdiode with a gap of 120 µm, and
(3) the surface electrical resistance r of the carbon films on
the accelerating potential U at the substrate holder in the
course of film synthesis. 
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–300 V at the substrate holder served as the initial films.
It can be seen from Fig. 1 that the initial films possess
the minimum surface electrical resistance but the low-
est emissive power as compared to those of the films
grown under other conditions. 

Figure 5 shows typical experimental dependences of
the field emission current on the electric field strength
in the microdiode with a gap of 120 µm for three groups
of samples. As can be seen, the emissive power of the
films substantially increases upon doping with cad-
mium and decreases after treatment in the low-energy
argon plasma. 

The effect of cadmium doping and treatment of
undoped carbon films in the low-energy argon plasma
on the amplification factor of the electric field in the
microdiode gap is illustrated in Fig. 6. The amplifica-
tion factors for all groups of carbon films were calcu-
lated under the assumption that the work functions of
the films were identical and equal to the work function
of graphite. It can be seen that the field amplification
coefficient for all microdiode gaps depends on the pro-
cedure of modifying the sample surface. 

X

Y

Z

Y

X

(a)

(b)

Z

Fig. 3. Typical AFM images of the surfaces of the carbon
films grown at accelerating potentials of (a) +300 and
(b) −300 V. The scale divisions along the X, Y, and Z axes are
equal to 1 µm, 1 µm, and 10 nm, respectively. 
P

3. DISCUSSION 

The experimental results demonstrate that intensive
electron bombardment during the growth of graphite-
like carbon films is of crucial importance in decreasing
the threshold field strength of the field emission from
these films. An increase in the field emission efficiency
is accompanied by an increase both in the amplification
factor of the electric field at the tips of the emitting
structures and in the surface electrical resistance of the
films. These quantities are characterized by asymmetric
dependences on the accelerating potential at the sub-
strate holder (Fig. 2). Actually, depending on the sign of
the potential at the substrate holder, the field amplifica-
tion factor changes almost twofold, namely, from 800
at a potential of –300 V to 1500 at a potential of +300 V.
On the other hand, the dependence of the microcrystal-
lite size on the potential at the substrate holder is nearly
symmetric with respect to zero potential. Consequently,
the geometric (size) factor of the electric field amplifi-
cation at the emitter tips cannot be responsible for the
asymmetric dependence of the field emission properties
of carbon nanocrystallites on the potential at the sub-
strate holder during their synthesis. Therefore, these
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Y

Z

(a)

(b)

Fig. 4. AFM images of the surfaces of the carbon films
(a) doped with cadmium and (b) treated in a low-energy argon
plasma without doping. The scale divisions along the X, Y, and
Z axes are equal to 1 µm, 1 µm, and 10 nm, respectively. 
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findings indicate that, although the geometric parame-
ters of the microcrystallites grown under different con-
ditions are identical, they can have different structures. 

The emission current density and the strength of the
macroscopic field of the efficient field emission from
nanocrystalline carbon films grown in the course of
intensive electron bombardment (Fig. 1) are close to
those of carbon nanotube films [9]. This can be
explained by the fact that the microstructure of the pre-
pared films involves nanocrystallites consisting of sev-
eral tens of ordered atomic microsheets of graphite-like
carbon whose electronic structure is similar to the elec-
tronic structure of carbon atoms at the ends of open
nanotubes. These nanotubes are composed of the same
atomic sheets rolled up into tubes and are predomi-
nantly orientated perpendicularly to the substrate plane.
The spatial orientation of the nanocrystallites is con-
firmed by the fact that the amplification factor of the
electric field at the tips and the emissive power correlate
with the surface electrical resistance of the graphite-
like carbon films prepared under intensive electron
bombardment of the growth surface (Fig. 2). 

Earlier [10], we showed that the deposition rate of
carbon films and their roughness in the course of high-
vacuum microwave plasma deposition are governed, to
a large extent, by the energy and type of charged parti-
cles bombarding the films during the growth. Low neg-
ative potentials at the substrate holder (from 0 to
−200 V, Fig. 2) provide nearly ideal conditions for
growth of graphite films through the layered mecha-
nism. This is associated with the absence of supersatu-
ration of atomic carbon in the gaseous phase and the
high surface mobility of carbon atoms due to a change
in the potential relief of the surface under low-energy
ion bombardment. Moreover, this is supported by the
fact that the graphite-like films which were grown at
negative potentials at the substrate holder and pos-
sessed a higher electrical conductivity but a low emis-
sive power also had a better metallic luster typical of
single-crystal graphite. 

For positive potentials of higher than +100 V at the
substrate holder, the bombardment of the surface with
electrons and negative ions leads to an increase in the
electron current passing through the substrate and,
hence, to an increase in the sticking coefficient of car-
bon atoms; as a result, the nucleation is enhanced and
the growth of the graphite-like film becomes more cha-
otic. This manifests itself in an increase in the number
and size of particular nanocrystallites that are misori-
ented with respect to the direction of the layered growth
and most likely represent a set of nanosheets made up
of carbon atoms forming a hexagonal lattice. Since the
electrical properties of graphite are anisotropic, this
growth is attended by an increase in the surface electri-
cal resistance of the film and the emissive power per-
pendicular to the film surface. According to our exper-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 2      200
imental data, the emissive power of the carbon films
becomes close to that of carbon nanotube films. 

For sufficiently high negative accelerating potentials
(higher than –200 V), the increase in the roughness of
the graphite-like carbon films is caused by their etching
with hydrogen ions and hydrogen atoms that come
from the ethanol vapor plasma and penetrate into the
surface layers. The etching (erosion) processes are ini-
tiated in regions initially involving growth surface
defects [11], such as atomic vacancies or growth steps.
In the regions where one or several carbon bonds are
dangling, hydrogen more readily enters into the chemi-
cal reaction and forms a volatile hydrocarbon com-
pound. This is accompanied by the removal of carbon
atoms from the upper layer and, as a consequence, the
formation of the roughness. The carbon atoms located
along the roughness boundary become potential centers
of electron emission. Note that this mechanism of for-
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Fig. 6. Effect of cadmium doping and treatment of carbon
films in an argon plasma on the amplification factor of the
electric field in the microdiode gap: (1) the cadmium-doped
carbon film, (2) the initial carbon film, and (3) the carbon
film treated in an argon plasma. 
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mation of the roughness in the carbon film does not
affect the electrical conductivity anisotropy. Therefore,
in the case when the negative potentials at the substrate
holder are relatively high during the growth of the
graphite-like film in the microwave gas discharge
plasma, an increase in the emission power correlates
only with the roughness as a constant or decreasing lon-
gitudinal electrical resistance of the film (Fig. 2). The
electronic surface properties of these films are more
uniform; specifically, the field amplification factors and
the field emission thresholds of the films grown under
the above conditions are less than those of the films
synthesized at positive potentials at the substrate
holder. 

As follows from the experimental data, the surface
modification upon exposure to argon ions either does
not change or even decreases the field amplification
factor. At the same time, the doping with cadmium
results in a substantial increase in the field amplifica-
tion factor. This fact indicates that the work function of
the carbon films doped with cadmium decreases,
because the surface roughnesses and the related geo-
metric factors of electric field amplification for all three
groups of samples remain virtually unchanged after
doping and treatment of the films in the low-energy
argon plasma. This was confirmed by examining the
surfaces of the carbon films with the use of a scanning
atomic-force microscope. 

The comparative analysis of the current–voltage
characteristics in the Fowler–Nordheim coordinates [8]
demonstrated that the work function decreases by
approximately 20% for the carbon films doped with
cadmium and increases by approximately 2% for the
films treated in the low-energy argon plasma as com-
pared to the work function of the initial carbon films. 

Thus, apart from the topographic amplification of
the electric field on the surface of the nanocrystalline
carbon film, the decrease in the work function is asso-
ciated with the nature of surface roughness, the struc-
ture of carbon emission centers (which depend on the
deposition conditions in the microwave gas discharge
plasma), and the electrical properties of the nanostruc-
tured material, such as the electrical conductivity (in
P

the direction of emission current) increasing the effi-
ciency of electron transfer to emission centers inside
the solid.
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Abstract—The dynamics of solitary plane waves in graphite layers and supersonic acoustic solitons in an ideal
single-layer carbon nanotube are numerically studied. It is shown that stable solitary waves exist only in flat
graphite layers. In nanotubes, only soliton-like excitations can exist and their supersonic motion is always
accompanied by phonon emission. The lifetime of such excitations depends on their energy and on the nanotube
radius. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Carbon nanotubes are cylindrical macromolecules
with a diameter exceeding half a nanometer and a
length of up to several microns. Similar structures were
obtained more than 50 years ago through thermal
decomposition of carbon oxide at an iron contact [1].
However, nanotubes themselves were obtained only ten
years ago as by-products of the synthesis of fullerene
C60 [2]. Carbon nanotubes now attract attention due to
their unique properties [3]. A nanotube is a quasi-1D
molecular structure with pronounced nonlinear proper-
ties. It was shown in [4] that in the continuum approxi-
mation the nonlinear dynamics of such structures can
be described by the Korteweg–de Vries equation, i.e.,
that supersonic longitudinal compression solitons can
exist in nanotubes.

The aim of this paper is to study numerically the
motion of supersonic acoustic solitons in single-wall
carbon nanotubes. If the nanotube radius is infinitely
increased, the nanotube assumes the form of a flat
graphite layer and acoustic waves in it become plane
waves in the layer. It is shown that stable solitary waves
(solitons) exist only in flat layers. Supersonic motion of
such excitations in carbon nanotubes is always accom-
panied by continuous phonon emission; this emission is
due to the variation in the nanotube diameter in the
region of localization of the excitation, and its intensity
decreases with increasing nanotube radius. Phonon
emission results in the decay of supersonic solitons;
therefore, they have a finite lifetime.

2. STRUCTURE OF GRAPHITE LAYERS

A graphite layer is a plane covered by regular hexa-
gons with carbon atoms at their vertices (Fig. 1a). In
1063-7834/04/4602- $26.00 © 20383
this two-dimensional lattice, each carbon atom is
bonded to the three neighboring atoms by valence
bonds, which form regular hexagons. It is convenient to
denote lattice sites by the two indices i and j. Let xi, j,
yi, j, zi, j be the coordinates of the lattice site with the cor-
responding indices. In equilibrium, we have

(1)

where ax = ρ0 /2, ay = 3ρ0/2, and ρ0 is the equilib-
rium valence bond length.

Here and in what follows, we take into account only
the interaction between the nearest neighbor carbon
atoms connected by valence bonds and we describe the
interaction itself by the many-particle Brenner potential
[5]. To specify the electrostatic interaction energy
between two carbon atoms with two-dimensional indi-
ces i and j, we must also know the positions of other
carbon atoms bonded to these two atoms. Let rij be the
bond length and let θi, 1, θi, 2, θj, 1, and θj, 2 be the angles
formed by the valence bonds (Fig. 2).

Then, the interaction energy is

(2)

where the repulsive part of the potential is

the attractive part is
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Fig. 1. Structure of (a) a flat graphite layer, (b) carbon nan-
otube with chirality (10, 10), and (c) reduced one-dimen-
sional chain used to describe the propagation of symmetric
plane waves.
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Fig. 2. Carbon structure in the vicinity of the valence bond
between carbon atoms i and j (schematic).
P

and the parameters are r0 = 1.315 Å, D = 6.325 eV, β =
1.5 Å–1, and S = 1.29. We also have

where

and the parameters are a0 = 0.011304, c0 = 19, d0 = 2.5,
and δ = 0.80469.

To find the equilibrium valence bond length in the
graphite lattice described by Eq. (1), it is necessary to
solve the minimum problem

  (3)

with the constraints θi, 1 = θi, 2 = θj, 1 = θj, 2 = 2π/3. The
numerical solution of problem (3) yields R0 = 1.419 Å,
which is in good agreement with the experimental
valence bond length |CC | = 1.42 Å. The valence bond
energy is E0 = –Uij(R0) = 4.92 eV.

3. DISPERSION EQUATION FOR PLANE WAVES 
IN A GRAPHITE LAYER

Let us consider a symmetric plane wave propagating
along the x axis in a graphite layer. For such motion, all
sites with the same value of index i always have equal
displacements, xi, j ≡ xi, yi, j ≡ yi, zi, j ≡ zi. Therefore,
instead of the dynamics of a two-dimensional lattice
(Fig. 1a), it suffices to consider the dynamics of a
reduced one-dimensional chain (Fig. 1c) described by
the Hamiltonian

(4)

where M = 12mp is the mass at a site of the reduced
chain (double the carbon atomic mass) and mp =
1.67261 × 10–27 kg is the proton mass. The position vec-
tor ri = (xi , yi , zi) specifies site i, and the intersite inter-
action potential is

(5)

Here, the potential Ui, 1 is given by Eq. (2) and describes
the valence bond between the sites (i – 1, j) and (i, j) of
the layer j, the potential Ui, 2 describes the bond
between the sites (i, j) and (i, j + 1), and the potential
Ui, 3 describes the bond between the sites (i, j) and
(i + 1, j).
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Using Hamiltonian (4), we obtain the following sys-
tem of equations of motion:

(6)

where

For convenience, we pass from the absolute coordi-
nates ri(t) to the relative displacements ui(t) = ri(t) –

, where  is the equilibrium position of site i. We
use a linear approximation in analyzing low-amplitude
vibrations. Therefore, for small displacements |ui | !
ρ0, we go from the nonlinear system of equations of
motion (6) to the linear system

(7)

where B1 = F11 + F22 + F33 + F44, B2 = F12 + F23 + F34,
B3 = F13 + F24, and B4 = F14 are matrices, with

We seek the solution of system (7) in the form of a
wave,

(8)

where ω is the wave frequency, A is the amplitude vec-
tor, and q ∈  [0, π] is the dimensionless wave number.
After substituting Eq. (8) into the linear system (7), we
obtain the dispersion equation

(9)

where E is the unit matrix.
The dispersion equation (9) is a third-order polyno-

mial with respect to ω2. The corresponding algebraic
curve has three branches: 0 ≤ ωz(q) ≤ ωy(q) ≤ ωx(q)
(Fig. 3a). The first branch ω = ωz(q) describes the dis-
persion of transverse plane waves in the graphite layer,
with the lattice sites being displaced from the layer
plane along the z axis. The second branch ω = ωy(q)
corresponds to dispersion of transverse plane waves
with the lattice sites remaining in the plane of the two-
dimensional lattice and moving along the y axis. The
third branch ω = ωx(q) corresponds to dispersion of
plane longitudinal waves with the lattice sites remain-
ing in the plane of the two-dimensional lattice and mov-
ing along the x axis.

The dispersion curves are shown in Fig. 3a. All three
frequencies vanish for the wave number q = 0 and
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+ F3 ri 2– ri 1– ri ri 1+, , ,( ) F4 ri 3– ri 2– ri 1– ri, , ,( ),+

Fk
∂

∂rk

-------U ri r2 r3 r4, , ,( ), k 1 2 3 4., , ,= =

ri
0 ri

0

M u̇̇i– B1ui B2 ui 1– ui 1++( ) B3 ui 2– ui 2++( )+ +=

+ B4 ui 3– ui 3++( ),

Fkl
∂2

V
∂uk∂ul

---------------- 0 0 0 0, , ,( ), k l, 1 2 3 4., , ,= =

ui t( ) A i qi ωt–( )[ ] ,exp=

B1 2 q( )B2cos 2 2q( )B3cos 2 3qB4cos ω2
E–+ + +

=  0,
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increase monotonically with q. Their maximal values
are reached at q = π and are equal to ωx(π) = 121 cm–1,
ωy(π) = 97 cm–1, and ωz(π) = 54 cm–1. The velocities of
the corresponding long-wavelength phonons are found
to be

for plane longitudinal phonons and

for plane transverse phonons, and the ratio of the veloc-
ities is v y/v x = 0.672. Nonplanar phonons have a zero
velocity,

4. SOLITARY PLANE WAVES
IN A GRAPHITE LAYER

To find a solitary plane wave (soliton), we use the
pseudospectral method [6, 7]. A detailed description of
the application of this method can be found in [8, 9],
where the dynamics of solitary plane waves was numer-
ically modeled for the two-dimensional hexagonal lat-
tice [8] and for the Ih ice crystal [9]. In virtually the
same way, this method can be applied for studying sol-

v x ax ωx q( )/q
q 0→
lim 15 878.5 m/s= =

v y ax ωy q( )/q
q 0→
lim 10 670.7 m/s,= =

v z ax ωx q( )/q
q 0→
lim 0.= =

π/20 π
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Fig. 3. Dispersion curves for (a) a flat graphite layer and
(b) a carbon nanotube with chirality (5, 5): (1) ω = ωz(q),
(2) ω = ωy(q), (3) ω = ωx(q), (4) ω = ωo(q), (5) ω = ωt(q),
and (6) ω = ωl(q).
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P

itary plane waves in graphite layers. Therefore, we omit
the description of the method and directly state the
results.

The pseudospectral method can give an unambigu-
ous answer to the problem of existence of wide soli-
tons, as well as of narrow solitons, whose width is com-
parable to the chain period. For relative displacements
ui(t), the system of equations of motion (6) takes the
form

(10)

We seek the solution of the system of nonlinear equa-
tions (10) in the form of a solitary wave of stationary
profile ui(t) = u(ξ) = (ux(ξ), uy(ξ), uz(ξ)), where the
wave variable is ξ = axt – v t. The vector function u(ξ)
determines the shape of the wave propagating along the
x axis with constant velocity v ; as ξ  ±∞, the deriv-
atives of all three components of this function must
tend to zero, u'  0 (solitariness condition).

Numerical analysis of the system of nonlinear equa-
tions (10) showed that only solitary waves of longitudi-
nal compression can exist in a flat graphite layer and
that their supersonic dimensionless velocities lie in the
finite interval 1 < s = v /v x < s2 = 1.48.

The soliton wave u is characterized by the energy

and by the vector amplitude A = (Ax , Ay , Az), where

For all allowed values of the solitary-wave velocity, the
site displacements occur in the lattice plane, i.e., Az = 0.
The wave energy E increases monotonically with prop-
agation velocity (Fig. 4a). The amplitude Ax of lattice
compression along the x axis also grows monotonically
for 1 < s < s1 = 1.39 (Fig. 4b). Moreover, the displace-
ment amplitude Ay = 0; i.e., the lattice sites are only dis-
placed along the x axis. This component of the dis-
placement has the form of a soliton wave (Fig. 5a). For
velocities in the interval s1 < s < s2, the second compo-
nent of the site displacement is also nonzero. Moreover,
only the amplitude Ay increases monotonically with

M u̇̇i–

=  F1 ui ui 1+ ui 2+ ui 3+, , ,( ) F2 ui 1– ui ui 1+ ui 2+, , ,( )+

+ F3 ui 2– ui 1– ui ui 1+, , ,( ) F4 ui 3– ui 2– ui 1– ui, , ,( ),+

i 0 1± 2± …., , ,=

E
1
2
---Mv

2 u' iax( ) u' iax( ),( )




i

∑=

---+ V u i 1–( )ax( ) u iax( ) u i 1+( )ax( ) u i 2+( )ax( ), , ,[ ]




Ax ux ξ 1+( ) ux ξ( )–[ ]
ξ

max ,=

Ay uy ξ 1+( ) uy ξ( )–[ ]
ξ

max ,=

Az uz ξ 1+( ) uz ξ( )–[ ]
ξ

max .=
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velocity and now the displacements look like a solitary
wave in two components, x and y (Fig. 5b).

Numerical integration of the system of equations (10)
showed that plane soliton waves are stable for all values
of the dimensionless velocity in the range 1 < s < s2.
They propagate along the chain with constant velocity
and completely conserve their initial shape. It was
shown in [8] that the plane soliton wave in a two-
dimensional hexagonal lattice can propagate in any
direction (only the maximum velocity depends on the
direction of propagation).

5. STRUCTURE OF CARBON NANOTUBES

An ideal single-wall carbon nanotube (Fig. 1b) is a
cylindrically convoluted flat graphite layer ribbon. The
direction of the convolution determines the chirality of
a carbon nanotube, denoted by the set of symbols
(m, n). For convenience of calculation, we consider car-
bon nanotubes with equal chirality symbols (m, m).
Note that all results obtained are also valid for any car-
bon nanotube, regardless of the symbols (m, n).

Carbon nanotubes with chirality (10, 10) are most
stable. Such a nanotube is shown in Fig. 1b. The equi-
librium positions of carbon atoms in the infinite (m, m)
nanotube are

(11)

where the subscripts i (i = 0, ±1, ±2,…) and j (j = 1, 2,
…, m + m) define the positions of the sites in the nano-
tube along the longitudinal and transverse directions,
respectively; ∆x is the longitudinal step; and R is the
nanotube radius. The angles are

where ∆ϕ is the angle of transverse displacement. Sta-
tionary values of the parameters ∆x0, R0, and ∆ϕ0 corre-
spond to minima of the function

where E1 is the energy of the valence bond between
sites (1, 1) and (1, 2) given by Eq. (2), E2 is the bonding
energy between sites (1, 1) and (2, 1), and E3 is the
bonding energy between sites (1, 1) and (0, 1). The val-
ues of ∆x0, R0, and ∆ϕ0 and the energy of the valence
bond E0 are given in Table 1. As m  ∞, the radius of
the nanotube tends to infinity and the nanotube
becomes a two-dimensional lattice (graphite layer).

6. DISPERSION EQUATION
FOR LONGITUDINAL WAVES IN A NANOTUBE

Let xi, j, yi, j, and zi, j be the coordinates of site (i, j) in
the nanotube. We pass from Cartesian coordinates to
cylindrical coordinates hi, j, ri, j, and φi, j:

xi j,
0

i∆x, yi j,
0

R ϕ i j, , zi j,
0

cos R ϕ i j, ,sin= = =

ϕ i j, j 1–( ) π
m
---- 1

2
--- 1 1–( )i j+

–[ ]∆ϕ ,–=

E ∆x R ∆ϕ, ,( ) 1
3
--- E1 E2 E3+ +( ),=
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(12)

(in equilibrium, we have hi, j = 0, φi, j = 0, ri, j = 0). Next,
we assume that the displacements of atoms with the
same second indices j are equal, i.e., that

Then, the Hamiltonian assumes the form

(13)

where

Here, the potential Ui, 1 is given by Eq. (2) and describes
the valence bond between the sites (i – 1, j) and (i, j) of
the nanotube, the potential Ui, 2 describes the bond
between the sites (i, j) and (i, j + 1), and the potential
Ui, 3 describes the bond between the sites (i, j) and
(i + 1, j).

It is convenient to analyze low-amplitude vibrations
by introducing orthogonal local coordinates:

In these coordinates, the Hamiltonian of the system has
the form

(14)

xi j, i∆x hi j, ,+=

yi j, R ri j,+( ) ϕ i j, φi j,+( ),cos=

zi j, R ri j,+( ) ϕ i j, φi j,+( )sin=

hi j, hi, ri j, ri, φi j, φi.≡ ≡ ≡

H
1
2
---M ṙi

2 R ri+( )2φ̇i
2

ḣi
2

+ +[ ] Vi+
 
 
 

,
i

∑=

Vi V ri 1– φi 1– hi 1– ; ri φi hi; ri 1+ φi 1+ hi 1+ ;, , , , , ,(=

ri 2+ φi 2+ hi 2+, , ) Ui 1, Ui 2, Ui 3, .+ +=

ui 1, R ri+( ) φicos R,–=

ui 2, R ri+( ) φi,cos=

ui 3, hi.=

H
1
2
---M u̇i u̇i,( ) V ui 1– ui ui 1+ ui 2+, , ,( )+

 
 
 

,
i

∑=

Table 1.  Dependence of the longitudinal step ∆x0, radius R0,
angle of transverse displacement ∆ϕ0, and energy of one
valence bond E0 on chirality symbols (m, m) of the nanotube

m ∆x0, Å R0, Å ∆ϕ0, deg E0, eV

5 1.23387 3.42 11.89 4.8655

7 1.23153 4.76 8.53 4.8912

10 1.23036 6.79 5.99 4.9048

15 1.22975 10.18 4.00 4.9120

20 1.22954 13.56 3.00 4.9146

30 1.22939 20.34 2.00 4.9164

50 1.22932 33.89 1.20 4.9173

100 1.22929 67.77 0.60 4.9177

∞ 1.22928 ∞ 0 4.9178
4
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Table 2.  Dependence of the limiting values of the frequencies ωl(0), ω0(π), ωt(0), and ωl(π) (cm–1) and velocities of long-
wavelength phonons v t and v l (m/s) on chirality symbols (m, m) of the nanotube

m ωl(0) ω0(π) ωt(π) ωl(π) v t v l

5 24.5 56.7 94.7 120.6 10442.3 15766.1

7 17.6 55.5 95.6 120.8 10551.5 15782.8

10 12.4 54.9 96.1 120.9 10611.4 15792.9

15 8.3 54.5 96.4 120.9 10644.2 15798.5

20 6.2 54.3 96.5 121.0 10655.7 15808.2

30 4.1 54.2 96.6 121.0 10664.0 15820.7

50 2.5 54.2 96.6 121.0 10668.3 15848.5

100 1.2 54.2 96.6 121.0 10670.1 15877.1

∞ 0 54.2 96.6 121.0 10670.7 15878.5
where ui = (ui, 1, ui, 2, ui, 3). In the linear approximation,
the system of equations (7) corresponds to Hamilto-
nian (14).

We again search for a solution of the linear system
in the form of a linear wave (8). Then, the dispersion
equation with respect to the frequency squared ω2 is a
cubic equation. The corresponding algebraic curve has
three branches, 0 ≤ ωo(q) ≤ ωt(q) ≤ ωl(q) (Fig. 3b). The
first branch ω = ωo(q) describes optical (transverse)
nanotube vibrations, for which the strains are mostly
due to variations in the local radius ri. The second
branch ω = ωt(q) describes torsional nanotube vibra-
tions, for which the strains are due to variations in the
local angles φi and the third branch ω = ωl(q) corre-
sponds to longitudinal vibrations, for which the strains

0

1

2

3

4

U
c(

ρ)
, e

V

(a)

(b)

0–1 1 2 3 4 5
ρ

0

0.4

0.8

(R
–

R
0)

/m
, Å

Fig. 6. Variations in (a) the strain energy Uc and (b) radius
R(m, m) of the nanotube (m = 5, 10, 20) as a function of the
compression ρ of the nanotube step.
P

are due to variations in the local longitudinal displace-
ments hi. Note that, for small values of the dimension-
less wave number q, the frequencies ωo(q) and ωl(q)
correspond to longitudinal and transverse vibrations of
the nanotube, respectively.

The dispersion curves are shown in Fig. 3b. For q =
0, the frequencies ωo(q) and ωt(q) vanish and ωl(q) > 0.
The frequency ωl(q)  0 as the nanotube radius
increases. The frequencies increase monotonically with
q and reach their maximum values for q = π. We define
the velocity of long-wavelength torsional phonons as

and the velocity of longitudinal phonons as

The dependences of the limiting values of frequencies
and velocities of long-wavelength phonons v t and v l on
chirality symbols (m, m) for carbon nanotubes are given
in Table 2.

With increasing index m (i.e., with increasing radius
R), a carbon nanotube becomes a flat layer and the dis-
persion curves ωo(q), ωt(q), and ωl(q) approach the cor-
responding curves ωz(q), ωy(q), and ωx(q) for a flat
layer. To put it differently, we have ωo(q)  ωz(q),
ωt(q)  ωy(q), ωl(q)  ωx(q), v t  v y, and
v l  v x as m  ∞.

7. SOLITON-LIKE NANOTUBE EXCITATIONS

To analyze the nonlinear nanotube dynamics, it is
useful to consider its effective potential of longitudinal
compression,

which describes the variation of the valence bond
energy of the nanotube when each longitudinal bond is
stretched by ρ. When the nanotube is stretched, both its
energy and its radius are changed. The effective poten-

v t ∆x ωt q( )/q
q 0→
lim=

v l ∆x ωo q( )/q.
q 0→
lim=

Uc ρ( ) = E ∆x0 ρ R ∆ϕ, ,+( ) E ∆x0 R0 ∆ϕ0, ,( )–[ ] ,
R ∆ϕ,
min
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tial Uc(ρ) and the nanotube radius R are shown in Fig. 6
as functions of longitudinal compression ρ. It is seen in
Fig. 6 that in the ground state we have ρ = 0, the radius
of the spiral is R = R0, and the strain energy is Uc(0) =
0. Both compression and stretching of the nanotube
increase its radius. The shape of the Uc(ρ) curve indi-
cates that the nanotube has a pronounced negative
anharmonicity; namely, the strain energy increases
much faster for compression of the nanotube than for
stretching.

The negative anharmonicity indicates that super-
sonic solitons of longitudinal compression can exist in
the nanotube. This was noted for the first time in [4],
where it was shown that, in the continuum approxima-
tion (without taking into account variations in the nan-
otube radius), the nanotube nonlinear dynamics can be
described by a Korteweg–de Vries equation having
soliton solutions.

Let us also consider the one-dimensional effective
torsional potential of the nanotube,

which describes the nanotube energy variation when
each link of the nanotube is twisted by angle φ. The tor-
sional potential is shown in Fig. 7, from which we can
see that the nanotube has negative anharmonicity of the
fourth order with respect to the angular variable. This
anharmonicity does not ensure the existence of acoustic
solitons (soliton solutions can only exist for systems
with positive quartic anharmonicity). Therefore, one
should not expect the existence of torsional solitary
waves in nanotubes.

Using Hamiltonian (13), we obtain the following
equations of motion:

(15)

where the potential energy is

Numerical analysis of the discrete system (15) showed
that, in contrast to the case of a graphite layer, the equa-
tions of motion for a nanotube have no exact solutions
describing the propagation of solitary waves (solitons)
of longitudinal compression along the chain.

Ut φ( ) = E ∆x R ∆ϕ0 ϕ+, ,( ) E ∆x0 R0 ∆ϕ0, ,( )–[ ]
∆x R,
min ,

Mṙ̇i M R ri+( )φ̇i
2

–
∂

∂ri

------P+ 0,=

M R ri+( )2φ̇̇i 2M R ri+( )φ̇i ṙi
∂

∂φi

-------P+ + 0,=

Mḣ̇i
∂

∂hi

-------P+ 0,=

i 0 1± 2± …,, , ,=

P V ri 1– φi 1– hi 1– ; ri φi hi;, , , ,(
i

∑=

r1 1+ φi 1+ hi 1+ ; ri 2+ φi 2+ hi 2+, , , , ).
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The fundamental difference between a flat layer and
a nanotube is that compression of a nanotube modifies
the surface curvature, whereas a graphite layer always
remains flat. If we forbid transverse displacements in
the equations of motion (15) for a nanotube, i.e., if we
set all ri ≡ 0, then exact soliton solutions appear and
describe longitudinal compression solitons in a finite
supersonic velocity range, just as for a graphite layer.
However, if the possibility of transverse displacement
of the sites appears, then these solutions are no longer
exact. Therefore, one can only consider soliton-like
excitations. They move with supersonic velocities v  >
v l, but while moving they always emit longitudinal
acoustic phonons. The emission intensity depends on
the nanotube radius; namely, the smaller the radius, the
greater the emission rate. Accordingly, the energy and
velocity of a moving excitation decrease in time
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Fig. 7. Variation in the strain energy Ut(m, m) of the nano-
tube (m = 5, 10, 20) as a function of torsion angle φ.
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(Fig. 8). Therefore, soliton excitations in carbon nano-
tubes have a finite lifetime, which monotonically
increases with the nanotube radius. The equations of
motion (15) have no solutions describing the propaga-
tion of solitary longitudinal torsional waves along the
nanotube.

Thus, for carbon nanotubes there can be only soli-
ton-like solutions describing the propagation of local-
ized regions of longitudinal compression, which is
always accompanied by phonon emission. To verify
this assumption, we numerically modeled the excita-
tion dynamics in a finite fragment of a nanotube with
fixed ends.

We considered the equations of motion (15) with i =
1, 2, …, 1000 and used the condition of fixed ends by

setting , , and  equal to zero for i = 1 and 1000.
Then, we integrated the system of equations with the
initial conditions corresponding to the ground state

(ri = 0,  = 0, hi = 0,  = 0, φi = 0,  = 0 for i = 2, 3,
…, 1000) with the first link displaced, namely, with
r1(0) = Ar, h1(0) = Ax, and φ1(0) = Aφ. The results of the
numerical integration are shown in Figs. 9 and 10.

The system of equations (15) was numerically inte-
grated using the standard fourth-order Runge–Kutta
method with a constant integration step. The integration
precision was estimated using the conservation of the
total-energy integral (13). For the integration step ∆t =
0.5 × 10–15 s, the energy of the system was conserved to

ṙi ḣi φ̇i

ṙi ḣi φ̇i
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Fig. 9. Distribution of (a) transverse displacements ri,
(b) longitudinal compression ρi = hi + 1 – hi, and (c) energy
Ei for the (10, 10) nanotube at time t = 6 ps. The initial
strains are Ar = 0, Ah = 1 Å, and Aφ = 0. Vertical dotted lines
are the boundaries of the region in which long-wavelength
longitudinal phonons propagate during the numerical inte-
gration.
PH
within six significant digits for the entire time of
numerical integration.

To be specific, let us consider a carbon nanotube
with symbols (10, 10). For longitudinal compression of
the first link by 1 Å (Ar = 0, Ax = 1 Å, Aφ = 0), a localized
region of longitudinal compression appears in the chain
and propagates with a supersonic velocity v  > v l

(Fig. 9). The propagation of this soliton-like excitation
is accompanied by the emission of longitudinal
phonons. In addition, an oscillating wave packet is
formed that propagates with a subsonic velocity v  < v l.
The main part of the initial strain energy is concentrated
in the soliton-like excitation, but then it is completely
spent for phonon emission in further motion.

In the initially twisted nanotube (Ar = 0, Ax = 0, Aφ =
∆ϕ/3), only two oscillating wave packets appear
(Fig. 10). The first one is formed by torsional phonons
and moves with velocity v  = v t; the second one is
formed by longitudinal phonons and moves with a
higher velocity, v  = v l.
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Fig. 10. Formation of two oscillating wave packets caused
by initial torsion of a finite fragment of the (10, 10) nano-
tube (the amplitudes are Ar = 0, Ah = 0, Aφ = ∆ϕ/3). The dis-
tributions of (a) transverse displacements ri, (b) relative
rotations φi + 1 – φi, (c) longitudinal compression ρi = hi + 1 –
hi, and (d) energy Ei along the chain at time t = 6 ps are
shown. Vertical dotted lines are the boundaries of the region
in which long-wavelength torsional phonons and longitudi-
nal strain phonons propagate during the numerical integra-
tion.
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Thus, the numerical modeling of the dynamics of
carbon molecular lattices has confirmed the conclusion
that acoustic solitons do not exist in carbon nanotubes.
There are only soliton-like excitations, whose propaga-
tion is always accompanied by the emission of longitu-
dinal phonons. The emission intensity decreases with
increasing carbon nanotube radius but is never equal to
zero.
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Abstract—The structure of an intermediate carbon phase, the so-called “cubic graphite,” is determined. Close
agreement between the calculated and experimental lattice constants (A = 0.5545 nm), densities (ρ =
2.80 g/cm3), and all lines of the Debye powder pattern indicates that cubic graphite has a simple cubic lattice
formed by C24 fullerene molecules copolymerized by the square faces. © 2004 MAIK “Nauka/Interperiodica”.
Intermediate carbon phases and, in particular, the
so-called “cubic graphite” have been revealed experi-
mentally by many researchers [1–5]. However, the
structures of these phases have not been determined
yet. The possible existence of a C24 molecule and other
three-dimensional carbon networks (in essence,
fullerenes) was predicted by Balaban et al. [6]. In their
comprehensive review of the prefullerene era,
Stankevich et al. [7] stated that, apart from diamond
and graphite, whose structures are well understood,
there exist carbon modifications (up to eight carbine
forms, metallic carbon, carbon C8 (and C24), etc.) that
are described in the literature, but their structures
remain to be elucidated [7]. Similar phases, which are
intermediate in density between diamond-like sphaler-
ite and graphite-like BN, are also observed in boron
nitride [8–10], and their structure is a subject of consid-
erable discussion [2–4, 11].

Cubic graphite was first synthesized by Aust and
Drickamer [1] from natural graphite at temperatures
T = 77 and 296 K and pressures P > 150 kbar; this could
be judged from a sharp increase in the electrical con-
ductivity. It was established that cubic graphite belongs
to the cubic system with lattice constant A = 0.5545 nm,
density ρ = 2.80 g/cm3, and number of atoms per unit
1063-7834/04/4602- $26.00 © 20392
cell Z = 24. Fedoseev et al. [3] synthesized cubic graph-
ite during the preparation of ultrafine diamond powders
from methane and other hydrocarbons. Graphite poly-
crystals of octahedral and cubic form have been
revealed in the Earth’s crust [4] and meteorites.

Smolyar et al. [5] synthesized a carbon phase on a
specially designed high-pressure apparatus at tempera-
tures T > 1000°C and pressures P < 1 GPa. This phase
crystallizes in the cubic system with mean parameters
A = 0.56 nm and ρ = 2.78 g/cm3. The crystals are
opaque and have an octahedral or cubic form. The inter-
mediate hardness is equal to 1–5 GPa. The table pre-
sents the interplanar distances, and Fig. 1 shows the x-
ray diffraction pattern of sample 2 [5]. For comparison,
we also presented available experimental data [12] and
the angles of reflection for the x-ray diffraction pattern.
The angles of reflection were calculated according to
the Wulf–Bragg formula nλ = 2dhklsinθ, where n = 1;
λ = 0.15405 nm (CuKα1 radiation); dhkl = A/(h2 + k2 +
l2)1/2; and h, k, and l are the Miller indices. The results
of the comparison can be summarized as follows: (i) the
data obtained by Aust and Drickamer [1] and Smolyar
et al. [5] are in good agreement and correspond to the
cubic graphite phase and (ii) the x-ray diffraction pat-
terns of the studied samples are characterized by theo-
Interplanar distances dhkl (nm) in the structure of cubic graphite and the calculated 2θhkl angles in the x-ray diffraction pattern
of the simple cubic fullerite C24

hkl dhkl [1, 10] dhkl [3] dhkl [5], 
sample 1

dhkl [5], 
sample 2

dhkl [5],
sample 3 dhkl, calculation 2θhkl, calculation

111 0.3208 0.3192 0.322 0.318 0.316 0.32014 27.84

200 0.2770 0.2730 0.282 0.277 0.287 0.27725 32.26

210 0.2467 0.233 0.252 0.249 0.24798 36.19

220 0.1961 0.1985 0.209 0.1965 0.19605 46.27

221; 300 0.1844 0.1834 0.181 0.182 0.18483 49.26

222 0.1600 0.1653 0.1607 0.1655 0.16007 57.73

321 0.1485 0.1450 0.1451 0.14820 62.63
004 MAIK “Nauka/Interperiodica”
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retical angles of reflection of cubic graphite and, more-
over, exhibit lines of different intensities due to other
intermediate carbon phases.

Since the determination of the structure of cubic
graphite involves considerable experimental difficulties
that have not yet been surmounted, we consider the the-
ory and its implications. It should be noted that it is
hopeless to construct stable molecular crystals from
covalently bonded icosahedral fullerenes, for example,
C20 or C60, except quasicrystals of fullerenes.

All possible cubic unit cells containing 24 carbon
atoms can be constructed in the following manner:
(1) the diamond lattice from eight C3 clusters, (2) the
lonsdaleite lattice from four C6 clusters, (3) the face-
centered cubic lattice from four C6 clusters, (4) the
body-centered cubic lattice from two C12 clusters, and
(5) the simple cubic lattice from a single C24 molecule.
The quantum-chemical calculations carried out in this
work and by other authors [13–15] demonstrate that
configurations of C3 and C6 clusters in the form of
either linear chains or rings are energetically favorable
and stable. These configurations can only be used to
construct either molecular crystals bound through weak
van der Waals forces or polymers. Since their density is
lower than the density of graphite, lattices (1)–(3)
should be rejected as candidates for the structure of
cubic graphite. The other CN clusters, beginning from a
C8 prismane (a polyhedron with eight vertices [14]),
can form bulk cages, but they become stable only
beginning from a dodecahedron with N = 20 [15].
Therefore, C12 clusters, in particular, icosahedra,
should also be rejected because these clusters are meta-
stable and, moreover, have none of the faces necessary
for constructing a lattice.

Thus, the C24 fullerene molecule is a unique candi-
date for the unit cell of cubic graphite (Fig. 2). The
inclusion of the relaxation, for example, in the MNDO
calculations performed in our previous work [16] or in
the MINDO calculations carried out by Stankevich
et al. [17], leads to a slight distortion of the molecular
configuration due to the equilibration of the bonds, but
the molecules remain stable. Moreover, C24 is the
smallest sized molecule satisfying the law of isolated
squares, which, by analogy with the law of isolated
pentagons for the C60 buckminsterfullerene, serves as a
criterion of stability due to the conservation of valence
4 for all atoms of the molecule. The molecule has Th

symmetry and is characterized by the following param-
eters: the atomization energy per atomic pair Ea =
11.875 kcal/mol; the lengths of the bonds shared by two
hexagons and a hexagon–square a6, 6 = 0.138 nm and
a6, 4 = 0.1503 nm, respectively [17]; the mean radius
R = (5/2)1/2aC–C (where aC–C is the length of the C–C
bond); and the radii from the center of the molecule to
the centers of the square face and the hexagonal face
R4 = (2)1/2aC–C and R6 = (3/2)1/2aC–C, respectively.
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The possibility of forming cubic lattices (including
a simple cubic lattice) from B12N12 and C24 molecules
was first predicted in our recent works [18, 19]. The C24

fullerene is the smallest sized polyhedron that has a suf-
ficient number of faces (six squares and eight hexa-
gons) to provide the formation of cubic lattices, includ-
ing a simple cubic lattice in which C24 molecules are
bound by the covalent bonds arising between adjacent
square faces upon copolymerization (Fig. 2). It is rea-
sonable to refer to this lattice as a simple cubic fullerite
C24. In the case when the adjacent hexagons are brought
closer together under pressure, double sp2 bonds break
to form four sp3 hybridized bonds between adjacent
molecules. Consequently, all carbon atoms in the sim-
ple cubic fullerite C24 are linked by sp3 hybridized
bonds, as is the case with diamond.

(321) (222)
(300)
(221)

(220)

(210)
(200)

(111)

20°

30°
40°50°60°

Fig. 1. X-ray diffraction pattern of the cubic graphite sam-
ple (Carbex Ltd., Kiev) obtained by the gas method at T <
1000°C and P < 1 GPa [5].

A

C24

a

Fig. 2. Unit cell of the simple cubic lattice formed by a C24
fullerene molecule [18, 19]. Designations: A is the lattice
constant, and a is the bond length in the molecule. 
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Let us calculate the parameters of the simple cubic
fullerite C24. Under the assumption that the intermedi-
ate bond length for the intermediate phase is the mean
of the bond lengths a6, 6 and a6, 4 in the C24 molecule
(aC–C = 0.14484 nm), we obtain the unit cell parameter
of the simple cubic lattice A = 2R4 + aC–C = 0.5545 nm
and the density ρ = ZmC/A3 = 2.808 g/cm3, where mC =
19.94522 × 10–24 g is the mass of the carbon atom. The
calculated and experimental values of A and ρ are in
almost complete agreement. This cannot be an acciden-
tal coincidence. On the contrary, the coincidence of the
lattice constants, the densities, and the lines of the x-ray
diffraction pattern is convincing proof that the structure
of cubic graphite is the simple cubic fullerite C24. The
spatial angles between the bonds (~90° and ~120°) dif-
fer from the equilibrium value (109.47°). This raises a
problem regarding stability. According to preliminary
first principles calculations, performed by the full-
potential linearized augmented-plane-wave (FLAPW)
method without optimization of the structure, the sim-
ple cubic fullerite C24 is a stable carbon phase, because
the dependence of the total energy on the bond length
aC–C is similar to that of diamond and has a minimum.
The discrepancy between the theoretical and experi-
mental bond lengths is insignificant and is associated
with errors.

Earlier [18, 19], we also predicted the possible for-
mation of “hyperdiamond” with a diamond- or lonsda-
leite-type lattice, whose sites are occupied by C24 mol-
ecules, and body-centered cubic fullerites (bccf), for
example, bccf–Me2–B12N12 and bccf–Me2–C24 (doped
by a light donor Me = Li, Be, etc.), with a density (ρ =
4.11–5.28 g/cm3) higher than that of diamond. More-
over, we predicted the possible formation of other cubic
forms of boron nitride and carbon from B24N24 and C48
fullerene molecules capable of forming simple cubic,
body-centered cubic, and face-centered cubic lattices,
which have not yet been discovered.

Piskoti et al. [20] synthesized hexagonal close-
packed crystals composed of C36 molecules with an
intermolecular distance of 0.668 nm. However, they did
not determine the structure of the crystals synthesized,
because, in the authors’ opinion [20], the thin platelike
samples had a large form factor.

Undoubtedly, the results obtained in the present
work can give a clue to the definite proof of the struc-
ture of cubic graphite and to the identification of other
phases of carbon and boron nitride.

Similar to zeolites, the structure of the simple cubic
fullerite C24 involves a two-dimensional lattice of cylin-
drical nanopores with diameter D = 0.41 nm, which can
be used as molecular sieves. As in the case of mesopo-
rous silicon, the size effect observed at a wavelength
P

λ ~ R can give rise to unusual optical properties, but in
the x-ray range. Probably, the manifestation of this
masking quantum effect makes the determination of the
structure of fullerene-like crystals difficult. Without
doubt, the aforementioned fullerene-like phases of car-
bon and boron nitride will exhibit new interesting prop-
erties and find various applications.
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