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Abstract—Roughness of the interfaces between layers in a multilayer magnetic structure causes frustration of
the exchange interaction between spins. Under certain conditions, frustration brings about the formation of
domain walls (DWs) of a new type, whose parameters are determined by the competition between different
exchange interactions rather than between the exchange and anisotropy energies as is the case with conventional
DWs. Such DWs are much sharper than conventional DWs. The conditions under which micro- (nano-)
domains arise are considered, and magnetic phase diagrams for ferromagnet–nonmagnetic metal–ferromagnet
and ferromagnet–antiferromagnet nanostructures are discussed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Multilayer magnetic structures several nanometers
thick have been attracting considerable research atten-
tion since the discovery of giant magnetoresistance
(GMR) [1], which immediately found wide practical
application. This effect is used, in particular, in reading
heads for gigabyte hard disks in personal computers.
Such heads made it possible to increase the recording
density and, hence, the memory capacity of hard disks.
Multilayer magnetic structures are widely used as mag-
netic-field sensors and are still finding new areas of
application. They offer promise as a basis for nonvola-
tile magnetic random-access memory (MRAM), which
could be expected to take the place of both hard disks
and semiconductor-based RAM.

Multilayer magnetic nanostructures are also of con-
siderable interest from the fundamental point of view.
In the case of such thin layers (ranging in thickness
from several nanometers to several tens of nanometers),
the effect of interfaces is very significant and the prop-
erties of thin layers can differ radically from those of
the corresponding bulk materials. Furthermore, the
condition of the interfaces has been found to dictate the
physical and, in particular, magnetic properties of the
layers. The present review is devoted to this topic.

The review is organized as follows. In Section 2, we
discuss frustration in multilayer magnetic structures.
Section 3 deals with domain walls (DWs) due to frus-
tration and with a phase diagram for the ferromagnet–
nonmagnetic metal–ferromagnet three-layered struc-
ture. The ferromagnet–antiferromagnet two-layer sys-
tem is considered in Section 4, and the ferromagnet–
antiferromagnet–ferromagnet three-layered system is
treated in Section 5. Finally, in Section 6, the main con-
1063-7834/04/4603- $26.00 © 20395
clusions are drawn and lines of further investigations
are proposed.

2. FRUSTRATION IN MULTILAYER 
MAGNETIC STRUCTURES

2.1. Giant Magnetoresistance

Let us briefly consider giant magnetoresistance on
the example of a ferromagnet–nonmagnetic metal–fer-
romagnet three-layer metallic system with ideally
smooth interfaces (Fig. 1). The exchange coupling
between the ferromagnetic (FM) layers is effected
through a paramagnetic spacer layer of thickness d via
the Ruderman–Kittel–Kasuya–Yosida (RKKY) inter-
action. The exchange integral J⊥ (d) in the case of free
electrons has the form [2]

(1)

where J0 is a constant and kF is the Fermi wave vector
of conduction electrons.

Expression (1) takes no account of the specific
shape of the Fermi surface of the nonmagnetic spacer

J ⊥ d( ) J0

2kFd( )sin

2kFd( )2
------------------------,=

Fig. 1. Ferromagnet–nonmagnetic metal–ferromagnet
three-layered system (schematic).
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and the size effects due to finite transverse dimensions
of the layers. These effects have been considered in a
large number of papers (see, e.g., [3–7]). The J⊥ (d)
dependence can also be strongly affected by the pres-
ence of several extremal cross-sectional dimensions of
the complicated Fermi surface resulting in a superposi-
tion of spatial oscillations with different periods. How-
ever, the factors indicated above do not change the
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Fig. 2. Exchange integral of interlayer interaction as a func-
tion of the number of atomic planes in the nonmagnetic
spacer layer.
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Fig. 3. Orientation of the magnetization vectors of FM lay-
ers corresponding to different ranges of values of the exter-
nal magnetic field in the exchange approximation. (a) H =
0, (b) H < Hsat, and (c) H > Hsat.
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Fig. 4. Resistance of a magnetic multilayer structure as a
function of external magnetic field.
PH
oscillatory character of the exchange coupling between
the FM layers.

It should also be noted that the thickness d takes on
discrete values, changing by one atomic layer. The
dependence of J⊥  on the number n of atomic layers is
shown in Fig. 2.

It can be seen from Fig. 2 that J⊥  is negative at cer-
tain values of n. Therefore, the interaction energy Eint
between the FM layers

(2)

is minimal when the magnetizations M1 and M2 of the
layers are antiparallel. It is this magnetization orienta-
tion that is realized in the absence of an external mag-
netic field. When a magnetic field is applied, the mag-
netization of each layer tends to be oriented along the
magnetic field. Therefore, as the magnetic field is
increased, the mutual orientation of the magnetizations
changes from antiparallel to canted (Fig. 3) and then, as
the saturation field Hsat is reached, the magnetizations
become parallel. In the case where the two FM layers
are identical, the magnetizations behave in the same
way as the magnetizations of a mirror-symmetric anti-
ferromagnet in an external magnetic field.

When the mutual orientation of adjacent FM layers
of a three-layer structure (or of a multilayer structure
consisting of alternating FM and nonmagnetic layers)
changes from antiparallel to parallel, the resistance of
the structure decreases by several percent or several
tens of percent; that is, GMR takes place. The typical
dependence of the resistance R0(H) on magnetic field is
shown in Fig. 4.

Naturally, for the values of n at which J⊥  > 0, the
magnetizations of layers are parallel to each other even
in the absence of a magnetic field and GMR does not
occur.

Here, we do not discuss the mechanisms of GMR
and refer the reader to the recent review dedicated to
this subject [8]. It should be noted that many simple
explanations of GMR involve (explicitly or implicitly)
the assumption that the mean free path of charge carri-
ers is less than the layer thicknesses, which is not the
case even at room temperature in the range of layer
thicknesses in question in this review.

2.2. Frustration in a Three-Layered System
with a Nonmagnetic Spacer Layer

The simple pattern of magnetic ordering considered
above occurs in the case with ideally smooth interfaces
between layers. In actuality, the layer interfaces are
rough; i.e., the spacer is not uniform in thickness. In the
case of crystalline layers (to which we will restrict our
consideration), the roughness is due to atomic steps that
arise on the interfaces and change the layer thickness by
one monatomic layer (Fig. 5).

Eint J ⊥ M1 M2,( )–=
YSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



        

NEW TYPE OF DOMAIN WALLS: DOMAIN WALLS CAUSED BY FRUSTRATIONS 397

                                                                           
Let us consider how atomic steps affect the coupling
between FM layers, which is the sum of pairwise
RKKY interactions between atomic spins belonging to
different layers. For this purpose, we should determine
the region that contributes to the molecular field exerted
by one layer on the atomic spin of the other layer.

A simple analysis shows that this region lies oppo-
site the atom and that its size is typically of the order of
the thickness of the nonmagnetic spacer d (Fig. 5). In
other words, the thickness d characterizes nonlocality
of interaction between the layers. Thus, the exchange
interaction between the layers at a given point of the
layer plane is determined not by the local thickness of
the spacer but rather by its thickness in a region whose
dimensions in the spacer layer plane are of the order
of d.

We assume that d is much smaller than the other
length scales characterizing the magnetic ordering in
the structure in question. In other words, we neglect
nonlocality and assume that J⊥ (x, y) ≡ J⊥ (d(x, y)), where
the x and y axes of the Cartesian coordinate system lie
in the layer plane and the z axis is normal to it. The edge
of a step is taken to be parallel to the y axis.

On one side of the step, we have J⊥  = J⊥ (n), and on
the other side, J⊥  = J⊥ (n – 1). If J⊥ (n)J⊥ (n – 1) < 0, frus-
tration occurs in the system. This term is widely used in
describing the properties of spin glasses. In the pres-
ence of frustration, there is no orientation of spins for
which all their pairwise exchange interaction energies
are simultaneously minimal. As the simplest example
of a frustrated system, we can cite three spins situated
at the vertices of a triangle, with all their pairwise inter-
actions being antiferromagnetic (AFM).

In the case considered above, we have a similar sit-
uation. A uniform distribution of order parameters
(magnetizations in our case) over the layers, which
minimizes the exchange energy in each layer, does not
minimize the interaction energy between the layers.

The state that arises in this frustrated system will be
considered in Section 3.

2.3. Frustration 
in the Ferromagnet–Antiferromagnet System

In this system, the short-range Heisenberg exchange
interaction between spins is dominant. In a ferromag-
net–antiferromagnet–ferromagnet three-layered struc-
ture, the FM layers interact via the spins of the antifer-
romagnet; this interaction is much stronger than the
RKKY interaction. Therefore, in treating such systems,
it will suffice to take into account the nearest neighbor
interaction alone. Let us consider the frustration occur-
ring at the interface between an FM and an AFM layer.

The magnetic moment of an antiferromagnet atomic
plane parallel to the interface can be either nonzero or
zero. In the former case, the antiferromagnet surface is
called uncompensated, and in the latter, compensated.
For example, for a cubic mirror-symmetric antiferro-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
magnet, the (111) surface is uncompensated, while the
(100) and (110) surfaces are compensated. In this
review, we consider only the case of an uncompensated
antiferromagnet surface, whose roughness causes frus-
tration, as will be shown below. The system consisting
of an antiferromagnet with a compensated surface and
a ferromagnet is frustrated even if the interface between
them is ideally smooth; therefore, the roughness of this
interface is of no importance in this respect.

Let us consider the perfectly smooth planar inter-
face between a ferromagnet and an uncompensated
antiferromagnet (Fig. 6a). In the ground state and in the
absence of an external magnetic field, the spins in the
ferromagnet are parallel or antiparallel to the spins
located on the top atomic plane of the antiferromagnet
depending on the sign of the exchange integral Jf, af

between neighboring spins belonging to different lay-
ers (Jf, af > 0 corresponds to the parallel orientation).

Now, we consider an atomic step on the interface
between a ferromagnet and an uncompensated antifer-
romagnet (Fig. 6b). The spins of the ferromagnet
located on different sides of the step are in contact with
antiferromagnet spins belonging to different atomic
planes. If the collinear orientation of the FM and AFM
order parameters on one side of the step corresponds to
a minimum of the interface energy, then this energy on
the other side of the step is maximal; therefore, a frus-
tration occurs that is caused by the step.

3. DOMAIN WALLS AND A PHASE DIAGRAM 
OF A FERROMAGNET–NONMAGNETIC 

METAL–FERROMAGNET THREE-LAYERED 
SYSTEM

3.1. A Domain Wall due to Frustration

Let us consider an isolated straight step on one of
the interfaces of the three-layered system (Fig. 5). For
the sake of definiteness, we assume that

(3)

It is clear that far from the step the mutual orientation
of the layer magnetizations must be such that their

J ⊥ x( )
J1 0, x 0<>
J2 0, x 0.><




=

A

d

d

Fig. 5. Atomic step on the interface between layers. The
dot-and-dash curve is the boundary of the region making the
main contribution to the molecular field at point A.
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interaction energy is minimal; that is, the magnetiza-
tions are parallel to each other for x  –∞ and are
antiparallel for x  +∞.

In other words, near the edge of the step a DW arises
that runs through all layers and separates the half-space
where the layer magnetizations are parallel (x < 0) from
the half-space of the antiparallel mutual orientation of
the magnetizations (x > 0).

In this review, we assume that the atomic spins lie in
the layer plane; therefore, no stray demagnetizing fields
arise in the case of perfectly smooth interfaces. The
position of the ith spin is defined by the angle θi

between the spin and the x axis. The order parameter is
assumed not to change in magnitude.

Furthermore, we restrict our consideration to the
exchange approximation neglecting anisotropy in the
layer plane. This approximation is valid if the exchange
energy causing the formation of the DW is much higher
than the anisotropy energy and the DW is much thinner

(a)

(b)

Fig. 6. Interfaces between a ferromagnet and an uncompen-
sated antiferromagnet. (a) Perfectly smooth planar interface
and (b) an interface containing an atomic step.
P

than the conventional DW, whose thickness is dictated
by the balance between the exchange and anisotropy
energies.

The thickness of such a DW of a new type was esti-
mated in [9], and its characteristics were calculated
analytically in [10].

The analytical calculation was performed within a
continuum approximation. As shown below, the charac-
teristic DW thickness is much larger than the thick-
nesses of the layers of the nanostructure at hand. There-
fore, we can assume that the DW thickness does not
vary along the z axis (which is perpendicular to the
layer plane). Thus, the problem becomes one-dimen-
sional in the case of a step with a straight edge.

According to [11], the addition to the exchange
energy between spins in the layers due to nonunifor-
mity of the order parameter (magnetization) is

(4)

where θi is the tilt angle of the order parameter in the ith
FM layer (i = 1, 2), the prime denotes differentiation
with respect to x, and integration is performed over the
surface of the multilayer structure. In order of magni-
tude, the exchange stiffnesses of the layers αi are

(5)

where Ji is the exchange integral between neighboring
spins in the ith layer; Si is the average value of the
atomic spin in this layer; li is the thickness of the ith
layer; and b is the interatomic distance, which we
assume to be the same for all layers.

The interaction energy between the layers in the
mean-field approximation is

(6)

where

(7)

By varying the sum W1 + W2 with respect to θ1 and θ2,
we obtain a set of equations

(8)

with the boundary conditions   0 as x  ±∞,
θi  0 as x  –∞, and |θ1 – θ2 |  π as x  +∞.
The solution to this set of equations is θ2 = –α1θ/(α1 +

W1

α1

2
----- θ1'( )

2 α2

2
----- θ2'( )

2
+ d

2r,∫=

α i JiSi
2
li/b,∼

W2 β x( ) θ1 θ2–( )d
2r,cos∫–=

β x( )
β1 0, x 0<>
β2– 0, x 0,><




~J ⊥ x( )S1S2b
2–
.=

α1θ1'' β θ1 θ2–( )sin– 0,=

α2θ2'' β θ1 θ2–( )sin+ 0=

θi'
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α2) and θ1 = α2θ/(α1 + α2), where θ(x) can be found
from the equations

(9)

Here, α* = α1α2/(α1 + α2) and the constants x1 and x2
can be found from the conditions of continuity of θ(x)
and its derivative θ'(x) at x = 0, which reduces to the
equation

(10)

It is easy to see that, for β1 @ β2, the DW is almost
entirely located in the region x > 0 and, for β1 ! β2, the
DW is in the region x < 0. In the case of α1 = α2, the
spins of different layers rotate in opposite directions
through an angle of 90°. If one of the values of α is
much larger than the other (which corresponds to the
case where one of the FM layers is much thicker than
the other), then the rotation of spins occurs virtually
entirely in the thinner layer, whereas in the thicker layer
the spins deviate only slightly.

The characteristic DW thickness δ is

(11)

where lmin is the thickness of the thinner FM layer. For
l/b ~ 3–5, Ji/J0 ~ 1–10, and d ~ 10 Å, we have δ ~
100 Å, which is much smaller than the DW thickness in
iron (800 Å).

If the thickness of this unusual DW is comparable to
or larger than the thickness of the conventional DW,

then we should include the anisotropy energy  =
−liKicos2θi (for the easy magnetization axis lying in

the layer plane) or  = –liKicos4θi (for the case of a
fourfold axis perpendicular to the layer plane). In this
case, an order-of-magnitude estimation of the DW
thickness gives

(12)

Substituting solution (8) into the functional W1 +
W2, we can find the DW energy integrated over the layer
thicknesses, i.e., the energy per unit length of the DW
line on the layer surfaces. This energy is equal to the
difference between the above-mentioned functional

θ
2
---cos

β1

α*
------- 

 
1/2

x x1+( ) , xtanh– 0,<=

θ
2
---sin

β2

α*
------- 

 
1/2

x x2+( ) , xtanh 0.>=

θ
2
---tan

x 0=

β2

β1
----- 

 
1/2

.=

δ π α*
min β1 β2,( )
---------------------------- 

  1/2

=

∼ π b
Jilmin

J ⊥ b
------------ 

 
1/2

πd
Jilmin

J0b
------------ 

 
1/2

 @ d ,∼

Ea
i

Ea
i

δ πb
1/2– Ji

K J0/d
2
lmin+

------------------------------- 
  1/2

.∼
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and the sum of the energies of the uniform states with
θ = 0 for x < 0 and θ = π for x > 0 and is found to be

(13)

Thus, we have calculated the characteristics of an iso-
lated DW in the ferromagnet–nonmagnetic metal–fer-
romagnet structure.

3.2. Phase Diagram

Now, we investigate the phase diagram for variable
interface roughness [12]. If the characteristic distance R
between atomic steps on the interface between the lay-
ers (giving rise to frustration) is much larger than the
DW thickness δ (R @ δ), then it is energetically favored
for the magnetic layers to break up into domains. The
domains with parallel and antiparallel mutual orienta-
tion of the magnetizations of the FM layers are sepa-
rated by DWs. The structure pattern of the domain is
shown in Fig. 7.

In the opposite extreme case where the characteris-
tic roughness scale is such that R ! δ, domains cannot
form. We restrict our consideration to the case of R @
d, which allows us to use, as before, the local approxi-
mation to J⊥ (r). If R ! d, then J⊥ (r) is effectively aver-
aged over the region of nonlocality to give J⊥ (r) ≈
const.

The transition from the state with R @ δ to the state
with R ! δ can occur as the thickness of the spacer
layer increases, because δ ∝  d. In the case of R ! δ, the
deviations ψi(r) = θi(r) – 〈θi 〉  of the angles θi from
their average values 〈θi 〉  are small, |ψi | ! 1 (i = 1, 2).

Now, we show that these deviations are energeti-
cally unfavorable in the case of 〈θ1〉  = 〈θ2〉 . Indeed, by

σ 4 α*( )1/2 β1
1/2 β2

1/2 β1 β2+( )1/2
–+[ ]=

∼ d
1–
S

2
JiJ0lmin/b[ ] 1/2

b
1–
S

2
JiJ ⊥ lmin/b[ ] 1/2

.∼

Fig. 7. Domains with parallel and the antiparallel mutual
orientation of the magnetizations of FM layers in a three-
layered structure.
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varying the total energy W1 + W2 with respect to ψi, it is
easy to show (following [10]) that ψ1 and ψ2 are
expressed in terms of the variable ψ = ψ1 – ψ2 as

(14)

(15)

When an inhomogeneity occurs with a characteristic
maximal magnetization deviation through an angle ψ0,
the specific energy w1 = W1/σ (σ is the area of the lay-
ers) increases by

(16)

because |∇ψ|  ≈ ψ0/R.
The specific exchange energy between the layers

w2 = W2/σ changes by

(17)

If R ! δ, this gain in energy W2 is lower than the cost in
energy W1; therefore, in the case of 〈θ1 〉  = 〈θ2〉 , we have
ψ1(r) = ψ2(r) = 0.

If 〈θ1 〉  ≠ 〈θ2〉 , then the decrease in W2 is linear in ψ0
and is equal to

(18)

ψ1
α*
α1
-------ψ, ψ2

α*
α2
-------ψ,–= =

W1
α*
2

------- ∇ψ( )2
d

2r.∫=

∆w1 α*
ψ0

R
------ 

 
2

,≈

∆w2 J ⊥ S1S2b
2–

1 ψ0cos–( )–≈

≈ – J ⊥ S1S2b
2– ψ0

2 α*
ψ0

2

δ2
------.–≈

δw2 J ⊥ S1S2b
2– θ1〈 〉 θ 2〈 〉–( )cos[–≈

– θ1〈 〉 θ 2〈 〉– ψ0+( )cos ]

≈ –J ⊥ S1S2b
2– θ ψ0sinsin α*

θsin

δ2
-----------ψ0,–≈

0.1

–0.6

1 10 1000.01
–1.0

–0.2

0.2

0.6

1.0

R/δ

Domains

Antiparallel

Parallel

〈 J 〉 / 〈 J2〉1/2

Noncollinear

Fig. 8. Exchange–roughness phase diagram for a three-lay-
ered system with a nonmagnetic spacer. The region of exist-
ence of the noncollinear state is shown by hatching. The
dotted line is the boundary of the region of existence of
domains.
P

where θ = 〈θ1 〉  – 〈θ2〉 .
By minimizing the total energy, we find the charac-

teristic value ψ0 to be

(19)

and the decrease in the total energy to be

(20)

where lmin is the smallest of the thicknesses l1 and l2 of
the FM layers.

Thus, weak nonuniformities of the magnetization
distributions over the FM layers become energetically
favored in a noncollinear state with θ ≠ 0. However, the
formation of such a state occurs at a cost in energy of
the uniform state because of the term

(21)

Phenomenologically, this term is interpreted as
bilinear exchange. Replacing sin2θ in Eq. (20) by 1 –
cos2θ, we obtain a term proportional to cos2θ, which is
interpreted as the specific biquadratic-exchange energy

(22)

For the case of periodically arranged steps, the form
of the exchange integral JBQ was found in [13]. Note
that the exchange integral JBQ is always negative; that
is, biquadratic exchange favors the occurrence of a non-
collinear state. An order-of-magnitude estimation gives

(23)

A necessary condition for a noncollinear ordered
state with θ ≠ 0 to arise is

(24)

Since |J1| ≈ |J2 | ≈ , we can conclude that, to
within numerical factors of order unity, inequality (24)
is equivalent to the condition

(25)

It is unlikely that the values of J1 and J2 and the total
area occupied by regions corresponding to spacer thick-
nesses d1 and d2, respectively, satisfy the inequality

Therefore, only collinear ordering must occur in
multilayer structures with R ! δ.

ψ0
R

2

δ2
------ θ,sin≈

∆w1 ∆w2
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2〈 〉 S1
2
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2
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The corresponding exchange–roughness phase dia-
gram is shown in Fig. 8. The crosshatched region cor-
responds to a noncollinear phase in which the layer
magnetizations are practically uniform. It is easy to see
that the region of parameter values for which this
approximation (frequently used in the literature) is ade-
quate is very narrow. As the size R increases (i.e.,
roughness decreases), the angle ψ0 of deviation of the
magnetization vector from its average direction
increases and a continuous transition occurs to a micro-
domain state.

3.3. The Behavior in a Magnetic Field

Let us consider the behavior of the different phases
in a magnetic field applied parallel to the layer plane.
The anisotropy in the layer plane is assumed to be neg-
ligible.

For the phase in which the magnetizations of the FM
layers are parallel to each other, narrow square hystere-
sis loops will be observed (Fig. 9a).

In the phase with antiparallel mutual orientation of
the magnetizations of the two identical FM layers, the
total magnetization will increase smoothly with the
magnetic field (Fig. 9b). This behavior is identical to
that of a mirror-symmetric two-sublattice antiferro-
magnet with intersublattice exchange energy β. The
angle between the magnetization vectors of the FM lay-
ers can be found by minimizing the energy:

(26)

where M0 is the magnetization of the FM layers, l is
their thickness, β < 0, and θ is the angle between the
magnetic induction and the magnetic moment of an FM
layer (Fig. 3b).

It is easy to see that saturation occurs in a magnetic
field

(27)

In the region where a microdomain state exists, the
magnetization curve, in a first approximation, will be a
superposition of the curves described above with the
weights corresponding to the volume fractions of the
domains with parallel and antiparallel mutual orienta-
tions of the layer magnetizations (Fig. 9c).

If the structure under study exhibits a magnetization
curve of this type, there is a good probability that this
structure is in a microdomain state. The small cross-
hatched region in Fig. 8 corresponds to another possible
state.

3.4. Experimental Observations

Hysteresis loops similar to that shown in Fig. 9c
have been observed in many studies (see, e.g., [14, 15]).
However, such curves were interpreted in terms of
biquadratic exchange and the magnetic microstructure,

W̃ –2M0lB θcos β 2θ,cos–=

Bsat
2 β
M0l
---------.=
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as a rule, was not examined. Microdomains with paral-
lel and antiparallel mutual magnetization orientations
were observed using spin-polarized low-energy elec-
tron microscopy (SPLEEM) [16]. It was found that the
boundaries between microdomains coincide with the
boundaries of atomic terraces on interfaces. Micro-
domains can also be observed using transmission elec-
tron microscopy [17], spin-polarizing scanning tunnel-
ing microscopy [18], and magnetic-force microscopy.

It is of considerable interest to make in situ measure-
ments of the relief of the layer surface before sputtering
the next layer and then to investigate the magnetic
microstructure, magnetization curves, and magnetore-
sistance.

4. FERROMAGNET–ANTIFERROMAGNET
TWO-LAYER SYSTEM

In contrast to the case considered above, the spins of
the AFM layer in this system are ordered and are char-
acterized by their own exchange stiffness. The type of
DWs caused by frustration essentially depends on the
relationship between the exchange stiffnesses of the
ferromagnet and antiferromagnet (see below).

4.1. Model

We assume that the AFM order parameter L, which
is the difference between the magnetizations of the sub-
lattices, lies in the layer plane and, as before, is speci-
fied by the angle that the vector L makes with the x axis
(|L | = const).

In this case, the contribution to the exchange energy
of each layer coming from nonuniformities in the dis-
tribution of the order parameter over the layer can be
represented in the form [11]

(28)

where integration is performed over the volume of the
layer.

Here, in contrast to the preceding section, the prob-
lem is not one-dimensional. Indeed, the DW thick-
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Fig. 9. Hysteresis loops in the regions of the phase diagram
corresponding (a) to the parallel and (b) antiparallel mutual
orientation of the magnetizations of the FM layers and
(c) to the microdomain state.
4
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nesses, as shown below, are comparable to atomic-scale
lengths in this case and significantly vary with the dis-
tance from the interface. Therefore, even in the case of
an atomic step with an infinite edge, the problem is two-
dimensional.

By varying expression (28) with respect to the
parameter θi, we obtain an equation for the order
parameter in the interior of the ith layer [19],

(29)

In order to find the boundary conditions, one should
write the interaction energy between spins situated near
the interface in the discrete representation and differen-
tiate this energy with respect to the rotation angle of the
particular spin. After passing to the continuum repre-
sentation, we thus obtain

(30)

where  is the two-dimensional Laplacian in the layer

plane,  is the derivative along the outward normal to

the layer, and Jf, af is the exchange constant characteriz-
ing the interaction between spins belonging to different
layers; all distances are measured in units of the inter-
atomic distance b. The plus and minus signs on the
right-hand side of Eq. (30) correspond to spins lying on
different sides of the atomic step at the interface,
respectively. For the free surface, the right-hand side of
Eq. (30) vanishes.

If we vary the interaction energy between the layers
with respect to θi in the continuum representation, we
will arrive at an equation that does not contain the first
term on the left-hand side of Eq. (30) and, therefore,
does not reduce to Eq. (29) in the case where the adja-
cent layers are identical.

∆θi 0.=
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Fig. 10. Typical variation in the tilt angle of the order
parameter through the DW thickness.
PH
The exchange interaction energy between the adja-
cent layers is

(31)

where integration is performed over the interface
between the layers. The plus and minus signs on the
right-hand side of Eq. (31) correspond to those in
Eq. (30).

4.2. Domain Wall in a Ferromagnetic Film
on an Antiferromagnetic Substrate

Let us consider a thin FM film deposited on a much
thicker AFM substrate (or a thin AFM film deposited on
a thick FM substrate). In the exchange approximation,
the latter problem will reduce to the former, in which
we replace the indices f  af. A DW that arises in this
case is described by the following three dimensionless
parameters: the film thickness a = lf/b; the quantity

(32)

which characterizes the ratio of the exchange interac-
tion energy between neighboring spins belonging to
different layers to the exchange interaction energy
between adjacent spins belonging to the FM layer; and
the quantity

(33)

which is the ratio between the exchange energies in the
film and in the substrate.

Equations (29) and (30) form a set of Laplace equa-
tions with nonlinear boundary conditions. These equa-
tions were solved numerically in [20, 21] using a
method similar to integral transformation.

The orientation of the coordinate system is similar
to that chosen in Subsection 2.2; namely, the y axis
coincides with the edge of a step and the z axis is per-
pendicular to the film plane. The plane z = 0 coincides
with the film–substrate interface, and the plane z = a is
the free surface of the film. In the region x ! –δf (δf is
the DW thickness), we have θaf = θf = 0, and in the
region x @ δf, we have θaf = 0 and θf = π. From the sym-
metry of the problem, it follows that θaf = 0 and θf = π/2
at x = 0.

First, let us consider the case where γ ! 1 and, there-
fore, the exchange stiffness of the substrate is much
higher than that of the film [20]. In this case, the distri-
bution of the order parameter over the substrate is vir-
tually uniform. The typical θ(x) dependence in the
region 0 < z < a is shown in Fig. 10. Note that at x = z =

0 the derivative  is discontinuous, while  remains
continuous. The DW thickness δf(z) is defined as the
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distance between the points with coordinates (x1, z) and
(x2, z) corresponding to the values θ1 = π/4 and θ2 =
3π/4, respectively.

The main feature of the DWs under study is that
their thickness increases with distance from the inter-
face. The δf(z) dependence for αf a @ 1 is shown in
Fig. 11. It can be seen that this dependence is linear
near the substrate, whereas near the free surface the
DW thickness δf virtually does not vary. In the opposite
case of αf a ! 1, the variation of the DW in thickness is
insignificant.

The dimensionless DW thickness  = δf (z = 0) and

the thickness-averaged value of , which we

denote as  in what follows, can be estimated using
simple energy arguments. Indeed, let us approximate
θ(x, z) by the function

(34)

where

(35)

The contribution to the energy (per unit length of the
DW along the y axis) from nonuniformities of the order
parameter in the DW is

(36)

Due to the step, the interaction energy between the film
and substrate increases by the quantity

(37)

Minimizing the energy w1 with respect to the parameter

 and then minimizing the total DW energy  = w1 +

w2 with respect to the parameter , we can find these
parameters. The result is

(38)

(39)
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in the case of αfa ! 1 and

(40)

(41)

for αfa @ 1. The continuum approximation is valid if

 @ 1.

The characteristic DW thickness δf(a/2) is found
to be

(42)

It is significant that for a ~ 10–100 Å the DW thick-
ness δf is much smaller than the thickness of a conven-
tional DW, because the value of δf is determined by the
balance between the exchange energies rather than
between the exchange and anisotropy energies.

The DW energy per unit length is estimated to be

(43)

Due to the DW broadening, the DW energy
increases with the thickness of the film only logarithmi-
cally for αfa @ 1.

Now, we consider the case where γ @ 1 and, there-
fore, the exchange stiffness of the film is much higher
than that of the substrate. If γ2aαf ! 1, then the order
parameter of the substrate is affected only slightly and
the DW parameters are similar to those found in the
case of αfa ! 1.
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Fig. 11. Typical variation in the DW thickness with distance
from the interface for αf a @ 1 (αf = 1, a = 64).
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Fig. 12. Distribution of the order parameters over a DW.
The ordinate is equal to zero at the film–substrate interface.
All distances are reduced to the lattice parameter. The cor-
respondence between the hatching and the value of θi (mea-
sured in radians) is shown in the inset.
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Fig. 13. Static spin vortex in the film near the film–substrate
interface in the case of a @ R. The lines of constant values
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In the opposite case of γ2aαf @ 1, the order parame-
ter of the substrate is distorted and two characteristic
lengths arise. One of them is the DW thickness in the
FM layer

(44)

Since δf @ a, the DW broadening in the ferromagnet
can be neglected. The other characteristic length is the

thickness  of the region near the film–substrate
interface in which the quantity θf – θaf differs from its
optimum value (0 for x < 0 and π for x > 0):

(45)

In the region |x | < δf and |z | < δf, vortical distortions
of the AFM order parameter arise in the substrate
(Fig. 12). The DW energy per unit length in this case is

(46)

with the dominant contribution to it coming from the
order parameter distortions in the substrate.

If the substrate thickness daf < γa, then the DW runs
through it; therefore, the AFM layer breaks up into
domains, while the FM layer remains virtually uniform.
In other words, the pattern is the same as that in the case
of γ ! 1 but the layers exchange places.

Thus, we have found the critical thickness above
which the substrate can be considered thick. If the dis-
tance between the steps is large, we have  = γa.

4.3. Phase Diagram

Atomic steps break up the film–substrate interface
into regions of two types. In the first type of region, the
interface energy is minimal when the FM and AFM
order parameters are parallel to each other, and in the
second type, the interface energy is minimal when these
order parameters are antiparallel.

If the characteristic spacing between the steps is
much larger than its critical value, R @ δf(a/2), then the
film breaks up into microdomains, with their bound-
aries coinciding with the edges of the atomic steps [22,
23]. The magnetizations in adjacent domains are oppo-
sitely directed, and their direction corresponds to a
minimum value of the interface energy.

In the case of R ! δf(a/2), DWs overlap; therefore,
domains cannot form and the film passes into a single-
domain state. For γ ! 1 and aαf ! 1 or for γ @ 1 and
γ2aαf ! 1, order-parameter distortions are small in both
the film and the substrate.

If γ ! 1, aαf @ 1, and  ! R ! a, then specific
static spin vortices arise near the substrate (Fig. 13).
These vortices penetrate a distance of the order of R
into the film, while in the other part of the film the uni-
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form distribution of the order parameter remains unper-

turbed. In the case of γ @ 1, γ2aαf @ 1, and  ! R !
δf, the film remains uniform and analogous spin vorti-
ces arise in the substrate near the interface (Fig. 14).
Each vortex is confined by the edges of steps and
becomes progressively wider as the distance from the
steps increases. The vortex size in the direction perpen-
dicular to the interface is of the order of R.

For smaller values of R, the state of the system cor-
responds to the region of weak distortions in the phase
diagram.

Let us consider the mutual orientation of the FM and
AFM order parameters in the vortex phase. As men-
tioned above, steps break up the entire interface into
regions of two types. We denote their total areas by σ1
and σ2, respectively. Let ψ be the angle between the
average magnetization of the FM film and the AFM
order parameter in the substrate bulk. The difference
θf – θaf varies from zero to ψ in a vortex occupying a
region of the first type and from ψ to π in a vortex occu-
pying a region of the second type.

By analogy with the “magnetic proximity” model
proposed by Slonczewski [24], we represent the energy
of the system in the form

(47)

where, according to [19, 25, 26],

(48)

In the case of σ1 = σ2, the equilibrium film magneti-
zation must be perpendicular to the AFM order param-
eter in both the vortex phase and the weak-distortion
region if the external magnetic field is zero and the
anisotropy energy due to steps is ignored.

The thickness–roughness phase diagram for the
film–substrate system is shown in Fig. 15. It should be
noted that the transition from the multidomain to the
single-domain state that occurs in the film as the param-
eter R decreases is continuous and, strictly speaking, is
not a phase transition. If γ @ 1 and, therefore, the Curie
temperature of the ferromagnet is higher than the Néel
temperature of the antiferromagnet, this transition can
be initiated by heating the sample. As the Néel temper-
ature is approached, the DW thickness δf ∝ γ ∝
TN/(TN – T) increases indefinitely and the transition to
the single-domain state occurs.

4.4. The Behavior in a Magnetic Field

Now, we consider the behavior of the phases in an
external magnetic field.

When the FM film is in the single-domain state, the
application of an external magnetic field directed at an
angle to the spontaneous magnetization causes the
magnetization vector to rotate everywhere in the film
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plane. We restrict ourselves to the case where the film
thickness is fairly small and, therefore, the magnetiza-
tion rotation is accompanied by the formation of a con-
ventional DW, which is parallel to the film–substrate
interface and positioned in the AFM substrate near the
interface. In the case of a thick film, a conventional DW
can initially arise, for certain relationships between the
model parameters, in the film itself near the interface
with the substrate. The situation is fully analyzed in our
papers [25, 26].

Since the gain in the Zeeman energy of the film in
an external magnetic field must compensate for the cost
of producing a DW, the magnetization rotation will
begin in a magnetic field that is equal, in order of mag-
nitude, to [27, 28]

(49)

where σaf is the surface energy density of a conven-
tional DW in the antiferromagnet and M is the magne-
tization of the film. Therefore, the magnetization curve
is biased to the range of negative fields (with respect to
the magnetization direction in the absence of a mag-

netic field) by the quantity . This effect of an AFM
substrate is called unidirectional anisotropy. A great
number of papers have been dedicated to this phenom-
enon (see, e.g., review [29]). However, it is beyond the
scope of the present review to discuss this effect. The
width of the field range within which the magnetization

reversal occurs is also of the order of .

The unidirectional anisotropy does not arise in the
multidomain phase. In an external magnetic field
aligned with or opposed to the magnetization of
domains (we call them domains of the first and second
types, respectively), the magnetization in domains of
the first type remains unchanged, while the magnetiza-
tion of the second-type domains rotates through an
angle of 180°. If the domain size R is larger than the
thickness ∆af of a conventional DW in the antiferromag-
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Fig. 15. Thickness–roughness phase diagram for the film–
substrate system.
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net, then this rotation is accompanied by the formation
of such a DW in the substrate near the interface with the
film; the characteristic field of the magnetization rever-

sal is of the order of .

In the case of R ! ∆af, the magnetization rotation in
a domain is accompanied by the formation of a static
spin vortex in the AFM substrate; the characteristic

magnetization reversal field is of the order of ∆af /R.
In addition to the vortex, a 90° DW arises in the sub-
strate. The reason for its formation is analogous to that
for the film magnetization in the single-domain state
being perpendicular to the order parameter in the sub-
strate bulk in the absence of an external magnetic field;
namely, the formation of a DW reduces the energy of
the vortex system.

Indeed, in the absence of a DW, no vortices arise in
domains in which the magnetization is parallel to the
external magnetic field, whereas in domains with the
initial antiparallel orientation of the magnetization with
respect to the magnetic field a 180° vortex forms when

the field becomes equal to ∆af /R. In the presence of
a 90° DW, vortices arise in both types of domain, with
the AFM order parameter twisting in opposite direc-
tions in domains of different types. Since the energy of
a vortex is proportional to the twist angle, the formation
of a DW decreases the vortex energy, and this decrease
in energy due to the DW is larger than the energy
required for the DW formation [26].

If a magnetic field is applied in the film plane at right
angles to the magnetization of domains, the character-
istic magnetization reversal field is of the same order of
magnitude as in the case of a magnetic field applied
along the domain magnetizations; however, in the
former case, a 90° DW does not form, because static
90° vortices with the AFM order parameter twisting in
opposite directions arise in both types of domains.

4.5. Experimental Data

The magnetization pattern discussed in Subsection 4.3
agrees with the data from [30], where the thickness–
vicinal angle β' phase diagram was investigated for an
iron film deposited on Cr(001). For β' close to zero, the
multidomain phase was observed at film thicknesses
a < ac = 3.5 nm. In a film with critical thickness ac, the
characteristic distance R between the edges of ran-
domly arranged steps is equal to γa. For large values of
a, a single-domain phase was observed in which the
magnetization was perpendicular to the edges of steps.
According to the theory described above, the antiferro-
magnetism vector must be parallel to steps. It is of
interest to determine its orientation experimentally.

If β' ≠ 0, there are not only randomly arranged
atomic steps but also regularly arranged parallel steps.
When the concentration of the latter steps becomes
dominant (at β' ≥ 1°), the value of ac begins to decrease.
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According to the theory described above, ac ≈ R/γ ∝
 ∝  (β')–1.

At large values of β', an orientational phase transition
to a phase in which the magnetization was parallel to
steps was observed [30]. This transition was due to the
anisotropy induced by steps through relativistic effects,
e.g., through dipole–dipole interaction [31].

5. FERROMAGNET–ANTIFERROMAGNET–
FERROMAGNET THREE-LAYERED SYSTEM

In this section, we restrict ourselves to the case of
γ @ 1, where the exchange stiffness of the AFM spacer
layer is lower than that of the FM layers. In the opposite
extreme case (for approximately equal layer thick-
nesses), the problem for each interface between the lay-
ers reduces to that for a two-layer system. To reduce the
number of model parameters, we assume the thick-
nesses of all layers to be equal.

5.1. Domain Walls

DWs run through each of the three layers, and their
coordinates in the layer plane coincide with those of the
edges of atomic steps at any of the two interfaces. The
magnetization vector in a DW rotates in opposite direc-
tions in different FM layers. The AFM order parameter
rotates together with the magnetization of that FM layer
at whose interface with the AFM spacer there is no step
at the given site.

The structure and energy of a DW depend on the
parameter γαf a [21]. In the case of γαf a ! 1, the
θf(af)(z) dependence (i.e., the DW broadening) can be
neglected and the problem becomes one-dimensional.

The quantity |∇θ f | in a DW is of the order of .
Using Eq. (28), the energy per unit DW length w1 can
be found to be

(50)

The angle between spins belonging to different layers
differs significantly from its value corresponding to the
minimum interaction energy between the layers in the
region |x | < δf. The increase in the interaction energy
between the layers (per unit DW length) is equal to

. (51)

Minimizing the sum w1 + w2, we find

(52)

In the AFM spacer layer, the DW thickness is δaf ≈
 = δf /  ! δf. The distribution of the order
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parameters over the DW is shown in Fig. 16a. The DW
energy per unit length is

(53)

Exact numerical calculations of δf and w performed
in a wide range of values of αf and a lend support to the
validity of the estimates presented above (and of the
results discussed below).
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Fig. 16. Domain wall in the ferromagnet–antiferromagnet–
ferromagnet three-layered system in the case of (a) γαf a !
1 and (b) γαf a @ 1. The correspondence between the hatch-
ing and the value of θi (measured in radians) is shown in the
inset. Panel (c) shows the central fragment of panel (b).
Coordinates z = 0 and 16 correspond to the interfaces
between the layers. The step is located at the point x = 0 and
z = 0.
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In the opposite extreme case of γαf a @ 1, the DW
thickness in the AFM spacer increases significantly
with distance from the interface containing an atomic
step. The distribution of the order parameters over the
DW in this case is shown in Fig. 16b. The characteristic
parameters of this distribution can be estimated in the
same way as in the case of γαf a ! 1. The dominant
contribution to the DW energy comes from order
parameter distortions in the antiferromagnet. In the
region |x | ≤ a, the quantity |∇θ af | varies inversely with
the distance from the step, whereas in the region a !

|x | !  (  is the DW thickness in the FM layers) the
lines of constant values of θaf are almost parallel to the
interfaces (Fig. 16c). In this region, we have |∇θ af | ≈ a–1.

The minimum value of the DW thickness in the anti-

ferromagnet is  = (1 + γαf )/γαf, the derivative is

∂δaf /∂z ≈ 1 near the step, and the quantity  is given by

(54)

The DW energy per unit length is

(55)

It is easy to see that  is of the order of the inter-
atomic distance and that the average DW thickness is of
the order of tens of angstroms; therefore, the DWs due
to frustration are much thinner than conventional DWs
in a ferromagnet, where the DW thickness is dictated by
the balance between the exchange and anisotropy ener-
gies.
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5.2. Phase Diagram

The three-layered system can be in the following
three different phases (Fig. 17).

5.2.1. Phase A. At large values of the parameter R >
δf ( ), all layers break up into domains with parallel
and antiparallel mutual orientations of the magnetiza-
tions of the FM layers. Note that, in the case of an AFM
spacer, the domains can be much smaller in size than in
the case of a nonmagnetic spacer, where the domain
size is of the order of tenths of a micrometer.

For a ~ 10 Å and γ ~ 3, the condition R > δf ( ) is
satisfied even for domain sizes as small as several hun-
dreds of angstroms. Therefore, the system is in a nan-
odomain rather than microdomain state in this case;
significantly subtler techniques are required to examine
such states. This fact can be the reason why such
domain structures have not been observed in three-lay-
ered systems with an AFM spacer layer.

5.2.2. Phase B. As the parameter R decreases, DWs
begin to overlap and, at the critical value Rc = δf ( ), a
continuous transition occurs to a state in which the FM
layers are almost uniformly magnetized. In this state
(we refer to it as phase B), the additional energy relative
to the energy of the state without frustration is associ-
ated either with order parameter distortions in the AFM
spacer or with the interaction energy between the lay-
ers. Near the Néel temperature of the spacer TN (which
is lower than the Curie temperature of the ferromagnet),
we have γ ∝  TN/(TN – T); therefore, the A  B transi-
tion can be initiated by heating the system from a tem-
perature T0 < TN.

Note that the Slonczewski magnetic-proximity
model is applicable in the range of values of R where
phase B exists [24].

In the range max(a, ) ! R ! Rc, the dependence
of the energy of the system on the angle ψ between the
magnetization vectors of the FM layers is described by
Eq. (47) in the case of γαf a @ 1. The constants C1 and
C2 can be estimated to be [32]

(56)

where σ1 and σ2 are the total areas of the regions of the
first and second types, respectively, on the surface of
the spacer layer.

In the opposite extreme case of γαf a ! 1, the inter-
action energy between the layers is

(57)

If σ1 = σ2, the energy reaches its minimum at ψ =
π/2; therefore, in the absence of an external magnetic
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field, the magnetizations of the FM layers are perpen-
dicular to each other.

In contrast to phase A, where the energy of the sys-
tem is independent of the direction of order parameter
rotation in a DW, the situation is quite different in phase
B. Indeed, as DWs begin to overlap, the degeneracy
with respect to the direction of rotation is lifted and a
large number of metastable states arise that differ in the
direction and angle of rotation of the AFM order param-
eter in certain regions confined by atomic steps.

As the parameter R is decreased further in the case
of γαf a ! 1, the system transforms into a state with
weak distortions in the range a ! R ! δaf. In this state,
the order parameters are almost uniform, the magneti-
zations of the FM layers remain perpendicular to each
other, and the energy W decreases by a factor of (R/δaf )2

with respect to its value given by Eq. (57).
5.2.3. Phase C. Now, we consider the range R ! a.

In this case, all distortions are concentrated near the
interfaces, the interaction between the FM layers
becomes weak, and the interaction energy between
adjacent layers is of primary importance. This energy is
considered in [15] for a two-layer system.

If σ1 = σ2, the AFM order parameter is directed at
right angles to the (collinear) magnetizations of the FM
layers (phase C).

In the case of γαf a @ 1, static vortices form in the

AFM spacer layer near the interfaces if  ! R ! a
(Fig. 14). For smaller values of R, the system trans-
forms into a state with weak distortions.

In the case of γαf a ! 1, the transition from phase B
to phase C occurs when the system is in a state with
weak distortions. Both phases B and C are character-
ized by a large number of metastable states. The com-
puter simulation performed in [21] showed that the
transition from phase B to phase C is a first-order phase
transformation. These phases coexist in a certain range
of values of R, and their energies become equal at a cer-
tain value R* ~ a. This value is independent of temper-
ature; therefore, the B  C phase transition cannot be
initiated by varying the temperature of the system.

5.3. The Behavior in a Magnetic Field

The magnetization reversal occurs almost indepen-
dently in the FM layers in phase C. Therefore, the hys-
teresis loop must coincide with that for a two-layer sys-
tem consisting of an FM and an AFM layer. Here and
henceforth, we assume that the maximum magnetic
field is much lower than the exchange field in an anti-
ferromagnet. Therefore, the magnetization of AFM lay-
ers can be ignored.

If the applied magnetic field is weak but higher than
the anisotropy field in the plane of the FM layers, then
the magnetization vectors of the FM layers in phase B
make an angle of 45° with the external field and remain

δ0
af
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virtually perpendicular to each other. The magnetiza-

tion of the system is equal to Mmax/ , where Mmax is
the maximum magnetization of the FM layers. The fur-
ther evolution of the system can be studied by minimiz-
ing the sum of the interaction energies of the FM layers
with each other [Eq. (47) or (57)] and with the external
magnetic field. The energy of the FM layers in an exter-
nal magnetic field B is

(58)

In the case of σ1 = σ2, R @ , and γaαf @ 1, the
angle ψ between the magnetizations of the FM layers
can be found from the transcendent equation

(59)

The characteristic field B*, in which the magnetiza-
tion changes significantly, is

(60)

This field is much lower than the exchange field of the
antiferromagnet if the temperature is not in the imme-
diate vicinity of TN.

If γaαf ! 1, then we have

(61)

and the characteristic field B* is given by

(62)

In phase A, in a weak magnetic field, domains of the
first type (with their magnetizations parallel to each
other) are aligned with the field and the magnetization
of the system is Mmax/2. The magnetizations of the FM
layers in second-type domains (with their magnetiza-
tions antiparallel to each other in a zero magnetic field)
behave in the same way as sublattice magnetizations in
a bulk antiferromagnet; namely, they are directed
almost at right angles to the external field.

As the field B increases, the angle ψ between the
magnetizations decreases. The characteristic value B*
of the external magnetic field for which the angle ψ
changes significantly can be found in the case of R > Rc

in the same way as that for phase B, and its order-of-
magnitude estimate can be made using Eqs. (60) and
(62). Therefore, the hysteresis loops for phases A and B
differ only in the value of the magnetization in weak
fields.
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5.4. Experimental Data

There are many papers devoted to studying the rela-
tion between the interface roughness and the value of
magnetoresistance. However, their discussion is
beyond the scope of this review. We consider only the
experimental data on the mutual orientation of the order
parameters and on the domain structure. Such data have
been obtained for the most part for Fe/Cr multilayer
structures.

According to experimental neutron diffraction data
[33, 34], Fe/Cr multilayers are ferromagnet–uncom-
pensated-antiferromagnet structures. For thickness a <
45 Å, chromium layers consist of ferromagnetic atomic
planes with antiparallel orientation of spins in adjacent
planes. The spins of chromium atoms lie in these
planes, which, in turn, are parallel (on the average) to
the interfaces between the layers. An analogous mag-
netic structure has also been observed in manganese
layers in Fe/Mn multilayers [35, 36]. Therefore, the
theory described above is applicable to Fe/Cr and
Fe/Mn structures, and experiments on these structures
can be performed to verify this theory.

In [37], domain structures in Fe/Cr multilayers were
reported to be detected using polarized neutrons. How-
ever, the experimental data were not interpreted in [37]
as those corresponding to the partition of a multilayer
into regions with parallel and antiparallel mutual orien-
tations of the magnetizations of adjacent FM layers.
Instead, it was concluded that the magnetizations of
adjacent layers are antiparallel to each other and that a
multilayer breaks up into 180° domains running
through the structure. The reason for the occurrence of
this state, which is not favored energetically (because
there is no gain in energy compensating for the energy
that is required for the formation of a DW), was not dis-
cussed in [37].

In [38], an Fe/Cr multilayer was investigated in
which the average thickness of AFM layers corre-
sponded to the antiparallel mutual orientation of the
magnetizations of adjacent FM layers. It was found
that, as the roughness of the interfaces increases, the
volume fraction of regions with parallel mutual orienta-
tion of the magnetizations of adjacent FM layers
increases and can be as high as 50%.

6. CONCLUSIONS

(1) Due to the frustration caused by the roughness of
the interfaces, DWs of a new type arise in magnetic
multilayer structures.

(2) The thickness of these DWs is dictated by the
balance of the exchange interactions in the interior of
the layers and between them. The DW thickness in mul-
tilayers with a nonmagnetic spacer and in multilayers
with an AFM spacer is smaller and much smaller,
respectively, than the thickness of a conventional DW.

(3) The magnetic phase diagram and, therefore, the
magnetic and galvanomagnetic characteristics of a
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magnetic multilayer structure depend critically on the
roughness of the interfaces between the layers.

It is desirable to perform complex studies, including
the determination of the characteristics of the surface of
layers during their deposition in a wide range of tech-
nological parameters, and to study the micromagnetic
state of layers, magnetization curves, the dynamics of
magnetization reversal, ferromagnetic resonance, and
galvanomagnetic characteristics.

The determination of the relationship between the
structure and properties of multilayers will make it pos-
sible to vary the technological parameters in such a way
as to optimize the characteristics of magnetic multi-
layer structures for various practical applications.
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Abstract—The discrete character of the diffraction-angle dependence of displacements in the position of the
components of diffraction peaks of hydrogenated Pd–Mo and Pd–Ta alloys is established using precise x-ray
diffractometry. Such behavior is interpreted in terms of discontinuous transitions between long-lived metastable
states under the assumption of a multivalley structure of the thermodynamic potential in k space. This assump-
tion makes it possible to explain the fact that the components of diffraction reflections were narrow over the
storage time (which was as long as several thousand hours). © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The time evolution of the structure of palladium
alloys exhibits unexpected features after their satura-
tion with hydrogen. For example, it was found in [1–4]
that after hydrogenation the evolution of Pd–Er–H, Pd–
Ta–H, and Pd–Mo–H alloys is nonmonotonic in char-
acter and that this behavior persists over tens of thou-
sands of hours. It was also established in [3] that, dur-
ing certain time periods of the evolution of a Pd–Mo–H
alloy, structural transitions occur between several
phases. The diffraction peaks or their components were
observed to remain fairly narrow over the entire storage
time. All these data make it possible to conclude that
the energy relief of the alloys under study has a multi-
valley structure, with the thermodynamic-potential
minima (valleys) separated by macroscopic barriers.
Therefore, the positions of the components of diffrac-
tion peaks must change discretely, in accordance with
the spectrum of metastable structural states. In this
case, structural transformations will be discontinuous
in character, because the probabilities of the system
being in the states corresponding to the potential barri-
ers are negligibly small.

However, it is very difficult to directly establish the
existence of a discrete set of positions of diffraction
peak components for Pd–Mo–H alloys, because the
atomic radii of Pd and Mo are almost equal. In order to
reveal this effect, alloys consisting of components with
significantly different atomic radii need to be studied.
Such a study is the aim of this work. We thoroughly
investigated a Pd–Ta–H alloy (the Pd and Ta atomic
radii differ by 6%) and not only established the exist-
ence of a discrete set of the diffraction peak compo-
nents mentioned above but also refined the model of the
nonmonotonic evolution of the structure of a condensed
medium that is far -from equilibrium.
1063-7834/04/4603- $26.00 © 20411
2. SAMPLES, EXPERIMENTAL TECHNIQUE, 
AND PROCESSING OF THE DATA

We performed an x-ray diffraction study [1–4] of
Pd–5 at. % Mo and Pd–7 at. % Ta–H alloys using a
computerized DRON-UM2 diffractometer (monochro-
matized CuKα1 radiation). After cutting on a machine,
the surface of the samples was ground and polished.
The Pd–Mo alloy was saturated with hydrogen electro-
lytically at a current density of 80 mA/cm2 for one hour.
The Pd–Ta alloy was studied after the fifth and sixth
saturations, which were performed at a current density
of 160 mA/cm2 for 0.5 h; between the saturations, the
alloy was stored in air over 3500 h.

The diffraction peak profiles were analyzed with the
Origin software package. Their deconvolution was per-
formed with allowance for their actual shape.

According to [1–4], grinding and polishing pro-
duces defect complexes in palladium alloy samples.
Due to image forces, these defects induce elastic
stresses, which cause anisotropic tensile strains [5, 6].
After hydrogenation, these strains transform into com-
pression strains, because the defect complexes are sat-
urated with hydrogen and vacancies [7].

3. EXPERIMENTAL RESULTS

The data on the structural evolution of the Pd–Ta–H
alloy after the fifth and sixth saturations with hydrogen
[the (220) and (311) diffraction peaks, respectively] are
of chief interest, because the measurements proved to
be the most complete in these cases. These data are rep-
resented in Figs. 1–6 and Tables 1 and 2. The data in the
tables are the angular positions 2ϑ  (measured in
degrees) and relative intensities (indicated by super-
scripts) of the components of the diffraction peaks
decomposed on-line with the Origin program package.
004 MAIK “Nauka/Interperiodica”



 

412

        

AVDYUKHINA 

 

et al

 

.

      
80

30

45

15

81 82 83
0

Starting point

80

30

45

15

81 82 83
0

1.7

80

30

45

15

81 82 83
0

4

80

30

45

15

81 82 83
0

6.3

80

30

45

15

81 82 83
0

11

80

30

45

15

81 82 83
0

25

80

30

45

15

81 82 83
0

27.65

80

60

90

30

81 82 83
0

31

80

60

90

30

81 82 83
0

50.6

80

60

90

30

81 82 83
0

54.2

80

60

90

30

81 82 83
0

57.9

80

60

90

30

81 82 83
0

74.2

Fig. 1. Time evolution of the (311) diffraction peak after the sixth saturation of the alloy with hydrogen. The numerals near the
curves indicate the time measured in hours.
The data obtained after the other saturations and for the
other diffraction peaks are similar in character to those
described below.

First, let us consider the structural evolution of the
(311) diffraction peak after the sixth saturation with
hydrogen. It can be seen from Fig. 1 that, as a result of
the sixth saturation and subsequent 1.7-h relaxation, the
diffraction peak shifts to smaller diffraction angles and
the relative intensity of the component observed at
smaller angles (the corresponding coherent-scattering
domains (CSDs) are enriched in tantalum) decreases.
These features indicate that, according to [8], the
P

amount of hydrogen becomes larger in the Pd-rich
phase due to hydrogenation. Thereafter, the hydrogen
begins to leave the system and the diffraction peak
shifts to larger diffraction angles. Simultaneously, non-
monotonic structural transformations occur that are
very complex in character. During these transforma-
tions, the system transfers to a two- or three-phase state
and the relative intensities of the diffraction peak com-
ponents (and, therefore, the volume fractions of the
phases) change radically. The peak shifting to larger
diffraction angles terminates, for the most part, by time
t = 54 h; thereafter, only stochastic variations occur in
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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Table 1.  Structural evolution of the (311) diffraction peak after the sixth saturation

Time, h –5 –4 –3 –2 –1 0 1 2 3 4 5 6 〈2ϑ〉

3500 82.3486 82.6514 82.56

34 81.9163 82.1737 82.01

51 82.0162 82.2238 82.09

54 81.9039 82.1015 82.2746 82.21

58 81.9934 82.2266 82.14

74 81.8015 82.0821 82.2964 82.17

78 81.8602 82.1890 82.4308 82.17

82 82.1582 82.3518 82.19

98 81.9823 82.2877 82.21

102 81.9818 82.2582 82.20

128 82.1780 82.3920 82.21

170 82.1896 82.3804 82.19

176 82.1999 82.4501 82.19

199 82.1783 82.3217 82.20

221 81.9222 82.1833 82.3445 82.19

246 82.0131 82.2569 82.18

268 82.0946 82.2754 82.19

296 82.1682 82.3418 82.19

341 82.0017 82.2583 82.21

Table 2.  Structural evolution of the (220) diffraction peak after the fifth saturation

Time, h –5 –4 –3 –2 –1 0 1 2 3 4 〈2ϑ〉

35 67.74100 67.74

48 67.5127 67.7523 67.9250 67.77

51 67.7268 67.9732 67.80

53 67.7872 67.9524 68.1404 67.83

58 67.5708 67.8684 68.1008 67.86

73 67.7650 67.9850 67.87

76 67.7848 67.9952 67.89

98 67.5105 67.8759 68.0636 67.92

123 67.8561 68.0004 68.0635 67.93

147 67.8660 68.0428 68.2112 67.95

171 67.5404 67.7404 67.9575 68.1517 67.94

196 67.8452 67.9932 68.1816 67.94

219 67.7364 68.0336 67.96

246 67.7228 67.9864 68.2208 67.93

3500 68.2080 68.3820 68.24
the topmost part of the peak (as we indicated earlier in
[2]). Note that the shift in the peak position to larger
angles is not entirely due to a decrease in the lattice
parameter of the crystal; a certain part of this shift is
caused by elastic compressive stresses directed along
the normal to the sample surface [1–4].
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
The data presented in Table 1 and Fig. 2 clearly
show that the shifts in angle 2ϑ  of the components of
the (311) diffraction peak are discrete in character.
Restricting our consideration to the peak components
(states) observed over the period of evolution from t =
34 to 341 h, we see that the angular positions of the
4



 

414

        

AVDYUKHINA 

 

et al

 

.

                
maxima of these components are arranged near values
differing by approximately 2ϑ  = 3.5′–6′. As a result, all
components differing in position (we observed more
than forty components) can be divided into groups in
which the number of components varies from one to
nine. The most numerous group (located in the middle
of Table 1) is labeled by the index 0. Note that the main
component of the diffraction peak observed after
3500 h following the fifth saturation is one of these
groups (Table 1).
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Fig. 2. Positions and intensities of the maxima of the (311)
diffraction peak components.

81.8 81.9 82.0 82.1 82.2 82.3 82.4

250

200

150

100

50

0

311

Intensity

2ϑ

Fig. 3. Diffraction angle dependence of the integrated inten-
sity of the maxima of the (311) diffraction peak compo-
nents.
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The distribution in the position of the diffraction
peak components remains discrete if we characterize
their positions only by the values of the diffraction
angle 2ϑ  at different instants of time. These values can
be obtained by projecting the peak components shown
in Fig. 2 onto the axis of diffraction angle 2ϑ . The
result is shown in Fig. 3. The integrated distribution
thus obtained is clearly seen to consist of individual
peaks.

An analysis of the structural characteristics of the
(311) diffraction peak (including the time variation in
the average angle 〈2ϑ〉  shown in the last column of
Table 1) revealed the following important features.

First, an increase in angle 〈2ϑ〉  with time due to a
decrease in the lattice parameter and to an increase in
the elastic compression is followed by a small oscilla-
tion in 〈2ϑ〉 . Since the lattice parameter of the matrix
depends on the impurity concentration, this oscillation
can be associated only with the migration of hydrogen
and vacancies between the matrix and defect com-
plexes acting as dynamic traps, which were first
detected in [2–4, 7].

Second, from analysis of the time dependence of the
positions of the maxima of the peak components
(angles 2ϑmc listed in Table 1), it follows that their posi-
tions change in a jump with time. For example, as the
time t elapsing from the saturation increases from 34 to
51 h, the peak components belonging to groups (–3, 0)
transform into peak components of groups (–2, 1).
After 3 h, this doublet transforms into a triplet (–3, –1,
2), and then, after 4 h, components (–3, –1) coalesce
into one component (–2). However, 16 h later, this com-
ponent splits into two (–5, –1). Over certain periods of
time, e.g., from t = 98 to 102 h, the positions of the peak
components remain unchanged but their relative inten-
sities vary. After t = 170–176 h, the system becomes
virtually single-phase; however, 23 h later, the system
again separates into two phases and then, after the next
22 h, into three phases. The intensity of the peak com-
ponent with index 0 decreases with time in this case.
Nevertheless, at t = 246 h, the system transfers to state
(–2, 2) and so on. Therefore, we can conclude that the
system undergoes stochastic transitions between vari-
ous states differing in the peak components present and
in their relative intensities.

Based on these experimental data, we can also con-
clude that, in the course of evolution of the system, the
hydrogen leaves the system and, in addition, the follow-
ing processes occur: (i) hydrogen and vacancies
migrate between dynamic traps and the matrix, which
brings about stochastic changes (oscillation) in angle
〈2ϑ〉 , and (ii) jumps occur between various states of the
matrix.

The experimental data on the structural evolution of
the (220) diffraction peak after the fifth saturation are
shown in Table 2 and Figs. 4 and 5. The observed pat-
tern is more complicated than that for the (311) peak.
For example, one hour after the fifth saturation, the
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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Fig. 4. Time evolution of the (220) diffraction peak after the fifth saturation of the alloy with hydrogen. The numerals near the curves
indicate the time measured in hours.
(220) diffraction peak becomes a quintuplet (Fig. 4).
Over the period from t = 3.4 to 11.2 h, this peak is a trip-
let, but 15.6 h later it again transforms into a quintuplet.
Then, with the passage of time, the diffraction peak
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
becomes simpler and consists of no more than three
components. However, while the evolution of this peak
differs from that of the (311) diffraction peak, the
experimental data represented in Fig. 5 and Table 2
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show that the values of angle 2ϑ  corresponding to the
maxima of the peak components form groups, with the
number of components in them varying from two to
nine. The most numerous group is not located in the
middle of Table 2; however, it is not clear what this shift
means. The positions of the central components of the
groups differ by 2ϑ  = 3′–6′. The fact that the above-
described transitions between the matrix and traps are
observed not only for (311) but also for the (220) dif-
fraction peak (Table 2, Fig. 5) is of fundamental impor-
tance, because it indicates that discrete evolution is a
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Fig. 5. Positions and intensities of the maxima of the (220)
diffraction peak components.
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Fig. 6. Diffraction angle dependence of the integrated inten-
sity of the maxima of the (220) diffraction peak compo-
nents.
P

common property of hydrogenated systems. For the
(220) peak, we also constructed the dependence of the
integrated intensity of the maxima of the peak compo-
nents on the diffraction angle (Fig. 6). The results are
similar to those shown in Fig. 3.

The effect under study was first observed for the
(200) diffraction peak from a Pd–Mo–H alloy during
the time interval from t = 23.6 to 121 h after saturation
of the alloy with hydrogen [3]. For example, two dif-
fraction lines of two phases differing markedly in inten-
sity were observed after 23.6-h relaxation. Then, 3.5 h
later, the intensities of the lines become almost equal,
although their positions vary only slightly. After the
next 3.5 h, a clearly visible weak peak of a new phase
appears between the peaks of the observed phases and
becomes dominant after a day. The peak on the larger
angle 2ϑ  side remains virtually unchanged, while the
peak on the smaller angle 2ϑ  side almost vanishes.
However, after approximately two days, all of the three
peaks that appeared three days before become clearly
visible. A day later, these peaks coalesce into one wide
peak, which then again becomes a double peak.

4. DISCUSSION

Thus, the distribution in the angle 2ϑ  of the maxima
of the diffraction peak components is quasi-discrete for
Pd–Mo–H and Pd–Ta–H alloys. According to [9–11],
this suggests that the initial crystalline structure trans-
forms into the final structure by passing through a num-
ber of intermediate metastable states. One of the most
typical transformations of this kind is the formation of
one-dimensional long-period structures [11, 12]. Such
structures are usually in a strongly nonequilibrium
state; therefore, conventional thermodynamic methods
are completely inapplicable in this case. This type of
structure can be associated with specific features of the
electronic energy spectrum [12] that arise as the Fermi
surface approaches the boundary of the Brillouin zone.
It is significant that the evolution of such a structure is
manifested differently in the diffraction peaks depend-
ing on their type.

Following [13, 14], we assume that the nonmono-
tonic variations in the phase composition of a Pd–Ta–H
alloy, including the formation of several phases, are
associated with the complex profile of the thermody-
namic potential as a function of the state of the alloy; in
particular, we assume that the potential has a variety of
minima differing in depth (as exemplified in Fig. 7).
Since the probability of the system being in the poten-
tial minima is much higher than that in the maxima,
only the configurations corresponding to the minima
are observed experimentally. For this reason, the posi-
tions of the maxima of the diffraction peak components
exhibit a discrete dependence on the diffraction angle
2ϑ . According to the analysis performed in the Appen-
dix, the data listed in Tables 1 and 2 can be explained in
terms of the fractal pattern of the hierarchy of states
corresponding to the dependence of the thermodynamic
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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potential on the wave vector k [15]. It is of fundamental
importance that the single-phase states that are
observed in the (311) diffraction peak at time t = 170
and 176 h after the sixth saturation and in the (220)
peak at time t = 35 h after the fifth saturation correspond
to the groups with the maximum number of compo-
nents in Tables 1 and 2. This fact lends further support
to the validity of the assumption that the minima of the
thermodynamic potential are related to metastable
CSDs. The decomposition of the single-phase states
into two or more phases with the elapse of time is due
to the system being in a nonequilibrium state, in which
Pd–Mo–H alloys can persist as long as 2 × 104 h [7].

In terms of structure, the observed processes are
associated with the formation of the various complexes
making up a hierarchical structure. The evolution of
such a structure is determined by transitions between
nearest neighbor minima of the thermodynamic poten-
tial corresponding to the phases that are most clearly
pronounced after saturation with hydrogen. Further
evolution is associated with redistribution of the hydro-
gen and vacancies between the matrix and traps, which
arise in the initial stage. The traps capture vacancies
and hydrogen atoms even after the greater part of the
hydrogen has left the system and are favorable for pal-
ladium and tantalum atoms migrating in the matrix. In
macroscopic terms, the evolution of the system is deter-
mined by transitions between the thermodynamic-
potential minima corresponding to different phases.
Therefore, the evolution is discrete in character and is
associated with jumps between metastable, long-lived
states of the system. In this case, fluctuations are of
fundamental importance, because they induce such
jumps [16].

In [14], we established that the evolution of the
structure of Pd–H based multiphase alloys is nonmono-
tonic and can be described using the Edwards represen-
tation and the Lorenz model, in which the structure of
the system is characterized by the volume fraction of
the ordered phase. The consideration performed in this
paper shows that, in the Pd–Ta–H alloys under study,
not only the time dependence but also the discrete
structural changes are stochastic in character. It is worth
noting that these stochastic structural transformations
are similar in nature to the transient processes that
occur in a chemical clock and in the Benard instability
[17] and are followed by regular variations in the state
of the system. In our case, the processes in question
occur in a solid, where they are caused by relatively
rapid transport processes due to excess hydrogen and
vacancies.

The model proposed above also explains the fact
that the diffraction peaks (or their components) of the
alloys under study remain narrow, as a rule, at all stages
of their evolution (see also [1–4]). Indeed, since the
possible metastable states of the system are limited in
number, its evolution is associated with hopping
between these states, which gives rise to variations in
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
the number of components in the diffraction peaks
rather than to their broadening. In the final analysis, this
behavior is due to the stability of the multivalley struc-
ture of the energy profile in the space of states of the
system; this structure is caused by the combined effect
of interactions between atoms, defects, and their com-
plexes. Therefore, all changes produced by the migra-
tion of hydrogen atoms and vacancies between defect
clusters and the matrix and between CSDs of different
phases reduce to jumps of the system between the val-
leys. Due to these jumps, the diffraction peaks consist
of several components whose width is dictated by the
sizes of the CSDs of the corresponding phases, which
vary with time only slightly.

APPENDIX

HIERARCHICAL PARAMETRIZATION 
OF RECIPROCAL SPACE

It is well known that diffraction theory is based on
the Fourier transforms of spatial atomic distributions
[18]. For perfect crystals, possessing a periodic struc-
ture, the Fourier transform exhibits a set of peaks
arranged periodically in k space with period 2π/d,
where d is a characteristic distance. Thermodynami-
cally, this means that the internal energy of the system
U(k) possesses regularly arranged minima at the wave
vectors corresponding to these peaks. The quasi-dis-
crete values of the diffraction angle observed in the
alloys under study are indicative of the U(k) depen-
dence being fractal in character and, therefore, of a
hierarchical structure of the space of states (see [15,
Fig. 7]).

To illustrate this structure, we consider the simplest
case of the polymorphic transformation of an hcp lat-
tice characterized by a wave number kh into an fcc lat-
tice with wave number kc [9, 10]. The fundamental fea-
ture of the fractal U(k) dependence is the existence of a
variety of local minima between the states with kh and
kc. These minima correspond to long-period structures
with wave vectors ka (a = 1, 2, …). During isothermal
annealing in the temperature range of existence of the
fcc structure, the system transfers from the initial state

Th

Tc

0 kc ka kh k

Φ

Fig. 7. Thermodynamic potential of a multilevel system as
a function of k.
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kh to the energetically more favored state kc via a num-
ber of intermediate structures with ka. The deepest min-
ima in the U(k) dependence are characterized by
“good” rational numbers corresponding to long-period
structures (we call a rational number m/n < 1 good if the
integers m and n are small). However, for two such
structures corresponding to nearest neighbor minima
with wave vectors k1 = (π/d)n1 and k2 = (π/d)n2 (where
n1, n2 are good rational numbers), there is always a
countable set of other rational numbers na correspond-
ing to intermediate structures via which the system can
pass in transferring from the k1 to the k2 state. Since the
difference between k1 and k2 is less than that between kh

and kc (|k1 – k2 | ! |kc – kh |) one might expect that the
minima corresponding to them in the U(k) dependence
will be less deep than those corresponding to kh and kc

(see inset to Fig. 7). In turn, each of the minima that can
be resolved on the given scale exhibits a finer structure
of minima when drawn on an enlarged scale; these min-
ima are less deep and correspond to structures that dif-
fer from each other to a smaller extent. For a macro-
scopic system consisting of an infinite number of build-
ing blocks, the U(k) dependence can be detailed to a
progressively greater extent until the change in the ther-
modynamic potential caused by the formation of a min-
imal correlation cluster becomes resolved.

Thus, when a sudden transformation of the kh struc-
ture into the kc c structure takes place, correlated shifts
of individual closely packed layers in minimal clusters
occur first, which corresponds to filling of the shallow-
est minima in the U(k) dependence. Then, due to corre-
lation, the minimal clusters are combined, which corre-
sponds to filling of deeper minima. In turn, new clusters
coalesce into larger clusters and progressively deeper
minima in the U(k) dependence are filled. This step-by-
step extension of correlation proceeds until the kc struc-
ture arises in the entire crystal. A key feature of this pro-
cess is that it has a hierarchical structure; namely, min-
imal clusters form only after individual close-packed
layers are displaced, larger clusters are formed from
small clusters rather than from closely packed layers,
etc. In terms of the U(k) dependence, this hierarchy is
manifested in the successive filling of minima differing
in depth; namely, deeper minima are filled only after
filling of shallower minima (Fig. 7).

The process under study can be described in terms
of ultrametric space, which can be represented by a
hierarchical Cayley tree [15]. This tree reflects the
changes occurring in the topology of surfaces of con-
stant potential, U(k) = const, and clearly illustrates the
step-by-step rearrangement of the structure, as can be
seen from Fig. 7. For example, if clusters characterized
by wave vectors kab (a, b = 1, 2, …) form at the instant
of time corresponding to level n – 1, then, as one goes
to the nth level, the ka1 states unite into supercluster k1,
the ka2 states unite into supercluster k2, etc. At the (n +
1)th level, superclusters ka unite into the resultant struc-
P

ture kc. Thus, the structural transformation involving
the formation of long-period structures proceeds as
step-by-step coalescence of clusters of closely packed
layers, which does not reduce to displacements of indi-
vidual layers. Therefore, in order to describe the evolu-
tion of the system, it is convenient to pass over from the
usual space (and spatial displacement waves) to ultra-
metric space. The topology of the latter space ade-
quately represents the hierarchical structure of the
system.

In order to describe this structure quantitatively, we
introduce the occupation numbers ni (i = 1, 2, …, N);
we have ni = 1 if the ith layer occupies the c position
and ni = 0 if this layer is in the h position (N is the total
number of closely packed layers). The average value 
determines the number of c layers Nc =  for given
external factors (temperature and composition). Since
spatial fluctuations δni ≡ ni –  are periodic, we con-
sider the lattice Fourier transform

(1)

where k is the wave vector and Ri is the coordinate of
the ith layer. In order to take into account the step-by-
step rearrangement of the structure, we divide the entire
volume V of the sample into a hierarchical system of
volumes differing in value and embedded in one
another. Each of these volumes corresponds to a cluster
with correlated layer shifts. For example, the entire vol-
ume V is composed of volumes Va1 ! V specified by
coordinates ra1 (where a1 = 1, 2, …, N1 is the index
numbering these volumes). In turn, each of the clusters
Va1 is composed of smaller volumes Va1a2 specified by
coordinates ra1a2 (a2 = 1, 2, …, N2). This step-by-step
partition of volumes can be carried out indefinitely by
separating the volumes Va1a2…an specified by coordi-
nates ra1a2…an, where a set of indices al = 1, 2, …, Nl

(l = 1, 2, …, n  ∞) determines each given cluster.
We assume that Va1…a(l – 1) @ Va1…al and, therefore, Nl @ 1.

Upon carrying out the partition, we take the lattice
Fourier transform over a minimum cluster V (n) = Va1…an:

(2)

As a result, we obtain the spatial-wave amplitude

δnk(ra1a2…a(n – 1)) ≡  depending on the coordinate
ra1a2…a(n – 1). This dependence can be allowed for by
taking the Fourier transform with respect to the coor-
dinate ra1a2…a(n – 1) ∈  V (n – 1) with phase factor

exp[−ik(ra1…a(n – 1) – ra1…a(n – 2))]. By performing
this procedure further up to volume V, we arrive at the

n
nN

n

δn k( ) 1
N
---- δni ikRi–( ),exp

i

∑=

δn ra1a2…a n 1–( )( )

=  
1

Nn

------ δn Ri( ) ik Ri ra1a2…a n 1–( )–( )–[ ] .exp

Ri V
n( )∈

∑

δnk
n 1–

Nn 1–
1–
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



THE DISCRETE EVOLUTION OF THE STRUCTURE 419
following generalization of the Fourier series to hierar-
chical structures:

(3)

where we took into account that N = .

The partition of the direct space leads to clusteriza-
tion of the conjugate k space near a wave vector of a
reciprocal lattice of the hcp structure. It is easy to see
that, as a rough approximation to the dependence on the
coordinates ra1, we can specify the corresponding func-
tion at N1 points ka1 in the minimum zone of k space
W(1) of size K1 = (N1/N)(2π/d). In turn, the dependence
on the coordinates ra1a2 is associated with points ka1a2

separated by distance K1 in a zone W2 of size K2 = N2K1 =
(N1N2/N)(2π/d). Finally, atomic-scale variations in the
coordinate Ri correspond to points ka1…an ∈  W(n) located
far from one another in the Brillouin zone (with spacing
Kn = (2π/Nn)d between them). Taking the inverse Fou-
rier transform of Eq. (3), we obtain

(4)

Since the consecutive sets of wave numbers ka1, …,
ka1…an correspond to progressively larger scales, one
might expect that they will also correspond to progres-
sively deeper minima in the U(k) dependence. Thus, the
partition of the direct space into volumes V (n) and the
corresponding partition of k space into zones W (n)

reveal a hierarchy of conjugate sets V (n) and W (n) at dif-
ferent levels n. This hierarchy can be discovered most
simply by representing the sets V (n) and W (n) in ultra-

δnk
1

N1
------ ikra1–( )exp

ra1 V
1( )∈

∑=

× 1
N2
------ ik ra1a2 ra1–( )–[ ]… ,exp

ra1a2 V
2( )∈

∑

1
Nn

------ ik Ri ra1a2…a n 1–( )–( )–[ ]δn Ri( )exp

Ri V
n( )∈

∑

=  … ikRi–( )δn Ri( ),exp

Ri V
n( )∈

∑
ra n 1–( )

∑
ra1

∑

Nii∏

δni ika1…anRi( )…exp

ka1…an W
n( )∈
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× ika1Ri( )δn ka1 … ka1…an, ,( )exp

ka1 W
1( )∈

∑

=  … ikRi( )δn k( ).exp

k W
1( )∈

∑
k W

n( )∈

∑
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metric space, in which the distance between points is
determined by the number of steps along the hierarchi-
cal tree leading to the common ancestor [15].
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Abstract—The distribution of a local magnetic field near the surface of a uniaxial anisotropic type-II super-
conductor is determined in the framework of the London model in the case when the Abrikosov vortices are
randomly distributed in the superconductor. The distribution of a local magnetic field is obtained as a function
of the distance from the surface of the superconductor. It is demonstrated that the shape of the distribution of
the local magnetic field near the surface differs substantially from that in the bulk of the superconductor. This
difference should be taken into account in interpreting experimental data on the local magnetic field in the sur-
face region of the superconductor and in thin superconducting films (with a thickness of less than or equal to λ,
where λ is the depth of penetration of the magnetic field into the superconductor). It is shown that, as in the case
of a regular lattice of vortices, the value of λ can be determined from observations of the distribution of the local
magnetic field in type-II superconductors with an uncorrelated random lattice of vortices. © 2004 MAIK
“Nauka/Interperiodica”.
1. It is known that, under certain conditions, the lat-
tice of Abrikosov vortices in thin high-temperature
superconductor films in an external magnetic field H
becomes unstable [1–3]. In this case, the vortices are
distributed chaotically and the distribution of the mag-
netic field is randomly inhomogeneous. The randomly
inhomogeneous state of a high-temperature supercon-
ductor is characterized by a number of specific features,
for example, the nonmonotonic dependence of the crit-
ical current Jc(H), the “fishtail” effect [4], the electrical
bistability [5], changes in the character of absorption of
the microwave energy [6], etc. When processing exper-
imental data on the µ+SR rotation of muons in uncorre-
lated lattices [7], accurate approximation of the distri-
bution function of the local magnetic field is particu-
larly important for determining the pinning parameters
of the superconductor. Knowledge of the distribution of
the local magnetic field is also very important in the
case when thin superconducting films are studied using
magnetic resonance (inhomogeneous line width) and
microwave absorption spectroscopy. In this connection,
it is of interest to determine the distribution function of
the local magnetic field of randomly distributed Abri-
kosov vortices. Earlier, this problem was solved for a
massive superconductor (see, for example, [7]). How-
ever, it is known that, as the surface is approached, the
local magnetic field of the superconductor changes sig-
nificantly [8, 9]. For regular vortex lattices, making
allowance for this circumstance leads to a drastic
change in the magnetic resonance line [10]. The pur-
pose of the present work was to calculate the distribu-
tion function W(h, z) of a local magnetic field h in a
1063-7834/04/4603- $26.00 © 20420
half-space occupied by a superconductor as a function
of the depth z from the surface of the superconductor. It
was demonstrated that, as the surface of the supercon-
ductor is approached, the shape of the distribution
changes appreciably and the width of the line becomes
substantially narrower. Note that these changes mani-
fest themselves at distances of less than or equal to λ
from the surface of the superconductor (λ is the London
penetration depth of the magnetic field in the supercon-
ductor).

2. Let us consider a type-II superconductor with κ @
1 (where κ is the Ginzburg–Landau parameter) in an
external magnetic field H. It is assumed that the super-
conductor occupies a half-space z < 0 and the magnetic
field H is directed along the z axis. The z axis is aligned
parallel to the c axis of the superconductor. We consider
the situation where the external magnetic field satisfies
the condition Hc1 < H < Hc2 (where Hc1 and Hc2 are the
first and the second critical fields, respectively); i.e., the
local magnetic field penetrates into the superconductor
in the form of quantum Abrikosov vortices and can be
described by Londons’ equations. It is also assumed
that the system of vortices is a two-dimensional struc-
ture of randomly (uncorrelatedly) arranged vortices.
The assumption of the uncorrelatedness of the vertex
structure implies smallness of the “eliminated volume”
in which the vertex–vertex repulsion is significant. For
κ @ 1, this holds true over a wide range of intermediate
fields as long as the density of vortices ρ0 does not
greatly exceed λ–2.
004 MAIK “Nauka/Interperiodica”
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In the London limit, the local magnetic field is a
superposition of magnetic fields of single vortices [7]:

(1)

where hs(r, z) is the local magnetic field of a single vor-
tex, r is the radius vector in the xy plane, ri is the radius
vector of the core of the ith filament, and z is the dis-
tance from the surface of the superconductor. It what
follows, the length will be measured in units of λ.

In order to determine the probability density of the
distribution of an internal magnetic field W(h, z) for a
stochastic lattice of uncorrelated vortices, we use the
Holtsmark method [11]. The function W(h, z) can be
represented by the standard relationship

(2)

where Wi(hi , z) is the probability that the ith vortex
takes on a value of the magnetic field in the range
between hi and hi + dhi.

Hence, for the Fourier transform

(3)

we obtain the convenient formula

(4)

where

(5)

For a region of sufficiently large radius Rn, the number
of vortices inside the region can be determined from the

formula N = πρ0 , where ρ0 = H/Φ0 is the density of
vortices and Φ0 = 2 × 10–7 G cm2 is the magnetic flux
quantum.

It is simple to obtain the distribution function of the
magnetic field Wi(νh) for a single vortex:

(6)

Taking into account that the integrand does not
depend on ϕ and replacing the upper limit of integration
with respect to ρ by ∞, we have

(7)
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Substituting expression (7) into formula (5) and passing
to the limit N  ∞, we obtain the relationship [7]

(8)

The distribution of internal magnetic fields can be
represented by the inverse Fourier transform

(9)

Thus, in order to determine the distribution function
W(h, z), it is necessary to know the local magnetic field
of a single vortex with allowance made for the changes
in the boundary region of the superconductor. In our
case, the magnetic field inside the superconductor is
described by the Londons’ generalized equation and
the magnetic field outside the superconductor (in vac-
uum) is represented by the Maxwell equations. The
solution to these equations must satisfy the boundary
conditions at the superconductor–vacuum interface (z =
0) [8]. The desired solution can be represented in the
form of a Fourier integral; hence, it is possible to obtain
an analytical solution for the Fourier components.
However, the local magnetic field cannot be repre-
sented in analytical form. Therefore, the local magnetic
field should be reconstructed numerically with the
inverse Fourier transform [9]. The computer calculation
of the inverse Fourier transform for a single vortex is
reduced to the calculation of a two-dimensional integral
sum at points with a definite step; i.e., the integral is
replaced by a Fourier series. This means that the single
vortex is replaced by a periodic two-dimensional struc-
ture with a spatial period a. Since the magnetic field of
a single vortex varies at distances of less than or equal
to λ from the center of the vortex, the overlap of the vor-
tices at a spatial period a > λ can be disregarded and the
values of the magnetic field (from the maximum to the
minimum) in a cell of the regular vortex lattice along a
particular direction can be taken as a local magnetic
field of the single vortex. The accuracy of the calcula-
tions is determined by the spatial period and the number
of points where the magnetic field is calculated: the
larger the spatial period a (with the corresponding
increase in the number of points), the higher the accu-
racy in calculating the magnetic field of a single vortex.
In this case, the local magnetic field is sought in the
form of a Fourier series in the reciprocal vectors G of
the vortex lattice and the reconstruction of the magnetic
field can be accomplished using the fast Fourier trans-
formation. In our case, we numerically calculated the
probability W(h, z) with the Fourier coefficients of the
local magnetic field h(G, z) obtained earlier in [12] for
a regular vortex lattice.

3. The distribution functions W(h, z) calculated for
different values of λ, ξ, and H (where ξ is the coherence
length) are presented in Figs. 1–3. All the distribution

W νh z,( )

=  2πρ0 1 iνhhs ρ z,( )( )exp–[ ]ρ ρd

0

∞

∫– .exp

W h z,( ) W νh z,( ) ihνh–( ) νh.dexp∫=
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curves W(h, z) depicted in these figures are normalized
to unity. The calculations were performed according to
the procedure described by Kochelaev et al. [10]. The
accuracy of the calculations was verified by increasing
the spatial period a with a constant step in the calcu-
lated sums. The local magnetic field of a single vortex
was calculated using the appropriate summation of the
reciprocal vectors of an imaginary lattice with a period
equal to 10λ. Figure 1 presents the results of our calcu-
lations of the distribution function W(h, z) of the local
magnetic field at depths z = 0, –0.05, –0.5, and –5 for a
superconductor with parameters λ = 1440 Å and ξ =
20 Å in an external magnetic field H = 400 G. In this
case, we obtain λ–2 ≥ ρ0 and our calculations are valid.
The distribution function W(h) for a massive supercon-
ductor with these parameters was calculated earlier in
[7]. It can be seen from the figure that, at z = –0.5 (recall
that the length is measured in λ), the curve W(h, z)
approaches the distribution W(h) for a massive super-
conductor and, at z = –5, the results of our calculations
coincide with the calculated data on the distribution
W(h) taken from [7] (the bulk mode). This confirms the
validity of the representation of the local magnetic field
of a single vortex in the form of a Fourier series in the
reciprocal vectors of the regular lattice. The narrow dis-
tribution (Fig. 1, curve 5) corresponds to the local mag-
netic field for a regular triangular lattice. As can be seen
from Fig. 1, the distortion of the regular vortex lattice
leads to a substantial broadening of the distribution of
the magnetic field. As the boundary of the supercon-
ductor is approached, the shape of the distribution of
the local magnetic field changes significantly. This is
associated with the fact that the lines of force of the
magnetic field of the vortex diverge as the surface of the
superconductor is approached and, hence, the inhomo-
geneity of the local magnetic field decreases. Figure 2
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Fig. 1. Distribution function of a local magnetic field W(h,
z) at different depths z in a superconductor with parameters
λ = 1400 Å and ξ = 20 Å for (1–4) stochastic and (5) trian-
gular vortex lattices in an external magnetic field H =
400 G. z = (1, 5) –5, (2) –0.5, (3) –0.05, and (4) 0.
P

presents the results of the calculation for YBaCuO
high-temperature superconductors with critical temper-
ature Tc = 90 K (λ = 2700 Å, ξ = 5 Å) in an external
magnetic field H = 550 G (in this case, the penetration
depth of the magnetic field also satisfies the relation-
ship λ–2 ≈ ρ0). The distribution function W(h, z) for a
regular triangular vortex lattice of this superconductor
was calculated earlier in [12] (Fig. 2, curve 4). It is evi-
dent from Fig. 2 that the width of the distribution
W(h, z) for this superconductor decreases still further as
the surface is approached. Figure 3 presents the results
of calculating the distribution function W(h, z) at the
surface of a superconductor (z = 0) for different values
of λ in an external magnetic field H = 550 G. It is seen
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Fig. 2. Distribution function of a local magnetic field W(h,
z) at different depths z in a superconductor with parameters
λ = 2700 Å and ξ = 5 Å for (1–3) stochastic and (4) triangu-
lar vortex lattices in an external magnetic field H = 550 G.
z = (1, 4) –5, (2) –0.5, and (3) 0.
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Fig. 3. Distribution function of a local magnetic field
W(h, z) at the surface of a superconductor (z = 0) with ξ =
5 Å in an external magnetic field H = 550 G with different
values of λ. λ = (1) 1400, (2) 2000, and (3) 2700 Å.
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



DISTRIBUTION OF A LOCAL MAGNETIC FIELD IN SUPERCONDUCTORS 423
from this figure that the distribution function W(h, z) at
the surface of the superconductor in a magnetic field
essentially depends on the parameter λ.

4. In conclusion, it should be noted that, since the
changes in the distribution of the local magnetic field
take place at distances of less than or equal to λ, the
width of the distribution of the local magnetic field in a
random vortex lattice of thin superconducting films
with a thickness of ≤λ can be 1.5 times less than that in
a massive superconductor with the same parameters
(λ, ξ). This circumstance must be taken into account
when interpreting the experimental data on the µ+SR
rotation of muons in thin superconducting films (partic-
ularly when approximating the distribution function of
the local magnetic field) [7]. Since magnetic resonance
methods deal with the surface region of a superconduc-
tor (~λ), these experiments must also account for the
changes in the scatter of local magnetic fields as the
surface of the superconductor is approached. Our cal-
culations demonstrated that, for a random uncorrelated
lattice of vortices, the calculation technique described
above makes it possible to determine the parameter λ of
a superconductor from the experimental data.
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Abstract—The oxidation kinetics of Bi1.3Pb0.8Sr2Ca0.8Y0.2Cu2O8 + δ solid solutions at different temperatures
and  = 0.21 atm is investigated by thermogravimetry. The results obtained are compared with the previously
studied oxidation kinetics of Bi1.5Pb0.6Sr2CaCu2O8 + δ solid solutions. It is found that the substitution of yttrium
for calcium leads to an appreciable retardation of the initial oxidation stage associated with the oxygen diffu-
sion. The phonon spectra of the solid solutions are examined using inelastic neutron scattering on a DIN-2PI
direct-geometry spectrometer. The high-frequency (>50 meV) phonon densities of states for yttrium-containing
and yttrium-free solid solutions are analyzed. The possible model is proposed for a correlation between the dif-
ferences observed in the high-frequency phonon densities of states attributed to the vibrations of oxygen atoms
and the differences in the oxidation kinetics of the solid solutions under consideration. © 2004 MAIK
“Nauka/Interperiodica”.

pO2
1. INTRODUCTION

Phase transformations occurring in superconductor
materials with the formation of a “superconductor
matrix–nonsuperconducting inclusion” composite are
considered a promising tool for producing efficient cen-
ters of magnetic flux pinning. For example, in the
Bi2Sr2CaCu2O8 (Bi-2212) compound, which holds the
greatest promise as a superconductor for use in prac-
tice, precipitates formed at the initial stage of decom-
posing solid solutions based on this phase can serve as
efficient centers of magnetic flux pinning. The effi-
ciency of these centers depends on the uniformity of
their distribution and the closeness of the sizes to the
coherence length of the superconductor. However, the
low rate of cation redistribution considerably compli-
cates the practical use of phase decomposition for this
purpose in the case of substituents with a constant oxi-
dation number [1]. Therefore, it is of particular interest
to use redox reactions for producing inhomogeneities
in a Bi-2212 matrix, because these processes can pro-
vide a considerable acceleration of the phase decompo-
sition owing to the appreciably higher rate of oxygen
diffusion as compared to the rate of cation diffusion (at
temperatures of approximately 650°C, the diffusion
coefficients D are of the order of 10–8 and 10–10 cm2/s,
respectively [2]).

It should be noted that the oxidation of copper enter-
ing into the composition of the Bi-2212 cuprate results
in a substantial decrease in the superconducting transi-
1063-7834/04/4603- $26.00 © 20424
tion temperature (see, for example, review [3]). In this
respect, of special interest are phase transformations in
solid solutions prepared either through substitution of
lead (or antimony) for bismuth or through simultaneous
substitution in several crystallographic positions [for
example, the substitution of lead and calcium for bis-
muth and (or) rare-earth elements for strontium]. The
former solid solutions are of interest due to the specific
features of the bismuth crystallographic position with
respect to the electronic structure of the cation (Bi3+ in
the Bi-2212 matrix can be replaced by Pb2+, whose oxi-
dation to Pb4+ leads to the precipitation of the second
phases ((Pb,Bi)3(Sr,Ca)5CuO2 [4]). Solid solutions syn-
thesized through the replacement of calcium and stron-
tium by rare-earth elements with a variable oxidation
number (Pr, Tb, Ce) seem to be of lesser interest.

Earlier [5], we studied Bi2 – xPbxSr2CaCu2O8 solid
solutions and showed that, at high lead contents, the
oxidation proceeds in two stages. The first stage can be
associated with the oxygen redistribution in the initially
homogeneous solid solution, and the second stage
involves a slower cation redistribution accompanied by
the precipitation of the second phases. The first stage of
oxidative decomposition of the solid solution occurs
through the spinodal mechanism followed by coarsen-
ing of the microstructure.

The double heterovalent substitution in the structure
of the Bi-2212 cuprate makes it possible to control the
oxidation kinetics of solid solutions and the resultant
004 MAIK “Nauka/Interperiodica”
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microstructures by varying the effective electric
charges of the crystal chemical layers. In order to gain
better insight into the mechanism of oxidation of solid
solutions based on the Bi-2212 compound and the
effect of heterovalent substitution, it is expedient to per-
form a comparative analysis of the rate of absorption of
oxygen by a sample and the vibrational states of oxygen
atoms with the use of the same samples.

2. EXPERIMENTAL TECHNIQUE
AND DATA PROCESSING

Samples of Bi2.1 – xPbxSr2Ca1 – yYyCu2O8 + δ solid
solutions (x = 0.6, y = 0; x = 0.8, y = 0.2) were synthe-
sized from nitrate–oxynitrate mixtures prepared by dis-
solving Bi2O3, SrCO3, CuO, Pb(NO3)2 (analytical
grade), CaCO3, and Y2O3 (special-purity grade) in 20%
nitric acid, followed by evaporation of the resultant
solution. For the chosen compositions of the solid solu-
tions, copper had the same mean oxidation number due
to the heterovalent substitution of Pb2+ for Bi3+ and Y3+

for Ca2+. The synthesis of the samples involved decom-
position of the salt mixture at 750°C in air and several
annealings in a nitrogen flow (at the residual pressure

 = 10–3 atm) at a temperature of 760°C for 24 h with
intermediate grinding.

X-ray powder diffraction analysis of the synthesized
samples was performed on a DRON-3M diffractometer
(Cu-Kα, cp radiation). The unit cell parameters were
determined with the use of silicon as an internal stan-
dard. According to the x-ray diffraction data, the pre-
pared samples correspond in composition to
Bi2Sr2CaCu2O8-based solid solutions. The unit cell
parameters refined by the least-squares technique for
the synthesized samples and the corresponding param-
eters obtained in our earlier work [6] for similar solid
solutions are presented in Fig. 1.

The microstructure of the synthesized samples was
examined on a Jeol JEM-2000FXII transmission elec-
tron microscope (Japan) with an LaB6 cathode at an
accelerating voltage of 200 kV.

The oxidation kinetics of the solid solutions was
investigated by thermogravimetry on a MOM Q-1500D
derivatograph (Hungary). The studied sample was
heated in air to a temperature of 650–750°C at a rate of
20°C/min, followed by isothermal treatment. The base
line of the derivatograph was determined by measuring
a Bi2O3 reference sample under the same conditions.

The experiments on inelastic neutron scattering
were carried out on a DIN-2PI direct-geometry spec-
trometer installed on an IBR-2 reactor (Joint Institute
for Nuclear Research, Dubna) [7]. The time-of-flight
spectra were recorded in the energy gain (E) mode with
the initial neutron energy E0 = 7.90 meV at room tem-
perature in the scattering angle range 42°–134°. Detec-
tors located at smaller scattering angles recorded neu-
tron fluxes with energies >100 meV, which corre-

pO2
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
sponded to the thermal background. The spectrometer
resolution was ∆E/E ≈ 5–8% in the energy transfer
range ε = E – E0 = 0–100 meV. In this case, the momen-
tum transferred to a neutron fell in the range Q = 1.8–
4.2 Å–1 at ε = 6 meV and Q = 5.9–8.7 Å–1 at ε =
100 meV. The spectra were normalized with respect to
the elastic peak of vanadium.

The spectra were processed in the incoherent
approximation with due regard for multiphonon scat-
tering [8]. After introducing standard corrections for
detector efficiency and neutron-flux attenuation in the
sample, the inelastic neutron scattering spectra
recorded in the scattering angle range 42°–134° were
processed to derive the function G(ε). This function
describes the weighted frequency spectrum of the crys-
tal lattice (the so-called neutron-weighted vibrational
density of states) with the weighting factor

, where ci, σi, mi, and

〈|ξ i(ε)|2〉  are the concentration, the scattering cross sec-
tion, the mass, and the mean-square polarization vector
of the ith atom, respectively, and exp(–2Wi) is the
Debye–Waller factor.

The neutron-weighted frequency spectra of the solid
solutions studied are shown in Fig. 2. These spectra
were obtained by averaging over the results of measure-
ments on all detectors in the scattering angle range 42°–
134°. In order to estimate numerically the differences in
the phonon densities of states for the samples of differ-
ent cationic compositions, the low-frequency (ε <
50 meV) portions of the spectra were approximated by
the superposition of the Gaussian functions

(1)

2Wi–( )ciσi ξ i ε( ) 2〈 〉 /miexp∑

I A/ w π/2( )1/2( ) 2 ε εc–( )/w–( )2
,exp=
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Fig. 1. Unit cell parameters of the solid solutions
Pb0.6Bi1.5Sr2CaCu2Oz (open rhombuses) and
Pb0.8Bi1.3Sr2Ca0.8Y0.2Cu2Oz (closed rhombuses) in com-
parison with the unit cell parameters of the solid solutions
PbxBi2.1 – xSr2Ca1 – yYyCu2Oz synthesized in [6]:
PbxBi2.1 − xSr2Ca0.6Y0.4Cu2Oz (closed triangles),
PbxBi2.1 − xSr2Ca0.8Y0.2Cu2Oz (closed circles), and
PbxBi2.1 − xSr2CaCu2Oz (open squares).
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where I is the intensity; ε is the energy; and A, w, and
εc are parameters. By subtracting the sum of the func-
tions describing the low-frequency portion from the
spectrum G(ε), we separated the spectral portions that,
according to the data available in the literature, corre-
spond to vibrations of oxygen atoms in CuO2 and SrO
layers (Fig. 3). These portions were also approximated
by functions (1). The parameters of the Gaussian func-
tions for all the samples are listed in the table. The
graphs of the functions describing the spectrum G(ε) of
the Bi1.5Pb0.6Sr2CaCu2O8 solid solution are depicted in
Figs. 2 and 3.

3. RESULTS AND DISCUSSION

The kinetic curves for oxidation of the solid solu-
tions in air at 650 and 700°C are shown in Fig. 4. The
presented data on the oxidation of the
Bi1.5Pb0.6Sr2CaCu2O8 + δ solid solution are taken from
our previous work [5]. It can be seen that the oxidation
of the Bi1.3Pb0.8Sr2Ca0.8Y0.2Cu2O8 + δ solid solution is
characterized by an appreciable retardation of the ini-
tial oxidation stage (as compared to the yttrium-free
samples) at a virtually unchanged rate of the second
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Fig. 2. Generalized frequency spectra G(ε) of
Bi2.1 − xPbxSr2Ca1 – yYyCu2Oz solid solutions: (1) x = 0.6,
y = 0 and (2) x = 0.8, y = 0.2. The approximation of spec-
trum 1 by functions (1) is shown under this spectrum.
P

stage. As was noted above, the initial oxidation stage of
the lead-substituted Bi-2212 compound is associated
primarily with the oxygen redistribution in the solid
solution, whereas the second stage involves the cation
redistribution. Therefore, we can draw the inference
that the oxygen diffusion is considerably retarded in all
the yttrium-containing samples in which copper has the
same mean oxidation number due to the heterovalent
substitution. Electron microscopic examinations of the
samples prior to and after oxidation (performed earlier
in [5] for yttrium-free solid solutions) revealed that the
early stage of the process involves both the oxygen and,
most likely, cation separation of the solid solution into
layers with the formation of a lamellar micromorphol-
ogy, which is characteristic of spinodal decomposition
and favors efficient pinning of the magnetic flux. Fur-
ther oxidation of yttrium-free samples is accompanied
by coarsening of the microstructure [5]. For the
Bi1.3Pb0.8Sr2Ca0.8Y0.2Cu2O8 + δ solid solution, it was
found that the lamellar structure has a considerably
smaller period (approximately 3 nm, as compared to
10 nm in the yttrium-free solid solution [5]); moreover,
the coarsening of this structure decreases significantly.
Thus, the double heterovalent substitution provides a
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Fig. 3. High-frequency portions of the spectra G(ε) of
Bi2.1 – xPbxSr2Ca1 – yYyCu2Oz solid solutions [after sub-
tracting the sum of functions (1) describing peaks 1–5]:
(1) x = 0.6, y = 0 and (2) x = 0.8, y = 0.2. The approximation
of spectrum 1 by functions (1) is shown under this spec-
trum.
Parameters of Gaussian functions (1) describing (upon superposition) the generalized frequency spectra of
Bi2.1 − xPbxSr2Ca1 − yYyCu2Oz solid solutions

x, y 1 2 3 4 5 6 7 8

x = 0.6, y = 0 εc, meV 5.28 9.9 16.5 19.2 32.3 53.5 65.1 84

w, meV 1.53 3.02 10.9 1.44 19.4 9.84 11.8 26

A, au 11.1 23.2 141 6.92 554 96.4 133 74

x = 0.8, y = 0.2 εc, meV 5.37 10.1 16.6 19.3 32.9 54.0 65.7 93

w, meV 1.55 2.81 11.3 1.63 19.9 9.69 16.0 23

A, au 9.85 19.8 132 6.10 535 81.0 206 119
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means for controlling the microstructure formed upon
oxidative decomposition of the solid solution based on
the Bi-2212 compound.

The vibrational spectra of the solid solutions under
investigation were analyzed with the aim of elucidating
the mechanism of retardation of oxygen diffusion in the
lead-containing Bi-2212 compound upon substitution
of yttrium for calcium. As was done in [10, 11], the spe-
cific features revealed in the spectra G(ε) were assigned
to vibrations of particular atoms in crystal chemical
layers of the Bi-2212 structure by comparing the exper-
imental data with the results obtained in [12–15] for
Bi2Sr2Ca1 – xYxCu2O8 + δ solid solutions and the unsub-
stituted Bi2Sr2CaCu2O8 compound. The results of our
assignment are also similar to those obtained in [10, 11]
and can be summarized as follows: peak 1 is attributed
to the vibrations of bismuth atoms, peak 2 corresponds
to the vibrations of strontium atoms, peaks 3 and 4 are
assigned to the vibrations of copper atoms and cations
in the calcium layer, peak 5 arises from the superposi-
tion of the vibrations of copper atoms and several vibra-
tional modes of oxygen atoms (primarily, in the Bi2O2
layer), peaks 6 and 7 correspond to the vibrations of
oxygen atoms in the SrO layer, and peak 8 is due to the
vibrations of oxygen atoms in the CuO2 layer. The
alternative assignment of peaks 6, 7, and 8 to the vibra-
tions of oxygen atoms in the SrO and CuO2 layers
seems improbable because of the strong covalent bond-
ing of oxygen and copper in the CuO2 layer. There are
many works devoted to the investigation of the phonon
spectrum of the Bi-2212 compound by Raman spec-
troscopy. According to these data, the peak at the max-
imum frequency, as a rule, is attributed to the vibrations
of oxygen atoms in the SrO layer [16]. However, the
model calculations performed by Shannon and Prewitt
[17] demonstrated that the higher frequency peaks
associated with the vibrations of oxygen atoms in the
CuO2 layer cannot be observed in Raman spectra (the
A2u and Eu vibration modes are active in the absorption
or reflection spectra). Therefore, the vibrations at fre-
quencies of 627 and 656 cm–1 (phonon energies of 75.2
and 78.7 meV, respectively) [16] most likely corre-
spond to peaks 6 and 7 in our spectra. In this respect,
comparison of peaks 6, 7, and 8 in the spectra G(ε) of
the solid solutions studied is of primary interest for the
analysis of the influence of heterovalent substitution on
the mobility of oxygen atoms in the structure of the
Bi-2212 compound.

The crystal structure of the Bi-2212 compound
(with equidistantly arranged crystal chemical layers
and without regard for the incommensurate modulation
in the Bi2O2 and SrO layers) and layers in which differ-
ent processes proceed in the course of oxidation (see,
for example, [3]) are schematically shown in Fig. 5.
The oxygen nonstoichiometry is associated with the
Bi2O2 crystal chemical layer. In the Bi-2212 structure,
oxygen diffusion also occurs along the Bi2O2 layers.
This process is due to the incommensurate modulation
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of atomic positions in the Bi2O2 layer, which, in turn, is
responsible for the formation of additional sites occu-
pied by oxygen atoms. Moreover, the Bi2O2 layer is
characterized by the heterovalent substitution of lead
for bismuth. As regards the substitution of yttrium for
calcium, since the ionic radius of Y3+ (1.22 Å) is
smaller than the ionic radius of Sr2+ (1.45 Å) at a coor-
dination number of 9 (for cations in the SrO layer) [18],
it can be expected that yttrium atoms will be located in
the calcium crystal chemical layer. Furthermore, cal-
cium, strontium, and yttrium cations can be redistrib-
uted over the Ca and SrO layers, as was observed for
Bi-2212-based solid solutions containing Nd, La [1], or
Pr [19]. In the lead-containing solid solutions based of
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the Bi-2212 compound, the oxidation number can
change for copper, lead, and bismuth. However, accord-
ing to x-ray photoelectron spectroscopy, bismuth in
these solid solutions has an oxidation number of 3+. In
our opinion, it is highly improbable that bismuth can
have an oxidation number of 5+, because ions contain-
ing a lone (6s2) electron pair reside in a very specific
coordination environment. It was shown earlier in [4, 5]
that, upon the oxidation Pb2+  Pb4+, lead precipi-
tates from the Bi-2212 matrix in the form of the sec-
ond phase (Pb,Bi)3(Sr,Ca)5CuOz after preliminary
separation of the solid solution. Therefore, it can be
assumed that the change in the oxidation number of
elements during the oxidation of the solid solution
should occur primarily in the CuO2 crystal chemical
layer (since this layer exhibits metallic properties, we
can say only on a change in the position of the Fermi
level). The lower rate of oxygen diffusion in the
Bi1.3Pb0.8Sr2Ca0.8Y0.2Cu2O8 + δ solid solution as com-
pared to that in the Bi1.5Pb0.6Sr2CaCu2O8 + δ solid solu-
tion cannot be explained by the change in the cationic
composition of the Bi2O2 crystal chemical layer of the
Bi-2212 structure, because the replacement of the Bi3+

ion by the isoelectron ion Pb2+ with a smaller charge
should lead to a decrease in the strength of bonds
between the oxygen atoms and the cation environment.
An enhancement of the oxygen bonding in the Bi2O2
layer could occur if a considerable part of the yttrium
atoms were to be located in the SrO crystal chemical
layer (with simultaneous redistribution of calcium and
strontium atoms over positions in the crystal structure).
However, this should be attended by an enhancement of
the oxygen bonding in the SrO layer and, as a conse-
quence, by a shift of peaks 6 and 7 in the spectrum G(ε)
toward the high-energy range, which is not observed in
our case. Moreover, as was noted above, the presence of
a large amount of yttrium in the SrO layer of the Bi-
2212 structure seems to be unlikely due to the large dif-
ference in the ionic radii of strontium and yttrium.

In our opinion, the available experimental data are
in better agreement with the mechanism of retardation
of oxygen diffusion upon substitution of yttrium for
calcium in the lead-containing Bi-2212 compound in
the case when yttrium is located in the calcium layer of
the Bi-2212 structure. It is evident that the positive
electrostatic charge increases in the calcium layer. On
the other hand, the oxidation of the Bi-2212-based solid
solution leads to the Cu2+  Cu3+ transition in the
CuO2 layer. Although the net charge of this layer
remains negative, the localization of holes on copper
atoms (the formation of Cu3+ ions) turns out to be less
favorable for the yttrium-substituted solid solution due
to the electrostatic repulsion from the calcium layer.
This circumstance can be responsible for the retarda-
tion of oxygen diffusion. Furthermore, when yttrium is
located in the calcium layer of the Bi-2212 structure,
the bonds between oxygen atoms in the CuO2 layer and
cations of the coordination environment become stron-
PH
ger, which leads to the experimentally observed shift of
peak 8 in the spectrum G(ε) toward the high-energy
range.

4. CONCLUSIONS

Thus, it was demonstrated that the substitution of
yttrium for calcium in lead-containing solid solutions
based on the Bi2Sr2CaCu2O8 compound results in an
appreciable retardation of oxygen diffusion. This con-
siderably facilitates the nanostructured modification of
the aforementioned solid solutions with the use of inter-
nal oxidation.

From analyzing the high-frequency portion of the
vibrational spectrum (associated with the vibrations of
oxygen atoms in the SrO and CuO2 crystal chemical
layers of the Bi2Sr2CaCu2O8 structure), it was con-
cluded that the change in the electrostatic interaction of
the Ca and CuO2 layers is responsible for the retarda-
tion of oxygen diffusion.
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Abstract—The temperature dependence of the dissipative part of the response to an ac magnetic field has been
studied for an YBCO high-temperature superconductor film carrying a transport current. The response is found
to exhibit a thermal hysteresis, whose magnitude depends on the transport current. The hysteresis is assigned
to the current-carrying superconductor having two stable equilibrium states within a certain thermostat tem-
perature interval. The existence of these states governed by specific features of the release and removal of heat.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The response of a superconductor to a weak mag-
netic field is determined by the characteristics of the
state in which the sample resides. The superconductor
state depends, in turn, on a number of external parame-
ters, such as the temperature, pressure, external mag-
netic field, and transport current. For instance, a cur-
rent-carrying superconductor can be in a superconduct-
ing nondissipative, superconducting resistive, or
normal uniform equilibrium state. The possible super-
conductor states and their stability can be studied theo-
retically in terms of simple phenomenological models
describing the balance between the liberation and
removal of heat in the superconductor–thermostat sys-
tem [1, 2]. These models make it possible to formulate
the main relations governing the onset of instabilities of
the superconducting state in bulk [1–4], thin-film [5–8],
composite [1, 2, 9, 10], and layered [11, 12] current-
carrying superconductors.

The combined action of a transport current and an
external ac magnetic field on a superconductor was
studied in [13–22]. In particular, current damping in a
superconducting coil placed in an ac magnetic field
[13–15] and the response of a superconducting current-
carrying plate to an ac magnetic field [16–22] directed
parallel to the plate plane and perpendicular to the
transport current were considered. The analysis of the
experimental data obtained was based on the electrody-
namics of superconductors in terms of Bean’s model of
the critical state [23], neglecting thermal processes in
the system. This approach is valid provided the sample
is in good thermal contact with the thermostat and
resides in a nondissipative superconducting equilib-
rium state or is close to this state. In this case, the tem-
perature of the sample differs very little from that of the
thermostat; it is the latter temperature that is actually
measured in an experiment.
1063-7834/04/4603- $26.00 © 20430
We note in this connection that a gas at a low pres-
sure (a few pascals) is usually employed as a thermostat
in induction experiments, with the heat exchange with
the sample being mediated by radiation. The rate of
heat transport in this case is very low, so the tempera-
ture of a current-carrying sample may differ substan-
tially from that of the thermostat. Furthermore, because
of the low rate of heat exchange, thermal transient pro-
cesses in the sample may be far from completion; this
would exert an additional influence on the suscep-
tibility.

We carried out an experiment in which the thermal
processes in the sample–thermostat system cause a hys-
teresis in the temperature dependence of the response
of a current-carrying superconductor to a weak external
magnetic field. The observed phenomena can be easily
explained by the fact that there is a region of bistability
within which a current-carrying superconductor may
reside in one of two stationary states with temperatures
T1 or T2 (T1 < T2). We note in this connection that mea-
surements of the temperature dependence of suscepti-
bility may prove useful for studying the state diagram
of superconducting films carrying a transport current.

2. EXPERIMENTAL SETUP AND RESULTS

In the experiment, we measured the response of a
sample of the high-temperature YBCO superconductor
to an external ac magnetic field. The sample was a
2000-Å-thick YBCO film 10 × 10 mm in area, grown by
laser ablation on a Nd-doped LaCaO3 substrate. The
film was grown by A. Klimov at the Institute of Physics,
PAS, Warsaw. Silver contacts 1 mm in width were
deposited on opposite sides of the sample and had a
total resistance of 0.7 Ω . The complex susceptibility
χ1 =  +  was measured at the main frequency on
a setup described in [22]. The sample pasted to a texto-

χ1' iχ1''
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lite insert was clamped to a flat receiving coil and
placed in a tubular furnace. The receiver and the fur-
nace were arranged in a vacuum chamber in which a
base air pressure on the order of a few pascals was
maintained. The temperature was measured with a ther-
mocouple located in the immediate vicinity of the film.
The rate of the variation in temperature during mea-
surement of the signal was ≈0.3 K/min under both
increasing and decreasing temperature. This rate was
chosen so as to exclude temperature hysteresis at Itr = 0.
The measurements were performed at ac field ampli-
tude Hac = 16 and 200 mOe at a frequency f = 10 kHz.

Figure 1 displays the (T) dependences obtained
under increasing and decreasing thermostat tempera-
ture (Tup and Tdown, respectively) with a transport cur-
rent I = 60 mA and Hac = 16 mOe. Figure 2 plots the
temperatures T0,up, T0,down, Tm,up, and Tm,down vs. trans-
port current and the /  amplitudes measured under
increasing sample temperature (here, T0,up and T0,down
are the temperatures of the appearance of a diamagnetic
response under heating and cooling, respectively, and
Tm,up and Tm,down are the temperatures of the maximum
in the imaginary part of the susceptibility  recorded

under heating and cooling, respectively). The (T)
curves follow a pattern characteristic of such relations.
They reveal a clearly pronounced maximum at a tem-
perature Tm and low- and high-temperature tails. The
maximum (which is usually assigned to the size effect)
is reached as soon as the magnetic field penetration
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Fig. 1. Temperature dependences of the imaginary part of
the susceptibility of an YBCO film carrying a transport cur-
rent Itr = 60 mA (normalized against ) measured under

increasing and decreasing thermostat temperature (Tm,up
and Tm,down, respectively). The inset shows a scheme illus-
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between the heating and cooling runs.
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depth becomes equal to the characteristic dimension of
the sample.

The most remarkable feature of these relations is the
hysteresis observed when the direction of temperature
variation is changed during the course of measurement
(Figs. 1, 2). The magnitude of the hysteresis grows with
increasing transport current, and the high-temperature
slope of the (T) plot becomes steeper than in the case
of susceptibility measurements performed in the
absence of a transport current in the sample. Further-
more, the increase in the transport current is accompa-
nied by a displacement of the temperature T0 (at which
the diamagnetic response appears) toward low temper-
atures and by a decrease in the amplitude of the maxi-
mum of the quantity  responsible for the hysteresis
losses.

These features are intimately related to the pro-
cesses of heat exchange between the sample and the
thermostat. In the next section, we discuss the role
played by these processes in the formation of the super-
conductor response to an external ac magnetic field.

3. HEAT TRANSPORT AND ITS EFFECT 
ON SUSCEPTIBILITY

If a superconductor is in the normal or supercon-
ducting resistive state, the transport current flowing
through it generates heat. Therefore, the equilibrium
temperature of a current-carrying superconductor dif-
fers from that of the thermostat.
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As already mentioned, the response of a supercon-
ductor to an external field depends on its state. Consider
the equilibrium states in which a superconductor with
current can reside and how the transition from one state
to another takes place. The analysis will be performed
in terms of the nonlinear heat generation model pro-
posed in [11].

The equilibrium states of a current-carrying super-
conductor are determined by the balance between the
rates of generation and removal of heat [1, 2]. In the
case of interest to us here, a qualitative analysis of the
states can be carried out using the one-dimensional
thermal conductivity equation

(1)

where Ds is the substrate thickness; Cs and ks are the
heat capacity and thermal conductivity of the substrate
material, respectively; df is the thickness of the super-

conducting film; (T) is the heat power generated by
the transport current; and W(T) is the rate of heat
removal. We readily see that the equation has trivial sta-
tionary solutions of the kind T = Ti, where the tempera-
ture Ti is independent of the coordinate and satisfies the
condition

(2)

Figure 3 gives a schematic representation of the
temperature dependences of the rate of heat release

(T) for various transport currents and of the rate of
heat removal W(T) = h(T – T0) for various thermostat
temperatures T0. The effective heat transfer coefficient
h depends on the actual mechanism of heat removal

[11]. The solid lines plot the (T) function for a fixed
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Fig. 3. Model temperature dependences of the heat release

rate (T) and heat removal rate W(T) in a layered current-
carrying superconductor.
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value of the transport current I and the function W(T)
for a certain value of the thermostat temperature T0.

The equilibrium states of the system are determined
by condition (2) of the balance between the rates of
generation and removal of heat. In the case illustrated
in Fig. 3, there are three such states. Two of them, T1
and T2, are points of stable equilibrium, and the third
state is unstable. Here, the low-temperature state can be
either superconducting nondissipative or superconduct-
ing resistive and the high-temperature state can be
either superconducting resistive or normal. For the sake
of brevity, we refer to the low-temperature state as
superconducting and to the high-temperature state as
normal. The dash-dotted lines correspond to the rate of
heat removal at the thermostat temperatures T0,down and
T0,up bounding the region within which the two stable
states can exist. Outside this region, a superconductor
can reside either in the superconducting state alone (for
T0 < T0,down) or in the normal state alone (for T0 > T0,up).
The dashed lines in Fig. 3 plot the rate of heat genera-
tion and the region of bistability for a lower value of the
transport current. It can be seen that, in this case, the
interval of thermostat temperatures over which the sys-
tem has two stable states becomes narrower and the
temperatures themselves increase.

Let us follow the variation of the superconductor
state as the thermostat temperature is lowered starting
from a value of T0 > T0,up. Here, there is only one nor-
mal equilibrium state of the superconductor. The heat
release rate in this state is high, and, as a consequence,
the temperature of the sample considerably exceeds
that of the thermostat, T2 > T0. On the other hand, the
dissipation of the ac magnetic field energy associated
with the damping of induced normal currents is low,
because the skin depth is far in excess of the sample
size at the ac field frequency used in the experiment.
This situation persists even in the bistability interval
(because the normal state is separated from the super-
conducting state by a potential barrier), i.e., until the
thermostat temperature reaches T0,down.

At the thermostat temperature T0 = T0,down, the nor-
mal state is no longer stable. The system switches to the
superconducting state with a temperature close to that
of the thermostat, T1 ≈ T0. In this state, the rate of heat
generation associated with the flow of transport current
is considerably lower than that in the normal state,
whereas the dissipation of the external ac magnetic
field energy is substantially larger than that in the nor-
mal state, because this energy dissipation is due to the
pinning of the magnetic flux penetrating into the sam-
ple. Therefore, the response undergoes a jump at this
point. As the temperature is lowered still further, the
response behaves qualitatively in the same way as it
does in a current-free sample.

As the thermostat temperature is increased from the
level T0 < T0,down, the sample remains in the supercon-
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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ducting state up to the temperature T0 = T0,up. At this
temperature, the sample switches to the normal state.

Thus, due to the existence of the temperature inter-
val (T0,down, T0,up) within which a superconductor has
two stable states (Fig. 3), a temperature hysteresis
occurs in the response to an ac external magnetic field
(Fig. 1).

However, this factor does not fully explain the spe-
cific features of the temperature dependence of the sus-
ceptibility of a sample in our experiment. If the super-
conductor is in equilibrium at any temperature, the low-
temperature tails (T0 < T0,down) in the (T) dependence
obtained under heating and cooling of the sample
should coincide. As seen, however, from Fig. 1, these
sections likewise undergo hysteresis. This feature in the
response can be explained by assuming that a sample
has no time to reach thermal equilibrium with the ther-
mostat during the experiment.

The lack of equilibrium should be particularly
revealing in the case when the thermostat temperature
is decreased if the sample is originally in the normal
state, because in this state the sample temperature T2 is
appreciably higher than that of the thermostat T0
(Fig. 3). Therefore, when the normal state becomes no
longer stable at the point T0 = T0,down, the sample tem-
perature should change by a fairly large amount ∆T =
T2(T0,down) – T1(T0,down). Because the heat withdrawal
rate in the experiment is not high, a fairly long time (on
the scale of the duration of the experiment) is needed
for the sample to cool down to the equilibrium state.

It is easy to estimate this time from the experimental
data. For instance, for a current Itr = 60 mA, as seen
from Fig. 1, the curves begin to coincide approximately
1.5 K below the temperature T0,down. Recalling that the
rate of temperature variation in the experiment was
about 0.3 K/min, this yields approximately 5 min for
the relaxation time.

As seen from Fig. 1, the maximum in the dissipative
part of the response  measured under increasing tem-
perature is larger than that obtained in the cooling run.
This observation can be easily understood by looking at
the inset to Fig. 1, where the (T) dependence is plot-
ted schematically for the hypothetical case of no insta-
bility occurring in the superconducting state of the cur-
rent-carrying sample (inset A in Fig. 1). The inset also
shows possible temperature dependences of the suscep-
tibility of a current-carrying superconductor in an equi-
librium state (for cases of both increasing and decreas-
ing temperature) that take into account the thermal
instabilities of the superconducting and normal states
(inset B in Fig. 1). If the transport current is small
enough, both temperatures at which the instabilities
occur, T0,down and T0,up, lie above the temperature Tm at
which the dissipative part of the susceptibility reaches
a maximum. In this case, the maximum lies at the point
of an extremum and, therefore, does not depend on the

χ1''

χ1''

χ1''
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direction of temperature variation. As the current
increases, however, first the temperature T0,down and
then T0,up become lower than Tm. Now, the maximum
susceptibility is reached not at the extremum but rather
at the boundary of the temperature interval over which
the superconducting state is stable. This is what
accounts for the difference in magnitude between the
maxima of susceptibility observed for different direc-
tions of temperature variation.

This explanation applies, however, only to a super-
conductor in an equilibrium state. As already men-
tioned, in our experiment, the sample has no time to
reach thermal equilibrium as the temperature is lowered
after the switching to the superconducting state. As a
result, the difference in magnitude between the suscep-
tibility maxima in a real case is much less pronounced
than that in insets A and B to Fig. 1.

Heat liberation in an YBCO film is determined not
only by the state (normal or resistive) of the film but
also by the heat release at the contacts. Heat release at
the contacts does not change the above pattern radi-
cally. However, a break appears in the linear depen-

dences of T0,up or T0,down on  (i.e., on the heat power
generated in the film) at a certain value of current Itr. We
assign this break to the effect of heat release at the con-
tacts. Such measurements make it possible to deter-
mine, for a given sample, the maximum transport cur-
rent above which the heat release at contacts has to be
taken into account in studying the electrophysical prop-
erties of HTSC samples.

4. CONCLUSIONS

The main result of this study is the observation of
the effect of heat exchange between a superconductor
carrying a transport current and a thermostat on the
response of the superconductor to an ac magnetic field.
The heat exchange gives rise to a temperature hystere-
sis in the susceptibility. The main cause of the hystere-
sis is that a superconductor carrying current has two
stable states in a certain temperature interval. The exist-
ence of these two states is dictated by the character of
heat generation associated with the transport current
and by the rate of heat removal.

As seen from the results of the experiment (Fig. 2),
an increase in the value of the current not only increases
the hysteresis width T0,up – T0,down but also reduces both
these temperatures. In our opinion, this is evidence of
the nonlinear character of the conductivity of the sam-
ple under study. This conclusion agrees qualitatively
with the pattern in Fig. 3, which was drawn using the
model of nonlinear heat generation in layered super-
conductors proposed in [11].

Another hysteresis mechanism is related to thermal
transient processes. The corresponding contribution to
the hysteresis becomes manifest in the low-temperature
tails in the dissipative part of the response not being

I tr
2
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coincident and can be eliminated by properly adjusting
the rate of varying the thermostat temperature.
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Abstract—The pseudopotential and supercell methods are used to study the optical absorption of graphite-like
hexagonal boron nitride involving deep levels of nitrogen vacancies and their clusters. The impurity-induced
absorption is shown to be mainly related to electron transitions between the states that are antisymmetric with
respect to the horizontal plane. Therefore, this absorption is highly anisotropic and is maximum for light waves
polarized normally to the hexagonal axis. The optical absorption and photoconductivity spectra before and after
neutron irradiation and thermal treatment are interpreted, and the activation energies for the thermolumines-
cence and conductivity of nitrogen-depleted boron nitride before and after fast-neutron irradiation and vacuum
annealing are found. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION 

Graphite-like hexagonal boron nitride h-BN pro-
duced through gas-phase deposition is a highly disperse
polycrystalline material with a pronounced axial tex-
ture [1, 2]. Due to the small atomic numbers of its con-
stituents and its high radiation resistance, high resis-
tance to thermal shocks, high thermal diffusivity, and
good insulating properties, h-BN is a unique material
that can be applied in various fields. The operating abil-
ities of boron nitride can be revealed when studying its
damage and the changes in its optical properties upon
radiation and thermal treatment [3–5]. The nature and
structure of the energy states of radiation defects local-
ized in the band gap are still poorly understood, and the
mechanisms of the effect of defects on the properties of
the material remain unclear. 

Self-defects existing in BN ceramics prior to irradi-
ation have high thermochemical stability and are pre-
dominantly localized at the boundaries between struc-
tural fragments [5]. The formation of thermally stable
defects is mainly affected by impurity carbon atoms,
which are introduced during the synthesis and thermo-
chemical doping of the material [6, 7]. The optical
absorption, luminescence, and photoelectric properties
of h-BN are also strongly affected by nitrogen vacan-
cies VN and their complexes [6–9], which serve as acti-
vation, recombination, absorption, or photosensitivity
centers [10]. Electronic transitions involving the levels
of nitrogen divacancies and trivacancies manifest
themselves in the stages of incomplete annealing of
paramagnetic defect complexes in neutron-irradiated
BN [11]. 

In this work, we use the method [10] of calculating
the deep levels of point and cluster defects to determine
1063-7834/04/4603- $26.00 © 20435
the oscillator strengths for the most intense interband
transitions involving nitrogen vacancies and to calcu-
late the optical properties of h-BN in the region of
impurity absorption. The calculation results are used to
interpret the bands observed in the experimental
absorption and photoconductivity spectra of pyrolytic
h-BN. 

2. CALCULATION PROCEDURE 

The electronic states of an h-BN crystal with neutral
unrelaxed nitrogen vacancies are calculated using the
pseudopotential and supercell (4 × 4 × 2) methods;
these methods were described in detail in [10]. The
absorption coefficient α(E) of the defect crystal is
determined by calculating the permittivity in the ran-
dom-phase approximation [12] 

(1)

where Enk are the electron energies of the defect crystal
(n = v  and c are the indices of the filled and free states,

respectively), (k) are the oscillator strengths,
Mcv (k) is the matrix element of the momentum opera-
tor, e is the polarization vector of an electromagnetic
wave, and δ is the imaginary addition to the energy
associated with the finite electronic-state lifetime. Inte-
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gration over the Brillouin zone of the supercell is per-
formed using a mesh of wave vectors k of the ideal
crystal that are generated in the supercell method and
are equivalent to the Γ point of the superlattice. When
calculating the absorption coefficient, we took into
account the degree of filling of deep levels and put the
parameter δ equal to a characteristic value of 0.075 eV.
Using linear interpolation in the defect concentration,
the coefficient α(E) was calculated for the concentra-
tion Nd = 1019 cm–3 typical of h-BN [10]. For complex
defects, this value corresponds to the concentration of
nitrogen divacancies and trivacancies. 
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Fig. 1. Absorption coefficient of h-BN with (a) single nitro-
gen vacancies, (b) nitrogen divacancies, and (c) nitrogen
trivacancies. The notation for the peaks corresponds to that
in the table. 
P

3. OPTICAL ABSORPTION OF IMPERFECT 
h-BN WITH NITROGEN VACANCIES 

The calculated absorption coefficients (averaged
over the light-vector directions) of h-BN with single
nitrogen vacancies and with nitrogen divacancies and
trivacancies formed from the nearest neighbor defects
in the hexagonal plane are shown in Fig. 1. The table
gives the oscillator energy ε and the oscillator strength

(k) for the interband transitions associated with
absorption peaks at photon energies lower than the
band gap of the ideal crystal. The direct band gap in h-
BN corresponds to the Hc–Hv transition with an energy
of 5.27 eV, and the minimum indirect band gap corre-
sponds to the Mc–Hv transition with an energy of

4.65 eV. The values of (k) take into account the
degeneracy and the degree of filling of the initial and
final states, thus including the contribution from charge
centers to the absorption. The table also gives the peak
values αcalc of the absorption coefficient. Figure 2 pre-
sents a schematic diagram of the deep levels of nitrogen
vacancies, their occupation with electrons, and the most
probable optical transitions. Symbol A designates a sin-
glet state, and symbol E, a doublet state. The nitrogen
trivacancy-level occupation and the types of intense
transitions are somewhat different from the data in [10],
which are incorrect in certain cases. 
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Fig. 2. Schematic diagram of the intense optical transitions
involving the deep levels of nitrogen vacancies, divacan-
cies, and trivacancies that cause absorption peaks of a defect
crystal in the band-gap region. 
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, and the parameters of local absorption bands 
 

N × 10–19, cm–3 εl, eV εσ, eV

0.81 0.83

0.93 0.91

1.02** 1.12

0.2–1.3

* 0.1–0.2

20–27

0.53

7–10

0.2

0.1

0.3–0.5

0.3–0.5

* 0.1–0.3

–
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–
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Characteristics of transitions involving the deep levels of nitrogen vacancies, oscillator strengths, activation energies εl, σ
in pyrolytic h-BN before and after (*) neutron irradiation and annealing at (**) Tann = 300–1500 and (***) 1500–2000 K

Defect type Transition energy ε, eV f αcalc, cm–1 εi, eV αexp, cm–1 γ, eV

VN 0.88 (A  Mc) 0.19

0.99 (A  Lc) 0.47 1200(E1)

1.13 (A  Mc) 0.29

2.56 (A  Sc, Γ–K) 0.05 150(E2) 2.52 50–220 0.40

2.50*** 50–70*** 0.25**

4.87 (Mv  A) 0.03 1400(E3) 4.83 1400–1700 0.9

5.04 (Lv, Mv  A) 0.07

2-VN 2.30 (A  A) 0.04 60(E1) 2.20 50 0.8

2.30** 800–1100** 0.7**

3.10 (A  Lc, Mc) 0.09
3.07

150 0.30

3.14 (A  Lc, Mc) 0.34 410(E2) 3.13*** 100–300*** 0.25

3.35 (A  Lc, Mc) 0.14 3.33 250–400 0.27

4.07 (A  Rc, Σc) 0.06 120(E3)

4.96 (A  Rc, Σc) 2.20 2400(E4) 4.83 1400–1700 0.90

4.93*** 1000–1500 0.75**

3-VN 1.73 (A  E) 0.12 90(E1) 1.75 80 –

1.85* 1800* 0.5*

1.95*** 20–25*** –

1.55*** 30*** 0.35

2.68 (E  Lc, Mc) 0.09 120(E2)

2.83 (E  Lc, Mc) 0.11 2.85*** 100–200*** 0.30

3.98 (E  Σc, Γc, Ac) 0.10

4.13 (Lv, Mv, Γ–K  A) 0.09 570(E3)

4.22 (Lv, Mv, Sv  A) 0.48

4.23 (E  Rc, Σc) 0.27

4.50 (E  Γc, Rc) 0.42

4.63 (E  Ac, Σc, Rc) 0.63 550(E4) 4.65 1700 0.50

4.89 (E  Γc, Ac) 0.07 4.95 1300–1800 0.43
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In the absorption coefficient of h-BN with single
vacancies (Fig. 1a), the first peak E1 is related to transi-
tions from the lower, half-filled deep level A (E =
3.75 eV) to the states originating mainly from the states
of the third and fourth conduction bands of the ideal
crystal at the M and L points. The wave functions of
these states are antisymmetric with respect to the hori-
zontal-plane reflection; therefore, according to the
selection rules [13], this peak corresponds to absorption
of electromagnetic waves polarized normally to the
hexagonal axis. Similar strong absorption anisotropy
was also observed near the fundamental absorption
edge of ideal h-BN [14]. Comparison of the oscillator
strengths indicates that the dominant contribution to the
E1 peak comes from the transition to the degenerate L-
point state of the conduction band. Another, lower peak
(E2 = 2.56 eV) is caused by transitions to the states of
two lower conduction bands at the S and Γ–K lines. The
third peak (E3) is located near the fundamental absorp-
tion edge and is related to transitions from the L- and
M-point states of the upper valence band to the deep
level A. 

For h-BN with nitrogen divacancies and trivacan-
cies, all specific features of α(E) also correspond to the
absorption of light polarized normally to the hexagonal
axis. In the case of nitrogen divacancies, the peaks of
the absorption coefficient are caused by transitions
from the lower completely filled level A (Fig. 1b). The
relatively weak peak at E1 = 2.29 eV corresponds to an
intracenter transition to the second empty deep level A.
The peak at E2 = 3.1 eV is related to transitions to the
L- and M-point states at the conduction band edge.
Peaks E3 and E4 are mainly due to transitions to the lev-
els originating from the states of two lower conduction
bands at the R and Σ lines. 

For nitrogen trivacancies, the peak of the absorption
coefficient at E1 = 1.73 eV is also related to the intrac-
enter transition from the lower filled level to the second,
partly filled deep level E (Fig. 1c). The second peak, at
E2 = 2.7 eV, is due to transitions to the L- and M-point
states at the conduction band edge. The peak at E3 =
4.2 eV is mainly caused by transitions from the two
upper states of the valence band at the L and M points
and from the states at the Γ–K and S lines to the third
deep level A, as well as by transitions from the second
deep level E to the Γ- and A-point states of the lowest
conduction bands and to the states at the R and Σ lines.
These partial contributions to the peak E3 are denoted

in Fig. 2 as  and , respectively. 

The optical properties of real materials depend on
the position of the Fermi level EF. For p-type crystals,
the ionization of the deep level A of a single vacancy
should decrease its energy by ~0.1–0.2 eV, which
results in the disappearance of peaks E1 and E2 and in a
decrease in the energy of peak E3 and a possible
increase in its intensity. At EF < 2 eV (with respect to

E3
a( )

E3
b( )
P

the valence band top), the deep level E of a nitrogen
trivacancy becomes vacant first. As a result, the related

E2 and E4 peaks and the contribution  to the third
peak disappear, and the E1 peak and the contribution

 undergo a red shift and are likely to increase; then,
the deep nitrogen divacancy level A becomes ionized
and the nitrogen divacancy ceases to be optically active
in this energy range. 

At EF > 2 eV, a nitrogen trivacancy should acquire
negatively charged states, with their levels being higher
than those of a neutral trivacancy. This should manifest
itself as blue shifts and a decrease in the intensity of the

E1 peak and in the contribution  and as red shifts
and an increase in the intensity of the E2 and E4 peaks

and the contribution . Moreover, the filling of the
upper deep levels A and E of nitrogen trivacancies can
induce additional specific features of the absorption
coefficient. 

At EF > 4 eV in n-type crystals, the E1 and E2 peaks
of a single vacancy will shift toward lower energies and
have higher intensities. In such materials, because of
the presence of charged centers formed by nitrogen
divacancies and trivacancies, the optical absorption
should differ significantly from that due to neutral
defects. 

4. COMPARISON WITH EXPERIMENTAL 
OPTICAL SPECTRA 

The spectral dependence of the absorption coeffi-
cient α(hν) (Fig. 3) is calculated from the diffuse reflec-
tion spectra with allowance for the transmission spectra
[15]. The concentration of centers N is calculated using
Smakula’s formula 

(2)

where n is the refractive index (n = 1.9–2.0 for hν =
1.5–3.5 eV [16] and 2.0–2.3 for hν = 3.6–5.3 eV [17]),
f is the transition oscillator strength (see table), γ is the
band half-width, and α is the absorption coefficient at
the center of the band εi. The activation energies for
thermoluminescence εl and conduction εσ levels are
determined using thermal-activation spectroscopy in
the fractional-annealing mode [18]. 

The similarity between the trap population distribu-
tion functions n(εl) and n(εσ), constructed using ther-
mal-activation spectroscopy for BN with self-vacancies
(εl = 0.81, 0.93, 1.08 eV and εσ = 0.83, 0.91, 1.12 eV)
[18–20] and radiation-induced vacancies (εl = 0.96,
1.02, 1.10 eV and εσ = 0.88, 1.14 eV) [11, 21], and the
calculated spectrum αcalc(E) (Fig. 1a) for single vacan-
cies, as well as the correlation between the εl(T), n(εl)
and εσ(T), n(εσ) dependences [18], suggests that the
transition energies from the level A to the conduction

E3
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E3
a( )

E3
a( )

E3
b( )

N 0.87 10
17

n f
1– γα/ n

2
2+( )

2
,×=
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



OPTICAL ABSORPTION OF HEXAGONAL BORON NITRIDE 439
band (peak E1 in Fig. 1a) are related to the activation
energies for luminescence and conductivity σ. If we
take into account the identified activation energies for
thermoluminescence and conductivity σ (εσ, l = 1.0 eV,
(VN-3 B11) center [9]) and assume that the thermal- and
optical-ionization energies of electronic centers in h-
BN differ by 0.1–0.2 eV [22], then these facts imply
that the population depletion of the monoenergetic lev-
els εl, σ is caused by transitions to the conduction band
(see table). 

The transitions from A to Sc and Γ–K (peak E2 in
Fig. 1a) can form a band with εi ≅  2.5 eV (Fig. 3, curve 1)
having a Gaussian shape and parameters close to those
calculated (see table). A band at 2.47 eV appears in the
n-type photoconductivity spectra [21]. The identifica-
tion proposed here is an alternative to the assumption
that these bands are related to transitions between the
levels of interstitial carbon atoms and the conduction
band [18, 21]. The vacancy nature of these bands is
attested to by the localization and narrowing of the
2.5-eV bands in the material containing radiation-
induced vacancies. The narrowing of the bands caused
by radiation-induced VN vacancies (see table) and the
localization of electrons participating in absorption [10,
21] can be explained by the location of radiation defects
inside crystallites [2] as opposed to self-defects located
near crystallite boundaries in the material. This conclu-
sion is confirmed by the difference between the spatial
distributions of paramagnetic vacancies in BN before
[6, 7, 9, 20, 22, 23] and after neutron irradiation and
thermal treatment [11, 24–26]. 

The A  A transitions (ε = 2.29 eV) in a divacancy
(Fig. 2) do not produce a band in the αexp(hν) spectra
because of a low intensity of the E1 peak (Fig. 1b)
and/or the presence of self-defect-induced bands at
similar energies. Radiation divacancies manifest them-
selves clearly in the localization of the 2.30-eV band
(Tann = 900–1500 K) upon incomplete annealing of
complex paramagnetic centers [11] (see table). 

The intense band at 3.3–3.4 eV (Fig. 3, curve 1) can
be caused by transitions with the participation of the
levels of impurity–vacancy complexes VN-3 B11–C [6,
7, 21, 23], which does not exclude the formation of this
band and transitions from the divacancy level A to the
conduction band edge (Fig. 1b, peak E2). The resolution
of the band into elementary Gaussian components
allowed us to reveal an additional peak at 3.07 eV,
which can be related to the A  conduction band
transitions (ε = 3.10 eV; Fig. 2 and table). The discrep-
ancy between the values of αcalc and αexp at εi = 3.07 and
3.33 eV and the scatter of the values of αexp (see table)
are caused by the effect of impurity–vacancy com-
plexes producing bands at similar energies [21, 27]. 

A low intensity of the 3.13-eV band (which is local-
ized after neutron irradiation followed by annealing at
2000 K) indicates suppression of the population of the
divacancy levels when electrons are trapped by the deep
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
acceptor levels (E = 0.5–1.1 eV) of cation vacancy-
based complexes [21]. The changes in the band struc-
ture and divacancy concentration (see table and Fig. 3,
curves 1, 3) suggest that radiation-induced 2-VN vacan-
cies (which are formed through combination of radia-
tion VN vacancies or dissociation of larger radiation
defect complexes [11]) are distributed inside crystal-
lites, in contrast to self-defects. 

The fact that the E3 peak, which is caused by transi-
tions between the divacancy level A and the conduction
band (with ε = 4.07 eV; see table), is not detected in the
absorption spectra before and/or after radiation and
thermal treatments (Fig. 3) is likely due to its relatively
low intensity and overlapping with the trivacancy-
induced E3 peak (Figs. 1b, 1c). 

A comparison of the parameters of the 4.8-eV band
(Fig. 3, curve 1) and the E4 peak (Fig. 1b) caused by
transitions from the divacancy level A (1.41 eV) to the
upper-conduction band levels (Fig. 2) suggests that this
band is related to 2-VN vacancies (see table). The dis-
crepancy between αcalc and αexp is due to both the effect
of trivacancies and the contribution from transitions
involving the VN levels [10] (see table). The effect of
radiation-induced 2-VN vacancies manifests itself in the
shift of the band centers from 4.83 to 4.90–4.95 eV and
in a decrease in γ and α (table, Fig. 3). 

Electron transitions involving 3-VN vacancies
(Fig. 2) manifest themselves not only upon incomplete
annealing of radiation defect complexes [10, 11, 21] but
also in BN with a high concentration of self-defects
(N ≥ 5 × 1019 cm–3). The A  E transitions (ε =

1.5 3.5 5.5
Photon energy hν, eV
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Fig. 3. Spectral dependences of the absorption coefficient of
boron nitride at 300 K (1) before and (2) after fast-neutron
irradiation (Φ = 9 × 1015 cm–2) and (3) after neutron irradi-
ation (Φ = 2.5 × 1018 cm–2) followed by annealing at Tann =
2000 K. 
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1.73 eV; Fig. 1c) form the 1.55-eV (Fig. 3) and 1.75-eV
(table) bands in the absorption spectra. The bands of
neutron-induced optical absorption at 1.85 and 1.95 eV
(Fig. 3) are likely due to transitions with ε = 1.95 eV
from the A level (2.70 eV) to the conduction band [10]. 

A comparison of the E2 peak parameters (Fig. 1c)
with the values of αexp, γ, and N for the 2.85-eV band
(Fig. 3, curve 3) suggests that the band is due to transi-
tions with ε = 2.68 and 2.83 eV from the level E to the
conduction band edge (Fig. 2), which does not exclude
its alternative mechanism of formation through the
( )  E transitions from the valence band [10].
This assumption is confirmed by the localization of the
n-type photoconductivity excitation band at 2.8–3.0 eV
[21, 27]. 

The E3 peak, which is due to transitions from the
valence band to the trivacancy level A and from the
level E to the conduction band (Fig. 2), is not mani-
fested in the absorption spectra due to the masking
effect of the strong divacancy peak E4 (table) and the
peaks at 4.0–4.6 eV (αexp = 1000–1500 cm–1), which
are likely associated with defect clusters where carbon
substitutes for anion vacancies [21]. The intensity of
the bands at 4.1–4.3 eV, which appear in the carbon
ion–irradiated material with n-type conductivity σ and
photoconductivity (σ ≥ 10–9 S), is smaller than that in
the p-type material (σ = 10–12–10–14 S) by a factor of
1.3–2.0 [27]. An analysis of the optical and photoelec-
trical properties showed that the Fermi level is localized
in the upper part of the band gap in the n-type material
and in the lower part of the band gap in the p-type mate-
rial. The similar behavior of the band at 4.1–4.25 eV

[27] and the trivacancy peaks  as a function of the
Fermi level (see Section 3) suggests that the band at
4.1–4.25 eV [27] is induced by transitions involving the
trivacancy deep levels (table). 

The broad bands at 4.8 and 4.9–4.95 eV (Fig. 3,
curves 1, 3), which appear before and after radiation–
thermal treatment, respectively, result not only from
transitions involving VN and 2-VN vacancies (table) but
also from transitions with energies 4.50, 4.63, and
4.89 eV between the trivacancy level E and the conduc-
tion band (Fig. 1c, peak E4; Fig. 2). Electron exchange
between the levels of closely spaced divacancies and
trivacancies causes band broadening, low resolution
between their components, and variations in αexp over
wide limits (table), while the values of αcalc in peaks E4

and E2 (Fig. 1c) are close to the values of αexp in the
peaks at 4.8–4.95 and 2.85 eV (Fig. 3). According to the
estimation performed in [15, 21], the Fermi level in
nonirradiated h-BN is located at ε = 2.2–2.8 eV; there-
fore, the increase in the intensity of the 4.83-eV band
(table) corresponds to the theoretical simulation of the
behavior of the trivacancy peak E4. Transitions that
involve the trivacancy levels existing before irradiation
(ε = 4.63, 4.89 eV) in BN with a defect concentration

Γ5v'

E3
a b,( )
PH
N ≥ 5 × 1019 cm–3 manifest themselves in the localiza-
tion of the 4.65- and 4.95-eV bands (table). 

5. CONCLUSIONS 

By comparing the calculated optical absorption
spectrum (with allowance for the deep levels of nitro-
gen vacancies and their complexes) with the character-
istics detected using thermal-activation and optical
spectroscopy in pyrolytic h-BN before and after neu-
tron irradiation and thermal treatment, we have
revealed the nature of the strong absorption and photo-
conductivity bands and determined the contributions
from vacancy clusters and carbon-containing defects to
the absorption spectra. The best agreement between the
experimental and calculated data was achieved for
vacancies and their complexes in the irradiated mate-
rial, because radiation defects are distributed within
crystallites. In nonstoichiometric BN, nitrogen self-
vacancy complexes specify optical properties, which is
likely due to small dimensions of the crystallite and to
the complex hierarchical structure of the material. The
population of the levels of complexes based on anion
self-vacancies is suppressed after neutron irradiation
and thermal treatment, because these complexes are
decomposed and cation vacancy-based complexes
become important. 
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Abstract—The phenomenology of the photogalvanic effect permits prediction of a number of physical phe-
nomena, the most interesting of which is the galvano-dipolar effect. This effect consists in the appearance of an
electric dipole moment in a sample through which an electric current is passed. A possible microscopic mech-
anism of this phenomenon, which can be realized in centrosymmetric media as well, is considered. © 2004
MAIK “Nauka/Interperiodica”.
A recent communication published by the group led
by J. Bednorz reported on the observation of an elec-
tric-current-stimulated reversible resistive transition in
SrTiO3 : Cr crystals [1]. In a lecture read by Bednorz at
the St. Petersburg meeting of Nobel Prize laureates Sci-
ence and Progress of Mankind (St. Petersburg, June
16–21, 2003), new results of an investigation into this
phenomenon were presented. In particular, it was
reported that the resistive transition is accompanied by
the appearance of birefringence in SrTiO3 samples with
cubic symmetry. The authors assign the appearance of
a preferred direction to the sample acquiring volume
polarization. However, neither the cause for the appear-
ance of sample polarization nor the nature of the resis-
tive transition itself has been given adequate theoretical
explanation.

In the present communication, this experimental
observation is treated as a possible manifestation of the
physical effect (which, as far as we know, has never
been discussed before) consisting in the appearance of
(or change in) the polarization of a sample through
which an electric current is passed. It is shown that one
of possible mechanisms of this effect is the current-
induced preferential orientation of dipole impurity
centers (or complexes). We call this galvano-dipolar
effect (GDE).

The conclusion that the GDE exists follows directly
from the theoretical concepts developed earlier for
describing the so-called photogalvanic effect (PGE)
[2]. The PGE consists in the generation of a dc electric
current JPG in uniformly illuminated homogeneous
noncentrosymmetric crystals and is described by a phe-
nomenological expression [2],

(1)

where E is the electric field of the light wave. In Eq. (1),
the first and second terms relate to the linear and circu-
lar photogalvanic effect, respectively, and tensors βijk

Ji
PG βijk E jEk* E j*Ek+( ) iγil EE*[ ] ,+=
1063-7834/04/4603- $26.00 © 20442
and γil are similar in terms of their transformation prop-
erties to piezoelectric and gyration tensors.

The existence of circular PGE was predicted in [3,
4] before its first experimental observation [5]. In addi-
tion to the direct effect, i.e., the generation of a current
under illumination, the reverse effect was also pre-
dicted, consisting in a variation in the optical activity of
a gyrotropic crystal through which an electric current is
passed [4]. This phenomenon is described by a third-
rank tensor θijk involved in the expression

(2)

(where  is the variation in the antisymmetric com-
ponent of the permittivity tensor and J is the electric
current density) and was indeed found later to exist in
tellurium crystals [6].

In contrast to the circular PGE, the experimental
observation of various manifestations of the photocur-
rent in ferroelectric crystals (see the relevant references
in [2]) that can be identified with the linear PGE
prompted the development of the photogalvanic effect
theory. Surprisingly, the practically a priori conclusion
that a reverse effect with respect to the linear PGE must
also exist has not been made until now. The analogy
with the reverse circular PGE suggests that this effect
should consist in a corresponding variation of the per-
mittivity tensor of a sample through which an electric
current is passed. In the optical range, this should give
rise to the appearance of (or variation in) anisotropy in
the refraction index, i.e., to induced birefringence (or
linear dichroism):

(3)

where  is the variation in the symmetric component
of the permittivity tensor. The invariance of Eq. (3)
under time inversion implies that the tensor νijk should
reverse sign, i.e., that this effect is due intrinsically to

δεik
a

iθijkJk=

δεik
a

δεik
s ν ijkJk,=

δεik
s
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dissipative processes. The symmetry of the tensor νijk

coincides, as that of the linear PGE, with the symmetry
of the piezoelectric tensor.

Considered macroscopically, the physical reason
for the induced birefringence could be the appearance
of mechanical strains in a sample (the elastooptic
effect) or of its electrical polarization (the electrooptic
effect), both separately or both at the same time, which
is determined by the actual experimental conditions
(mechanically or electrically clamped samples). In the
case of a mechanically free sample, the induced bire-
fringence should be entirely assigned to the appear-
ance of (or variation in) the current-induced sample
polarization δP:

(4)

It is this phenomenon that we call the GDE. The com-
ponents of tensor κij reverse sign under the operation of
time inversion (cf. the permittivity tensor), which
implies there is a relation between the possible GDE
mechanisms and dissipative processes. Tensor κij has
nonzero components in centrosymmetric crystals as
well, although the effect described by Eq. (3) should be
absent in these media. This apparent contradiction can
be easily removed considering that nonzero compo-
nents of tensor νijk in centrosymmetric crystals appear
only if the sample is polarized. Therefore, in a first
approximation, we have νijk ∝ | P | ∝ | J |, so that Eq. (3)
reduces eventually to

(5)

where ηijkl is a fourth-rank tensor, which can also exist
in centrosymmetric crystals. Equation (5) reflects noth-
ing other than the variation of the permittivity tensor in
centrosymmetric crystals (for reverse PGE) as a result
of the quadratic rather than linear electrooptical effect
(or due to electrostriction).

Now, we consider one of the possible microscopic
mechanisms of the GDE; his mechanism can also oper-
ate in centrosymmetric media, to which the above-men-
tioned SrTiO3 crystal belongs. Let us consider a sample
of a centrosymmetric crystal and assume it to have
intrinsic or impurity centers (or complexes) possessing
an electric dipole moment d (Fig. 1 schematically
shows possible orientations of the centers in one of the
crystallographic planes). Further, we conjecture that
these centers are efficiently involved in radiative
recombination of the majority carriers, say, electrons,
and assume the magnitude of d in the ground (filled)
state to be close to zero. The occurrence of a dipole
moment on a depleted center gives rise to asymmetry in
the electron capture by the center [2]; i.e., the probabil-
ities of electrons with momenta k and –k being cap-
tured will be different. Under conditions of thermody-
namic equilibrium, the macroscopic dipole moment of
a sample 〈d〉 , which is the result of averaging the dipole
moments of individual centers, should be zero. This is

δPi κ ijJ j.=

δεik
a η ijklPkPl,=
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
realized, first, due to the centers being oriented isotro-
pically, which means that the number of centers with
oppositely directed momenta, for instance, along the z
axis (Fig. 1a) are, on the average, equal. Second,
because the momentum distribution function f0(k) of
electrons in the conduction band are symmetric, the
occupations of oppositely oriented centers will be equal
on average (i.e., within time intervals longer than the
capture time).

After the electric current flowing, for instance, along
the z axis (Fig. 1b) is switched on, the distribution func-
tion becomes asymmetric, f0(kz) ≠ f0(–kz); i.e., the aver-
age numbers of electrons with momenta kz and –kz will
be different. In these asymmetric conditions, the elec-
tron capture will disrupt the balance in the filling of
centers with d || z and d || –z (Fig. 1b) and an unbal-
anced dipole moment 〈d〉 z will appear along this axis;
i.e., the sample will become polarized.

This model of the GDE permits a fairly simple
description of the sample polarization kinetics after the
electric current is turned on. To do this, we first write

x

x

z

z

〈d〉zJ

(b)

(‡)

Fig. 1. Schematic distribution of the net dipole moment 〈d〉
of centers (a) in the absence and (b) in the presence of an
electric current flowing through the sample. The relative
magnitude of the white and black areas of the ellipses
reflects the extent of occupation of centers with a given
dipole moment orientation.
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the equation for the population balance of centers with
dipole moment d || z before the current is turned on:

(6)

where Nz is the total number of centers,  is the num-
ber of unfilled centers, n(kz) and n(–kz) are the average
numbers of electrons with the corresponding momen-
tum directions, γ1 = v thσ1, γ2 = v thσ2, v th is the electron
thermal velocity, σ1 and σ2 are the capture cross sec-
tions of electrons with opposite momenta, and  is
the characteristic time of thermal center excitation. In a
steady state, the average center population is constant
and, therefore, the right-hand part of Eq. (6) is zero; in
addition, we have n(kz) = n(–kz) = nz.

After the current is switched on, the last condition is
no longer met and the corresponding nonequilibrium
electron concentrations acquire the form nJ(kz) = n(kz) +
δn(kz) and nJ(–kz) = n(–kz) – δn(–kz), where δn(kz) =
δn(–kz) = δnz. In view of expression (6) being equal to
zero, the new balance equation can be cast in the form

(7)

Here, we represented the varying center population in

the form (J, t) = (0) + δ (t) and, in addition,
dropped terms of higher order of smallness. Equation
(7) describes the well-known exponential relaxation of
the center population to a new level determined by the

magnitude and sign of δ :

(8)

Here, τrel = [nz(γ1 + γ2) + ]–1 = [  + ]–1 is the
relaxation time determined by the relationship between
the momentum-averaged rates of filling and depletion
of a dipole center.

The expression for the population relaxation of cen-
ters with the oppositely directed dipole moment has a
similar form (but opposite sign); hence, the polarization
kinetics should also be the same. The stationary value

dNz
+

0( )/dt Nz
+

0( ) γ1n kz( ) γ2n kz–( )+[ ]–=

+ Nz Nz
+

0( )–[ ]τ ex
1–
,

Nz
+

τex

dδNz
+
/dt Nz

+
0( )δnz γ1 γ2–( )–=

– δNz
+
nz γ1 γ2+( ) δNz

+τex
1–
.–

Nz
+

Nz
+

Nz
+

Nz
+

δNz
+

t( ) Nz
+

0( )δnz γ1 γ2–( )τ rel 1 t/τ rel–exp–( ).–=

τex
1– τ f

1– τex
1–
PH
of the dipole moment per unit volume of the sample,
i.e., of its polarization Pz, can be written as

(9)

which, in turn, can be recast as

(10)

where ξ = 2(γ1 – γ2)/(γ1 + γ2) is the degree of capture
asymmetry, r is the effective distance between unlike
charges of the dipole center, and Jz is the current den-
sity. Equation (10) allows us to make an order-of-mag-
nitude estimate of the GDE, more specifically, of the
tensor κij. We assume the presence of compensating

levels in the material providing (0)/nz ~ 103 and put
ξ ~ 10–1, r ~ 3 × 10–8 cm, and v th ~ 3 × 106 cm s–1. In
this case, we obtain κ ~ 10–12 s. For current pulses with
densities ~105 A m–2, this estimate gives the polariza-
tion P ~ 10–7 C m–2 (for comparison, the spontaneous
polarization in ferroelectrics is of the order of 10–1 to
1 C m–2) or an electric field in the crystal ~103 V m–1.
These values of the polarization and electric field give
grounds to hope that this effect will eventually be
experimentally observed by electrical or optical means.
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Abstract—The temperature behavior of I–U curves and the field and temperature dependences of the electrical
resistivity and dielectric permittivity of crystals of the LiCu2O2 phase have been studied. It was established that
the crystals belong to p-type semiconductors and that their static resistivity in the range 80–260 K follows the
Mott law ρ = Aexp(T0/T)1/4 describing variable-range hopping over localized states. At comparatively low elec-
tric fields, the crystals exhibit threshold switching and characteristic S-shaped I–U curves containing a region
of negative differential resistivity. In the critical voltage region, jumps in the conductivity and dielectric permit-
tivity are observed. Possible mechanisms of the disorder and electrical instability in these crystals are discussed.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Crystals of the LiCu2O2 phase attract interest
because of their crystallographic and chemical relation
to the copper-containing HTSC phases and because of
the manifestations of low-dimensional magnetism in
them [1–7]. These crystals contain univalent (Cu+) and
divalent (Cu2+) copper cations in equal proportion dis-
tributed over their structural positions in an ordered
manner [1–3].

The LiCu2O2 crystal structure has rhombic symme-
try (as determined from x-ray diffraction, space group
Pnma with a = 5.730(1), b = 2.8606(4), c = 12.417(2) Å;
z = 4; density ρx = 5.42 g/cm3) and actually repre-
sents an alternation of three layers along the c axis:
(i) –Cu+(1)–, (ii) –O(1)Cu2+(2)O(2)Li–, and
(iii) −LiO(2)Cu2+(2)O(1)– [2]. The Cu+ cations com-
bine with the two nearest oxygen atoms to form O2––
Cu+–O2– dumbbells. The adjacent –LiCu2+O2–
LiCu2+O2– layers form a network of CuO5 and LiO5
square pyramids sharing base edges [2]. An essential
feature of the structure is the presence of Cu–O– chains
in it oriented along the b axis and making up the so-
called two-leg ladder systems.

The closeness of the a/b ratio to 2 accounts for the
twinning of LiCu2O2 crystals [2], which entails the for-
mation of domains of four different orientations rotated
by 90° with respect to one another relative to their com-
mon c axis. X-ray structural studies of the phase per-
formed in [2, 6] also revealed local strains in its crystal
lattice and deviations from the Pnma symmetry, which
were assigned either to the insertion of additional oxy-
gen atoms into the lattice or to mutual substitutions of
the Li and Cu2 atoms in the –LiCuO2– layers.
1063-7834/04/4603- $26.00 © 20445
The specific features in the magnetic properties of
the phase are determined primarily by the above-men-
tioned Cu–O ladders, in which the Cu2+ cations are
interacting Heisenberg chains of S = 1/2 spins. The
nearest neighbor Cu–O ladders are an appreciable dis-
tance apart and isolated from one another by Li+ ions
and nonmagnetic univalent Cu+ copper layers. There-
fore, in the case of ideal ladder structures, no long-
range magnetic order should arise in them. To account
for the long-range antiferromagnetic order observed in
the phase below TN ≈ 23 K [5–7], it is assumed that
there is a partial mixing of copper and lithium ions in
the structure, which gives rise to the onset of exchange
coupling between isolated ladder pairs via the copper
ions incorporated in the lithium chains.

The Li+  Cu2+ substitutions should obviously
exert a noticeable influence not only on the magnetic
properties of the phase but also on its electrical proper-
ties, because these substitutions are accompanied by
the insertion of holes into the –LiCuO2– layers and a
change of the band structure. We report here on a study
of the electrophysical properties of the phase and of the
effect of a dc electric field on its resistive and dielectric
characteristics. By the time this study was completed,
no information on similar investigations had appeared
in the literature.

2. GROWTH OF THE CRYSTALS
AND THEIR CHARACTERIZATION

Crystals of the LiCu2O2 phase were grown under
slow cooling of the melt of a 20Li2CO3 · 80CuO mix-
ture in alundum crucibles in air. The melt was cooled
from 1100 to 930°C at a rate of 5.0 K/h, after which the
crucible with the crystallized melt was quenched down
004 MAIK “Nauka/Interperiodica”
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to room temperature. The LiCu2O2 single crystals thus
obtained were platelets measuring up to 6 × 10 ×
10 mm. The crystals were black and perfectly cleavable
along the (001) planes; these faces were the largest and
exhibited a high luster. Weakly pronounced {210}
growth forms are also observed; typical crystals are
shaped as nearly rectangular parallelepipeds with
{001} basal planes and {210} side faces. The crystal
density, determined by dividing the mass of the paral-
lelepiped by its volume, is 5.2 g/cm3. X-ray powder dif-
fractograms of the crystals can be indexed in terms of a
rhombic unit cell with parameters a = 5.726(2), b =
2.858(1), and c = 12.410(2) Å, which is in agreement
with the literature data [1, 2] on the crystal structure of
LiCu2O2.

Thermogravimetric analysis (TGA) performed on a
Q-1500D derivatograph showed the region of stable
existence of the LiCu2O2 phase to lie at 890–1050°C;
however, when quenched from 900–1050°C to room
temperature, this phase does not break down and can
persist for an indefinite time under normal conditions.
It was established that the increase in sample mass
observed under decomposition of the phase, 2LiCu2O2 +
(1/2)O2↓   Li2CuO2 + 3CuO, is 16% less than the
calculated value. This discrepancy indicates that either
inclusions of other phases exist in the crystals or the
content of the Cu+ cations in the phase under study is
less than that determined by the stoichiometric formula
LiCu+Cu2+O2. Both microscopic and x-ray diffraction
studies suggest the presence of inclusions of other
phases (primarily of Li2CuO2 and LiCu3O3) in the crys-
tals, but their total content did not exceed 5%, which
makes questionable the explanation that the decrease in
mass growth under phase decomposition is due to
impurity phases.

. =
U, U0

PC

Lock-in

V

V

Cs

Cp

Rs

T Rn

Cc

IPD

Fig. 1. Electrical circuit used to measure the electrical char-
acteristics of the crystals: V is Shch-300 all-purpose digital
voltmeter, Lock-in stands for phase-sensitive PAR-124a
nanovoltmeter, U~ is ac voltage source, U0 is B-32 dc volt-
age source, IPD is physical instrumentation interface, PC is
computer, T is thermocouple, Rs and Cs are equivalent resis-
tance and capacitance of the sample, Cc is capacity of the
measuring cell without sample (8.0 pF), Rn is load resis-
tance (5.26 kΩ), and Cp is parasitic capacitances (wires,
etc.).
P

Based on data on the ionic radii of lithium and cop-
per [8], as well as on their characteristic coordination in
the crystal lattice, the observed deficiency of the Cu+

cations can be assigned to part of the copper cations in
the Cu1 position being in the Cu2+ state. Substitution of
Li+ cations for Cu+ seems very unlikely because of the
dumbbell-shaped coordination, which is not character-
istic of Li+. The possibility of substitution of part of the
lithium atoms by copper was pointed out earlier in [4,
6] based on x-ray diffraction and magnetic studies.
Note also that a partial substitution of Cu2+ by Li+ cat-
ions in their positions was established earlier to occur

in the phases LiCu3O3 = ( )Cu+( )O3

[1] and (La,Sr)2(Cu,Li)Oy [9–11]. The enhanced con-
tent of the CuLi and LiCu antisite defects originates
apparently from the quenching of the crystals under
preparation from ~900°C to room temperature; the
quenching is performed because the phase breaks down
when cooled slowly.

From the above discussion, it follows that the
refined structural chemical formula of the phase can be

written as ( )( )( )O2 + δ.
The charge neutrality conditions for the crystal define
the parameter δ = (u + v  – t)/2. The available data are
insufficient for an independent evaluation of the param-
eters u, v, and t characterizing the structure of the
phase; these parameters require further refinement.

Measurements of the differential thermopower of
LiCu2O2 crystals showed them to be p-type. Their See-
beck coefficient is positive in the range 130–300 K, and
its magnitude grows smoothly with temperature from
+0.15 mV/K at 130 K to +0.42 mV/K at 300 K. There-
fore, the acceptor substitutions (Li+  Cu2+, Cu+ 
Cu2+) in the phase dominate over the donor substitu-
tions (Cu2+  Li+). Taking into account the measured
crystal density, the probable overall phase composition
can be written as Li1.15Cu1.85O2 + δ.

The variation of crystal mass in the region of the
LiCu2O2 phase stability (890–1050°C) did not exceed
±1 mg. Whence it follows that the possible tempera-
ture-induced variations ∆δ of the oxygen index in
LiCu2O2 + δ are not in excess of 0.01. Thus, noticeable
variations in the oxygen content with temperature, simi-
lar to those observed in the HTSC phase YBa2Cu3O7 – δ
[12], are not observed in the phase under study.

3. ELECTROPHYSICAL STUDIES

3.1. Experimental

The electrical circuit used in measurements of the
electrophysical properties contained series-connected
sources of dc voltage U0 and ac voltage U~, a load resis-
tance Rn (5.26 kΩ), and the sample under study (Fig. 1).
The voltage U0 was switched over a discrete set of lev-
els (0 < U0 < 250 V), with the ac voltage frequency and
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amplitude kept fixed (1.74 kHz, U~ = 100 mV). The dc
voltage across the load resistance and the ac polariza-
tion current Ip (phase-shifted by 90°) were measured
simultaneously with a Shch-300 digital voltmeter and a
PAR-2101 phase-sensitive nanovoltmeter, respectively.
The data thus obtained were used to calculate the dc
electrical resistivity ρdc and the dielectric permittivity ε
of the samples at various temperatures and bias volt-
ages. Measurements of the ac resistivity ρ(T, ω) were
carried out with a P5083 ac bridge in the range 0.1–
100 kHz. The I–U curves were measured in the dc
mode at 50–300 K.

The temperature dependences of the electrophysical
properties in the range 10–300 K were studied in a
helium-flow Dewar flask equipped with a cryostat
insert, in which the sample was clamped to the cold fin-
ger; the temperature was measured with an Au–Au + Fe
thermocouple.

The measurements were carried out on a LiCu2O2
single crystal 4.0 × 2.0 × 1.8 mm in size, with its side
surfaces, 4.0 × 2.0 mm and 4.0 × 1.8 mm, coinciding
with the (001) and (220) crystallographic planes,
respectively; the c axis was aligned with the 1.8-mm-
long edge. The measuring field was applied along the
c axis or perpendicular to the (220) plane (and, hence,
to the c axis). To obtain low-Ohmic electric contacts
with the sample, electrodes were deposited on the basal
planes of the plate either by rubbing an In–Ga eutectic
in or by silver paste firing. The results obtained with the
use of these electrodes differed little from one another.
It was also established that the results of the resistivity
measurements performed using the two- and four-
probe techniques practically coincided. Whence it fol-
lows that the electrode contact resistance was substan-
tially smaller than the volume resistance of the crystals.

3.2. Temperature Dependences 
of the Electrical Resistivity

The dc electrical resistivities of the samples mea-
sured using the two- or four-probe techniques at room
temperature for bias fields not exceeding a few V/cm
were found to be approximately 1000 and 100 Ω cm
along the c axis (ρ||c) and in the plane normal to it (ρ⊥ c),
respectively (Figs. 2, 3). As the temperature was low-
ered, ρ was observed to grow exponentially, which
shows LiCu2O2 to behave as a semiconducting crystal.
The values of ρ||c at 100 K reached as high as 107 and
increased sharply to 1012 Ω cm near 20 K. The layered
character of the LiCu2O2 crystal structure becomes
reflected in the anisotropic conductivity; indeed, the
conductivity measured perpendicular to the layers
(along the c axis) is lower by one to two orders of mag-
nitude than that in the plane parallel to the layers
(Fig. 3).

Figure 2 plots the temperature dependences of the
dc and ac electrical resistivities of the crystal measured
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
along the c axis in the –1/T coordinates most
appropriate for semiconductors. The slope of the
d( )/d(1/T) curve decreases with decreasing tem-
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Fig. 2. Temperature dependences of the electrical resistivity
ρ of LiCu2O2 crystals measured along the c axis in dc and
ac regimes at frequencies of 0.1, 1.0, 10.0, and 100.0 kHz
and plotted in logρ vs. 1/T coordinates (inset shows the tem-
perature dependence of the resistivity plotted in the Mott
coordinates logρ vs. 1/T1/4).
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perature, which indicates a gradual decrease in the dif-
ferential activation energy for charge transport from a
value of 0.17 eV in the temperature region 180–290 K
to 0.08 eV in the range 80–100 K (for dc resistivity).
Increasing the measuring field frequency to 100 kHz
brings about a noticeable decrease in resistivity in the
range 80–250 K. Below 80 K, the measurements meet
with difficulties because of the very strong growth of ρ.

The gradual change in the slope of the ρ(T) curve
plotted in the –1/T coordinates, as well as the pro-
nounced dependence of the conductivity on measuring
field frequency in the low-frequency range, is a charac-
teristic feature of hopping conduction over localized
electronic states; this type of conduction is observed in
many complex oxides of transition metals, including
copper [9, 13–23]. The hopping-conduction model [13]
predicts noticeable deviations from linearity of the
resistivity in the –1/T coordinates at tempera-
tures below Tx ≈ ΘD/2, where ΘD is the Debye temper-
ature, which is 400 K for LiCu2O2 [7]. This model
assumes charge transport above the Debye temperature
to occur through thermal carrier activation in mul-
tiphonon inelastic collisions. In the low-temperature
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Fig. 4. I–U curves measured (a) along and (b) perpendicular
to the c axis of LiCu2O2 crystals (the numerals near the
curves specify the crystal substrate temperature at which the
measurements were performed). The inset presents the
dependence of the polarization current on bias voltage
applied along the c axis at 144 K.
P

domain (T < ΘD/2), the variable-range hopping mecha-
nism (the Mott model) dominates and gives rise to a
temperature dependence of the type ρ =
Aexp{(T0/T)1/(1 + d)}, where d = 3 for three-dimensional
and d = 2 for two-dimensional systems.

As seen from Fig. 1, the experimental points in the
temperature dependence of the electrical resistivity of
LiCu2O2 plotted in the Mott coordinates  vs.
(1/T)1/(1 + d) in the range 80–260 K for d = 3 fall, within
experimental accuracy, on a straight line with slope

 = (4.6 × 108 K)1/4.

Hopping-conduction models consider the ac con-
ductivity to be a temperature- and frequency-dependent
quantity with a power-law dependence on frequency,
σac(T, ω) = σ(T, ω) – σdc(T) = A(T)ωs [13, 16]. The fre-
quency dependences of the conductivity σac of LiCu2O2
crystals measured along the c axis in the range 100–
167 K and plotted in the  vs.  coordinates
are smooth curves with the slope growing with increas-
ing frequency, which corresponds to an increase in s
with frequency. Estimation of the exponent s from these
curves at 100 K yields s ~ 0.2 in the range 0.1–1.0 kHz
and s ~ 0.6 in the region 10.0–100.0 kHz. The fre-
quency dependence becomes progressively weaker as
the temperature is increased to above 260 K; this fea-
ture can be accounted for by the growth of the number
of carriers in the band with increasing temperature,
with the result that the band conduction (which is fre-
quency-independent in the low-frequency range)
becomes dominant.

3.3. I–U Curves

The I–U curves were measured in both forward
(with increasing dc voltage) and reverse (with decreas-
ing voltage) runs, with a field applied along and perpen-
dicular to the c axis, at fixed temperatures in the range
50–300 K (Fig. 4). The I–U curves were measured in
parallel with the field dependences of the polarization
current Ip(U) flowing through the crystal. These charac-
teristics are found to be essentially nonlinear.

As the temperature is lowered, the Ohmic part of the
I–U characteristic shifts toward lower currents and
higher voltages. When the so-called critical voltage Uc

is reached (at which the tangent to the I–U curve is par-
allel to the current axis), the curves with saturation
become S-shaped, exhibiting a negative differential
resistivity (NDR). Application of a voltage above Uc

gives rise to a sudden increase in the current and a sud-
den decrease in the voltage along the load curve [I =
(U0 – U)/Rn]. Immediately after the jump, the sample
overheats sharply by 1.5–2.0 K (because of the libera-
tion of Joule heat) and cools in the reverse transition.
By measuring the sample overheating due to the
released Joule heat with a differential thermocouple in
the course of the I–U studies, it was shown that the

ρdclog

T0
1/4

σaclog flog
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increase in the sample temperature with respect to the
substrate did not exceed 3 K throughout the fields and
temperatures covered here.

S-shaped characteristics are reversible, but the criti-
cal voltage measured in the reverse run directly after the
forward course is slightly smaller than that observed in
the forward run (Uc2 < Uc1). It was found that the I–U
curves obtained in repeated measurements without
warming of the crystal do not exhibit a field hysteresis,
irrespective of the direction of the electric field applied.
After the crystal has been warmed and subsequently
cooled, the first measurement again exhibits a hystere-
sis. If we disregard the field hysteresis in the first mea-
surement, the I–U curve is symmetric relative to the
polarity of the applied dc voltage at a fixed temperature.
The field hysteresis of the polarization current Ip(U)
reveals similar features (Fig. 4).

The critical electric field Ec = Uc/d (V/cm) measured
with the field applied along the c axis obeys an empiri-
cal relation || c = A – BT, where A = 3.97 and B =
6.96E – 3. As seen from Fig. 4, the field (Ec)|| c applied
along the c axis is about fivefold higher than the field
(Ec)⊥  c applied in the direction perpendicular to the c
axis at the same temperature.

As the bias voltage is increased, the polarization
current increases abruptly near the field Ec, and if the
bias field is then reduced, the polarization current
decreases reversibly to the original level. The polariza-
tion current vs. dc bias field curves (Fig. 4) resemble
the ferroelectric hysteresis curve relating the polariza-
tion to the applied voltage, provided one takes the total
dc voltage at the source for the bias.

3.4. Effect of Electric Field 
on the Electrical Resistivity

An increase in the dc bias brings about a rise in the
conductivity of LiCu2O2 crystals (Fig. 3). Starting with
the voltage U ≈ 50 V, breaks appear in the ρ⊥ c(T) curves.
As the voltage is increased further, the breaks transform
into abrupt drops in resistance; the temperature at
which a jump occurs decreases, and the relative magni-
tude of a drop becomes as large as Rmax/Rmin ~ 104 (at
200 V and T ~ 80 K). As the field decreases, the crystal
recovers its original high-Ohmic state. After warming,
the jumps in resistance take place at higher tempera-
tures than under cooling. This temperature hysteresis
increases with bias and becomes larger than 30 K at U =
190 V (Fig. 3).

The above general features are more pronounced for
measurements of resistivity in the direction perpendic-
ular to the c axis. In this direction, the jumps in resistiv-
ity occur at lower temperatures (Fig. 3b). There is an
interesting trend that all curves measured at various
bias voltages below the temperatures at which the
anomalous jumps occur converge to the resistivity
curve obtained at low voltages. The electric-field-

(Ec)log
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induced breaks and jumps in the ρ(T) dependences
should apparently be assigned to a manifestation of the
S-shaped I–U curves of these crystals.

3.5. Effect of Electric Field on the Permittivity

The temperature dependence of permittivity ε(T) of
the crystal for various bias voltages (Fig. 5) was calcu-
lated from the temperature dependence of the polariza-
tion current Ip(T). The analytical expressions for ε that
are based on calculations performed for the electric cir-
cuit shown in Fig. 1 were checked and calibrated in a
model experiment with BaTiO3 crystals.

Positive values of the polarization current relate to
the case where the capacitive resistance of the sample
is shorted by its Ohmic resistance; the sample resis-
tance becomes equal to the load resistance of 5.26 kΩ
at the maximum in the Ip(T) curve. The Ip current
becomes negative at low temperatures, where the
capacitive (dielectric) properties of the sample become
more pronounced because of the strong increase in its
resistivity.

The permittivity exhibits strong temperature and
field dependences (Fig. 5). At low bias voltages
(<10 V), the ε(T) dependence exhibits monotonic
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growth with temperature. An increase in bias brings
about a shift of the high-temperature part of the permit-
tivity toward negative values, thus making the ε(T)
curves nonmonotonic. As the bias voltage increases,
bends appear in the ε(T) curves, with a smooth transi-
tion from an increase in ε with temperature to a
decrease; the bends transform into abrupt drops in ε to
negative values with a further increase in the bias volt-
age. These bends and drops in the ε(T) dependence can
be identified, in their positions on the temperature scale
and in the magnitude of the bias voltages, with bends
and jumps in the ρ(T) curves, as well as with the
appearance of clearly pronounced nonlinearities in the
I–U characteristics.

The growth of permittivity with temperature at low
bias voltages should probably be assigned to the ther-
mally activated increase in the number of free elec-
trons, which is accompanied by an increase in crystal
conductivity. In crystals cooled to 4.2 K, ε tends to ≈40
for all bias voltages, which obviously corresponds to
the lattice contribution to the permittivity, because at
low temperatures the contribution from free electrons is
frozen out in these crystals.

The negative values of ε measured in crystals in the
region of critical and higher voltages, U * Uc, are most
probably due to the inductive reactance of the crystal
with electrodes in this bias region [24–26]. It is well
known [26] that a necessary condition for the appear-
ance of NDR is the existence of an internal positive cur-
rent feedback involving at least two sources of conduc-
tivity variation. Because feedback cannot be realized
instantaneously, the current in such systems lags behind
the voltage in phase by an angle lying in the range
180° > ϕ > 90°, which accounts for their inductive reac-
tance. The occurrence of internal feedback is associated
with the physical phenomena and mechanisms that
bring about a change in crystal conductivity.

4. DISCUSSION OF THE RESULTS

From the measurements, it follows that crystals of
the LiCu2O2 phase are p-type semiconductors as judged
from their electrical resistivity, its temperature behav-
ior, and the sign of the Seebeck coefficient. The domi-
nance of the variable-range hopping mechanism of con-
duction found to prevail in the crystals in the range 80–
260 K suggests a disorder in their structure, which
causes localization of electronic states near the Fermi
level. Understanding the origin of this disorder would
be of considerable importance for proper interpretation
of the properties of these crystals.

Based on the structural data available on LiCu2O2,
LiCu3O3, (Sr,Ca,La)14Cu24O41, and La2CuO4 + y crystals
(which possess similar crystallochemical properties)
[1, 2, 9–11, 24–26], as well as on our TGA measure-
ments, we can suggest the following possible reasons
for the disorder in these crystals:
P

(i) a high concentration of antisite defects originat-
ing from mutual partial substitutions of the Li+, Cu+,
and Cu2+ cations in their structural positions;

(ii) the presence of microscopic inclusions of other
phases, for instance, of nuclei of LiCu3O3 and Li2CuO2,
which form when LiCu2O2 is decomposed after cooling
and passing to a metastable state, or of LiCuO-type
impurity phases [7], which are almost regularly distrib-
uted in LiCu2O2 crystals;

(iii) the formation of charge-ordered states of the
type of charge density waves (CDWs) in Cu–O chains;

(iv) structural defects due to the formation of
microtwins;

(v) copper valence variations accompanied by
changes in the oxygen content.

The most probable reason appears to be the
redistribution of the Li+, Cu+, and Cu2+ cations over
lattice sites, which gives rise to compositional
disorder in accordance with the formula

( )( )( )O2 + δ. This con-
clusion is argued for by the TGA and crystallochemical
data, as well as by analysis of the conditions under
which the crystals were prepared. The redistribution of
the Li+ and Cu2+ cations over the lattice sites is also cor-
roborated by the onset of the phase decomposition with
the formation of the LiCu3O3 phase, in which these cat-
ions, according to x-ray diffraction measurements [1],
are distributed at random.

However, the other above-mentioned reasons for the
onset of disorder in LiCu2O2 crystals cannot be ruled
out. The possible relation between charge localization
and the formation of a CDW is suggested by data on the
(Sr,Ca,La)14Cu24O21 phase with similar crystallochem-
ical properties, in which hopping conduction, localiza-
tion of electronic states, and nonlinearity are associated
with CDWs [27–29].

The characteristic temperature T0 in Mott’s relation
for d = 3 is given by 2.14α3/kBN(EF), where 1/α is the
wave-function localization length, kB is the Boltzmann
constant, and N(EF) is the density of electronic states
per unit volume per unit energy at the Fermi level [13].
For LiCu2O2, the temperature T0 = 4.6 × 108 K falls into
the upper range of the values quoted for disordered
semiconductors [9, 13–23], which indicates either a
small localization length 1/α or a low density of states
N(EF). Quantitative estimation of 1/α, N(EF), and other
parameters essential for interpreting the charge trans-
port mechanisms is complicated by the uncertain nature
of the disorder in these crystals.

Obtaining such data, for instance, by refining the
structure by x-ray or neutron diffraction measurements,
is an urgent problem. Its solution should favor elucida-
tion of the charge transport mechanisms in the phase
under study and indicate how to purposefully modify
the properties of the phase by properly varying the con-
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ditions of its preparation, introducing various additions,
etc. It would hopefully be possible to transfer the crys-
tals to the superconducting state, which, according to
the current theoretical concepts [29], is one of possible
ground states of spin ladder systems with an even num-
ber of chains in the ladder. The possibility of the onset
of the superconducting state in spin ladder systems has
been recently illustrated with the Sr14 – xCaxCu24O41
phase [29].

Studies of the effect of an electric field on the prop-
erties of LiCu2O2 suggest that these crystals exhibit
pronounced nonlinear electric characteristics, which
are particularly clearly manifested in their S-shaped I–
U curves with instability in the NDR region.

The electric switching from the low- to a high-
Ohmic state in semiconducting substances, which can
be realized without purposefully creating inhomogene-
ities of the type of p–n junctions in them, has been
attracting special interest since its discovery in glassy
chalcogenide semiconductors (CSs) in 1968 [27]. To
date, in addition to CSs of the type Te48As30Ge10Si12, a
similar effect has been revealed in a variety of systems,
including low-dimensional semiconductors of the type
of charge-transfer organic complexes and NbSe3-type
chalcogenides, V2O5 single crystals, TlMX2 (M = In,
Ga; X = Se, Te), doped or irradiated Ge and AsGa crys-
tals, and other semiconductors [24–26, 30–35].
Depending on the crystal behavior after removal of the
voltage, switching with memory, in which the low-
Ohmic state persists after the removal of the field
(bistable switching), and threshold switching with
recovery of the high-Ohmic state (monostable switch-
ing) can be discriminated. The threshold switching is,
as a rule, of electronic nature, and the switching with
memory is of thermal origin. While extensive research
into the properties of the switching effect has been car-
ried out and theoretical concepts have been developed
to provide an explanation for the experimental data
[24–26, 30–36], no adequate understanding of the
mechanisms responsible for the switching effect has
thus far been reached. Note that most of the studies of
S-shaped I–U curves relate to the CSs, whereas single
crystals have been covered to a much lesser extent.

There are two main groups of processes (differing in
origin and character) that account for the S-shaped I–U
curves, namely, (i) purely electronic and (ii) electro-
thermal processes.

The electronic processes are not directly connected
with an increase in sample temperature in the NDR
region. In these processes, NDR and the low-Ohmic
state appear as a result of an increase in the concentra-
tion of nonequilibrium electrons and/or in their mobil-
ity. The increase can be initiated by a variety of pro-
cesses, such as tunneling, charge injection from the
electrodes, space-charge-limited currents, etc. For
instance, in NbSe3-type chalcogenides, the nonlinearity
is assigned to depinning of CDWs and their electric-
field-stimulated slip.
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Electrothermal processes play a decisive role in the
onset of electrical instability in the case of high dissipa-
tion power in the sample. It is believed that small local
deviations of defects from a uniform distribution give
rise to an increase in current density in these regions,
which is usually accompanied by the formation of thin
channels (filaments) of high-density currents, an
increase in Joule energy dissipation, and sample heat-
ing. The increase in temperature brings about an
increase in the conductivity and, accordingly, in the
current, and so on. A steady state in such a conducting
channel is reached when the released heat becomes
equal to the heat loss. Thus, the occurrence of the NDR
caused by electrothermal processes should be accom-
panied by a noticeable increase in sample temperature
in the NDR region. Of the variety of mechanisms
responsible for the electrothermal processes, impact
ionization is the most significant.

The experimental data available on LiCu2O2 crystals
show that, in measuring S-shaped I–U curves under
conditions of threshold switching, the increase in sam-
ple temperature with respect to the substrate does not
exceed 3 K. Obviously, the rise in conductivity origi-
nating from such a small overheating cannot initiate the
formation of the NDR. It also appears important that
the switching occurs in the region of hopping conduc-
tion, where the carrier mobility is low and, hence, the
Joule heating is minimum.

It is appropriate to note here that the S-shaped I–U
curves observed in LiCu2O2 crystals are similar in
terms of their shape and main characteristics to those
obtained for the CSs and TlMX2 and V2O5 crystals. The
main common structural feature of these substances is
the presence of quasi-one-dimensional metallic chains
(–M–X– in TlMX2 and –Te–Te– in the CSs). In the CSs;
the structural rearrangement of chains was established
to be related to field-induced switching. Whence one
may conclude that quasi-one-dimensional Cu–O lad-
ders play an important role in nonlinearities in the elec-
trical properties of the LiCu2O2 crystals as well. Local
barrier layers that form at the boundaries of micro-
scopic inhomogeneities associated with crystal disor-
der can also constitute a significant factor in the onset
of nonlinearities in I–U curves and switching.

5. CONCLUSIONS

Thus, an electrical instability has been revealed in
crystals of the LiCu2O2 phase. This instability mani-
fests itself in S-shaped I–U curves possessing a region
of negative differential resistivity and in abrupt changes
in the conductivity and permittivity near the critical
voltage. Electrothermal processes do not play a major
role in the threshold switching observed to occur in
crystals; the switching is stimulated by mechanisms of
electronic nature. The specific mechanisms responsible
for threshold switching in crystals and their relation to
specific features of the crystal structure were not estab-
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lished at this stage of study. Further investigations of
these crystals are needed to reveal them.
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Abstract—The electron-density functional method (in the gradient approximation) and the pseudopotential
method are used to study the mechanism of ionic conductivity in the cubic phase of zirconia stabilized with
magnesium or yttrium. The oxygen-ion migration in the stabilized zirconia is shown to be a two-stage process,
which consists in the formation of active oxygen vacancies and in oxygen-ion jumps from one active vacancy
to another. The total activation energy of these processes is calculated to be 1.0–1.5 eV, which agrees with
experimental data. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Zirconium dioxide (ZrO2) is of interest as a ceramic
material with useful optical, electrical, thermal,
strength, and other properties. Phase transitions in it
and impurity-induced stabilization have been the sub-
ject of many experimental and theoretical studies. At
temperatures below 1170°C, the monoclinic phase (m)
of undoped ZrO2 is thermodynamically stable.
Undoped ZrO2 is tetragonal (t phase) from 1170 to
2370°C and cubic (c phase) from 2370°C to the melting
point (2706°C) [1, 2]. The cubic phase can be stabilized
(i.e., the c  t phase transition temperature can be
reduced) by introducing additions such as MgO, CaO,
Y2O3, etc. Zirconium dioxide is dielectric; its band-gap
width was experimentally determined to be 6 eV and is
virtually independent of phase type [3].

Pure zirconium dioxide is a good insulator; there is
virtually no ionic conductivity in it, since the formation
of oxygen vacancies requires a high energy. The stabi-
lization of ZrO2 with impurities whose degree of ion-
ization is lower than that of Zr results in a certain
amount of oxygen vacancies, and stabilized zirconium
dioxide conducts an electric current at temperatures
above 1000°C [4]. The temperature dependence of the
conductivity has a complex two-exponential character,
and the conductivity is not a linear function of the num-
ber of oxygen vacancies [5–7].

Solier et al. [8] proposed a model to explain the con-
ductivity of stabilized zirconium dioxide. According to
this model, oxygen vacancies form immobile associates
(clusters) at low temperatures and their decomposition
requires a certain energy. Thus, the ionic-conductivity
activation energy is the sum of two components, the
energy Ea of vacancy removal from a cluster and the
vacancy migration energy Em. Analysis of the tempera-
ture dependence of the Gibbs energy and the entropy
1063-7834/04/4603- $26.00 © 20453
[9] showed that, for stabilized zirconium dioxide with
12 mol % Y2O3, Ea = 0.52 eV and Em = 0.73 eV. Another
approach taking into account relaxation effects [10]
gives Ea = 0.5 eV and Em = 0.66 eV.

Recently, Bogicevic et al. [11] attempted to theoret-
ically study (from first principles) the mechanism of
ionic conductivity in stabilized zirconium dioxide. The
authors used the electron-density functional to study
the binding of individual oxygen vacancies with impu-
rity atoms and proposed that this binding (rather than
clusterization) could be the cause of the complex ionic
conductivity. However, they used small cells (from 11
to 23 atoms) for simulation; therefore, the results
obtained in [11] have to be refined.

In [12], the electronic structure of zirconium dioxide
stabilized with CaO and Y2O additions was studied
using nonempirical calculations. It was shown (by
studying the Zr8O16 cell without taking relaxation into
account) that the additions change the electronic spec-
trum only insignificantly. By analyzing the interaction
between impurity atoms and oxygen vacancies, it was
qualitatively concluded in [12] that this interaction is
responsible for a decrease in the ionic conductivity at
high concentrations of the additions.

The goal of this work is to study the energy charac-
teristics of individual oxygen vacancies near impurity
and Zr ions (by using supercells consisting of up to
96 atoms) and to attempt to describe the ionic conduc-
tivity of ZrO2 without the vacancy-clusterization
hypothesis. Moreover, we present the results of calcu-
lating the electronic structure of stabilized zirconium
dioxide (with allowance for lattice relaxation) and con-
sider the effect of oxygen-ion diffusion on the density
of states.
004 MAIK “Nauka/Interperiodica”
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2. CALCULATION PROCEDURE

Calculations were performed using the FHI96MD
program [13] based on the electron-density functional
theory [14, 15], the pseudopotential method, and a
plane-wave basis. To calculate the exchange and corre-
lation energies, we applied the gradient approximation
proposed in [16]. Pseudopotentials were constructed
using the technique developed in [17] and the FHI98PP
program [18] and were checked for the absence of
ghost states and the ability to represent the basic lattice
characteristics of bulk materials (lattice parameter,
modulus of elasticity).

The cut-off energy for a set of plane waves was
taken to be 44 Ry, and the main cell of cubic zirconium
dioxide was taken to be a Zr32O64 supercell. This super-
cell is shown schematically in Fig. 1 for the case of
addition of 3.125 mol % MgO. Because of such a large
supercell and the high cut-off energy, we had to con-
sider only one k point in the Brillouin zone when calcu-
lating the total energy, namely, the Γ point. To construct

2

1

Zr

O

Mg

O-vacancy

Fig. 1. Schematic atomic arrangement in cubic zirconium
dioxide stabilized with 3.125 mol % MgO. Arrows show the
motion of oxygen ions during (1) the formation of an active
vacancy and (2) the migration responsible for the electric
conduction.
P

the density of states, the calculated energy levels were
broadened using 0.2-eV-wide Gaussian curves.

Using the equation of state from [19], we found the
equilibrium lattice parameter a and bulk modulus of
elasticity B for the cubic phases ZrO2, MgO, and Y2O3.
The results and the corresponding experimental data
from [20–25] are listed in Table 1. It is seen from the
table that the calculated values agree satisfactorily with
the experimental values; that is, the constructed
pseudopotentials adequately describe the energetics of
interaction between Zr, Mg, and Y atoms and oxygen
atoms and can be applied for studying the ZrO2–MgO
and ZrO2–Y2O3 systems.

3. RESULTS AND DISCUSSION

Before studying the mechanism of oxygen-ion
migration in the stabilized zirconium dioxide, let us
consider the behavior of oxygen vacancies in the pure
material. The oxygen vacancy migration energy in pure
(undoped) c-ZrO2 was calculated to be 1.5 eV. How-
ever, the formation of an oxygen vacancy requires a
higher energy (according to our calculation, the energy
required to remove an oxygen atom from the crystal is
about 7 eV, which is an extremely high value for ther-
mally activated processes). That is why pure zirconium
dioxide is not a conductor.

To study the behavior of oxygen vacancies in stabi-
lized zirconium dioxide, we chose the ZrO2–MgO sys-
tem, and, to compare the calculated activation energies
with the experimental data, we performed additional
calculations for the ZrO2–Y2O3 system. This approach
simplifies the simulation, since one oxygen vacancy is
associated with one Mg+2 ion, whereas in the case of
yttrium oxide one oxygen vacancy corresponds to two
Y+3 ions. Therefore, to describe the ZrO2–Y2O3 system
having the same concentration of oxygen vacancies as
the ZrO2–MgO system, we would have to use the dou-
ble supercell. Moreover, detailed analysis of the ZrO2–
Y2O3 system requires study of the effect of the mutual
arrangement of an oxygen vacancy and impurity ions,
which is beyond the scope of the task set in this work.

To study the effect of the concentration of a stabiliz-
ing impurity on the behavior of oxygen vacancies, we
considered the Zr31Mg1O63, Zr30Mg2O62, and
Zr28Mg4O60 configurations, which correspond to 3.125,
6.25, and 12.5 mol % MgO, respectively. Mg atoms
were distributed almost uniformly and randomly in the
Table 1.  Calculated and experimental values of the lattice parameter and modulus of elasticity for Zr, Mg, and Y oxides

Parameter
ZrO2 MgO Y2O3

calculation experiment calculation experiment calculation experiment

a, nm 0.522 0.513 [20] 0.424 0.421 [21] 1.11 1.06 [24]

B, GPa 215 194 [22] 160 162 [23] 150 137 [25]
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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superlattice; one oxygen atom was removed from the
nearest environment of each Mg atom so that the neigh-
boring impurity atoms had no common bonding oxy-
gen atoms. Moreover, an impurity atom could not sub-
stitute for a zirconium atom located at the supercell
boundary, since boundary atoms were fixed while opti-
mizing the geometry (the fixation of impurity atoms
during simulation was not warranted physically). Such
a distribution of impurity atoms and oxygen vacancies
cannot be realized unambiguously, since there are sev-
eral tens of almost equivalent configurations. The long
time required for the calculation did not allow us to
study all configurations; therefore, we analyzed only
three variants of each configuration and found that the
scatter of the energy parameters did not exceed 0.1 eV.
We give their average values below.

The calculations showed that an oxygen vacancy
located near an impurity atom can move around this
atom by overcoming a certain migration barrier Ebar,
whose height depends on the impurity concentration
and varies in the range 0.5–0.7 eV (Table 2).

The total energy for a vacancy in any equilibrium
position is, of course, the same. However, this type of
motion of oxygen vacancies cannot be responsible for
through ionic conduction, since oxygen ions do not
move from one part of the crystal to another. This
motion can only contribute to displacement currents,
which are characteristic of high-frequency electric cir-
cuits. To provide through conduction, oxygen vacan-
cies must be located near zirconium atoms. Such vacan-
cies can be called active, since they are responsible for
a directed transfer of oxygen ions. For an oxygen
vacancy to form near a zirconium atom, one oxygen
atom must be transferred from the zirconium surround-
ing to the magnesium surrounding (process 1 in Figs. 1,
2). In this case, the total energy is calculated to be 0.5–
0.8 eV higher (Table 3). This increment is the formation
energy of active oxygen vacancies Ea. It is an order of
magnitude smaller than the oxygen vacancy formation
energy in the pure material. The vacancy migration
energy Em, i.e., the barrier between two equivalent posi-
tions of an oxygen atom near neighboring zirconium
atoms (Fig. 2, process 2), is equal to 0.5–1.0 eV. Hence,
the total activation energy for ionic conductivity Etot is
1.0–1.5 eV. Note that the height Eb of the energy barrier
that an oxygen atom must overcome to form an active
vacancy is also small. Its value is almost independent of
the impurity concentration and is about 1.0 eV; that is,
active vacancies can form at the temperatures of ionic
conductivity.

Unfortunately, we failed to find experimental data
for the conductivity activation energy of magnesium-
stabilized zirconium dioxide. Therefore, to check the
results obtained in this work, we performed analogous
calculations for zirconium dioxide stabilized with
12.5 mol % yttrium. The formation energy Ea of an
active vacancy is calculated to be 0.6 eV, and the
vacancy migration energy Em was found to be 0.7 eV;
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
these energies agree well with the experimental data [4,
26]. A comparison of these values with the correspond-
ing values obtained for the ZrO2–MgO system indicates
that the energetics of the oxygen-ion migration in stabi-
lized zirconium dioxide depends only weakly on the
type of stabilizing impurity.

4. ELECTRONIC STRUCTURE OF STABILIZED 
ZIRCONIUM DIOXIDE

Magnesium-stabilized zirconium dioxide is known
to be a dielectric; however, its electronic structure is
poorly understood. There is not even any information
on the band-gap width of this material. It is of special
interest to study the contribution from oxygen vacan-

Table 2.  Height of an energy barrier for an oxygen atom
moving around a magnesium atom

Concentration MgO, mol % Ebar, eV

3.125 0.73

6.25 0.60

12.5 0.46

O near Zr

O near Mg

Eb

EmEa

2

1

Fig. 2. Schematic diagram for the formation of an active
oxygen vacancy (process 1) and an oxygen-ion jump from
one active vacancy to another (process 2).

Table 3.  Energy parameters describing the ionic conduction
of stabilized zirconium dioxide

Impurity
concentration Ea, eV Em, eV Etot = Ea + Em, 

eV

ZrO2–MgO system

3.125 0.6 1.0 1.6

6.25 0.5 0.5 1.0

12.5 0.8 0.5 1.3

ZrO2–Y2O3 system

12.5 0.6 0.7 1.2

Note: Ea is the formation energy of an active oxygen vacancy, Em
is the migration energy of an active vacancy, and Etot is the
total activation energy for ionic conductivity.
4
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cies (especially during their migration) to the electronic
structure.

Figure 3a shows the density of states of pure cubic
zirconium dioxide, and Figs. 3b–3f shows the density
of states for stabilized c-ZrO2.

The band-gap width for pure cubic zirconium diox-
ide is calculated to be 3.5 eV, which is significantly
lower than the experimental value (6 eV) but agrees
well with the values (3.3–4.1 eV) obtained by other
authors [27–31] in the context of the electron-density
functional theory, which always gives underestimated
values of the band-gap width. The density-of-states
curve in Fig. 3a is similar to the corresponding curve
constructed in [31], where a 96-atom supercell with one
point (Γ) in the Brillouin zone was also studied.

An addition of 3.125 mol % MgO (Fig. 3b) changes
neither the shape of the density of states nor the band-
gap width. As the MgO concentration increases to
6.25 mol % (Fig. 3d), the valence-state distribution
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Fig. 3. Density of states for pure and stabilized zirconium
dioxide: (a) pure ideal ZrO2; (b) the same but with an addi-
tion of 3.125 mol % MgO, equilibrium configuration;
(c) the MgO content is 3.125 mol % and an oxygen ion is
located between two active vacancies; (d, e) the MgO con-
tents are 6.25 and 12.5 mol %, respectively; and (f) ZrO2
with an addition of 12.5 mol % Y2O3. Vertical dashed lines
show the Fermi level.
P

changes slightly and a peak related mainly to oxygen
vacancies appears near the conduction-band bottom
(1 eV below). A similar peak was detected in [12] for
the 0.875 ZrO2–0.125 CaO system. A further increase
in the MgO content to 12.5 mol % (Fig. 3e) leads to
broadening of this peak and its mergence with the con-
duction-band bottom. The valence-state band becomes
smoother, and its maxima and minima level off. The
density of states of the zirconium dioxide stabilized
with 12.5 mol % Y2O3 (Fig. 3f) is virtually identical to
the density of states corresponding to an addition of
6.25 mol % MgO, which suggests that the electronic
structure is mainly affected by oxygen vacancies,
which are in the same amount in the ZrO2–12.5 mol %
Y2O3 and ZrO2–6.25 mol % MgO systems.

We also calculated the density of states correspond-
ing to a migrating oxygen ion (when it is directly
between two active oxygen vacancies). Figure 3c shows
the calculation result for zirconium dioxide stabilized
with 3.125 mol % MgO. Comparison with Fig. 3b indi-
cates that, in this case, the electronic structure is identi-
cal to that at equilibrium. In particular, it remains a
dielectric with the same band-gap width, although the
ionic motion is a through charge transfer, i.e., an elec-
tric current.

5. CONCLUSIONS

First-principles calculations have shown that oxy-
gen vacancies forming near impurity ions during dop-
ing of cubic zirconium dioxide are inactive for oxygen
diffusion, since the transfer of oxygen ions bound to
neighboring zirconium ions to the vacancies is accom-
panied by an increase in the total energy of the crystal.
However, this transfer generates active oxygen vacan-
cies surrounded by zirconium ions. The migration of
these active vacancies does specify the ionic conductiv-
ity. Thus, oxygen-ion diffusion in stabilized zirconium
dioxide is a two-stage process with a total activation
energy of 1.0–1.5 eV.

The band-gap width of cubic zirconium dioxide sta-
bilized with magnesium or yttrium is calculated to be
3.3 eV. The electronic structure of the stabilized ZrO2
remains virtually unchanged during the motion of oxy-
gen ions from one active vacancy to another.
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Abstract—Single crystals of lead gallium germanate Pb3Ga2Ge4O14 are grown from their own solution melts.
The propagation of bulk acoustic waves is investigated, and the elastic, piezoelectric, and dielectric constants
are calculated. The temperature dependences of the dielectric constants of this compound are analyzed. © 2004
MAIK “Nauka/Interperiodica”.
1. Quartz, lithium niobate, germanosillenite, and sil-
icosillenite are the crystals used in piezoelectric engi-
neering and acoustoelectronics. Among these materi-
als, only quartz crystals have found wide application
owing to their thermally stable cuts suitable for propa-
gating bulk and surface acoustic waves, even though
quartz exhibits relatively small coefficients of piezo-
electric coupling for both bulk and surface acoustic
waves. One of the most important problems is the
search for new crystalline materials that are character-
ized by large piezoelectric-coupling coefficients and
slow attenuation of acoustic waves and that involve cuts
providing thermal stability in devices based on these
materials. Moreover, the cost of producing these crys-
tals on a mass scale should be relatively low.

In recent years, considerable interest has been
expressed by researchers in crystals that are isomorphic
to calcium gallium germanate Ca3Ga2Ge4O14 and
belong to the symmetry class 32. To date, over one hun-
dred compounds of this family (including single crys-
tals) have been synthesized [1]. In particular, this
includes the langasite La3Ga5SiO14, which substantially
excels quartz in piezoelectric coupling and, conse-
quently, has already successfully been used in acousto-
electronics and piezoelectric engineering. Although
langasite and some other materials have been synthe-
sized using the melting (Czochralski) technique, which
was specially devised for growing large-sized single
crystals, many problems concerning the crystal chemis-
try and technology of these materials, particularly those
regarding the quality of single crystals, remain
unsolved. As a result, the losses due to the propagation
of high-frequency elastic waves occurring in these
crystals are greater than those in piezoelectric quartz.
This can be explained by the fact that virtually all single
crystals with a langasite-like structure are considered to
1063-7834/04/4603- $26.00 © 20458
be structurally disordered, because one cation position
in their structure can be occupied by atoms of two (or
more) sorts [2]. However, the langasite family also
involves crystals with an ordered structure [3]. These
crystals are currently objects of intensive investigation.

2. The extreme members of this family are lead and
barium gallium germanates (Pb3Ga2Ge4O14,
Ba3Ga2Ge4O14), which have the largest sized cations
and, hence, the largest unit cell parameters. According
to extrapolation data, these crystals possess strong
piezoelectric properties. However, upon melting, these
compounds undergo decomposition and, therefore,
cannot be prepared in the form of single crystals from a
melt [1].

In this work, Pb3Ga2Ge4O14 isometric single crystals
more than 1 cm3 in volume were grown from both their
own solution melts and solution melts diluted with lead
fluoride [4].

3. The propagation of bulk acoustic waves in a
Pb3Ga2Ge4O14 single crystal was studied using the
pulsed ultrasonic method (30 MHz), which ensured an
accuracy of better than ±10–4 [5] in determining the
velocity of bulk acoustic waves. As a rule, the determi-
nation of the electromechanical properties is based on
measuring the velocities of bulk acoustic waves along
particular directions. The velocity of bulk acoustic
waves is related to the elastic moduli, piezoelectric con-
stants, and dielectric constants (Table 1). The ultrasonic
data were supplemented with the results of measuring

the low-frequency permittivity  at a frequency of
1 kHz (the electric-bridge method). The measurements

of the low-frequency permittivity  and the dielectric
loss tangent tanδ were carried out in the temperature
range –100–150°C (Fig. 1). The piezoelectric activity

εij
σ

εij
σ
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Table 1.  Relationships between the velocities of bulk acoustic waves and piezoelectric-coupling constants for crystals of
symmetry 32 and velocities of bulk acoustic waves in the Pb3Ga2Ge4O14 single crystal at 20°C

Mode no. N U Wave type Relationships for material constants Vi, m/s

1 [001] [001] L C33 5128.1 ± 0.5

2 [001] S C44 2743.5 ± 0.5

3 [100] [100] L 4618.0 ± 0.5

4 [100] SF 2932.9 ± 0.5

5 [100] SS 2257.3 ± 0.5

6 [010] [100] S 2413.4 ± 0.5

7 [010] QL 4630.3 ± 0.5

8 [010] QS 2713.1 ± 0.5

9 [100] S 2284.2 ± 0.5

10 QL 5107.9 ± 0.5

11 QS 2604.6 ± 0.5

12 [100] S 2853.6 ± 0.5

13 QL 4830.5 ± 0.5

14 QS 2556.8 ± 0.5

Note: N and U are the unit vectors of propagation and polarization of the bulk acoustic waves.
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was also determined by measuring the longitudinal
piezoelectric effect with the use of a V7-30 electrostatic
voltmeter. The structure of the samples used in our
experiments had point symmetry 32. For example, the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
ultrasonic measurements were performed using sam-
ples with the following characteristics. The linear
dimensions of the samples fell in the range 4–7 mm, the
samples were oriented using an x-ray diffractometer
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with an accuracy of better than ±3', and the deviations
of the crystal facets from their plane-parallel orienta-
tion did not exceed ±1 µm/cm (Fig. 2). According to

our earlier work [6], the  and 

directions in crystals of this symmetry differ in terms of
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Fig. 1. Temperature dependences of (a) the low-frequency
permittivity and (b) the dielectric loss tangent for the (1) X
and (2) Z cuts of the Pb3Ga2Ge4O14 crystal.
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Fig. 2. Schematic representation of the orientation of sam-
ples used in ultrasonic investigations.
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Fig. 3. Temperature dependence of the velocity of a pure
shear wave propagating along the [010] direction (mode 6).
P

their elastic properties; in particular, the condition for
the elastic constant C14 < 0 is satisfied along the direc-

tion .

The low-frequency permittivities  (the case of a

mechanically free sample) and  (the case of a
mechanically fixed sample) of crystals with symmetry
32 are governed by the following relationships:

(1)

Here, e11 is the tensor component of the piezoelectric
constants eiλ, ε0 = 8.854 × 10–12 F/m is the permittivity

of free space, and  is the tensor component of the
elastic moduli measured in a dc electric field. The
parameters involved in relationships (1) were used to

calculate the low-frequency permittivities .

Table 2 presents the electromechanical characteris-
tics of the Pb3Ga2Ge4O14 crystals in comparison with
the data obtained for langasite crystals [5]. These char-
acteristics are calculated from the data presented in
Table 1 and the results of dielectric measurements.

Analysis of the data presented in Table 2 shows that,
despite the predictions based on the extrapolation data,
the Pb3Ga2Ge4O14 crystals possess weak piezoelectric
properties, because the piezoelectric-coupling coeffi-
cients are less than 10%. The elastic moduli of the
Pb3Ga2Ge4O14 crystals are less than those of the lan-
gasite crystals. This indicates that the Pb3Ga2Ge4O14
crystal has a smaller hardness as compared to the lan-
gasite crystal. The temperature dependence of the
velocity of bulk acoustic waves (mode 6), which is
determined by the elastic constant C66, exhibits normal
behavior (Fig. 3). This suggests that the Pb3Ga2Ge4O14
crystal has no temperature-compensated directions or
cuts suitable for propagating bulk and surface acoustic
waves. The quantitative comparative estimations dem-
onstrated that the attenuation of elastic waves in
Pb3Ga2Ge4O14 is insignificant.

It is worth noting that the temperature dependences
of the dielectric parameters of Pb3Ga2Ge4O14 differ
from those of the majority of crystals with a langasite
structure, for which the permittivity, as a rule, obeys the

relationship  > . For example, the temperature

dependence of the permittivity  of langasite crystals

has the form (T) ~ T–1, which corresponds to the
contribution of the dipole polarization. It should also be

noted that the slope of the temperature dependence 
for the Pb3Ga2Ge4O14 crystal changes at room temper-
ature. This correlates with the increase observed in the
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Table 2.  Elastic, piezoelectric, and dielectric properties of Pb3Ga2Ge4O14 and La3Ga5SiO14 crystals at 20°C

Pb3Ga2Ge4O14 La3Ga5SiO14

Density ρ, kg/m3 (calculation)

6884.8 5743

λµ  Pa

11 14.65 ± 0.01 18.875

66 3.98 ± 0.01 4.2

33 18.12 ± 0.01 26.14

44 5.21 ± 0.01 5.35

14 –1.02 ± 0.01 –1.412

13 7.04 ± 0.01 9.59

iλ |eiλ|, C/m2

11 0.26 ± 0.03 0.44

14 0.09 ± 0.03 0.1

ij

11 26.2 ± 0.5 18.92

33 13.9 ± 0.5 50.7

ij

11 26.1 ± 0.5

33 13.9 ± 0.5

Piezoelectric-coupling
coefficients, %

The piezoactive longitudinal wave propagating along the X direction (mode 3)* 4.7 8

The piezoactive pure shear wave propagating along the Y direction and polar-
ized along the X direction (mode 7)*

9 16

* The mode numbering is the same as in Table 1.

Cλµ
E 1010,

εij
σ

εij
η

dielectric loss tangent in this range and can be
explained by the relaxation ionic polarization due to
hopping conduction.
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Abstract—The electrical conductivity σ and dielectric properties (ε, tanδ) of β-BaB2O4 were studied in the
temperature range 90–300 K. The quantities σ, ε, and tanδ were measured at frequencies of 0.1, 1, and 10 kHz
and 1 MHz. The dielectric permittivity and electrical conductivity were found to grow with increasing temper-
ature at all frequencies. The permittivity decreases and the electrical conductivity increases (by several orders
of magnitude) with increasing frequency. Maxima were observed in the σ = f(T) and tanδ = f(T) curves for all
frequencies; the maxima shift toward higher temperatures with increasing frequency. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Barium borate β-BaB2O4 crystals are a compara-
tively new and very promising nonlinear-optics mate-
rial for use in laser technology for laser radiation con-
version. β-BaB2O4 is a low-temperature modification
of BaB2O4. This crystal has a trigonal structure (space
group R3c) with unit cell parameters a = 8.380 Å and
α = 96.65° (in the hexagonal axes, a = b = 12.519 Å, c =
12.723 Å) [1]. The absence of a center of symmetry
accounts for the high nonlinearity in the optical proper-
ties of these crystals [2]. These crystals exhibit a high
conversion efficiency and nonlinearity in their optical
properties, as well as a considerable radiation resis-
tance to breakdown, over a broad frequency region
(extending from the UV to IR) [2–4]. Numerous publi-
cations can be found in the literature that deal with
studies on the optical properties of these crystals and
their application in laser technology. In order to make
the use of these crystals still more efficient, however,
one needs to know their thermal, dynamic, and dielec-
tric characteristics, whose investigation has only
recently been started. Studies of the heat capacity of
β-BaB2O4 were reported in [5]. In [6], the temperature
dependence of the unit cell parameters was measured
and it was shown that these crystals exhibit a strong
anisotropy in thermal expansion. The results of an
investigation of the electrical conductivity and dielec-
tric properties performed at a frequency of 1 kHz are
presented in [7].

We report here on a study of the temperature depen-
dence of the electrical conductivity and dielectric prop-
erties of β-BaB2O4 performed in the range 90–300 K in
various crystallographic directions at measuring field
frequencies of 0.1, 1, and 10 kHz and 1 MHz.
1063-7834/04/4603- $26.00 © 20462
2. EXPERIMENTAL

The electrical conductivity σ, dielectric permittivity
ε, and loss tangent tanδ of β-BaB2O4 crystals were mea-
sured with an E7-12 digital meter at 1 MHz and with an
E7-14 instrument at frequencies of 0.1, 1, and 10 kHz.
The temperature dependences of σ, ε, and tanδ were
obtained under continuous quasi-stationary cooling,
followed by continuous heating of the sample at a rate
of ~0.5 K/min. The sample was fixed in a holder placed
in liquid-nitrogen vapors. The samples were ~1- to
1.5-mm thick β-BaB2O4 single-crystal plates cut such
that their major surfaces coincided with the (001) or
(100) crystallographic plane. The sample surface was
oriented with respect to the crystallographic planes to
within 5′–10′ by using the x-ray diffraction technique.
The sample temperature was measured with a chromel–
copel thermocouple with its junction in contact with the
sample surface. The temperature was varied by a con-
trolled heater mounted in the sample holder. Silver
paste was used to prepare the electrodes.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Figure 1 presents temperature dependences of the
dielectric permittivity of β-BaB2O4 measured in the
[001] direction at various frequencies in the range 90–
300 K. The values of ε are seen to grow with increasing
temperature for all frequencies, the variation being
nonlinear and stronger at higher frequencies. One can
also see that the permittivity ε depends on the fre-
quency of the measuring electric field. Figure 2 dis-
plays the dispersion curve of the permittivity at room
temperature. As the frequency f increases from 0.1 kHz
to 1 MHz, ε decreases from 10.73 to 8.45, which should
004 MAIK “Nauka/Interperiodica”
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be assigned to the relaxation processes taking place in
the higher frequency range.

The temperature dependences of tanδ of β-BaB2O4
measured at various frequencies in the [001] direction
are shown graphically in Fig. 3. The values of tanδ at
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Fig. 1. Temperature dependences of the permittivity of β-
BaB2O4 in the [001] direction measured in the range 90–
300 K at frequencies of (1) 100 Hz, (2) 1 kHz, (3) 10 kHz,
and (4) 1 MHz.
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Fig. 2. Dispersion curve of the permittivity obtained for the
[001] direction at T = 273 K.
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1 MHz are seen to be substantially lower than those at
frequencies of 10 and 1 kHz. It should be pointed out
that the tanδ = f(T) curve passes through a maximum,
which shifts toward higher temperatures as the fre-
quency increases.

Figure 4 plots the electrical conductivity of
β-BaB2O4 measured at various frequencies along the
[001] direction as a function of temperature. The elec-
trical conductivity is seen to increase with temperature.
The σ = f(T) curves have maxima in the temperature
interval 200–250 K at all frequencies (as is the case
with tanδ). Note that the maxima shift with increasing
frequency toward higher temperatures both for tanδ and
for σ.

Figure 5 presents temperature dependences of the
electrical conductivity of β-BaB2O4 measured in the
[100] direction at various frequencies. The temperature
and frequency dependences of the electrical conductiv-
ity measured in the [100] direction have the same pat-
tern as those along [001]. However, the electrical con-
ductivities in the two directions differ in magnitude;
i.e., the electrical conductivity is anisotropic and
smaller in the [001] than in the [100] direction.

Note that the magnitude of the electrical conductiv-
ity depends strongly on the frequency of the measuring
electric field. The electrical conductivity grows rapidly
with frequency. The magnitude of σ increases by sev-
eral orders of magnitude with increasing frequency
(Figs. 4, 5). This behavior of the electrical characteris-
tics of β-BaB2O4, as well as the presence of maxima in
the σ = f(T) and tanδ = f(T) curves, is apparently asso-
ciated with specific features of the crystal structure and,
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Fig. 3. Temperature dependences of tanδ of β-BaB2O4 in
the [001] direction measured in the range 90–300 K at fre-
quencies of (1) 1 kHz, (2) 10 kHz, and (3) 1 MHz.
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Fig. 4. Temperature dependences of the electrical conductivity of β-BaB2O4 in the [001] direction measured in the range 90–300 K
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Fig. 5. Temperature dependences of the electrical conductivity of β-BaB2O4 in the [100] direction measured in the range 90–300 K
at frequencies of (1) 1 kHz, (2) 10 kHz, and (3) 1 MHz.

1.5
as a consequence, with a complex charge transfer
mechanism.

β-BaB2O4 crystallizes in a trigonal structure with
six formula units in a cell. The unit cell of β-BaB2O4

consists of (B3O6)3– anion groups, which form nearly
planar rings arranged perpendicular to the polar c axis.
These rings are rigid and stable formations with strong
interatomic coupling. The rings are linked with one
another by weak ionic Ba–O bonds through the Ba2+

cation [4, 8]. Studies of the electronic structure of β-
BaB2O4 and LiB3O5 [9] showed that the band gap is
∆E = 6.43 eV in β-BaB2O4 and 7.78 eV in LiB3O5. The
PH
reason the band gap ∆E of β-BaB2O4 is smaller than
that of LiB3O5 is that the (B3O6)3– anion groups are
practically isolated in the crystal lattice of β-BaB2O4,
whereas in LiB3O5 the (B3O7)5– anion groups are fairly
strongly bonded. Thus, Ba2+ ions can move freely in the
(001) plane of the β-BaB2O4 crystal. This fact appar-
ently accounts for the anisotropy in the electrical prop-
erties of β-BaB2O4.

The frequency dependence of the electrical conduc-
tivity of β-BaB2O4 obtained by us can be tentatively
explained by assuming that, in addition to the ionic
conduction, the hopping charge transfer mechanism
YSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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operates. This conjecture is corroborated by the data
from [8], according to which the nonlinear optical
properties of β-BaB2O4 are due to charge transfer from
oxygen to boron in the (B3O6)3– metaborate anion.

Similar experimental results have been obtained for
the frequency dependence of the electrical conductivity
of TlInS2, which also has a layered crystal structure
[10]. An analysis of the dispersion curve of the electri-
cal conductivity leads to the conclusion [10] that the
charge transfer in TlInS2 is affected through the hop-
ping mechanism.

Hence, carrier transport in β-BaB2O4 crystals is
realized by several different mechanisms, which
accounts for the comparatively complex dependence of
the electrical conductivity on temperature and on the
frequency of the measuring electric field.

It should be pointed out that the values σ = 7 ×
10−10 Ω–1 cm–1 and ε = 10.4 obtained by us at room tem-
perature along the [001] direction at a frequency of
1 kHz agree with the data presented in [7] for the same
direction, namely, σ ~ 10–10 Ω–1 cm–1 and ε ≈ 10.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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Abstract—The effect of gamma irradiation on the mechanical properties of lithium tetraborate Li2B4O7 in the
single-crystal and vitreous states is investigated. It is found that, after irradiation of the Li2B4O7 single crystal,
the temperature range of the dissipative process initially occurring at 380–420 K becomes broader and the fine
structure of the peak in the temperature dependence of the internal friction Q–1(T) undergoes a substantial trans-
formation. After irradiation of the vitreous Li2B4O7 sample, the increase in the internal friction, which is char-
acteristic of the onset of the α relaxation in this material, is not observed in the dependence Q–1(T) up to a tem-
perature of 570 K. It is shown that the mechanical properties of the irradiated samples are almost completely
recovered after annealing at 570 K for 1 h. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Owing to its unique combination of physical prop-
erties, lithium tetraborate Li2B4O7 has found wide
application in acoustic devices, nonlinear optics, and
dosimetry [1, 2]. Lithium tetraborate single crystals are
resistant to gamma irradiation with an energy of
1.3 MeV and an irradiation dose Φ ≤ 106 Gy [3]. To the
best of our knowledge, the radiation stability of vitre-
ous lithium tetraborate has not been investigated
before. Earlier investigations into the infralow-fre-
quency mechanical properties of lithium tetraborates in
single-crystal [4] and vitreous [5] states have revealed
that these materials undergo thermally activated dissi-
pative processes due to the structural mobility in the
cation subsystem.

According to the data available in the literature on
the radiation resistance of lithium tetraborate single
crystals [3], it is reasonable to assume that the forma-
tion of radiation-induced structural defects in lithium
tetraborate should be accompanied by changes in the
internal friction Q–1 and the shear modulus G.

It is known that lithium tetraborate can be obtained
in the crystalline and vitreous states depending on the
cooling conditions of the melt [6, 7]. By performing the
measurements with crystalline and vitreous lithium tet-
raborate samples, which are identical in terms of their
stoichiometry and background impurities, it is possible
to correctly compare the obtained results and to inves-
tigate the influence of the degree of structural ordering
of these compounds on the observed effects.

The purpose of this work was to investigate the
effect of gamma irradiation on the infralow-frequency
internal friction of lithium tetraborate in the vitreous
and single-crystal states.
1063-7834/04/4603- $26.00 © 20466
2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Lithium tetraborate was synthesized in the single-
crystal and vitreous states according to the procedures
described in [6, 7]. Samples in the form of rectangular
parallelepipeds 2 × 2 × 20 mm in size were prepared
from both single crystals oriented along the [001] direc-
tion and vitreous ingots. The vitreous and single-crystal
states of the Li2B4O7 compound were confirmed using
x-ray powder diffraction, differential thermal analysis,
and x-ray microanalysis.

The internal friction Q–1 and shear modulus G were
measured on an automated experimental setup based on
a torsion pendulum [8]. The dependences Q–1(T) and
G(T) were obtained during heating at a constant rate
v h = 37.5 K h–1 under continuous repeated deformation
of the sample. The samples were irradiated on a radia-
tion stand [9] of an M-30 microtron at the Institute of
Electron Physics, National Academy of Sciences of
Ukraine. The energy of bremsstrahlung gamma quanta
was 15 MeV, and the absorbed radiation dose was
2.5 × 105 Gy. The dose was determined accurate to
within 6%.

3. RESULTS AND DISCUSSION

Figures 1 and 2 show the dependences Q–1(T) and
G(T) for the initial, irradiated, and thermally cycled
samples of the Li2B4O7 compound in the single-crystal
and vitreous states. It can be seen from Fig. 1 that the
dependences Q–1(T) of the single-crystal samples
exhibit a maximum in the temperature range 390–
410 K. This maximum is characterized by the height
004 MAIK “Nauka/Interperiodica”
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, temperature Tm, and the relative change in the
shear modulus ∆G/G. The irradiation of the samples
substantially affects the shape and parameters of this
anomaly. Upon irradiation, the position of the maxi-
mum of the internal friction, which is clearly pro-
nounced for the initial sample, remains almost
unchanged, whereas the weak shoulder observed in the
curve Q–1(T) of the initial sample in the temperature
range 360–380 K transforms into a clear maximum

with height  = 40 × 10–3. The above changes in the
dependence Q–1(T) indicate that the temperature range
and intensity of the dissipative process increase signif-
icantly.

The variations in the mechanical properties of the
samples exposed to irradiation also manifest them-
selves in the temperature dependences of the shear
modulus. It can be seen from Fig. 1 that, after irradia-
tion, the dependences G(T) exhibit two jumps in the
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Fig. 1. Temperature dependences of the internal friction Q−1

and the shear modulus G of the Li2B4O7 single crystal
(along the [001] crystallographic direction) at a frequency
of 80 mHz and a strain amplitude of 8 × 10–5: (a) the initial
sample, (b) the irradiated sample after the first heating, and
(c) the irradiated sample after the second heating.
(1, 2) Approximated peaks of the internal friction, (3) the
background of the internal friction, and (4) the resultant curve.
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shear modulus at temperatures T < 360 K and 380 < T <
450 K, whereas the curve G(T) of the initial sample is
characterized by only one jump. Judging from our
results and the specific features in the manifestation of
the dissipative processes in the curves of the internal
friction in solids [10], the internal friction Q–1 of the
irradiated Li2B4O7 crystal in the temperature range
300–450 K has two maxima corresponding to the
defects of the shear modulus ∆G/G.

It can be seen from Fig. 2 that the irradiation also
affects the mechanical properties of vitreous Li2B4O7.
The irradiated glass sample, like the initial sample, is
characterized by a maximum in the internal friction.
However, in the former case, the width of the maximum
is two times greater and its position is somewhat shifted
toward the low-temperature range. The dependences
G(T) exhibit only one jump in the temperature range
350 < T < 420 K. It should be noted that no increase in
the internal friction is observed in the curves Q–1(T) of
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Fig. 2. Temperature dependences of the internal friction Q−1

and the shear modulus G of vitreous Li2B4O7 at a frequency

of 30 mHz and a strain amplitude of 8 × 10–5: (a) the initial
sample, (b) the irradiated sample after the first heating, and
(c) the irradiated sample after the third heating.
(1, 2) Approximated peaks of the internal friction, (3) the
background of the internal friction, and (4) the resultant curve.
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the irradiated glass samples up to 600 K, whereas the
internal friction Q–1 of the initial sample increases at
temperatures T > 520 K (Fig. 2) due to the softening of
the Li2B4O7 glass [5].

It follows from the analysis of the experimental data
that, upon irradiation of the Li2B4O7 single crystal, the
fine structure of the peak of the internal friction under-
goes a substantial transformation and the temperature
range of the dissipative process becomes broader. For
the irradiated L2B4O7 glass, the increase in the mechan-
ical loss and compliance, which is characteristic of the
softening of the initial unirradiated sample, does not
occur in the temperature range 500–600 K.

In order to separate the maxima observed in the
dependence Q–1(T) and to determine their parameters,
we performed a mathematical treatment of the results
obtained. As was shown in our previous works [5, 11],
the shapes of the maximum in the internal friction and
the attendant jump in the shear modulus in the tempera-
ture dependences of these parameters for the Li2B4O7
compound characterize the changes in the mechanical
properties during relaxation processes. The peaks
observed in the dependence Q–1(T) were mathematically
treated in the approximation of Debye relaxation [12].

For the purpose of approximating the peaks in the
dependence Q–1(T), we used the relationship [13]

(1)

where ω = 2πν, ν is the frequency of deformation of the
sample, Q–1 is the current value of the internal friction,

 is the peak value of the internal friction, and τ is
the relaxation time. The dependence τ(T) for the ther-
mal activation of a kinetic particle is described by the
relationship

(2)

where E is the activation energy, k is the Boltzmann
constant, T is the temperature, and τ0 is the preexponen-
tial factor. Taking into account relationship (2), we
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Parameters of the mathematical approximation of two peaks
in the dependences Q–1(T) of irradiated lithium tetraborate
samples

Parame-
ters

Single-crystal Li2B4O7 Vitreous Li2B4O7
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E, eV 0.48 0.64 0.41 1.45
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1– 103×
P

obtain the following expression for calculating the
dependence Q–1(T) in the vicinity of the peak:

(3)

The calculated maxima of the internal friction upon
their extrapolation by two peaks of the dependence
Q−1(T) were fitted using relationship (3). Then, we

determined the parameters Tm, , and E. For the
mathematical treatment used in this case, the calculated
dependences Q–1(T) agree well with the experimental
data. From the mathematical approximation of the two
peaks in the dependence Q–1(T) of irradiated samples
and the background curve, we determined the parame-
ters of the first and the second peaks (see table).

It can be seen that the peaks in the dependences
Q−1(T) of the irradiated Li2B4O7 single crystal are char-
acterized by approximately equal heights but different
activation energies and temperatures at the maxima.
Since the height of the first peak appreciably increases
upon irradiation of the sample, we can assume that
gamma irradiation leads to an additional generation of
sources of dissipation of the energy of an external
mechanical field in the crystal. For the glass samples,
the height of the first peak after irradiation remains
small but the width of the peak in the dependence
Q−1(T) increases significantly as the result of an
increase in the number of kinetic particles responsible
for the appearance of the peak in Q–1(T) for the unirra-
diated material.

An increase in the dissipation intensity and in the
area under the peak in the curve Q–1(T) for the irradi-
ated samples indicates that the concentration and (or)
the amplitude of vibrations of kinetic particles (sources
of absorption of the mechanical energy) increase under
the action of a harmonically varying external mechani-
cal field [10, 12].

In order to reveal the possibility of recovering the
initial properties of this material after irradiation, we
measured the dependences Q–1(T) and G(T) for the irra-
diated samples during thermal cycling with holding at
a temperature of 570 K for 1 h. It can be seen from
Fig. 1 that, after the first cycle of heat treatment, the
mechanical properties of the crystal are restored to a
large extent. After the first heating, the low-temperature
peak in the dependence Q–1(T) and the temperature
range of the dissipative process decrease considerably
and only one jump is observed in the dependence G(T).

Upon annealing, the mechanical properties of the
vitreous Li2B4O7 sample are also restored. For exam-
ple, after the first annealing cycle, the width of the peak
in the dependence Q–1(T) decreases, whereas after the
second annealing cycle, the internal friction in the

Q
1–

T( ) Qm
1–

2
E
k
--- 1

T
--- 1

Tm

------– 
 exp

1
2E
k

------- 1
T
--- 1

Tm

------– 
 exp+

------------------------------------------------.=

Qm
1–
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



EFFECT OF GAMMA IRRADIATION ON INTERNAL FRICTION 469
range T > 520 K increases again. This is associated with
the onset of the α relaxation in this material.

4. CONCLUSIONS
Thus, the results obtained in this work are as fol-

lows.
The general regularities of the influence of gamma

irradiation on the infralow-frequency mechanical prop-
erties of the Li2B4O7 compound in the single-crystal
and vitreous states were investigated.

It is found that gamma irradiation of the Li2B4O7
single crystal leads to a substantial broadening of the
temperature range of the dissipative process occurring
at temperatures of 300–450 K. An increase in the tem-
perature range and in the intensity of dissipation mani-
fests itself as an abrupt increase in the height of the
peak of the internal friction in the vicinity of 320 K. As
a result, the intensity of absorption of the mechanical
energy of the irradiated Li2B4O7 crystal is redistributed.
For vitreous L2B4O7, the irradiation causes a broaden-
ing of the peak of the internal friction due to the activa-
tion of the mobility of lithium ions. After irradiation of
the Li2B4O7 glass, the increase in the internal friction,
which is characteristic of the onset of the α elaxation in
this material, is not observed in the dependence Q–1(T)
in the temperature range 520–570 K. Heating of the
irradiated samples from room temperature to 570 K and
annealing at this temperature for 1 h lead to the recov-
ery of the mechanical properties of the Li2B4O7 com-
pound in the single-crystal and vitreous states.
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Abstract—The isothermal relaxation of stresses in a bulk metallic glass is measured at temperatures below the
glass transition point. The kinetic law of relaxation is determined. It is argued that the stress relaxation in the
temperature range covered is due to the irreversible structural relaxation oriented by an external stress and char-
acterized by a distribution of activation energies.© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Traditionally, metallic glasses in the form of ribbons
up to 50 µm thick have been prepared by melt spinning
at a quenching rate of the order of 106 K/s. In recent
years, much progress toward an understanding of the
physicochemical factors favorable for supercooling of
melts and the development of methods for their purifi-
cation have stimulated intensive research into so-called
bulk metallic glasses produced by melt quenching in
the form of plates (rods) up to several centimeters in
thickness (diameter) [1, 2]. In this case, the quenching
rate R depends on the preparation technique and falls in
the range 10–1 < R < 103 K/s. It can be assumed that
such a large difference between the quenching rates of
metallic glass ribbons and bulk metallic glasses should
lead to a substantial difference in the kinetics of plastic
deformation of these objects. However, this problem
still remains to be investigated.

Unlike metallic glass ribbons, bulk metallic glasses,
as a rule, are very stable against crystallization at tem-
peratures above the glass transition point Tg. This man-
ifests itself in a large difference ∆T = TC – Tg (where
TC is the temperature of the onset of crystallization)
and makes it possible to perform long-term experi-
ments at temperatures higher than the glass transition
point Tg. Most likely, that is the reason why particular
interest has been expressed by researchers in the kinet-
ics of atomic mobility in bulk metallic glasses under
external stresses in this temperature range. However,
there are only a few works dealing with the kinetics of
plastic deformation of bulk metallic glasses at temper-
atures below the glass transition point Tg. In this
respect, mention should be made of the recent work by
Berlev et al. [3], who studied the nonisothermal creep
of the Zr52.5Ti5Cu17.9Ni14.6Al10 bulk metallic glass. It is
evident that these investigations are necessary for eluci-
dating both the mechanism of plastic deformation of
1063-7834/04/4603- $26.00 © 20470
bulk metallic glasses and the role of the quenching rate
as a factor affecting the kinetics of formation of a non-
crystalline structure.

It is generally agreed that, at T > Tg, glasses are in a
metastable equilibrium state and no spontaneous irre-
versible structural relaxation occurs. In the temperature
range 400 K < T < Tg, metallic glass ribbons undergo
intensive irreversible structural relaxation. It is this pro-
cess that is responsible for the occurrence of the so-
called homogeneous plastic flow at these temperatures.
The main regularities of the homogeneous plastic flow
for metallic glass ribbons have been reliably estab-
lished and can be summarized as follows: (i) the shear
viscosity η linearly increases with an increase in the
duration of the isothermal test [4–6]; (ii) the rate of
increase in the viscosity ∂η/∂t decreases with an
increase in the temperature [4, 5]; and (iii) the strain
rate rapidly decreases with an increase in the duration
of annealing preceding the onset of the test [7]. These
(and other) regularities in the homogeneous plastic flow
under conditions of different mechanical tests are
described within a unified model of directional struc-
tural relaxation. According to this model, the homoge-
neous plastic flow is a result of irreversible structural
relaxation oriented by an external stress (see [8–10] and
references therein).

The lack of reliable information on the kinetics of
homogeneous flow of bulk metallic glasses at T < Tg

and the necessity of assessing the applicability of the
above model of directional structural relaxation for the
interpretation of the mechanism of deformation of
these materials determined the main objectives of the
present work. In our experimental investigations, we
used the stress relaxation method, which was success-
fully applied earlier to the study of the kinetics of plas-
tic deformation of various materials.
004 MAIK “Nauka/Interperiodica”
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2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

An initial alloy of composition
Zr52.5Ti5Cu17.9Ni14.6Al10 (at. %) was prepared by induc-
tion levitation melting under vacuum at a residual pres-
sure of ≈10–2 Pa. A glass sample was produced by
quenching the melt from a silica tube into a copper mold
under vacuum at a residual pressure of ≈5 × 10–3 Pa.
The ingots thus prepared were 2 × 5 × 60 mm in size.
The quenching rate of melts was directly measured
using a thermocouple placed in a quenching cavity.
Since the glass transition temperature could not be
determined experimentally during quenching of the
melt, the quenching rate R in the glass transition range
was estimated from the inequality 80 < R < 800 K/s.
According to these estimates, the quenching rate was at
least three orders of magnitude less than that used in
preparing metallic glass ribbons through melt spinning.
The absence of crystalline phases in the ingots was
carefully checked using x-ray diffraction analysis.

The tensile testing with stress relaxation was per-
formed with samples prepared in the form of strips
(thickness, 100–150 µm; width, ≈0.8 mm; length
≈30 mm) cut from the ingots with the use of a diamond
disk. The stress relaxation in the samples was measured
on a string-type tensile-testing machine. In these mea-
surements, the samples were electrostatically excited at
a fundamental resonant frequency f in the course of
extension. The applied stress σ was calculated from the
formula σ = 4ρf 2l2, where l is the sample length (as a
rule, it is approximately equal to 20 mm) and ρ =
(6.69 ± 0.03) × 103 kg/m3 is the material density deter-
mined by hydrostatic weighing. The rigidity in the ten-
sion of the testing machine was considerably greater
than that of the samples. The testing procedure involved
heating of the sample to the test temperature at a rate of
30 K/min (at a temperature 15–20 K below the test tem-
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Fig. 1. Stress relaxation curves in the logarithmic coordi-
nates at T = 523 K for different initial stresses. Dashed
straight lines are drawn with the same slope.
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perature, the heating rate was decreased to 3–5 K/min
in order to attain an isotherm without overheating), iso-
thermal treatment for 20 s, loading of the sample to a
required stress for approximately 10 s, and measure-
ment of the stress relaxation with the use of a computer
for 8 × 103–3 × 104 s. The measurements were carried
out at temperatures of 523, 548, 573, 598, and 623 K.
According to differential scanning calorimetry, the
glass transition temperature of the metallic glass sam-
ple at a heating rate of 4 K/min was approximately
equal to 640 K.

3. RESULTS AND DISCUSSION

Figure 1 shows typical stress relaxation curves in
logarithmic coordinates on both axes for five different
initial stresses at T = 523 K. Examination of the stress
relaxation curves revealed the following features in the
relaxation kinetics: (i) in the time range t > 200–400 s,
the logarithm of the stress linearly decreases with an
increase in the logarithm of the time, whereas at shorter
times t < 200–400 s, the stress relaxation curve deviates
from linearity and lnσ decreases more slowly with the
increase in lnt as compared to that at longer times, and
(ii) the slope of the lnt–lnσ straight lines at long times
does not depend on the initial stress and remains con-
stant at the given temperature. Similar results were
obtained for other test temperatures. Moreover, it was
found that the slope of the straight lines increases with
an increase in the temperature T.

Since the relaxation kinetics of metallic glass rib-
bons under quasi-static loading is uniquely determined
by the kinetics of irreversible structural relaxation [10],
it is expedient to evaluate the effect of preliminary heat
treatment on the kinetics of stress relaxation in the bulk
glass. Figure 2 depicts the relaxation curves of the nor-
malized stress σ/σ0 (where σ0 is the initial relaxation
stress) at T = 523 K for the initial sample and the sam-
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ples subjected to annealing for 0.5 and 1 h prior to load-
ing. It can be seen from Fig. 2 that, first, the preliminary
annealing leads to a drastic decrease in the relaxation
depth. This decrease indicates that the irreversible
structural relaxation affects the kinetics of stress relax-
ation. Second, the dependences lnσ–lnt become non-
linear at long times t, so that the derivative ∂lnσ/∂lnt
increases with an increase in the time t. Similar data
were obtained for other test temperatures.

Taking into account that the kinetics of stress relax-
ation in metallic glass ribbons can be adequately
described within the model of directional structural
relaxation [10–12] and that the preliminary annealing
has a profound effect on the relaxation kinetics (Fig. 2),
we attempted to apply this model for analyzing the
results of our investigations. In the framework of the
aforementioned model of directional structural relax-
ation [9, 10], the isothermal stress relaxation at t @ τ
(where τ is the effective time of annealing prior to load-
ing) can be described by the relationship

(1)

where k is the Boltzmann constant, M is the effective
Young modulus for the sample–machine system, N0 is
the volume density of irreversible structural relaxation
centers per unit range of activation energies, Ω is the
volume in which an elementary relaxation act occurs,
and C is a constant accounting for the orienting effect
of the external stress on the kinetics of accumulation of
macroscopic deformation. The effective time of prelim-
inary annealing can be estimated as τ = τh + τT, where
τh is the effective time specified by a finite rate of heat-
ing to the test temperature and τT is the time of anneal-
ing at the test temperature prior to loading. As was
shown by Fursova and Khonik [13], the first term τh can
be estimated from the expression

(2)

where ν is the frequency of attempts to overcome the
activation barrier and A is a constant dependent on the

frequency ν and the heating rate . According to the
numerical calculations performed in [14], these param-
eters have the following values: A = 2.98 × 10–3 eV/K at

ν = 1013 s–1 and  = 30 K/min [14]. After substituting
these parameters into expression (2), we obtain τh =
98 s and τ = 118 s.

Hence, it follows from relationship (1) that, in the
logarithmic coordinates at times t @ 118 s, the kinetic
curves of stress relaxation should straighten and the
slope of the straight lines should increase with an
increase in the temperature. As was noted above, the
relaxation curves become straight lines at time t > 200–
400 s (which is in reasonable agreement with the esti-
mates obtained for the effective time τ) and their slope
actually increases with an increase in the temperature T.
It should be remembered that relationship (1) was
deduced under the assumption that relaxation centers in

∂ σ/∂ tlnln kTMN0ΩC,–=

τh ν 1–
A/k( ),exp=

Ṫ

Ṫ

P

the structure are activated only once and disappear as a
result of activation. Since this relationship adequately
describes the experimental results, we can assume that
the processes responsible for stress relaxation in the
bulk metallic glass are irreversible in character. This
assumption is confirmed by the drastic decrease in the
rate of stress relaxation after preliminary annealing
(Fig. 2). Note also that the condition t @ τ for linearity
of the ln t–lnσ curves is not satisfied at τ = 0.5 and 1 h;
in this case, the stress relaxation curves actually deviate
from linearity (Fig. 2).

Let us now dwell on another important circum-
stance. We introduce the shear viscosity η = σ/3  and
take into account that, in the case of stress relaxation
tests, the strain rate can be written in the form  =
− /M. Then, from relationship (1), it is easy to obtain
the expression

(3)

From analyzing expression (3), it follows that, first, the
linear behavior of the dependences lnσ(lnt) corre-
sponds to a linear increase in the shear viscosity with an
increase in the duration of the isothermal experiment
and, second, the rate of increase in the viscosity ∂η/∂t
is inversely proportional to the test temperature,
because the product N0ΩC increases with an increase in
the temperature T. As was already mentioned, these two
regularities have been reliably established for metallic
glass ribbons.

The results obtained allow us to evaluate the appar-
ent energy spectrum of the irreversible relaxation pro-
cesses responsible for stress relaxation and to compare
it with the spectrum reconstructed from the experimen-
tal data (taken from [3]) on the nonisothermal creep of
the same metallic glass. Relationship (1) was derived
under the assumption that the activation energies are
characterized by a flat-spectrum. Within this approxi-
mation, it is assumed that, since the isothermal experi-
ment corresponds to a relatively narrow range of activa-
tion energies, the volume density of relaxation centers
satisfies the condition N0 ≈ const ≠ f(E). The lower
(Emin) and upper (Emax) limits of this range of activation
energies can be estimated from the following expres-
sions [9, 10]:

(4)

where tmax is the duration of the isothermal experiment.
By assuming that the quantities Ω and C do not depend
on the activation energy, the sought spectrum of activa-
tion energies can be represented up to a constant by the
product N0ΩC as a function of the activation energy.
This product can be calculated from relationship (1)
and the experimental slopes ∂lnσ/∂lnt at long times t.
Setting again ν = 1013 s–1, we reconstruct the energy
spectrum in the form of five horizontal segments (cor-

ε̇

ε̇
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η t/3kT N0ΩC.=
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responding to five test temperatures), as is shown in
Fig. 3. Figure 3 also presents the energy spectra recon-
structed in the framework of the directional structural
relaxation model from experimental data on the noniso-
thermal creep according to two independent methods.
One method is based on the processing of kinetic data
on the strain rate at a constant heating rate, and the
other method involves an analysis of the isothermal
dependences of the shear viscosity on the heating rate
[3]. As can be seen from Fig. 3, all three independent
methods of reconstructing the energy spectra offer
results that are in good agreement with each other. This
suggests that, first, the irreversible structural relaxation
is responsible for plastic deformation in the tempera-
ture range 400 K < T < Tg and, second, the laws of plas-
tic deformation derived in the framework of the direc-
tional structural relaxation model are also consistent. It
is worth noting that both the energy spectrum and the
magnitudes of the product N0ΩC for bulk metallic
glasses are very similar to those for metallic glass rib-
bons [3]. This circumstance allows us to assume that
even a very large change (by a factor of no less than one
thousand) in the quenching rate has only a slight effect
on the volume density of relaxation centers frozen in
the structure upon quenching of the melt. Further inves-
tigations in this direction seem to be promising for the
elucidation of the microscopic nature of relaxation
centers.
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Fig. 3. Graphs illustrating the reconstruction of the apparent
energy spectra of irreversible structural relaxation from exper-
imental data on the isothermal stress relaxation (horizontal
segments) and in the framework of the directional structural
relaxation model from experimental data on the nonisother-
mal creep according to two independent methods [3].
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4. CONCLUSIONS

Thus, in this work, the isothermal stress relaxation
in a bulk glass was measured for the first time. It was
revealed that, after a short transient period, the loga-
rithm of the stress linearly decreases with an increase in
the logarithm of the time, which corresponds to a linear
increase in the shear viscosity with an increase in the
duration of the isothermal experiment. The rate of
increase in the viscosity decreases with an increase in
the temperature, and the stress relaxation depth drasti-
cally decreases with an increase in the time of anneal-
ing prior to loading. These regularities are identical to
those observed for metallic glass ribbons and can be
explained in the framework of the directional structural
relaxation model as a result of irreversible structural
relaxation with distributed activation energies.
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Abstract—Photoresponse was used to study the influence of an in-plane magnetic field on pulsed magnetiza-
tion reversal and relaxation in single-crystal (Bi,Lu)3(Fe,Ga)5O12 films with (210) orientation. Dynamic
domain structures were observed using high-speed photography. © 2004 MAIK “Nauka/Interperiodica”.
The response time of magnetooptical devices can
be shortened using single-crystal, bismuth-containing
garnet-ferrite (GF) films with rhombic magnetic
anisotropy [1]. In particular, domain walls moving at a
high velocity (≥300 m/s) were observed in
(Bi,Lu)3(Fe,Ga)5O12 films grown on Gd3Ga5O12 sub-
strates with (210) orientation [2].

In this work, we study the influence of pulsed (Hp)
and in-plane (Hin) magnetic fields on pulsed magnetiza-
tion reversal and relaxation in single-crystal (210)-ori-
ented (Bi,Lu)3(Fe,Ga)5O12 films.

The studies were carried out on a magnetooptical
setup in which photoresponse is used to detect magne-
tization reversal [3]. A He–Ne laser beam was focused
on the sample surface onto a spot 1 mm in diameter.
The angle between the polarizer and analyzer transmis-
sion axes was such that amplitude contrast of the
domain structure was observed. A FÉU-51 photomulti-
plier was used as a photodetector. The photomultiplier
signal was fed to the inputs of an analog-to-digital con-
verter and a two-channel oscilloscope.

The dynamic domain structures formed during
pulsed magnetization reversal have also been observed
using high-speed laser photography [4]. For illumina-
tion, a pulsed laser (wavelength λ = 510 nm) was used
with a pulse duration of 10 ns.

A dc (bias) magnetic field Hb, directed normally to
the film, was produced by a coil, inside which the sam-
ple for study was placed. The pulsed magnetic field
(PMF) that caused magnetization reversal of the sample
was applied in the opposite direction. This field was
produced by a six-turn pancake coil 2 mm in diameter.
The rise and fall times of a magnetic field pulse were 7
and 40 ns, respectively. Pulses of the magnetization-
reversing field were synchronized with a laser firing
pulse using a G5-67 pulser.
1063-7834/04/4603- $26.00 © 20474
The magnetization was reversed through the motion
of the so-called magnetic-moment flip wave [5–10] or
of the end domain wall (EDW) [11] at large and small
Hp amplitudes, respectively. The experiments were car-
ried out under conditions corresponding to the latter
mechanism. We note that, due to PMF inhomogeneity,
the EDW was dome-shaped rather than planar as in
[12]; moreover, its curvature increased with the mag-
netic field.

The in-plane magnetic field Hin, which was applied
perpendicular to the projection of the easy magnetiza-
tion axis (EMA) onto the film plane, was induced by a
pair of Helmholtz coils between which the sample was
placed.

We consider the data obtained on a sample (previ-
ously studied in [3, 11]) with the following parameters:
film thickness h = 11 µm, EMA tilt angle θ = 46°, sat-
uration magnetization 4πMs = 43 G, dimensionless
Gilbert damping parameter α ≈ 0.01, and constant of
uniaxial magnetic anisotropy Ku = 1050 erg/cm3.

In the initial state, the field Hb = 23 Oe was applied
to the sample; this field exceeded the film saturation
field Hs = 17 Oe and was not changed during the exper-
iments.

The dimensionless damping parameter was deter-
mined from the ferromagnetic resonance (FMR) line-
width. The FMR signal contained two strong lines
(which indicates the layered structure of the Bi-con-
taining GF film), as well as a number of modes of the
spin wave resonance. The strongest line was associated
with the basic film volume. We note that the value of α
indicated above can be overestimated because of the
film inhomogeneity. The value of HK – 4πMs was also
determined from the FMR data, more specifically, from
the resonant fields corresponding to the external mag-
netic fields oriented perpendicular and parallel to the
004 MAIK “Nauka/Interperiodica”
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film plane. The value of 4πMs was calculated from the
bubble domain collapse field (the effect of the EMA tilt
was neglected).

Figure 1 schematically shows the magnetization-
reversal pulse and the photoresponse signal. The photo-
response signal was characterized by the following
parameters: the delay time of magnetization reversal τdf
the rise time τf of the photoresponse signal, the magne-
tization reversal time τm, the delay time τdb of the pho-
toresponse signal drop, the sample residence time τsm in
the remagnetized (single-domain) state, and the fall
time τb of the photoresponse signal. These parameters
were determined at the levels of 0.05 (τdf), 0.1–0.9
(τf, τb), and 0.95 (τm, τsm, τdb) of the amplitude value.

Figure 2 shows the dependences of the delay time of
the photoresponse signal drop on the in-plane magnetic
field for a fixed amplitude Hp = 78 Oe and various val-
ues of the pulse duration τp. We can see that the τdb(Hin)
dependences are asymmetric with respect to the vertical
axis and have local maxima. The deepest minimum is
observed at τp = 1.10 µs (curve 1 in Fig. 2); the mini-
mum delay time increases with the duration of a mag-
netic field pulse to ~1.2 µs (curve 4). The maximum
delay time (τdb ≈ 2.0 µs) remains practically unchanged
as the pulse duration is varied from 1.10 µs (curve 1 in
Fig. 2) to 30.0 µs (curve 4).

To understand the physical nature of the maxima in
the τdb(Hin) curves (Fig. 2) and their asymmetry, it
needs to be determined whether the EDW collapses
completely when it reaches the opposite film surface
during a magnetic field pulse or EDW fragments sur-
vive near this surface after the pulse. In the former case,
it is highly probable that the mechanism of magnetiza-

t

I

0

τdb

τsmτm

τdf

τf τb

t

H

0

(a)

(b)

Fig. 1. Schematic diagrams of (a) a magnetization-reversal
pulse and (b) the photoresponse signal; τdf is the delay time
of magnetization reversal, τf is the rise time of the photore-
sponse signal, τm is the magnetization reversal time, τdb is
the delay time of the drop in the photoresponse signal,
τsm is the sample residence time in the remagnetized (sin-
gle-domain) state, and τb is the fall time of the photore-
sponse signal.
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tion reversal is the same after a magnetic field pulse and
during it. The only difference is that the effective mag-
netic field is –Hb rather than Hp – Hb. In the case where
EDW fragments survive, the delay of the backward
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Fig. 2. Dependences of the delay time of the drop in the
photoresponse signal on the in-plane magnetic field for
PMF amplitude Hp = 78 Oe and various durations of the
field pulse: (1) τp = 1.10, (2) 1.35, (3) 1.45, and (4) 30.0 µs.
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motion of the EDW can be associated with the mecha-
nisms discussed in [13–18].

The asymmetry in the τdb(Hin) curves (Fig. 2) is not
unexpected; asymmetric curves have also been
observed for other effects [19–22] and can be explained
by the fact that the effective internal magnetic field has
a nonzero in-plane component [23].

Figure 3 shows the delay time of the photoresponse
signal drop and the sample residence time in the remag-
netized single-domain state as a function of the in-plane
magnetic field Hin for a fixed amplitude and the mini-
mum pulse duration of the magnetic field used in the
experiment. We can see that the curves are similar in
shape and have maxima for both directions of the in-
plane magnetic field and that the delay time of magne-
tization reversal makes up a major fraction of the sam-
ple residence time in the remagnetized single-domain
state.

Figure 4 shows the dependences of the delay time of
magnetization reversal, the rise time of the photore-
sponse signal, the magnetization reversal time, and the
fall time of the photoresponse signal on the in-plane
magnetic field Hin for a magnetic field pulse of the same
amplitude as that in Fig. 3 and of the maximum dura-
tion used in the experiment (τp = 30.0 µs).

A comparison between curve 1 in Fig. 4 and curve 4
in Fig. 2, as well as between curves 2 and 4 in Fig. 4,
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Fig. 3. Dependences of (1) the sample residence time τsm in
the magnetized single-domain state and (2) the delay time
of the drop in the photoresponse signal τdb on the in-plane
magnetic field for PMF amplitude Hp = 78 Oe and field
pulse duration τp = 1.10 µs.
P

permits the conclusion that the processes that proceed
during the rise time and fall time of the magnetization-
reversal pulse are most likely similar. The fact that the
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Fig. 4. Dependences of (1) the delay time of magnetization
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(3) the magnetization reversal time τm, and (4) the fall time
of the photoresponse signal τb on the in-plane magnetic
field for PMF amplitude Hp = 78 Oe and field pulse dura-
tions τp = 30 µs.
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local maxima in curve 1 in Fig. 4 and curve 4 in Fig. 2
are more pronounced than those in curves 2 and 4 in
Fig. 4 can be explained by the difference in the magni-
tude of the effective magnetic fields (23 and 55 Oe in
the former and latter cases, respectively). We can see
from Fig. 4 that the in-plane magnetic fields at which
the local maxima are observed in the τdb(Hin), τf(Hin),
and τm(Hin) curves and in the τb(Hin) curve are opposite
in direction.
Figure 5 shows the dependence of the inverse rise time
of the photoresponse signal on the magnetic field pulse
amplitude Hp and on the effective magnetic field H =
Hp – Hb. Assuming that the rise time is controlled by the
time of EDW motion through the film thickness, we can
estimate the average EDW velocity as

The values of V are shown in Fig. 5. At first glance, the
shape of the initial portion of the V(H) curve in Fig. 5
seems typical of uniaxial magnets with damping
parameter α < 1 [24]; namely, the initial portion near
the origin is linear and there is a nonlinear portion with
negative differential mobility. The value of Hp corre-
sponding to the end of the initial linear portion of the
V(H) curve (where the motion of the domain wall
becomes unsteady) is very high for Bi-containing GF
films, in which there are no fast-relaxing ions. This fact
can be explained by an increase in α in the presence of
an external or an internal effective magnetic field in the
film plane [22, 25–29]. The fact that the nonlinear por-
tion of the V(H) curve is followed by a portion with a
differential mobility exceeding the initial one, as well
as by a saturation portion, is explained by the domain
wall motion being accompanied by the emission of spin
waves, which initiate local rotation of the magnetiza-
tion in front of the moving wall [22, 30, 31].
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The fact that the average EDW velocity (Fig. 5) is
approximately three times lower than the velocity of the
EDW passing through the film center [11] can be
explained as resulting from irregular EDW motion.

Figure 6 shows the dependences of the delay time of
magnetization reversal and the rise time of the photore-
sponse signal on the PMF amplitude. We can see that τdf

decreases monotonically as Hp increases (Fig. 6a),
while the τf(Hp) curve (Fig. 6b) is inverse with respect
to the curve shown in Fig. 5.

Thus, the data obtained in this study of (210)-ori-
ented single-crystal (Bi,Lu)3(Fe,Ga)5O12 films sub-
jected to pulsed magnetization reversal allow the fol-
lowing conclusions.
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(i) The film magnetization reversal at the leading
and trailing edges of the magnetic field pulse is realized
via the same mechanism.

(ii) The delay time of magnetization reversal
decreases monotonically as the effective magnetic field
increases.

(iii) In the range of effective magnetic fields where
H/4πMs ≈ 2, the film magnetization reversal is realized
via EDW nucleation and motion.

(iv) The dependences of the delay time of the drop
in the photoresponse signal after the end of the mag-
netic-field pulse and of the sample residence time in the
remagnetized single-domain state on the in-plane mag-
netic field have maxima for both directions of the field.

(v) The EDW velocity vs. effective magnetic field
curve consists of an initial linear portion corresponding
to EDW steady motion, a nonlinear portion correspond-
ing to EDW unsteady motion, a portion with increased
differential mobility, and a saturation portion corre-
sponding to EDW motion with the emission of spin
waves.
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Abstract—The effect of internal stray fields generated in nanocrystalline ultrasoft films with inducted uniaxial
magnetic anisotropy (due to an arbitrary orientation of the crystallites) on the high-frequency magnetic suscep-
tibility is considered. It is demonstrated that internal stray fields comparable to the field of magnetic anisotropy
can lead to a substantial broadening and a bimodal form of the magnetic resonance. The effect of the internal
stray fields should be taken into account in the analysis of the dispersion properties limiting the range of work-
ing frequencies of ferromagnetic films. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of the technology of magnetic car-
riers with a high density of elements (>100 Gbit/cm2)
requires high rates of recording and reading. This can
be achieved in circuits based on magnetic films with a
saturation induction Bs > 2.0 T and a high susceptibility
in the frequency range f > 1 GHz [1–3]. Similar require-
ments have been imposed on magnetic inductors and
transformer cores in integrated circuits of high-fre-
quency devices used in microelectronics [4]. Although
permalloy is widely used in microelectronic devices, it
is not suited for these purposes because of the relatively
low induction (Bs < 1.6 T for Ni45Fe55). Nanocrystalline
thin films of the type Fe–X–N [5, 6] (where X = Ta, Cr,
Zr, and other elements of the alloy) or Co–Ge–Ni [7–9],
prepared by sputtering or electrochemical deposition,
are promising materials capable of meeting strict
design requirements.

The range of working frequencies of these films is
limited by the frequency and width of the ferromag-
netic resonance. In practice (see, for example, [10]), the
width of ferromagnetic resonance is related to the
damping parameter in the Landau–Lifshitz phenome-
nological equation [11]. The results obtained in the
present work demonstrate that, apart from the contribu-
tion of dissipative sources (characteristic of crystalline
and polycrystalline ferromagnets) to the width of ferro-
magnetic resonance, nanocrystalline ferromagnets are
characterized by a contribution due to the local angular
dispersion of the magnetization vector (the so-called
micromagnetic ripple). Hoffmann [12] proved that the
parameters of the micromagnetic ripple are determined
by the exchange interaction, induced magnetic anisot-
ropy, crystallite sizes, and averaging of the orientation
of crystallites in the film.

These variations in the local magnetization lead to a
specific variation in the contrast (ripple contrast) of the
out-of-focus image of the Lorentz transmission elec-
1063-7834/04/4603- $26.00 © 20479
tron microscopy in the Fresnel mode [13, 14]. The
period and magnitude of the contrast can be analyti-
cally related in a sufficiently rough approximation to
the period λ and the amplitude of the angular dispersion
β0 of the magnetization vector [15, 16]. In our previous
works [16, 17], we showed that, depending on the
microstructure of the soft magnetic films, the period λ
can vary from one hundred nanometers to several
microns and the amplitude of angular oscillations β0
changes from tenths to several degrees.

In this work, the parameters of the micromagnetic
ripple were related to the electromagnetic response of a
thin ferromagnetic film in the range of ferromagnetic
resonance and the contribution of this factor to the
width and the shape of the ferromagnetic resonance
was estimated.

2. THE STRAY FIELD

The angular dispersion of the magnetization vector
in nanocrystalline ferromagnets is caused by an inferior
averaging of the crystalline magnetic anisotropy, which
leads to a local deviation of the easy magnetization axis
from the mean direction. As has been shown by Hoff-
mann [12], this leads to the generation of an internal
stray field. It is assumed that the mean direction of the
easy magnetization axis in a film located in the xy plane
is parallel to the x axis. For simplicity, we assume that
the deviation of the local easy magnetization axis from
the mean direction is governed by a harmonic law; i.e.,
the local magnetization has the form

(1)

For a thin film, the z component of the magnetization is
completely compensated for by the demagnetizing
field. In expression (1), we took into account only the
longitudinal oscillations of the magnetization vector,

Mx M β, Mycos M β,sin= =

β β0 2πx/λ( ).sin=
004 MAIK “Nauka/Interperiodica”
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because the transversal oscillations are energetically
unfavorable because of the large contribution from the
exchange interaction [13]. Moreover, we assume that
the variations in M are homogeneous throughout the
film thickness. Hence, we can write the following rela-
tionship for the inducted magnetic charge:

(2)

This implies that the inducted magnetic charges change
only along the x axis. For the magnetic potential, we
have

(3)

The internal stray field can be represented in the form

(4)

According to relationships (3) and (4), the y component
of the internal stray field in a film that has a thickness d
and is infinite in the xy plane can be written in the form

(5)

ρ r( ) = div M–  = M β ∂β/∂x( )sin M β ∂β/∂y( )cos–

=  πMβ0
2
/λ( ) 4πx/λ( ).sin

U ρ r'( )/ r' r0– V '.d∫=

Hstr r0( ) ∇ U .–=
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Fig. 1. Variation in the S factors calculated from relation-
ships (a) (7) and (b) (9) and characterizing the variation in
the stray field along the film thickness.
P

(after differentiation, we obtain an integral of the odd
function in symmetric limits).

Since the thickness of the film is finite, no complete
compensation of the internal stray field of magnetic
charges along the z axis occurs. For the z component of
the internal stray field, we have

(6)

where ζ = (z' – z)/λ, ξ = (y' – y)/λ, and χ = (x' – x)/λ.
After performing the true integration in formula (6), we
obtain the following result:

(7)

(8)

The dependence Sz(d) for different parameters d/λ is
shown in Fig. 1a. The values z = 0 and 0.5 correspond
to the center and the surface of the film. It can be seen
that the z component of the internal stray field Hstr, z
vanishes only at the center of the film. In the case when
the thickness d exceeds 0.6λ, the z component of the
internal stray field becomes negligible.

Similarly, for the x component of the internal stray
field, we obtain

(9)

where

(10)

Analysis of the factor Sx(z) (Fig. 1b) shows that the x
component of the internal stray field in the surface layer
is suppressed. This effect of suppression is small when
the film has a thickness d > 0.6λ.

3. EFFECT OF THE INTERNAL STRAY FIELD
ON THE HIGH-FREQUENCY PROPERTIES

Let us assume that a dc magnetic field Hdc is applied
parallel to the easy magnetization axis and a radio-fre-
quency field Hrf is directed perpendicular to the easy
magnetization axis in the plane of the film (Fig. 2). The
film is located in the xy plane, and the local easy mag-
netization axis deviates from the x axis through an
angle β. The magnetization M deviates from the x axis

Hstr z, ∂U/∂z– πM0β0
2

4πx/λ( )sin–= =

× 4πχ( ) χ ξ ζ ζd

χ2 ξ2 ζ 2
+ +[ ]

3/2
--------------------------------------,

d 2z/2λ–

d 2z/2λ+

∫d

∞–

∞

∫dcos

∞–

∞

∫

Hstr z, πM0β0
2

4πx/λ( )Sz,sin–=

Sz 1/4( ) 2πd/λ–( ) 4πz/λ( ).sinhexp=

Hstr x, πM0β0
2

4πx/λ( )Sx z( ),cos–=

Sx z( ) 2 χ 4πχ( ) χ ζd

d 2z+( )/2λ–

d 2z/2λ–

∫dsin

∞–

∞

∫=

× ξd

χ2 ξ2 ζ 2
+ +[ ]

3/2
--------------------------------------

∞–

∞

∫
=  π d 2z–( )/λ–[ ] π d 2z–( )/λ[ ]sinhexp

+ π d 2z+( )/λ–[ ] π d 2z+( )/λ[ ] .sinhexp
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



EFFECT OF INTERNAL STRAY FIELDS ON THE HIGH-FREQUENCY PROPERTIES 481
through an angle φ, from the z axis through an angle θ,
and from the surface of the film through an angle ψ =
90° – θ. In what follows, we will assume that the thick-
ness of the film is considerably less than the skin layer;
therefore, the contribution of the losses due to the eddy
currents can be disregarded.

The Landau–Lifshitz equation for precession of the
magnetic moment can be written in the form

(11)

Here, the angular momentum is given by the formula

(12)

and F = –∇ E is the generalized force. The free energy
can be represented in the form

(13)

Here, γ = eg/mec = gµB is the gyromagnetic factor, e is
the electron charge, me is the electron mass, c is the
velocity of light, g = 2.023 is the factor of spectroscopic
splitting, α is the damping parameter, K is the anisot-
ropy constant, and Nz = 4π is the demagnetizing factor
of the film along the z axis. In expression (13), the term
related to the exchange energy is absent, because, for
longitudinal oscillations of the magnetization with a
period greater than the length of the exchange interac-
tion Lex = 30–40 nm [18], this contribution, as was men-
tioned above, is small and leads to only a slight decrease
in the amplitude of the angular dispersion [19].

Next, we rewrite the Landau–Lifshitz equation in
the spherical coordinates {M, θ, φ} and obtain the sys-
tem of differential equations

(14)

(15)

Then, we assume that α, φ, β, ψ ! 1, Hstr, Hdc, Hk =
2K/M ! M, and Hrf ! Hstr, Hdc, Hk. Differentiating
expression (14) and using relationship (15), we obtain
the following linear differential equation:

(16)

where

(17)

Note that the z component of the stray field Hstr, z does
not enter into relationship (16) and, consequently, does
not affect the solution to this equation in the small-
angle approximation. Equation (16) has a nontrivial
solution under the condition

(18)

dM/dt γT αγ /M( )M– T.×=

T M F× M– ∇ E×= =

E K φ β–( )sin
2

HdcM ψ φcoscos–=

– Hstr x, M ψ φcoscos Hstr z, M ψsin–

+ HrfM ψ φsincos 1/2( )NzM
2 ψ.sin

2
+

dφ/dt( )M ψcos γ∂E/∂ψ αγ/ ψcos( )∂E/∂φ,–=

dψ/dt( )M– γ/ ψcos( )∂E/∂φ αγ∂E/∂ψ.+=

d
2φ/dt

2 αγNzM dφ/dt( ) ω0
2φ γ2βNzMHk–+ +

– γ2
NzMHrf iα ∂ Hrf/∂t( )– 0,=

ω0
2 γ2

NzM Heff Hstr x,+( ), Heff Hk Hdc.+= =

Heff Hstr x, 0.>+
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If the radio-frequency field obeys the law Hrf =
hrfexp(iωt), we seek the solution in the form

(19)

Substituting φ(t) into expression (16), we derive the fol-
lowing relationships:

(20)

The internal stray field Hstr, x is a periodic function of x.
According to relationship (17), this means that adjacent
regions of the film are characterized by different natural
frequencies ω0 and, in the case when the angular disper-
sion of the magnetization is sufficiently large and
|Hstr, x | > Heff, some regions of the film do not exhibit an
electromagnetic response.

Similar treatment can be performed for a transverse
dc magnetic field under the assumption that Hdc is
directed normally to the easy magnetization axis and
Hrf is aligned parallel to the easy magnetization axis.
This case can be simply described when Hdc @ Hk and
the angle φ is close to π/2, so that η = π/2 – φ ! 1. Dif-
ferential equations (14)–(16) hold if we set Heff = Hdc –
Hk in relationship (17). Generalizing, we obtain

(21)

where the “plus” and “minus” signs refer to the longi-
tudinal and transverse Hdc magnetic fields, respectively.
If the amplitude of local variations in the stray fields
does not exceed the sum Hdc ± Hk, the broadening of the
ferromagnetic resonance can be roughly estimated as

(22)
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Fig. 2. Geometry of the experiments on high-frequency
response in an ac magnetic field oriented perpendicularly to
the easy magnetization axis.
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Equation (22) can be used only for crude estimations.
For the magnetic permeability, we can write

(23)

Hence, for the real and imaginary parts of the perme-
ability, we have

(24)

(25)

where ω00 = γ[2NzM(Hdc ± Hk)]1/2 is the resonance fre-
quency at which the stray field is absent and Sstr is var-
ied according to relationships (7) and (8). As an exam-
ple, Fig. 3 shows the dependences µ'(ω/ω0) and
µ''(ω/ω0) for several points within the limits of the
period λ. These dependences were calculated for rea-
sonable values of the parameters: Hk = 20 Oe, Hdc = 0,
β0 = 2.0°, 4πM = 1.7 × 104 G, and α = 0.01, which are
characteristic of ultrasoft magnetic thin films [16, 17].

For comparison with experimental data on the fre-
quency dependence of the magnetic permeability, rela-
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Fig. 3. Frequency dependences of the (a) real and (b) imag-
inary components of the magnetic permeability at different
points of the film within the limits of the oscillation period.
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tionships (24) and (25) should be integrated over the
whole volume of the film:

(26)

(27)

Figure 4 presents the real and imaginary compo-
nents of the magnetic permeability, which were inte-
grated with respect to the x coordinate within the limits
of the oscillation period of the magnetization vector for
different amplitudes of the angular dispersion. Begin-
ning from certain values of β0 (in our case, β0 = 2°), the
width of the resonance of the imaginary component of
the magnetic permeability sharply increases and the
spectrum takes the bimodal form, which is frequently
observed in the spectra of thin nanocrystalline (or
amorphous) magnetic films. The nature of this bimo-
dality either is altogether not discussed in the literature
or is explained in terms of local inhomogeneity of the
magnetic anisotropy Hk [20, 21]. It is evident that the
existence of several modes with different amplitudes or
periods of the magnetization oscillations should lead to
a smoothing of the bimodal distribution, even though
the contribution of the internal stray field to the width
of the ferromagnetic resonance can remain predomi-
nant.

4. CONCLUSIONS

The above consideration demonstrated that the
angular dispersion of the local magnetization vector
brings about the generation of an internal stray field
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Fig. 4. Frequency dependences of the (a) real and (b) imag-
inary x-averaged components of the magnetic permeability
for different amplitudes of the angular dispersion of magne-
tization.
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which spatially oscillates in magnitude and orientation.
The spatial oscillation of the internal stray field leads to
local variations in the natural frequencies of the mag-
netic film material and, correspondingly, to a broaden-
ing of the ferromagnetic resonance line in the fre-
quency spectrum of the imaginary part of the magnetic
susceptibility and to the disappearance of the high-fre-
quency edge of the real part of the magnetic suscepti-
bility of the nanocrystalline magnetic film. Thus, not
only the damping parameter of the electromagnetic
oscillations but also the internal stray field can lead to a
broadening of the ferromagnetic resonance. The pro-
posed model allows the prediction that the internal
stray field can lead to the bimodal dependence of the
magnetic susceptibility on frequency that is sometimes
observed in the high-frequency spectra of nanocrystal-
line magnetic thin films.

ACKNOWLEDGMENTS
This work was supported by the Dutch Technology

Foundation (STW), Netherlands (grant no. GWN.4561),
and in part by the Grants Council of the President of the
Russian Federation (project no. NSh-1619.2003.2).

REFERENCES
1. E. D. Daniel, C. D. Mee, and M. H. Clark, in The First

100 Years (IEEE Press, New York, 1998).
2. E. Grochowski and D. A. Thompson, IEEE Trans. Magn.

30 (6), 3797 (1994).
3. E. Grochowski and R. Hoyt, IEEE Trans. Magn. 32 (3),

1850 (1996).
4. N. X. Sun, A. M. Crawford, and S. X. Wang, Mater. Res.

Soc. Symp. Proc. 721, 249 (2002).
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
5. A. R. Chezan, C. B. Craus, N. G. Chechenin, et al., Phys.
Status Solidi A 189 (3), 833 (2002).

6. A. Chezan, C. B. Craus, N. G. Chechenin, et al., IEEE
Trans. Magn. 38 (5), 3144 (2002).

7. T. M. Harris, G. M. Whitney, and I. M. Croll, J. Electro-
chem. Soc. 142 (4), 1031 (1995).

8. T. Osaka, Electrochim. Acta 45 (20), 3311 (2000).
9. X. Liu, G. Zangari, and L. Shen, J. Appl. Phys. 87 (9),

5410 (2000).
10. E. van de Riet and F. Roosenboom, J. Appl. Phys. 81 (1),

350 (1997).
11. L. Landau and E. Lifshitz, Phys. Z. Sowjetunion 8, 153

(1935).
12. H. Hoffmann, Thin Solid Films 58 (2), 223 (1979).
13. H. W. Fuller and M. E. Hale, J. Appl. Phys. 31 (2), 238

(1960).
14. N. G. Chechenin, C. B. Craus, A. R. Chezan, et al.,

Mater. Res. Soc. Symp. Proc. 720, 103 (2002).
15. D. Wohlleben, J. Appl. Phys. 38 (8), 3341 (1967).
16. N. G. Chechenin, A. R. Chezan, C. B. Craus, et al.,

J. Magn. Magn. Mater. 242–245 (1), 180 (2002).
17. N. G. Chechenin, C. B. Craus, A. R. Chezan, et al., IEEE

Trans. Magn. 38 (5), 3027 (2002).
18. G. Herzer, J. Magn. Magn. Mater. 157–158, 133 (1996).
19. S. Middelhoek, Ferromagnetic Domains in Thin Ni–Fe

Films (Academisch Proefschrift, Amsterdam, 1961).
20. D. Spenato, A. Fessant, J. Gieraltowski, et al., J. Phys. D:

Appl. Phys. 26 (10), 1736 (1993).
21. G. Alexander, Jr., J. Rantschler, T. J. Silva, and P. Kabos,

J. Appl. Phys. 87 (9), 6633 (2000).

Translated by O. Moskalev
4



  

Physics of the Solid State, Vol. 46, No. 3, 2004, pp. 484–490. Translated from Fizika Tverdogo Tela, Vol. 46, No. 3, 2004, pp. 471–477.
Original Russian Text Copyright © 2004 by Kozlenko, Voronin, Glazkov, Medvedeva, Savenko.

                                                                                                                             

MAGNETISM 
AND FERROELECTRICITY

                                                                           
Magnetic Phase Transitions in the Iron-Doped 
Pr0.7Ca0.3Mn1 – yFeyO3 Manganites at High Pressures

D. P. Kozlenko*, V. I. Voronin**, V. P. Glazkov***, I. V. Medvedeva**, and B. N. Savenko*
*Joint Institute for Nuclear Research, Dubna, Moscow oblast, 141980 Russia

e-mail: denk@nf.jinr.ru
**Institute of Metal Physics, Ural Division, Russian Academy of Sciences, 

ul. S. Kovalevskoœ 18, Yekaterinburg, 620219 Russia
*** Russian Research Centre Kurchatov Institute, pl. Kurchatova 1, Moscow, 123182 Russia

Received July 9, 2003

Abstract—The atomic and magnetic structures of the iron-doped Pr0.7Ca0.3Mn1 – yFeyO3 manganites (y = 0,
0.1) have been studied at high pressures of up to 4 GPa in the temperature range 16–300 K. At normal pressure,
Pr0.7Ca0.3MnO3 undergoes a phase transition from the paramagnetic to an antiferromagnetic (AFM) state of the
pseudo-CE type and Pr0.7Ca0.3Mn0.9Fe0.1O3 undergoes a phase transition from the paramagnetic to the ferro-
magnetic state at low temperatures. Partial substitution of Mn atoms by Fe brings about a noticeable decrease
in the average magnetic moment per atom. A new A-type AFM state was observed to form in Pr0.7Ca0.3MnO3
at a pressure P ≈ 2.2 GPa and in Pr0.7Ca0.3Mn0.9Fe0.1O3 at 2.7 GPa. This phenomenon may originate from the
anisotropy in the compressibility, which causes uniaxial contraction of the oxygen octahedra MnO6 in the struc-
ture and provides favorable conditions for the formation of an A-type AFM state. The structural parameters
obtained were used to calculate the pressure dependence of bandwidth in the compounds under study. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The A1 – x MnO3 perovskite-like manganites (A is
a rare earth and A' is an alkaline earth element) exhibit
a variety of magnetic and electronic properties depend-
ing on the atomic number of the A' element and its con-
tent. The interest in these compounds was stirred by
the discovery of colossal magnetoresistance (CMR),
which originates from the magnetic, electronic, and
transport properties of the manganites being strongly
correlated [1].

Interestingly, chemical pressure, i.e., contraction of
the average radius of the A/A' cation 〈rA〉  at a fixed con-
centration x, and high external pressure affect the mag-
netic and transport properties of the manganites differ-
ently. Although the unit cell decreases in volume in
both cases, the chemical pressure brings about a
decrease in the insulator–metal transition temperature
TI–M and in the Curie temperature TC [2], whereas exter-
nal pressure increases both TI–M and TC [3]. It is
believed [3] that this phenomenon is due to the chemi-
cal and external pressures acting differently on the
bandwidth W, which determines, in the double-
exchange model [4–6], the values of TI–M and TC,
namely, TI–M ≈ TC ∝  W. The bandwidth W is determined
by the Mn–O bond lengths and Mn–O–Mn valence
angles in the MnO6 oxygen octahedra [3]. Chemical
pressure reduces W through reduction of the Mn–O–

Ax'
1063-7834/04/4603- $26.00 © 20484
Mn valence angle, whereas external pressure is
expected to increase the Mn–O–Mn valence angle.

The Pr0.7Ca0.3Mn1 – yFeyO3 compounds are promis-
ing objects for investigating the relation between the
changes in the crystal and magnetic structures and in
the transport and magnetic properties induced by a high
external pressure. In normal conditions, the original
composition Pr0.7Ca0.3MnO3 [7, 8] has orthorhombic
structure (space group Pnma) and is a paramagnetic
insulator. As the temperature is lowered, this compound
undergoes an electronic phase transition at TCO ≈ 200 K
associated with charge ordering of the Mn3+/Mn4+ ions
in the structure. At TN ≈ 140 K, Pr0.7Ca0.3MnO3 trans-
fers to a pseudo-CE type antiferromagnetic (AFM)
phase, which has two magnetic sublattices with wave
vectors q1 = (0 0 1/2) and q2 = (1/2 0 1/2) formed by the
Mn3+ and Mn4+ ions [1]. As the temperature is lowered
still further, one observes a complex magnetic state,
which includes a pseudo-CE type AFM and a ferromag-
netic (FM) component [8, 9]. According to [9], the for-
mation of this magnetic state in Pr0.7Ca0.3MnO3 is
caused by phase separation at low temperatures, which
gives rise to the coexistence of the AFM and FM
phases. This conjecture, however, has not received final
confirmation. For instance, in [10], no phase separation
was observed in Pr0.7Ca0.3MnO3 and it was established
that the magnetic structure of this compound is a canted
antiferromagnet having AFM and FM components.
004 MAIK “Nauka/Interperiodica”
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It was reported in [11] that a high external pressure
P > 0.5 GPa initiates an insulator–metal phase transi-
tion in Pr0.7Ca0.3MnO3 and that TI–M increases markedly
with increasing pressure. A neutron diffraction study of
Pr0.7Ca0.3MnO3 single crystals performed in [12] at
pressures of up to 2 GPa revealed suppression of the
AFM component and an increase in the FM component
at low temperatures [12].

The Ca concentration x ≈ 0.3 in Pr1 – xCaxMnO3 is
close to the phase boundary separating the AFM and
FM states, so that small variations in the chemical com-
position can change the magnetic state of the system.
For instance, a study of the Pr0.7Ca0.3Mn1 – yFeyO3 sys-
tems established that substitution of part of the Mn
atoms by Fe atoms brings about a breakdown of the
Mn3+/Mn4+ charge ordering and the appearance of an
FM metallic state in the low-temperature region for y >
0.02 [13]. While suppression of the Mn3+/Mn4+ charge
ordering by iron doping was also observed to occur in
the Pr0.5Ca0.5Mn1 – yFeyO3 systems [14, 15], they remain
insulators at low temperatures and the transition to the
metallic state takes place only under application of an
external magnetic field [15].

We report here on a neutron-diffraction study of the
effect of external high pressure on the atomic and mag-
netic structure of iron-doped Pr0.7Ca0.3Mn1 – yFeyO3
manganites (y = 0, 0.1) in the low-temperature region
and of the relation between the observed structural
changes and the variation in the magnetic and transport
properties.

2. EXPERIMENTAL

Polycrystalline Pr0.7Ca0.3Mn1 – yFeyO3 samples (y =
0, 0.1) were prepared using the standard solid-phase
reaction. Stoichiometric mixtures of Pr6O11, CaCO3,
MnO2, and Fe2O3 powders were calcined in air at a tem-
perature of 1173 K for 24 h. The synthesis was per-
formed at 1473 K for 96 h with intermediate grinding
and pelletizing.

Measurements were conducted with a DN-12 spec-
trometer [16] on a pulsed high-flux IBR-2 reactor
(Frank NPL, JINR, Dubna) with the use of high-pres-
sure sapphire-anvil chambers [17] at pressures of up to
4 GPa. Samples were V ≈ 2 mm3 in volume. Diffraction
spectra were measured at scattering angles 2θ = 92° and
45.9°. The resolution of the spectrometer at wavelength
λ = 2 Å for these scattering angles was ∆d/d = 0.02 and
0.025, respectively. The time needed to obtain one
spectrum was typically ~20 h. The pressure in the
chamber was derived from the shift of the ruby lumi-
nescence line to within 0.05 GPa. For the pressure
applied to the sample, we accepted its value averaged
over measurements made at several points on the sam-
ple surface. The pressure variation over the sample sur-
face did not exceed 10%. Measurements in the high-
pressure chamber at low temperatures down to 16 K
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
were made with the use of a special closed-cycle
helium cryostat. The diffraction data were Rietveld-
refined with codes MRIA [18] (atomic structure) and
FULLPROF [19] (atomic and magnetic structure) by
invoking well-known structural models [8, 9].

3. RESULTS

Figure 1 displays parts of the Pr0.7Ca0.3MnO3 dif-
fraction spectra obtained at various pressures and tem-
peratures. The atomic structure of this compound was
found to retain the original orthorhombic symmetry
throughout the pressure range covered, up to 4 GPa.
The structural parameters of Pr0.7Ca0.3MnO3 under nor-
mal conditions derived from the diffraction data (see
table) are in good agreement with the previous mea-
surements made on this compound [8, 9]. The spectrum
measured at normal pressure and T = 16 K can be iden-
tified with the pseudo-CE AFM state, which is indi-
cated by the presence of the superstructural magnetic
peaks indexed (1/2 0 1/2) and (1 0 1/2) (see inset to
Fig. 1). An analysis of the diffraction data showed the
magnetic moments of Mn ions to be aligned with the b
crystallographic axis and to be approximately the same
for both sublattices, µq1 ≈ µq2 = 2.6(1)µB. These figures
agree with the total magnetic moment of
Pr0.7Ca0.3MnO3 obtained in [10], µ = 2.53(7) µB.

Our study did not reveal an FM component in
Pr0.7Ca0.3MnO3 in the temperature region T < 100 K.
The oxygen content refined from diffraction data
showed it to differ slightly from 3.0 and that
Pr0.7Ca0.3MnO2.98 is the correct chemical formula of the
compound. The oxygen off-stoichiometry probably

2.0 2.5
0

200

3.0 3.5 4.0 4.5
dhkl, Å

400

600

800

1000

1200

876543
dhkl, Å

P = 2.2 GPa
T = 290 K

P = 2.2 GPa, T = 16 K
A-type AFM

(111)

(0 1 0)

(1/2 0 1/2)P = 0 GPa, T = 16 K
Pseudo CE-type AFM

(1 0 1/2)

In
te

ns
ity

, a
rb

. u
ni

ts

Fig. 1. Diffraction spectra of Pr0.7Ca0.3MnO3 measured for
P = 2.2 GPa at T = 290 K (scattering angle 2θ = 92°) and for
P = 0 and 2.2 GPa at T = 16 K (scattering angle 2θ = 45.9°;
see inset) and subjected to the Rietveld refinement proce-
dure. Also shown are the experimental points, calculated
peak profile, and difference curve (for P = 2.2 GPa, T =
290 K). The Miller indices are given for the strongest AFM
reflections.
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Room-temperature structural parameters of Pr0.7Ca0.3MnO3 and Pr0.7Ca0.3Mn0.9Fe0.1O3 for various pressures

Parameter Pr0.7Ca0.3MnO3 Pr0.7Ca0.3Mn0.9Fe0.1O3

P, GPa 0 2.2 4 0 2.7 3.7

a, Å 5.468(5) 5.468(5) 5.468(5) 5.461(5) 5.461(5) 5.461(5)

b, Å 7.677(8) 7.63(1) 7.56(1) 7.685(8) 7.61(1) 7.59(1)

c, Å 5.435(5) 5.435(5) 5.435(5) 5.431(5) 5.431(5) 5.431(5)

Pr/Ca: x 0.036(3) 0.038(5) 0.036(5) 0.041(3) 0.046(5) –0.051(5)

z –0.013(4) –0.030(6) –0.026(6) –0.008(4) –0.032(6) –0.027(4)

O1: x 0.486(4) 0.489(5) 0.477(5) 0.486(4) 0.483(5) 0.484(5)

z 0.070(3) 0.068(5) 0.064(5) 0.070(3) 0.066(5) 0.066(5)

O2: x 0.286(2) 0.287(3) 0.287(3) 0.288(2) 0.290(3) 0.290(3)

y 0.039(2) 0.035(4) 0.034(4) 0.039(2) 0.039(4) 0.038(4)

z 0.714(2) 0.713(3) 0.713(3) 0.712(2) 0.710(3) 0.710(3)

µAFM, µB 2.6(1) 1.6(1) 2.1(1) – 1.5(1)

µFM, µB – – – 1.4(1) 0.8(1)

Mn/Fe–O1, Å 1.958(8) 1.94(1) 1.93(1) 1.961(8) 1.94(1) 1.93(1)

Mn/Fe–O2, Å 1.972(8) 1.968(12) 1.967(12) 1.971(8) 1.973(12) 1.972(12)

1.969(8) 1.965(12) 1.963(12) 1.968(8) 1.970(12) 1.969(12)

Mn/Fe–O1–Mn/Fe 157.2(1)° 157.2(2)° 157.6(2)° 157.1(1)° 157.9(2)° 158.0(2)°
Mn/Fe–O2–Mn/Fe 156.1(1)° 157.9(2)° 157.9(2)° 155.5(1)° 155.1(2)° 155.4(2)°
Rp, % 2.81 7.62 10.33 5.54 8.11 8.68

Rwp, % 2.90 6.36 8.15 3.39 6.77 6.16

Note: Mn/Fe atoms occupy positions 4(b) (0, 0, 0.5), Pr/Ca and O1 atoms are in positions 4(c) (x, 1/4, z), and O2 atoms are in positions
8(d) (x, y, z) of the Pnma space group. Also given are the average magnetic moments of the Mn/Fe atoms for T = 16 K, Mn/Fe–O1
and Mn/Fe–O2 valence bonds, and Mn/Fe–O1–Mn/Fe and Mn/Fe–O2–Mn/Fe valence angles.
accounts for the absence of the FM component in our
sample, because it can markedly affect the properties of
the manganites [20].

At pressure P = 2.2 GPa, new magnetic peaks were
detected in Pr0.7Ca0.3MnO3 at temperatures T ≤ 150 K
(Fig. 1); their positions are at odds with the original
pseudo-CE type AFM structure. An analysis of the dif-
fraction data showed these peaks to correspond to a
new AFM state with an A-type structure [1] and a wave
vector q = (0 1 0). According to [11], this state is metal-
lic. The magnetic moments of the Mn ions in the A-type
AFM structure lie in the (ac) crystallographic plane and
are µAFM = 1.6(1)µB at P = 2.2 GPa and T = 16 K. The
structural parameters of Pr0.7Ca0.3MnO3 obtained at
various pressures are listed in the table.

Interestingly, a neutron diffraction study of
Pr0.7Ca0.3MnO3 single crystals carried out in [12] at
pressures of up to 2 GPa likewise revealed suppression
of the pseudo-CE AFM magnetic-structure component.
In that experiment, however, the reciprocal space was
scanned only in the vicinity of some of the strongest
magnetic reflections originating from the pseudo-CE
AFM and FM magnetic-structure components and no
transition to the A-type AFM state was revealed.
P

Figure 2 presents parts of the diffraction spectra of
Pr0.7Ca0.3Mn0.9Fe0.1O3 obtained at various pressures and
temperatures. Studied at normal pressure under
decreasing temperature, this compound revealed an
increase in the integrated intensity of the (101)/(020)
and (200)/(002)/(121) diffraction peaks for T < 100 K,
which indicated formation of the FM state. An analysis
of the diffraction data showed the magnetic moments of
the Mn/Fe ions to lie in the (ac) plane and to have an
average magnitude µFM = 1.4(1)µB at T = 16 K. By anal-
ogy with the Pr0.6Ca0.4Mn1 – yFeyO3 compounds, which
are close in terms of their chemical composition and
magnetic properties [13], it can be suggested that the
FM state mentioned above is also metallic. Substitution
of Fe for 10 at. % of the Mn atoms brings about a
noticeable decrease in the average magnetic moment of
the Mn/Fe ions, which was 2.6 µB in the original
Pr0.7Ca0.3MnO3 compound. A similar phenomenon was
also observed in La0.7Ca0.3Mn1 – yFeyO3 in [21]. Iron
ions in these compounds substituting for part of the

Mn3+ ions are in the Fe3+ state ( ) with 2eg elec-
trons. This substitution weakens the double-exchange
interaction responsible for the formation of the FM
state in manganites [1] and gives rise to magnetic inho-
mogeneities [14]. These factors act jointly to reduce the

t2g
3

eg
2
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average magnetic moment of the Mn/Fe ions and the
magnetization [14, 21]. As the pressure was increased,
new magnetic diffraction peaks were also observed in
Pr0.7Ca0.3Mn0.9Fe0.1O3 at P = 2.7 GPa and T ≈ 40 K;
these peaks corresponded to the A-type AFM state,
which coexisted with the original FM state down to
16 K (Fig. 2). The average magnetic moments of the
Mn/Fe ions at P = 3.7 GPa and T = 16 K were calcu-
lated to be µAFM = 1.5(1) µB in the AFM phase and
µFM = 0.8(1) µB in the FM phase. The structural param-
eters of Pr0.7Ca0.3Mn0.9Fe0.1O3 are listed in the table for
various pressures.

Both compounds reveal a noticeable anisotropy in
the compressibility. The coefficient of linear com-
pressibility ki = (1/ai0)(dai /dP)T for the unit cell
parameter b was calculated to be kb = 0.004 GPa–1 for
Pr0.7Ca0.3MnO3 and 0.003 GPa–1 for
Pr0.7Ca0.3Mn0.9Fe0.1O3 at room temperature, whereas
the corresponding values for the other cell parameters
are ka, kc < 0.0015 GPa–1 for both compounds. The dif-
fraction-peak broadening at high pressures, which is a
consequence of a pressure distribution gradient over the
volume of the sample under study, precluded accurate
determination of the variation in the unit cell parame-
ters a and c; therefore, the values of ka and kc should be
considered as estimates only.

The anisotropy in the compressibility of the various
lattice cell parameters brings about uniaxial contraction
of the MnO6 oxygen octahedra along the b crystallo-
graphic axis. The lengths of the two Mn–O2 valence
bonds in the (ac) plane practically do not change with
pressure, and their average value is 〈lMn–O2〉  ≈ 1.97(1) Å,
whereas the length of the Mn–O1 valence bond ori-
ented along the b crystallographic axis decreases from
lMn–O1 ≈ 1.96 to 1.93 Å in both compounds (Fig. 3). The
linear compressibility coefficient of the bond length
〈Mn–O〉  averaged over the oxygen octahedron k〈Mn–O〉 =
(1/l〈Mn–O〉0)(dl〈Mn–O〉/dP)T is k〈Mn–O〉 = 0.0018 GPa–1 for
Pr0.7Ca0.3MnO3 and 0.0011 GPa–1 for
Pr0.7Ca0.3Mn0.9Fe0.1O3. The calculated value of k〈Mn–O〉
for Pr0.7Ca0.3MnO3 is in agreement with k〈Mn–O〉 =
0.00232 GPa–1 obtained within a narrower pressure
region up to 0.6 GPa [8]. In Pr0.7Ca0.3MnO3, as the pres-
sure is increased from 0 to 4 GPa, the valence angles in
the MnO6 oxygen octahedra increase, with the Mn–
O2–Mn angle increasing from 156.1° to 157.6° and the
Mn–O1–Mn angle, from 157.2° to 157.9°. In
Pr0.7Ca0.3Mn0.9Fe0.1O3, with an increase in pressure to
3.7 GPa, the Mn–O2–Mn angle changes only slightly,
αMn–O2–Mn ≈ 155.42°, while the Mn–O1–Mn angle
increases from 157.2° to 158°.

4. RESULTS AND DISCUSSION

The formation of the A-type AFM metallic state in
Pr0.7Ca0.3MnO3 and Pr0.7Ca0.3Mn0.9Fe0.1O3 is probably
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
caused by the anisotropy in the compressibility of these
compounds, which results in a noticeable uniaxial con-
traction of the MnO6 oxygen octahedra along the b
crystallographic axis. Recent theoretical [22] and
experimental [23] studies revealed that the magnetic
properties of the manganites exhibiting the colossal
magnetoresistance effect depend substantially on the
tetragonal distortion cp/ap of the parameters of the
pseudocubic unit cell in the perovskite structure. The
orthorhombic cell parameters (a, b, c) of perovskite-
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Fig. 2. Diffraction spectra of Pr0.7Ca0.3Mn0.9Fe0.1O3 mea-
sured for P = 3.7 GPa at T = 290 K (scattering angle 2θ =
92°) and for P = 0 and 3.7 GPa at T = 16 K (scattering angle
2θ = 45.9°, inset) and subjected to the Rietveld refinement
procedure. Also shown are the experimental points, calcu-
lated peak profile, and difference curve (for P = 3.7 GPa,
T = 290 K). The Miller indices are indicated for the stron-
gest structural reflections having an FM contribution (at P =
0) and for AFM reflections (at P = 3.7 GPa).
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like manganites (space group Pnma) and the parame-

ters cp and ap are related through a ≈ c ≈ ap  and b ≈
2cp. Neglecting the difference between the parameters
a and c of the Pr0.7Ca0.3MnO3 and
Pr0.7Ca0.3Mn0.9Fe0.1O3 orthorhombic structure (which
does not exceed 1%), the magnitude of the tetragonal
distortions in these compounds can be readily esti-
mated as cp/ap ≈ lMn–O1/l〈Mn–O2〉. The values thus
obtained are cp/ap = 0.986 for Pr0.7Ca0.3MnO3 at P =
2.2 GPa and 0.984 for Pr0.7Ca0.3Mn0.9Fe0.1O3 at P =
2.7 GPa and decrease with a further increase in pres-
sure or decrease in temperature. According to [22, 24],
for tetragonal distortions cp/ap < 1, the Mn d(x2 – y2)
orbitals are preferentially occupied (and an orbitally
ordered state forms) and the exchange integral J1
between the nearest neighbors along the direction of
uniaxial contraction decreases. These factors are con-
ducive to the formation of the A-type AFM state, which
is characterized by an alternation (along the b axis of
the orthorhombic structure) of the (ac) ferromagnetic
planes with oppositely directed magnetic moments of
the Mn/Fe ions (Fig. 4).

The occurrence of an A-type metallic antiferromag-
netic state was also observed in some manganites under
normal pressure at low temperatures, namely, in
Pr1 − xSrxMnO3 for 0.48 < x < 0.58 [25], Nd1 – xSrxMnO3
for 0.48 < x < 0.58 [26], and (Nd1 – zLaz)0.5Sr0.5MnO3 for
0.4 < z < 0.6 [11]. The transition to the A-type AFM
state in this case was also accompanied by a consider-
able uniaxial contraction of the MnO6 oxygen octahe-
dra, which was caused by a noticeable decrease in the
parameter b and a slight increase in the unit cell param-
eters a and c.

Ordering of the Mn d(x2 – y2) orbitals in the (ac)
planes favors the formation of a pseudo-two-dimen-
sional conduction band, whose width W can depend

2

b

a

c

Fig. 4. Magnetic-moment orientation of the Mn/Fe ions in
the A-type magnetic structure for Pr0.7Ca0.3MnO3 and
Pr0.7Ca0.3Mn0.9Fe0.1O3 at high pressures (schematic).
P

substantially on the interatomic distances and angles.
Considered in terms of the double-exchange model [5–
7], the variation in the insulator–metal transition tem-
perature TI–M and in the Curie temperature TC under
variation of the chemical composition or application of
an external pressure is determined by the variation in
the bandwidth W, namely, TI–M (TC) ∝  W. The depen-
dence of W on the structural parameters in ABO3 per-
ovskite materials can be written as [27, 28]

(1)

Here, ω is the average tilt angle of the BO6 octahedra in
the valence bond plane, ω = (1/2)(π – 〈B–O–B〉), and
lB−O is the average B–O bond length.

The decrease in the average bond length 〈Mn–O〉
and the increase in the average interatomic angle
〈Mn/Fe–O–Mn/Fe〉  (the increase in cosω) cause a
nearly linear increase in W (Fig. 5) in the
Pr0.7Ca0.3Mn1 – yFeyO3 compounds with increasing
pressure. Figure 5 also shows the pressure dependence
of the insulator–metal transition temperature TI–M(P)
measured for the Pr0.7Ca0.3MnO3 sample under study in
the pressure region 1.5–2.1 GPa at the Institute of Metal
Physics (Ural Division, RAS) and analogous data for
Pr0.7Ca0.3MnO3 obtained earlier in the interval 0.5–
1.5-GPa [11]. As seen from Fig. 5, Pr0.7Ca0.3MnO3
exhibits a noticeable correlation between the TI–M(P)
and W(P) dependences. The discrepancy between the
values of TI–M(P) for the Pr0.7Ca0.3MnO3 sample studied
by us and the data quoted in [11] can be accounted for
apparently by a small deviation of the oxygen content
(2.98) from the ideal value (3.0).

The earlier studies of the A0.7 MnO3 manganites
[2] with various average radii 〈rA〉  of the A/A' cation
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Fig. 5. Pressure dependences of bandwidth W calculated for
(1) Pr0.7Ca0.3MnO3 and (2) Pr0.7Ca0.3Mn0.9Fe0.1O3 and
their linear interpolation (solid lines). Also shown are (3)
the pressure dependence of the insulator–metal transition
temperature TI–M obtained for the Pr0.7Ca0.3MnO3 sample
under study and (4) the corresponding data taken from [10].
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revealed a close relation between the insulator–metal
transition temperature and the so-called tolerance fac-
tor, which characterizes the geometric distortion of the
crystal structure as compared to the ideal perovskite
cubic structure:

(2)

where 〈lA–O〉  is the distance between the A/A' cations
and the oxygen atoms and 〈lMn–O〉  is the Mn–O valence
bond length. For the ideal cubic perovskite structure,
we have t = 1. The tolerance factor for the
Pr0.7Ca0.3MnO3 compound lies near the insulator–metal
transition boundary [2]. Calculations with tabulated
standard ionic radii of the A/A' cation corresponding to
a coordination number N = 12 of the oxygen atoms
linking this cation yielded t ≈ 0.96 for Pr0.7Ca0.3MnO3

[29]. As t increased, first a growth in TI–M was observed
(up to t ≈ 0.98) and then a slight decrease in TI–M.

The anisotropy in the lattice contraction at high pres-
sures results in inequivalent variations in various inter-
atomic distances. In this case, t can be calculated using
the interatomic distances averaged over the first coordi-

nation sphere 〈lA–O〉 and 〈lMn–O〉, t = 〈lA–O〉/ 〈lMn–O〉. The
value t = 0.97 calculated in this way for Pr0.7Ca0.3MnO3

for P = 0 agrees well with the data quoted in [29]. As
the pressure is increased to P = 4 GPa, t increases from
0.97 to 0.974 in Pr0.7Ca0.3MnO3 and from 0.967 to 0.98
in Pr0.7Ca0.3Mn0.9Fe0.1O3 (Fig. 6). Assuming the behav-
ior of TI–M as a function of t to be qualitatively similar
for the cases where external (P) or chemical pressure
(decrease in 〈rA〉) is applied, an increase in TI–M to
TI−M ~ 140 K can be expected for Pr0.7Ca0.3MnO3 as t
increases by 0.41%, which corresponds to an increase
in pressure to 4 GPa. It was shown in [11] that the insu-
lator–metal transition temperature in Pr0.7Ca0.3MnO3

increases from TI–M = 66 to 118 K in the interval 0.5–
1.5 GPa, with the growth rate of TI–M decreasing with
increasing pressure.

t lA–O/ 2lMn–O,=
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Fig. 6. Pressure dependences of tolerance factor t for
Pr0.7Ca0.3MnO3 and Pr0.7Ca0.3Mn0.9Fe0.1O3.
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The tolerance factor is apparently a universal char-
acteristic: it qualitatively characterizes the variations in
the properties of manganites both under application of
an external pressure and under a variation in 〈rA〉 .

5. CONCLUSIONS

The results obtained in this study show that the
application of a high external pressure gives rise to the
formation of an A-type AFM state in the manganites
under investigation; this state is metallic in
Pr0.7Ca0.3MnO3 and apparently metallic in
Pr0.7Ca0.3Mn0.9Fe0.1O3. This phenomenon can possibly
be caused by the anisotropy in the compressibility of
these compounds, which brings about uniaxial contrac-
tion of the MnO6 oxygen octahedra and a preferential
occupation of the Mn d(x2 – y2) orbitals. 

The calculations based on the structural data thus
obtained have shown that pressure initiates an increase
in the bandwidth W. Interpreted in terms of the double-
exchange model, this result correlates qualitatively
with the experimentally observed increase in the insu-
lator–metal transition temperature TI–M in the com-
pounds under study.
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Abstract—Symmetry analysis is performed for the magnetic subsystem of copper metaborate, and a phenom-
enological model is proposed with two two-component order parameters that correspond to ferromagnetism

and antiferromagnetism vectors lying in the tetragonal plane of this crystal. Owing to the  space group of
symmetry of this crystal, the thermodynamic potential contains the Lifshitz invariant having the form of an anti-
symmetric product of the order parameters and their spatial derivatives. Analysis of this model shows that the
temperatures of ordering in the magnetic subsystem and of the formation of a spiral structure in it can be dif-
ferent. This fact allows numerical calculation of the temperature dependences of the spiral wave vector, mag-
netization, and intensities of first- and third-order magnetic satellites in the incommensurate phase that arise in
neutron elastic scattering, as well as the field dependence of the magnetization. The experimental data, includ-
ing a magnetic-field–temperature phase diagram, are satisfactorily described. The parameters of the phenome-
nological thermodynamic potential of the magnetic subsystem of copper metaborate are estimated. © 2004
MAIK “Nauka/Interperiodica”.

I42d
1. INTRODUCTION

Copper oxide compounds exhibit a wide variety of
types of magnetic ordering and magnetic properties.
Such compounds include not only various collinear fer-
romagnets but also weak ferromagnets, spin glasses,
singlet magnets, ferrimagnets, and incommensurate
magnetic structures. Interest in the magnetic properties
of these materials has quickened due to the discovery of
high-temperature superconductors, in which magnetic
correlations are likely to play an important role in the
formation of a superconducting state.

As shown in [1–5], copper metaborate CuB2O4 has
especially interesting magnetic properties. According
to the neutron diffraction data and magnetic measure-
ments, the magnetic subsystem of this crystal trans-
forms from a paramagnetic state into an easy-plane
weak ferromagnet at TN = 20 K. However, the tempera-
ture dependences of the specific heat and magnetic sus-
ceptibility in the tetragonal plane of the crystal exhibit
specific features not only at TN but also at Ti = 10 K. The
magnetic peaks observed in neutron diffraction patterns
in the temperature range from TN to Ti coincide with the
lattice peaks, which reflects the coincidence of the
magnetic unit cell and the crystal unit cell [3]. There-
fore, the phase transition at TN corresponds to a wave
vector at the center of the Brillouin zone, q = 0.

The special high-resolution neutron diffraction
study reported in [3] showed that the crystal did not
undergo any structural phase transitions down to a tem-
1063-7834/04/4603- $26.00 © 20491
perature of 1.5 K. However, as the temperature
decreases below Ti, magnetic satellites appear in the
neutron diffraction patterns in symmetrical positions
with respect to the reciprocal-lattice points of the com-
mensurate phase. These satellites were attributed to a
periodic magnetic structure that is incommensurate to
the lattice structure along the tetragonal axis of the
crystal and represents a spin-density phase-modulated
wave [3]. The presence of higher order magnetic satel-
lites generated by the incommensurate phase in neutron
diffraction patterns near Ti indicates the formation of a
magnetic soliton lattice.

Studies of elastic neutron scattering in strong mag-
netic fields have shown that the incommensurate mag-
netic structure in copper metaborate undergoes a first-
order transition into a commensurate phase when the
magnetic field reaches a certain critical value that is
dependent on temperature [4, 5].

To the best of our knowledge, there is only one case
(described in [6] for the NiBr2 crystal) where the tran-
sition from a commensurate to an incommensurate
phase also occurs with decreasing temperature. Since
the symmetry of NiBr2 prohibits any Lifshitz invari-
ants, the mechanism of the appearance of the incom-
mensurate phase in the crystal is related to a possible
temperature dependence of competing exchange inter-
actions [6]. As will be shown below, the symmetry of
copper metaborate allows a small relativistic Lifshitz
invariant having an unconventional form. This invariant
004 MAIK “Nauka/Interperiodica”
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allows one to phenomenologically describe the unusual
sequence of phase transitions observed in copper
metaborate and a number of its magnetic properties.

2. INCOMPLETE THERMODYNAMIC 
POTENTIAL OF COPPER METABORATE

The x-ray diffraction and neutron diffraction studies
performed in [3] at room temperature showed that cop-

per metaborate belongs to the space group  and its
lattice parameters are a = 11.528 Å and c = 5.607 Å.
The unit cell contains twelve formula units. The Cu2+

ions occupy two nonequivalent positions; namely,
Cu(b) is in the 4b position with point symmetry S4
(0,0,1/2) and Cu(d) is in the 8d position with point sym-
metry C2 (0.0815, 1/4,1/8). The Cu(b) ion is at the cen-
ter of the square formed by four oxygen ions, and the
Cu(d) ion is surrounded by six oxygen ions localized at
the vertices of a distorted octahedron.

The point group  of the crystal contains eight
symmetry elements [7]:

 

This group has five irreducible representations. Four of
them (Γ1, Γ2, Γ3, Γ4) are one-dimensional, and one (Γ5)
is two-dimensional. The reductions of the magnetic
representations for the two nonequivalent copper sub-
lattices in copper metaborate have the form

 

The magnetic modes that transform according to irre-

ducible representations of the group  in the Cu(b)
copper ion sublattice are

 (1)

 (2)

The modes corresponding to the representations Γ1 and
Γ2 of the 4b position describe antiferromagnetic and
ferromagnetic ordering along the tetragonal c axis,
respectively, while the modes related to the representa-
tion Γ5 describe a noncollinear magnetic structure in
the tetragonal plane. For the Cu(d) copper ion sublat-
tice, the magnetic modes transform as follows:
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43
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43
3

41
2

42
2

m4 m5., , , , , , ,

Γ4b Γ1 Γ2 2Γ5,+ +=

Γ8d Γ1 2Γ2 2Γ3 Γ4 3Γ5.+ + + +=

42m

Γ1: Sb1z Sb2z,–

Γ2: Sb1z Sb2z,+

Γ5: Sb1x Sb2x Sb1y– Sb2y–,+( ),

Γ5: Sb1y Sb2y– Sb1x Sb2x–,( ).

Γ1: Sd1x Sd2y Sd3x– Sd4y,–+

Γ2: Sd1y Sd2x– Sd3y– Sd4x,+

Γ2: Sd1z Sd2z Sd3z Sd4z,+ + +
P

 

 

 (3)

 

 (4)

 

 

The numeration of ions for this sublattice corresponds

to the sequential application of the  symmetry oper-
ation.

An incommensurate inhomogeneous phase should
be described by inhomogeneous magnetic modes. The
modes that are linear in the spatial derivative along the
c axis are

 

 

 

 

for the 4b position and

 

 

 

 

 

 

 

 

 

 

 

for the 8d position, where f ' ≡ df/dz.
Analysis of the neutron diffraction pattern [3] con-

sisting of 25 purely magnetic peaks showed that the
spins of both the Cu(b) and Cu(d) sublattices of copper
metaborate form a noncollinear magnetic structure in
the commensurate phase (Ti < T < TN). In the Cu(b) sub-
lattice, the antiferromagnetism vector in the tetragonal
plane is dominant, while the ferromagnetism vector

Γ3: Sd1y Sd2x Sd3y– Sd4x,–+

Γ3: Sd1z Sd2z– Sd3z Sd4z,–+

Γ4: Sd1x Sd2y– Sd3x– Sd4y,+

Γ5: Sd1x( Sd2x Sd3x Sd4x,+ + +

–Sd1y Sd2y– Sd3y– Sd4y ),–

Γ5: Sd1x( Sd2x– Sd3x Sd4x,–+

Sd1y Sd2y– Sd3y Sd4y ),–+

Γ5: Sd2z Sd4z– Sd1z Sd3z–,( ).

43
1

Γ3: Sb1z Sb2z–( )',

Γ4: Sb1z Sb2z+( )',

Γ5: Sb1y– Sb2y– Sb1x Sb2x+,( )',

Γ5: Sb1x Sb2x– Sb1y Sb2y–,( )',

Γ1: Sd1y Sd2x Sd3y– Sd4x–+( )',

Γ1: Sd1z Sd2z– Sd3z Sd4z–+( )',

Γ2: Sd1x Sd2y– Sd3x– Sd4y+( )',

Γ3: Sd1x Sd2y Sd3x– Sd4y–+( )',

Γ4: Sd1y Sd2x– Sd3y– Sd4x+( )',

Γ4: Sd1z Sd2z Sd3z Sd4z+ + +( )',

Γ5: Sd1y–( Sd2y– Sd3y– Sd4y,–

Sd1x Sd2x Sd3x Sd4x )',+ + +

Γ5: Sd1y( Sd2y– Sd3y Sd4y,–+

Sd1x Sd2x– Sd3x – Sd4x )',+

Γ5: Sd1z Sd3z– Sd2z Sd4z–,( )',
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that is perpendicular to this vector and also lies in the
tetragonal plane, as well as the antiferromagnetism vec-
tor along the c axis, is relatively small. In the Cu(d) sub-
lattice, the antiferromagnetism vector along the c axis
is likely to be dominant, while the orthogonal antiferro-
magnetism vector in the tetragonal plane is relatively
small. A ferromagnetism vector in this sublattice has
not been detected within the limits of experimental
error. In the commensurate phase, the magnetic
moment of a copper ion in the 8d position is far less
than that of a copper ion in the 4b position. All vectors
indicated above correspond to the magnetic modes
found in the symmetry analysis.

In the incommensurate phase (T < Ti), the magnetic
structure is ordered in the tetragonal plane in the form
of a spiral along the c axis. For theoretical analysis of
the magnetic properties of copper metaborate in terms
of the phenomenological thermodynamic potential, it is
essential that its symmetry group not contain inversion

center . This operation enters only in combination

with 90° rotation about the c axis, namely,  and .
Therefore, the thermodynamic potential can contain a
Lifshitz-type invariant that should be bilinear in the
two-component order parameters and their spatial
derivatives and be responsible for the appearance of an
incommensurate phase.

Taking into account all eight single-component and
five two-component homogeneous magnetic modes in
the framework of the phenomenological approach
results in an extremely cumbersome expression for the
thermodynamic potential of the system. Therefore, it is
necessary to separate modes that allow one to describe
the basic experimental properties of copper metaborate.
Since ordering in the tetragonal plane is dominant, we
first consider the corresponding two-component
modes. The following circumstance should be taken
into account in this case. If we represent an arbitrary ith
homogeneous mode in the Γ5 representation in the form
ηi = (ηi1, ηi2), then the corresponding inhomogeneous

mode in this representation is  = (ηi2, ηi1)'. The

invariant ηi ·  =  +  turns out to be the
complete derivative with respect to z, and it is impossi-
ble to construct a Lifshitz invariant for a single mode.
In terms of the theory of representations, this feature is

due to the fact that the antisymmetric square { }
transforms according to the representation Γ2, the vec-
tor component parallel to the tetragonal axis transforms
according to the representation Γ3, and the perpendicu-
lar component transforms according to the representa-
tion Γ5 [8].

1

43
1

43
3

η i'

η i' η i1η i2' η i1' η i2

Γ5
2
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Let us represent the incomplete thermodynamic
potential as a functional of two two-component order
parameters, η1 = (η11, η12) and η2 = (η21, η22):

 (5)

where integration is performed over the entire volume
of the crystal, A11 = a11(T – T1), A22 = a22(T – T2), a11 >

0, a22 > 0, B22 > 0, D11 > 0, D11D22 > , ∇η α = (∇η α2,
∇η α1), and H1 is the field conjugate to the parameter η1.
The order parameters are assumed to be dependent on
spatial coordinates.

The parameters η1 and η2 are different linear combi-
nations of the magnetic modes transforming according
to the representation Γ5. The fact that the magnetic sub-
system of copper metaborate below TN is an easy-plane
weak ferromagnet spiraling below Ti allows one to
compose the parameter η1 from ferromagnetic modes
described by Eqs. (1) and (3) and the parameter η2 from
antiferromagnetic modes given by Eqs. (2) and (4). Cor-
respondingly, H1 = (H11, H12) = (Hx, –Hy). However, a
weak ferromagnet is characterized by T1 & 0 and T2 ≈ TN.
It should be noted that, unlike in [3], the order parameter
responsible for the transition at Ti is not chosen in a
explicit form in the thermodynamic potential (5).

The invariant with coefficient C12 is the known Lif-
shitz invariant [8] generalized to the case of two two-
component order parameters; namely, this invariant is
the antisymmetric product of different order parameters
and their spatial derivatives rather than the antisymmet-
ric product of the components of a single order param-
eter and their spatial derivatives.

Out of the invariants of the fourth order, only the
invariant related to the temperature dependence of the
antiferromagnetic parameter is retained in Eq. (5). The
invariants that are quadratic in the spatial derivatives of
the order parameters are taken in the simplest isotropic
form. The presence of the other order parameters in
Eq. (5), as will be shown below, is not a decisive factor
for describing the evolution of the structure of copper
metaborate with decreasing temperature from the para-
magnetic phase above 20 K to the incommensurate
phase below 10 K.

Φ η{ }
A11

2
-------η1 η1

A22

2
-------η2 η2 A12η1 η2⋅+⋅+⋅
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+
B22
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+
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+
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2
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3. EQUILIBRIUM STATE IN THE MODEL
In the absence of the Lifshitz invariant, the equilib-

rium state in the model described by phenomenological
potential (5) is homogeneous because of the positive
definiteness of the other inhomogeneous terms of the
potential. The Lifshitz invariant disturbs the stability of
this state along the tetragonal axis. To find a new equi-
librium state, we use the fact that higher order magnetic
satellites in neutron diffraction patterns in the absence
of an applied dc magnetic field were detected only in
the vicinity of the transition to the incommensurate
phase [2, 3].

Therefore, we represent the equilibrium state in a
zero applied field in the form

 (6)
η1 p11 qz ϕ11+( )cos p12 qz ϕ12+( )cos,( ),=

η2 p21 qz ϕ21+( )cos p22 qz ϕ22+( )cos,( ),=
P

where the amplitudes pαβ and the phases ϕαβ of a spatial
wave are independent of z. Putting ϕ11 = 0 in Eq. (6), we
set a reference point along the tetragonal axis without
loss of generality. The set of necessary conditions for an
extremum that is obtained from Eq. (5) by variation
with respect to the parameters given in Eq. (6) is rather
awkward. We give only its solution:

 (7)

 (8)

p11 A12q p21 C12q p22–( )/A11q,–=

p12 A12q p21 C12q p22+( )/A11q,–=

p21 p22=

=  Re A12q
2

C12q
2

A11qA22q–+( )/A11qB22[ ]
1/2

{ } ,
(9)q Re

4A11D11C12
2

A11D12 A12D11–( )2
–

D11D22 D12
2

–
---------------------------------------------------------------------------------

 
 
 

1/2

A11–

D11
----------------------------------------------------------------------------------------------------------

1/2

 
 
 
 
 
 
 

,=
 (10)

where Aαβq = Aαβ + Dαβq2 and C12q = 2C12q.
Unlike the relationships in [9] considered for a one-

parameter potential, these relationships feature a possi-
ble difference between the temperature of ordering in
the magnetic system (p21 ≠ 0) and the temperature of
formation of a spiral structure in it (q ≠ 0). For example,
a spiral magnetic structure exists in the temperature
range (Tq1, Tq2) with

 (11)

where

 

 

Ordering occurs at the temperature

 (12)

Note that, in the incommensurate phase, according to
Eqs. (7), (8), and (10), the order parameter η1 forms an
elliptical spiral along the tetragonal axis and the order
parameter η2, a circular spiral. The ellipticity of the spi-
ral means that the magnetic moments deviate from the

ϕ11 ϕ21 0, ϕ12 ϕ22 π/2,= = = =

Tq1 Tq0 ∆Tq, Tq2– Tq0 ∆Tq,+= =

Tq0 T1 A12D12 2C12
2

+( )/ a11D22( ),+=

∆Tq A12D12 2C12
2

+( )
2

A12
2

D11D22–[ ]
1/2

/ a11D22( ).=

T p T p0 ∆T p,+=

T p0 T1 T2 D11/a11 D22/a22+( )q
2

–+[ ] /2,=

∆T p T1 T2– D11/a11 D22/a22–( )q
2

–[ ]
2

{=

+ 4 A12q
2

C12q
2

+( )/ a11a22( ) }
1/2

/2.
H

tetragonal plane to form a wave of their components
that are parallel to the tetragonal axis.

We describe the state of the crystal in an external
magnetic field applied along the tetragonal plane with
the equations

 

 (13)

 

 

The passage to the case of a homogeneous applied field
(k = +0) in Φ{η} should be performed only after inte-
grating over the volume of the crystal.

The variational equations permit two solutions char-
acterized by the following common relations:

 

 

 (14)

 

η1 p11q( qz ϕ11q+( )cos p11k kz ϕ11k+( )cos+ ,=

p12q qz ϕ12q+( )cos p12k kz ϕ12k+( ) ),cos+

η2 p21q( qz ϕ21q+( )cos p21k kz ϕ21k+( )cos+ ,=

p22q qz ϕ22q+( )cos p22k kz ϕ22k+( )),cos+

H1 H kz( )cos H kz( )sin–,( ).=

p11q A12q p21q C12q p22q–( )/A11q,–=

p12q A12q p21q C12q p22q+( )/A11q,–=

p11k H A12 p21k–( )/A11,=

p12k H A12 p22k–( )/A11,=

ϕ11q ϕ21q ϕ11k ϕ21k 0,= = = =

ϕ12q ϕ22q ϕ12k ϕ22k π/2.= = = =
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One solution corresponds to a homogeneous state of
the magnetic system,

 (15)

where p2k satisfies the equation

 

The other solution describes an inhomogeneous
state,

 (16)

where p2q and p2k are determined from the set of equa-
tions

 

p21q p22q 0, p21k p22k p2k,= = = =

A11B22 p2k
3

A11A22 A12
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Fig. 1. Temperature dependence of the wave vector of the
magnetic structure in copper metaborate at a zero applied
field. Points are experimental data and the solid line is cal-
culation.
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Fig. 3. Field dependence of the magnetization of single-
crystalline copper metaborate in the tetragonal plane at
various temperatures: (1) T = 4.2, (2) 5, (3) 8, (4) 9, (5) 10,
(6) 12, (7) 15, and (8) 18 K.
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The wave vector q is equal to zero or determined by
Eq. (9) depending on the stability of the corresponding
solutions (15) or (16). The stability of a solution
depends on the relation between the parameters of ther-
modynamic potential (5) and the value of the magnetic
field.

4. DISCUSSION OF THE RESULTS

The case where the temperatures of ordering in the
magnetic subsystem and of the formation of a spiral
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Fig. 4. Temperature–field phase diagram of copper metabo-
rate: (1) incommensurate phase and (2) easy-plane weak-
ferromagnetic phase.
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structure in it are different [and are given by Eqs. (11)
and (12)] corresponds to the properties of copper
metaborate described in Introduction. Indeed, for cer-
tain relations between the parameters of thermody-
namic potential (5), we can obtain Tp > Tq2 and a stable
homogeneous state (q = 0) at intermediate tempera-
tures. In this case, the temperature TN for copper metab-
orate can be related to Tp given by Eq. (12) and Ti can
be related to Tq2 given by Eq. (11). Let us compare the
relations derived for the temperature and field depen-
dences of the wave vector and of the order parameters
with the experimental data.

Figures 1–5 show the results of numerical calcula-
tion by Eqs. (6)–(16) using the following coefficients of
the incomplete thermodynamic potential (5):

 

 

 

 

 

 

 

As seen from Figs. 1–5, we failed to achieve excellent
agreement between the calculated and experimental
data; however, the calculated temperature and field
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Fig. 5. Calculated temperature dependences of the intensi-
ties of (1) the fundamental (Iq) and (3) the third (I3q) har-
monics of the antiferromagnetism vector in copper metabo-
rate at a zero applied field.
PH
dependences of the parameters of the magnetic sub-
system of copper metaborate are in satisfactory agree-
ment with the experiment.

In the incommensurate phase, the spontaneous con-
tribution to the magnetization of the whole crystal dis-
appears because of the spiral structure and only the
magnetization induced by an applied field is nonzero
(Fig. 2) [1, 2]. As the applied field increases, a first-
order transition to the easy-plane weak-ferromagnetic
phase occurs; namely, the component of the antiferro-
magnetism vector with q ≠ 0 vanishes in a jump at the
field Hc(T), whereas the component with a zero wave
vector increases in a jump [4, 5]. This behavior of the
magnetic subsystem also manifests itself in the magne-
tization (Fig. 3), which is related to the antiferromag-
netism vector through the Dzyaloshinskiœ invariant
(with coefficient A12). The presence of this invariant
corresponds to nonzero values of magnetization in a
zero field when its field dependence is linearly approx-
imated in fields above Hc(T) [1, 2]. Figure 4 shows the
experimental [2] and calculated temperature–field
phase diagrams in the temperature range 4–10 K.

The presence of higher harmonics in the spiral of the
incommensurate phase is characteristic of the tempera-
ture range where the Lifshitz invariant is comparable to
the anisotropy invariant [9]. For magnetic systems
described by a one-parameter thermodynamic poten-
tial, the wave vector q differs from zero even at the
ordering temperature (Ti = Tp) and the anisotropy
invariant (which is proportional to |η|4 for a tetragonal
crystal) becomes comparable to the Lifshitz invariant
(which is proportional to q |η|2) substantially below Ti,
near the transition to the low-temperature commensu-
rate phase. In copper metaborate, however, q increases
sharply from zero at Ti < Tp (Fig. 1) [3] and the invari-
ants can become comparable only in a narrow vicinity
of Ti or in the range where q varies smoothly. According
to the experimental data in [3], only the former possi-
bility is realized.

Figure 5 shows the calculated temperature depen-
dences of the intensities of the fundamental and third
harmonics of the antiferromagnetism vector at a zero
applied field. To describe them, we added the anisot-
ropy invariant

 

to thermodynamic potential (5). The intensity of the
fundamental harmonic is higher than that of the third
harmonic by a factor of approximately 30 (as observed
in [3] at T = 9.35 K) for E22 = 7 (G g)4/(erg cm)3. As
seen from Fig. 5, this difference increases as the tem-
perature decreases, which hampers the possible obser-
vation of the higher harmonic.

The sharp decrease in the intensity of magnetic
peaks (3, 3, ±q) at T = 1.8 K and the fact that thereafter
q does not vary with decreasing temperature [4, 5] can
be related to a lock-in transition to the commensurate

E22

2
------- η21

2 η22
2
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phase. This transition is accompanied by the sudden
appearance of a gap in the energy spectrum of excita-
tions that are transverse with respect to the order
parameter and by the corresponding decrease in the
correlation functions.
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Abstract—The polarization and angular dependences of the magnetorefractive effect (MRE) in metal–insula-
tor nanocomposites in reflection and transmission geometries have been calculated in terms of the high-fre-
quency, spin-dependent tunneling mechanism. The MRE exhibits a weak polarization and angular response at
small angles of incidence. The MRE in reflection and transmission starts to grow strongly with increasing angle
of incidence. The MRE in reflection in nanocomposites with metal contents corresponding to the insulating
phase near the percolation threshold reaches the largest values with p-polarized light at an angle of incidence
close to the Brewster angle. The results of the calculation are in a qualitative agreement with experimental data.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The magnetorefractive effect (MRE), is a new even-
parity magnetooptic (MO) phenomenon observed in
magnets with a sufficiently high magnetoresistance
(MR) and consists in a change in their optical properties
under magnetization (see [1, 2] and references therein).
The MRE is observed in metal multilayers and granular
alloys with a giant MR. In magnetic nanocomposites
with tunneling MR, the change in the reflection coeffi-
cient under magnetization can be as high as 1.3%,
which exceeds the conventional MO effects by two
orders of magnitude [1, 2]. The theory of the MRE in
reflection in metal–insulator magnetic nanocomposites
was developed in [1] for the case of normal light inci-
dence. This theory is based on describing the tunneling
contact between grains as a tunneling resistor and a
capacitor connected in parallel. We use this approach to
consider the dependence of the MRE in nanocompos-
ites on the angle of incidence and on the polarization of
light in reflection geometry, as well as the MRE in
transmission.

2. THEORY

For definiteness, we first consider the case of a
p-polarized light wave traveling in a transparent non-
magnetic insulator (medium 1 with a real refraction
coefficient n1) and impinging in the xy plane on a mag-
netic sample (medium 2 with a complex refraction
coefficient η2 = n2 – ik2) at an angle of incidence φ0. In
calculating the MRE in reflection, we disregard the
reflection from the substrate (medium 3) and the possi-
1063-7834/04/4603- $26.00 © 20498
ble related interference effects; in other words, the
magnetic sample is considered to be sufficiently thick.
Then, the reflection coefficient R for a sample magne-
tized in the z direction can be written as [3]

 (1)

 (2)

By definition,  =  = (n2 – ik2)2 is a diagonal ele-
ments of the permittivity tensor of the magnet contain-
ing the term quadratic in the magnetization M [1]:

 (3)

Here, ba relates to the contribution due to the magneti-
zation-induced anisotropy of the magnet [4], bMRE is the
MRE contribution, and ε0 is the dielectric permittivity
of the magnet in the demagnetized state. The off-diag-
onal element εxy of the dielectric permittivity tensor in
Eq. (1) is responsible for the linear (in magnetization)
Kerr and Faraday MO effects. As seen from Eq. (1), the
even (in magnetization) orientational MO effect [5, 6]
is associated to both with the term ε0baM2 in diagonal
element (3) and with the off-diagonal element. The off-
diagonal element εxy is expressed, as a rule, through the
experimentally measurable MO parameter Q as εxy =
−iε0Q; the parameter Q is a frequency-dependent com-
plex quantity and is linear in spin-orbital coupling and,
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hence, in magnetization. The term ε0baM2 in Eq. (3) is
of order ε0Q2. Because baM2 ~ Q2, and bMREM2 ~ ∆ρ/ρ
[1, 2] (where ∆ρ/ρ is the MR), and because Q does not
exceed 0.02 in the visible spectral region and decreases
in the IR region, one can obviously neglect the contri-
bution from the conventional even MO effect to the
MRE for any magnet exhibiting noticeable MR. The
results of the calculation based on Eq. (1) and plotted in
Fig. 1 support the above statement. Therefore, in what
follows, we set ba = Q = 0, which leaves only the MRE
for consideration. We denote the magnetization-
induced changes in the refraction and extinction coeffi-
cients as

 (4)

and assume them to be small parameters of the prob-
lem. In this case, we can obtain a general expression for
the MRE in reflection, i.e., for the magnetization-
induced change in the reflection coefficient R of a sam-
ple:

 (5)

n2 n2
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2
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can be represented in the following general form based
on Eqs. (1)–(5): 
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Fig. 1. Dependence of the MRE of a nanocomposite on the
angle of incidence of p-polarized light obtained (1, 3) with
inclusion of and (2, 4) neglecting the even-parity orienta-
tional magnetooptical effect for (1, 2) ∆ρ/ρ = 3% (1, 2) and
(3, 4) 8%; n = 2.5, k = 0.5, Q = –0.034 + 0.003i, and λ = 9 µm.
(6)
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where

 (7)

 (8)

In a similar way, one can calculate the transmission
coefficient T of p-polarized light for an infinitely thin
film

 (9)
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the MRE in transmission ∆T/T, and the same quantities
for the case of s polarization.

If medium 1 is a vacuum (n1 = 1) and light is inci-
dent at a close-to-normal angle (ϕ0 = 0), then all the
above expressions become considerably simplified and
we have

 (10)

 (11)

R
1 n2–( )2

k2
2

+

1 n2+( )2
k2

2
+

--------------------------------,=

∆R
R

------- 1 R–( )M
2

=

× c
1 n2

0( )
2

– k2
0( )

2
+

1 n2
0

–( )
2

k2
0( )

2
+

--------------------------------------- 2d
k2

0( )
2

1 n2
0

–( )
2

k2
0( )

2
+

---------------------------------------– ,



500 GRANOVSKY et al.
 (12)

These expressions are general in nature, because
they relate the MRE of an arbitrary system with its opti-
cal parameters, as well as with the microscopic param-
eters c and d. The latter parameters depend on the
mechanism of the MRE. For nanocomposites with tun-
neling MR

 (13)

if the tunneling contact between grains is represented
by an equivalent capacitor and a tunneling resistor con-
nected in parallel [1, 2], we obtain

 (14)

In Eq. (14), we dropped both index 2 specifying the
magnetic medium and superscript 0 denoting the
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Fig. 2. Angular dependences of the MRE and of the reflec-
tion coefficient for the p (solid line) and s (dotted line)
polarization calculated (a) for an insulating nanocomposite
(below the percolation threshold) for ∆ρ/ρ = 3%, n = 2.5,
and k = 0.5 and (b) for ∆ρ/ρ = 3%, n = 4, and k = 8.
P

demagnetized state. In the particular case of normal
incidence of light from vacuum, Eqs. (10)–(14) yield
the following relations:

 (15)

 (16)

In the case of an arbitrary angle of incidence of
p-polarized light, Eqs. (6)–(8) should be used in combi-
nation with the relations (14); the expressions derived
for the case of s polarization are analogous to those
written above.

3. RESULTS AND DISCUSSION

Figure 1 presents the angular dependence of the
MRE for p-polarized light calculated for two values of
MR. The optical parameters n and k chosen are typical
of composites near the percolation threshold [7] in the
IR spectral region (λ = 9 µm), and the MO parameter Q
corresponds to Fe in the visible region. Unfortunately,
the value of the MO parameter in the near IR region of
the spectrum is unknown, however, it is certain to be
smaller than that in the visible region. As already men-
tioned, the results of the calculation suggest that the
conventional even-parity MO effect is insignificant
under arbitrary angles of incidence, except in the imme-
diate vicinity of the Brewster angle, i.e., in the region
where MRE measurements in reflection are impossible.
With the exception of this angular interval, the contri-
bution from the orientational effect is less than 0.01%,
as should be expected from the smallness of the spin–
orbit coupling.

Figure 2 displays calculated angular dependences of
the MRE for the p and s polarizations, as well as those
of the reflection coefficient. Data are presented for
compositions on both sides of the percolation thres-
hold; namely, Fig. 2a corresponds to the insulator com-
position, where the Brewster phenomenon is most
clearly pronounced, and Fig. 2b, to the metallic compo-
sition, where this phenomenon plays an insignificant
role. A correlation between the MRE and the reflection
coefficient for each polarization is clearly seen,
although it is not linear. At small incidence angles, the
MRE is practically independent of the polarization.
This is in accord with the experimental results quoted
for a Fe–SiO2 nanocomposite in [1]. In the case of insu-
lator compositions, the MRE increases considerably
with the angle of incidence for the p-polarized light
while decreasing only slightly for the s polarization.
For the metallic composition, the dependence of the
MRE on the polarization of light is fairly weak up to
70°–80°, i.e., to the angles corresponding to the princi-
pal angle of incidence for the metal. These findings
offer an explanation for the experimental data obtained
for the polarization dependences of the MRE in the
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CoFe–Al2O3 nanocomposites [8]. Furthermore, this
result suggests a way of increasing the MRE substan-
tially by properly choosing the nanocomposite compo-
sition. It should be pointed out that the MRE for nano-
composites in the metallic phase is positive, which is
likewise in agreement with the results reported in [8].

Figure 3 plots the data for the MRE in transmission
obtained for the air–nanocomposite film (2 µm thick)–
silicon substrate system [1]. In contrast to Eq. (9), the
possible effect of reflection from the substrate was
included here [3]. As is evident from Fig. 3, the polar-
ization dependences of the MRE in transmission differ
strongly from those measured in reflection; indeed, the
MRE in transmission depends only weakly on the angle
of incidence for p-polarized light, whereas in the case
of s polarization the dependence is strong.

As follows from the calculations, the angular and
polarization responses of the MRE should behave simi-
larly for various wavelengths. For the CoFe–MgF sys-
tem, however, an increase in the MRE with increasing
angle of incidence, as shown in [1], is observed to occur
in the interval 2–5 µm but is not seen in the 10-µm
region, which indicates the possible existence of an addi-
tional MRE mechanism.
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Fig. 3. Angular dependences of the MRE and of the trans-
mission coefficient of a nanocomposite obtained for the p
(solid line) and s (dotted line) polarization; ∆ρ/ρ = 8%, n =
2.5, and k = 0.5.
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4. CONCLUSIONS

The MRE in nanocomposites with tunneling MR is
connected in a complex manner with optical parame-
ters, with the correlation between the MRE and the
reflection coefficient not being linear. At large angles of
incidence, the MRE exhibits a strong polarization
dependence and is considerably larger for the p compo-
nent in reflection and for the s component in transmis-
sion. The calculations showed that the MRE should be
pronounced most clearly in the spectral regions of
strong absorption and that it can be both negative (in the
insulator phase of the nanocomposite) and positive (in
the metallic phase), which accounts for some experi-
mental data.
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Abstract—A study has been made of the spectral dependence of the Cotton–Mouton effect (CME) quadratic in
magnetic field, nonreciprocal birefringence (NB) linear in magnetic field, and the Faraday effect (FE) in the cubic
magnetic semiconductor γ-Dy2S3. Unlike the FE, the CME and the NB in this crystal are anisotropic, with the pat-
tern of the anisotropy being dependent on the photon energy. The dependence of the CME and NB dispersion on
the direction of the magnetic field B indicates contribution from a variety of electronic transitions and mechanisms
to these phenomena. It is shown that the resonant contributions to the CME and NB in the transparency region
originate from electronic transitions near E ≅  3.4 eV (beyond the band edge Eg = 2.8 eV), which are likely transi-
tions from the localized ground state of the Dy3+ ion to states derived from mixing of the band and 4f N – 15d states
of the dysprosium ion. The character of the CME anisotropy in the transparency region and near the local elec-
tronic transition 6H15/2  6F3/2 connecting states of the unfilled 4f shell of the Dy3+ ion suggests the presence of
a strong axial component of the crystal field acting on the rare earth ion. © 2004 MAIK “Nauka/Interperiodica”.
 1. INTRODUCTION

The rare earth sesquisulfides γ-Ln2S3, where Ln3+ is
a trivalent rare earth ion, crystallize in a cubic noncen-
trosymmetric lattice described by point symmetry
group Td and are magnetic semiconductors with a band
gap Eg ≈ 3 eV. The presence of a rare earth ion Ln3+ with
an unfilled 4f shell accounts for the paramagnetism of
these compounds, which manifests itself strongly in
γ-Dy2S3 because of the Dy3+ ion having a large mag-
netic moment (m = 10.6µB). The interest in the ses-
quisulfides is due, on the one hand, to the presence in
their electronic structure of band states derived from the
3p states of sulfur (the valence band), as well as from
the Ln 5d and 6s states (the conduction band), and
localized electronic states of the 4f N shell of the Ln3+

ion, which are responsible for the magnetic properties
of these crystals, and on the other hand, to the specific
features of their crystal structure. The Ln3+ vacancies
are an inherent structural component of the sesquisul-
fides. The vacancies (V) are randomly distributed over

the lattice, so that only 10  out of the 12 possible posi-

tions in the unit cell are occupied; therefore, the chem-
ical formula of the sesquisulfides should actually be
written as Ln3 – xVxS4 (x = 1/3). The presence of vacan-
cies is a necessary condition for the existence of a broad
band gap in γ-Ln2S3, because filling of all positions by
Ln3+ ions confers metallic character on the conduction.

2
3
---
1063-7834/04/4603- $26.00 © 20502
The electronic structure and magnetic, optical, and
electrical properties of the sesquisulfides and of
γ-Dy2S3 in particular were subjects of the studies cov-
ered in reviews [1, 2]. Optical methods were used to
investigate the absorption and reflectance spectra in this
crystal, as well as the spectral response of the linear
electrooptical effect (EOE), photoconductivity (PC),
and photovoltaic effect (PVE) [3–8]. The magnetoopti-
cal (MO) properties of γ-Dy2S3 were studied in [9–14].
A large Faraday effect (FE), ~500 deg/cm T, is
observed in the transparency region of this crystal, and
its dispersion is described by an effective oscillator
with a resonance energy Eeff ≈ 3.8 eV, which is notice-
ably in excess of the band gap width Eg = 2.8 eV. Studies
of the polar Kerr effect (KE) near the fundamental
absorption edge of γ-Dy2S3 revealed the presence of two
paramagnetic-type bands with energies Eeff ≈ 3.4 and
3.8 eV and a diamagnetic band of energy Eeff ≈ 6.2 eV
[12, 13]. An analysis of the effective oscillator energies
in various sesquisulfides, as well as in insulator crystals
and glasses containing rare earths, led to the conclusion
[10–13] that the FE in γ-Ln2S3 is associated with optical
transitions from the ground state of the Ln3+ ion to the
excited states resulting from the mixing of the 4f N – 15d
states of the Ln3+ ion with the electronic states of the
conduction band. As far as we know, this conjecture has
not been experimentally confirmed yet. Nevertheless, it
might be expected that the second-order magnetoopti-
cal effects due to such transitions, for instance, the
004 MAIK “Nauka/Interperiodica”
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effects quadratic in magnetic field or bilinear in mag-
netic field and in the wave vector of light, would exhibit
features characteristic of both local and nonlocal (inter-
band) optical transitions.

Investigation of the optical properties of the ses-
quisulfides has been limited, until recently, to the phe-
nomena described by tensors of the second rank
(absorption and reflection of light, PC) and third rank
(FE, KE, EOE, PVE), which are characterized by a sin-
gle independent parameter in crystals of Td symmetry.
It has recently been shown that sesquisulfides, in partic-
ular, γ-Dy2S3, exhibit magnetic linear birefringence
(MLB) at the wavelength λ = 633 nm; this effect repre-
sents a linear combination of two contributions,
namely, the reciprocal Cotton–Mouton effect (CME),
which is quadratic in magnetic field, and nonreciprocal
birefringence (NB), which is linear in magnetic field
and is due to the spatial dispersion induced by a mag-
netic field [15]. These phenomena are described by
fourth-rank tensors (polar for the CME and axial for the
NB), which have two independent parameters in crys-
tals belonging to group Td. In cubic crystals, the CME
and NB are anisotropic; i.e., their magnitude depends
on the orientation of the magnetic field B and of the
light wave vector k with respect to the crystallographic
axes.

The anisotropic magnetooptical phenomena in crys-
tals containing rare earth elements have been studied,
until recently, primarily in paramagnetic and magneti-
cally ordered dielectrics [16–18]. Investigation of these
phenomena in rare-earth–based semiconductors can
yield new information on the electronic structure of
these crystals. Our work was aimed at studying the
angular, field, and spectral dependences of the CME
and NB in γ-Dy2S3. It also appeared of interest to com-
pare the spectral behavior of these phenomena with that
observed in magnetic conductors of the Cd1 – xMnxTe
family containing 3d Mn2+ ions distributed randomly
over the lattice. The structure of these materials also
belongs to the Td point group, and the magnetooptical
phenomena in the transparency region are related to
interband optical transitions [19, 20].

2. EXPERIMENTAL TECHNIQUES

The MLB was studied using the technique described
in [19, 20]. We measured the rotation ϕ of the plane of
polarization of light passing through a crystal placed in
a magnetic field B (up to 0.5 T) oriented perpendicular
to the light propagation direction k and through a tun-
able quarter-wavelength plate. After passing through
the λ/4 plate, the azimuth of the light polarization vec-
tor was modulated by a Faraday modulator. As the light
source, we employed a tunable Ti-sapphire laser oper-
ating in the wavelength range λ = 700–900 nm, an
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argon laser with λ = 488 nm, a helium–neon laser with
λ = 633 nm, and a laser diode operating at λ = 670 nm.
The measurements were conducted in the E || B and
E45B geometries, which made it possible to determine
the difference ∆n between the light refraction coeffi-
cients for the normal modes oriented at an angle of
±45° relative to the magnetic field direction, as well as
parallel and perpendicular to B. To exclude the influ-
ence of the photochromic effect, the laser beam inten-
sity was attenuated with filters. The rotation of the
plane of polarization was found to be independent of
the light intensity. The sensitivity of measuring the
polarization rotation was about 10´´. To measure the
angular response of the MLB, the crystal was rotated
about an axis parallel to the k direction through an
angle in the range Θ = 0°–360° to within ≈2°. The MLB
components quadratic and linear in magnetic field were
separated by measuring, at each value of the azimuth Θ
of the sample, the angle of rotation of the polarization
plane ϕ in magnetic fields B = 0 and ±0.5 T. The NB α
[deg/cm T] linear in magnetic field was found from the
expression α = [ϕ(+B) – ϕ(–B)]/2Bd, where d is the
sample thickness. The quadratic-in-field CME β
[deg/cm T2] was calculated from the formula β =
{[ϕ(+B) + ϕ(–B)]/2 – ϕ(0)}/B2d. In measuring the FE,
the magnetic field was oriented along the direction of
light propagation, B || k.

The γ-Dy2S3 single crystals, cut in the (110)-type
plane, were plates with a thickness of 0.5–1 mm and
face area of 2 × 3 mm. The crystals were oriented using
Laue x-ray diffraction patterns. The deviation of the
sample surface plane from the (110) plane was less than
3°. To avoid possible effects of crystalline aggregates
and mosaic blocks, the Laue patterns were obtained
from various parts of the samples. The samples were
polished using diamond powders with a minimum grit
size of about 0.5 µm.

3. RESULTS

Figure 1 presents the dependences of the CME β(Θ)
on the angle Θ between the direction of the magnetic
field and the [001] axis in γ-Dy2S3 obtained in the E45B
geometry at various wavelengths. The CME is seen to
exhibit a strong anisotropy throughout the spectral
range covered, with the effect reversing its sign as the
magnetic field direction is switched from B || [001] to
B || [111]. The β(Θ) dependences can be fitted by com-
binations of the zeroth, second, and fourth harmonics in
the Θ angle.

The CME is well known to be described by a fourth-
rank polar tensor ρ{ij}{kl}, which is symmetric in the two
pairs of indices and relates the variation of the optical
indicatrix ∆Bij to the magnetic field, ∆Bij = ρijklBkBl. In
cubic crystals of Td  symmetry, the CME can be charac-
4
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terized by the components (ρ11 – ρ12) and ρ44 [16, 21].
For a magnetic field directed in the (110) plane along
[001] (β001, Θ = 0) or along [111] (β111, Θ = 55°) and
for light propagating in the direction perpendicular to
this plane, the quantity β can be written as

 (1)

 (2)

In a [110]-oriented magnetic field, the CME is equal to
the half-sum of β001 and β111 (this rule holds for even
effects). As seen from Fig. 1, the β(Θ) dependences sat-
isfy this requirement, which means that the presence of
a large number of vacancies does not destroy the cubic
symmetry of the crystal. The parameters (ρ11 – ρ12) and
ρ44 in γ-Dy2S3 are opposite in sign and, therefore,
depend differently on the wavelength of light.

Figure 2 displays the spectral responses of β001 and
β111 in γ-Dy2S3. Even though β001 and β111 increase in
absolute value with increasing photon energy E, the
dispersions of these quantities are essentially different.
The magnitude of β111 grows linearly with E, which
implies that the birefringence ∆n111 is independent of
photon energy (because β ~ E∆n). By contrast, β001
increases resonantly with E. At E ≅  1.6 eV, the spectral
response of β001 exhibits a feature in the region of a rel-
atively narrow absorption band associated with the
intra-configurational optical 6H15/2  6F3/2 transition
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Fig. 1. Angular dependences of the CME in γ-Dy2S3 mea-

sured in the E45B geometry for k || [ ] at various photon
energies E: (1) 2.54, (2) 2.41, and (3) 1.85 eV.
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PH
in the Dy3+ ion [4] (Fig. 3). The CME dispersion in the
region of the transition is described by the second
derivative of the absorption band profile. In the spectral
response of β011, this feature is weaker and is almost
entirely absent from the β111 dependence.

Figure 4 displays the NB angular dependences,
α(Θ), obtained in the E || B and E45B geometries. The
NB is described by a fourth-rank axial tensor γ{ij}kl sym-
metric in one pair of indices [22, 23]. The γijkl tensor
defines the contribution from the terms that are bilinear
in the magnetic field B and in the light wave vector k to
the permittivity tensor εij(ω, B, k) = γijklBkkl and
describes the optical phenomena associated with mag-
netically induced spatial dispersion. In crystals with Td

symmetry, the tensor γijkl has two independent parame-
ters, A and g. In accordance with a phenomenological

consideration [19, 20], the α(Θ) relations in the ( )
plane are described by a combination of first- and third-
order harmonics. As seen from Fig. 4, the angular
dependences of α(Θ) are well fitted by the combination
A1cosΘ + B1cos3Θ in the E || B geometry and by the
combination A2sinΘ + B2sin3Θ in the E45B geometry
at various wavelengths.

Figure 5 presents spectral responses of the NB mea-
sured in the E45B geometry at Θ = 90° (B || [011]) – α011,
and in the E || B geometry at Θ = 0° (B || [001]) – α001.
In the former case, the magnitude of the NB is deter-
mined by a combination of parameters A and g,
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Fig. 2. Spectral dependences of the CME in γ-Dy2S3 mea-

sured for k || [ ]. The solid line plots calculations made
within the one-oscillator model with Eeff = 3.4 eV, and the
dashed line is a linear approximation.
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 (3)

and in the latter case, by the parameter g only,

 (4)

As is evident from Fig. 5, the quantity α001 and, hence,
the parameter g depend only weakly on photon energy
in the range E = (1.4–2.6) eV. By contrast, α011
increases in a resonant manner with increasing E, thus
indicating a strong dispersion of the parameter A.

The magnitude and dispersion of the FE measured
on our γ-Dy2S3 samples are in agreement with the
results reported in [9–14].

4. DISCUSSION OF THE RESULTS

The Cotton–Mouton effect in γ-Dy2S3 is highly
anisotropic throughout the spectral range covered
(Figs. 1, 2). This manifests itself in the parameters
(ρ11 – ρ22) and ρ44 being similar in magnitude but oppo-
site in sign. Moreover, the spectral responses of these
parameters differ substantially. The resonant enhance-
ment of (ρ11 – ρ22) with increasing E and the absence of
any sign of such an increase in the parameter ρ44 indi-
cate either that electronic transitions differing in energy
contribute to the CME or that two radically different
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Fig. 3. Spectral dependences of the CME for k || [ ]
measured at various magnetic field orientations in the
region of the 6H15/2  6F3/2 transition in the Dy3+ ion. 
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CME mechanisms operate. Similar to the case of the FE
[9–14], the dispersion of β001 and β111 is not described
by the relation β ~ E(Eg – E)–τ [24] (this relation is stan-
dard for semiconductors and exhibits a fast growth of the
CME as one approaches the band edge, Eg = 2.8 eV).
This fact shows that CME in the γ-Dy2S3 magnetic
semiconductor is not directly related to interband tran-
sitions. The one-oscillator model provides a satisfac-
tory description of the β001 dispersion:

 (5)

with Eeff = 3.4 eV (R is a parameter that is independent
of photon energy). The error in determining Eeff with
this approximation is as small as 5%. The results of cal-
culation are shown in Fig. 2 by a solid line. Thus, the
electronic transition at E = 3.4 eV revealing itself in the
KE spectra [12, 13], as well as in the reflectance spec-
trum of γ-Dy2S3 [5, 6], is responsible for the part of the
CME that is observed in the transparency region and is
described by the parameter (ρ11 – ρ22). If this transition
had contributed to the parameter ρ44, the dispersion of
the latter parameter would also have a resonant charac-
ter, which is not observed experimentally. The weak
dispersion of β111 and, accordingly, of the parameter ρ44
is obviously associated with the manifestation of higher
energy transitions, whose energy Eeff is much larger
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than E = 3.4 eV. As seen from Eq. (5), for Eeff @ E, the
quantity ∆n should depend only weakly on photon
energy E; hence, the magnitude of β decreases linearly
with decreasing E.

Consider the anisotropy of CME in γ-Dy2S3 in terms
of the phenomenological “axial model” treated in [25].
This model assumes that the interaction energy δWi

between light and a paramagnetic ion occupying posi-
tion i in the crystal contains the terms

 (6)

where E is the light polarization and ui is a unit vector
characterizing the direction of the axial crystal-field
component at the local position i. The contribution of
terms (6) to the interaction energy of light and the crys-
tal can be dominant only in the case of strongly polar-
ized optical transitions (where the dipole moments of
the transitions are parallel to ui or lie in a plane perpen-
dicular to it) and of a strong dependence of the ground
and excited state splitting of the paramagnetic ion on
the mutual orientation of the magnetic field B and the
vector ui. Note that such an Ising-type behavior is typi-
cal of the Dy3+ ion occupying low-symmetry positions.
This property manifests itself in a strong anisotropy of
the g factor of the ground and excited states [26] and
indicates the presence of a strong axial crystal-field
component at the positions occupied by the Dy3+ ion.
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After summing δWi  over all positions i of the cubic
unit cell, the axial model predicts a strictly specified
anisotropy of quadratic magnetooptical phenomena rel-
ative to the chosen direction of vector ui. For ui || {001},
the CME is described by the parameter (ρ11 – ρ12)
alone, while for ui || {111}, it is described by ρ44 only.
The anisotropy of CME originating from the transition
at E = 3.4 eV corresponds in this model to direction ui

in the local positions of the Dy3+ ion along the fourfold
crystallographic axes. Experiment showed that the
CME due to the 6H15/2  6F3/2 local electronic transi-
tion has the same anisotropy (β001 ≠ 0, β111 = 0; Fig. 3).
In the sesquisulfide Th3P4-type lattice, the Ln3+ ions
occupy positions inside eight-vertex polyhedra formed
by sulfur ions with S4 point group symmetry [27]. The
axial crystal-field component in various positions of the
paramagnetic ion in this lattice coincides in direction
with the fourfold (S4) crystallographic axes, which
agrees with the predictions from the axial model.

By contrast, the CME observed for B || [111] (char-
acterized by β111) is related, according to the axial
model, to axial distortions ui directed along the [111]-
type axes. Such distortions are possible if the structure
possesses a large number of vacancies, i.e., empty
eight-vertex polyhedra, which can distort the crystal
field in the neighboring positions occupied by the rare
earth ion. However, the presence of Dy3+ ions in the
positions distorted along the [111] direction should also
have resulted in a contribution to the CME caused by
transitions with an energy Eeff = 3.4 eV, i.e., in a resonant
behavior of the component β111, which is not observed in
experiment. It may thus be concluded that the compo-
nent β111 originates from transitions to states lying sub-
stantially higher than E = 3.4 eV, to which the conclu-
sions drawn from the axial model are inapplicable.

One of the reasons for the appearance of the compo-
nent β111 could be the existence of a secondary mecha-
nism involving a combination of the quadratic magneto-
electric (ME) and linear EOE effect. The component r123
of the third-rank polar tensor rijk describing these phe-
nomena is nonzero in noncentrosymmetric crystals
belonging to the group Td. In these crystals, a magnetic

field can induce an electric polarization Pi = ,
which is quadratic in magnetic field (the ME effect of the
B2E type). Application of an external electric field E
gives rise to deformations of the optical indicatrix

∆Bij = , which are linear in E (EOE). These defor-
mations can be expressed in terms of the polarization P

induced by the electric field; namely, ∆Bij =  =

/ε0(ε – 1), where ε is the dielectric constant of the
crystal [28]. Therefore, the contribution to the CME is

 (7)
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The product of the tensors  and , each of which
is characterized by a single parameter, contributes only
to the component ρ44 of the tensor ρijkl, i.e., to β111. The

electrooptical coefficient  in γ-Dy2S3 was shown in
[7] to exhibit a weak dispersion in the transparency
region, so that the spectral response of the EOE is gov-
erned primarily by the dispersion of the refractive index

n(E). Estimation of the ME parameter , which is
necessary to explain the experimentally observed

CME (β111), was made using the values  = 5.6 ×
10–12 m/V [7], λ = 633 nm, and ε = 23 [1] and yielded

 ≅  2 × 10–17 s/A. This estimate is about an order of
magnitude larger than the quadratic ME parameter
observed in other dysprosium compounds crystallizing
in a noncentrosymmetric structure [29]. There are cur-
rently no experimental data on the magnitude of the

parameter  in γ-Dy2S3; the contribution due to this
CME mechanism can be expected to be less than 10%
of the experimentally observed value. It should be
pointed out, however, that the expression used to reduce
the electrooptical parameters describing the relation of

birefringence to external electric field E( ) and

polarization ( ),  = /ε0(ε – 1), is fairly rough
as applied to the magnetoelectric effect, because the
contributions to polarization P (i.e., the ion displace-
ments, electron shell deformations) induced by an elec-
tric field in a crystal may differ substantially from those
induced by a magnetic field B. Thus, the CME compo-
nent β111 in γ-Dy2S3 can, in principle, be assigned to the
combined CME mechanism.

The dispersion of the NB in γ-Dy2S3, as well as that
of the CME, depends on the magnetic field orientation
with respect to the crystallographic axes. The quantity
α001 ~ gE/n (measured in the E || B geometry) grows
linearly with E in the range E = 1.6–2.6 eV. By contrast,
α011 ~ (3A + 2g)E/4n (measured in the E45B geometry)
increases resonantly in this range. The spectral depen-
dence of α011(E) is well described by the one-oscillator

model: α011(E) = CE/(  – E2), with energy Eeff =
(3.4 ± 0.1) eV (Fig. 5). Thus, just as in the case of the
CME, the NB dispersion in γ-Dy2S3 is determined by
transitions in the region of energy E ≅  3.4 eV.

Consider the possible mechanisms of NB in
γ-Dy2S3. As shown in [15], the ratio of the parameters
A and g of tensor γijkl at the wavelength λ = 633 nm is
close to 2, which is characteristic of second-order mag-
netoelectric susceptibility in the optical range [30]. As
the photon energy increases to E ~ 2.6 eV, the A/g ratio
increases (A/g ~ 3.5; see inset to Fig. 5), which implies
that other mechanisms are operative in this region. Note
that the ratio A/g ≅  3.5 was also observed at λ = 633 nm
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in γ-Pr2S3 [15]. Considered from the standpoint of the
local-transition model, the deviation of the A/g ratio
from 2 suggests a manifestation of the quadrupole
mechanism of NB [30]. In this case, however, the valid-
ity of the local-transition model may be questioned,
because the transition energy lies considerably above the
band edge Eg and the excited states may be assumed to
actually represent a mixture of band and ionic 4f N – 15d
states.

It appears to be of interest in this connection to com-
pare the spectral behavior and the anisotropy of magne-
tooptical phenomena observed in magnetic semicon-
ductors of the Cd1 – xMnxTe and Zn1 – xMnxTe family
and in the rare earth semiconductor γ-Dy2S3. In the
former compounds, the pronounced MO phenomena in
the transparency region are connected with the sp–d
exchange splitting of the band states, which originates
from wave-function overlap between the band electrons
and the 3d electrons of the Mn2+ ions. Here, interband
transitions provide the dominant contribution to the lin-
ear and quadratic MO phenomena [31–33]. Unlike
Mn2+, the wave functions of the ground 4f N state of the
Ln3+ rare earth ions are more compact and overlap the
wave functions of the band states only weakly. As a
result, the contribution from interband transitions to the
FE in γ-Ln2S3 is relatively small [12, 13] and the FE in
the γ-Ln2S3 sesquisulfides is an order of magnitude
smaller than that in the Cd1 – xMnxTe crystals.

The dispersion of the MO phenomena in
Cd1 − xMnxTe in the transparency region is described by
dependences of the type (E – Eg)–τ, which have a singu-
larity at E = Eg characteristic of interband optical tran-
sitions [19, 20]. By contrast, in γ-Dy2S3, the major con-
tribution to the NB and CME, as well as to the FE,
comes from transitions above the band edge. In the FE,
as shown in [10] and supported by our measurements,
the effective oscillator energy is Eeff ≈ 3.8 eV. In the
case of the CME and NB, the components β001 and α011
are related to transitions occurring at E ≈ 3.4 eV,
whereas β111 is determined by higher energy transi-
tions.

The CME anisotropy in Cd1 – xMnxTe differs radi-
cally from that in γ-Dy2S3. While the former crystals
exhibit isotropic CME [19, 20], this phenomenon in
γ-Dy2S3 is characterized by a strong anisotropy, which
reflects the crystal field symmetry in the local positions
of the paramagnetic ion. Note that the anisotropic
behavior of the CME at T = 294 K was also observed in
the insulating crystals DyAlG and DyGaG [15], in
which the MO phenomena are associated with the
4f N  4f N – 15d local transitions.

However, the spectral behavior and anisotropy of
the NB in γ-Dy2S3 have features in common with those
observed in the magnetic semiconductors Cd1 – xMnxTe
and Zn1 – xMnxTe. In the transparency region of all these
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crystals, a very weak dispersion of the parameter g and
a strong increase in the parameter A with increasing E
are observed. As shown in [19, 20], when interband
transitions are included, this behavior of the parameter
A as E  Eg in Cd1 – xMnxTe is accounted for by the
presence of terms linear and cubic in the wave vector q
in the dispersion Er, s(q) of the valence band r and the
conduction band s and by the wave-vector k depen-
dence (characterized by the Kane parameter) of the
matrix elements of the current operator J(k). These
mechanisms could also be expected to become manifest
in γ-Dy2S3 if the excited states for the transitions at E ≈
3.4 eV that are responsible for the NB are a mixture of
the electronic band states and the 4f N – 15d states of the
Dy3+ ion. As the photon energy is lowered to a region
far from the resonances, these crystals exhibit NB,
which depends weakly on E and whose anisotropy is
described by the parameter ratio A/g ≅  2 characteristic
of second-order magnetoelectric susceptibility in the
optical range [34].

5. CONCLUSIONS

Thus, we can conclude that the spectral dependence
of the linear and quadratic MO phenomena in the trans-
parency region of γ-Dy2S3 is due to electronic transi-
tions from the ground state of the unfilled 4f 0 shell of
the Dy3+ ion to states in the energy region E ≈ 3.4 eV.
The anisotropy of the CME caused by these transitions,
as well as by local transitions occurring between states
of the 4f N shell of the Dy3+ ion, attests to the presence
of a strong axial crystal-field component directed along
the S4 axes in the local positions occupied by the para-
magnetic ion and indicates the “Ising” behavior of this
ion in the sesquisulfide lattice. At the same time, the
anisotropy and spectral response of the NB in γ-Dy2S3
demonstrates features characteristic of the interband
mechanism of magnetically induced spatial dispersion,
which suggests that the excited states for the transitions
occurring at E ≈ 3.4 eV are actually a mixture of the
band and 4f N – 15d states of the Dy3+ ion.
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Abstract—The carrier energy spectrum and the total energy of various magnetic and orbital crystal-structure
configurations of the manganites R1 – xAxMnO3 (R = La, Pr, Nd, Sm, etc.; A = Ca, Sr, Ba) with four manganese
atoms in the unit cell have been calculated for the electron doping region x > 0.5. The equilibrium magnetic and
orbital configurations of the model are determined by minimizing the total energy of the system with respect to
the angles , ϕi, and , which define the directions of the local manganese magnetic moments and the type
of orbital mixing of the eg electrons in the manganites. Assuming the parameters of the Heisenberg exchange
interaction to be 0.018t < JAFM < 0.022t, the Hund exchange interaction to be JH = 2.5t, and the Jahn–Teller
splitting to be ∆ = 1.5ty, the model with four manganese atoms in the unit cell predicts the experimentally
observed magnetic phase alternation sequence G–C–A with increasing doping level y = 1 – x. For the values
JAFM < 0.018t and y < 0.28, this model allows the existence of a collinear phase H not observed earlier. © 2004
MAIK “Nauka/Interperiodica”.

θi
s θi
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1. The present communication reports on the first
calculation of phase diagrams of the R1 – xAxMnO3 man-
ganites (R = La, Pr, Nd, Sm, etc.; A = Ca, Sr, Ba) for a
crystal structure with four manganese atoms in the unit
cell. The phase diagrams of the manganites are con-
structed only for the electron doping region where the
concentration of divalent atoms in the compound
exceeds the value x = 0.5. In this region, the mobile car-
riers are d electrons and, as their concentration y = 1 –
x increases, they fill the degenerate eg band of the man-
ganites to less than one eighth its capacity. The small
number of carriers in the conduction band permits us to
disregard, in a first approximation, the inter- and intra-
atomic Coulomb repulsion, which somewhat simplifies
the form of the Hamiltonian of the compounds under
study.

For the effective Hamiltonian describing the manga-
nite properties in the electron doping region, we use the
Hamiltonian of the degenerate DE model [1–3], which
in the local atomic basis can be written as

 

H HDE HH HJT ,+ +=

HDE εiαdiασ
†

diασ

iασ
∑ JHS sdiασ

†
diασ

iασ
∑–=

+ tijαβ
σσ'

diασ
†

d jβσ' ,
ijαβσ'σ
∑

1063-7834/04/4603- $26.00 © 20510
(1)

This Hamiltonian describes only the manganese sublat-
tice of the real crystal structure of the manganites. It
consists of the double-exchange Hamiltonian HDE for
the degenerate eg manganese level and for a finite value
of the intra-atomic (Hund) parameter JH, the Heisen-
berg Hamiltonian HH of the localized t2g electrons, and
the Hamiltonian HJT describing the Jahn–Teller split-
ting of the eg level. A detailed derivation of this model
Hamiltonian is given in [4] for the case of infinitely
large JH. The Hamiltonian includes strong intra-atomic
Coulomb interaction between the eg and t2g electrons,
which obeys Hund’s rule. All the other interelectron
Coulomb interactions are neglected here, which is jus-
tified, in a first approximation, for a small number of eg

electrons in the conduction band.

In Eq. (1), the indices α and β label the degenerate
atomic eg orbitals |1〉  = |z2〉  and |2〉  = |x2 – y2〉  and the
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indices i and j enumerate the atoms. Operators  and
djβσ' are the creation and annihilation operators of elec-
trons at the ith site with the spin oriented either along or
opposite to that of the localized t2g electrons Si (σ = ↑ , ↓).
Also in Eq. (1), εiα is the energy of an atomic orbital of
type α, JH is the intra-atomic Hund integral, JAFM is the
exchange integral of the Heisenberg model for local-
ized t2g electrons, ∆i  is a parameter describing the split-
ting of the eg level of atom i, and tijαβ  are the effective
hopping integrals between the local spinor-state com-
ponents of the nearest neighbor manganese ions. The
hopping of eg electrons in the double-exchange model
does not entail spin flip; therefore, the hopping integral
tijαβ  depends on the mutual orientation (angle θij) of the
nearest neighbor spins Si and Sj. The role of the oxygen
ions, which are located between the manganese ions in
the perovskite structure, results in the effective hopping
integral tijαβ  being expressed through the hopping inte-
gral t between the eg manganese orbital and the p orbital
of the nearest neighbor oxygen ion (the Koster–Slater
parameter Vpdσ) in the second-order perturbation the-
ory. The hopping integral tijαβ  is anisotropic in real
space [2, 3].

The phase diagram of the manganites was calculated
in terms of the degenerate DE model for the first time in
[1], where a modified dispersion relation for the ferro-
magnetic (FM) state of the manganite crystal structure
with one manganese atom in the unit cell [5] was used for
ε(k). The modification consisted in introducing into the
expressions for ε(k) two hopping integrals, txy =
tcos(θxy/2) and tz = tcos(θz/2), depending on the angles
between adjacent spins, which are confined either in the
same (001) plane (θxy) or in adjacent planes (θz). The
approach developed in [1] stirred considerable interest
and stimulated a series of theoretical studies of the phase
diagrams of electron-doped manganites [6, 7].

Considered from the theoretical point of view, the
introduction of two different angles between adjacent
spins is possible only if there are at least four inequiva-
lent atoms in the manganite unit cell. In this case, the
carrier spectrum ε(k) should be directly calculated,
rather than modified, based on the corresponding
Hamiltonian matrix.

A two-sublattice model of the manganites was con-
sidered in [8, 9], where the equilibrium types of the
magnetic and orbital structures were found by minimiz-
ing the total energy in the angle between the neighbor-
ing spins θij  and two orbital intra-atomic mixing angles

. This communication reports on the first application
of this approach to the model of the manganite crystal
structure containing four manganese atoms in the unit
cell, without making any assumptions regarding the
type of the spin and orbital ordering.

2. It is known that doped manganites R1 – xAxMnO3
crystallize most frequently in the orthorhombic and
rhombohedral structures (the R phase). Figure 1 shows

diασ
†

θi
o
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a manganese sublattice of orthorhombic symmetry
nested in the starting cubic perovskite structure ABO3.
The unit cell of the manganese sublattice contains four
translationally inequivalent atoms, which are numbered
in Fig. 1 and in this particular case are related through
symmetry transformations of the crystallographic
space group Pnma. If the magnetic and crystallographic
symmetries coincide, the four manganese atoms are
equivalent. This imposes certain constraints on possible
magnetic structures. The Pnma magnetic structures
usually observed in experiments are of the following
main types: (1) structure F with ferromagnetic ordering
of all local manganese magnetic moments along one of
the axes x, y, or z (Fx, Fy, or Fz); (2) a type-A antiferro-
magnetic (AFM) structure with AFM alternation of the
(001)-type FM planes; (3) a type-C AFM structure with
an AFM arrangement of FM spin chains along one of
the axes x, y, or z; and (4) a type-G AFM structure with
conventional AFM ordering of the magnetic moments
of the nearest neighbors.

In addition to these “pure” magnetic structures, the
orthorhombic symmetry allows the observation of more
complex magnetic structures (of the types CxAz, CzAyFx,
etc.), which belong to one of the irreducible representa-
tions of a Heisenberg-type Hamiltonian. For the Pnma
group, there are only four such irreducible representa-
tions for the magnetic moments of manganese and eight
representations for the magnetic moments of rare earth
ions. For instance, the noncoplanar structure GzAyFx
corresponds to the FM arrangement of the Sx compo-
nent of the spin magnetic moment of manganese ions,
to type-A ordering of Sy, and to type-G ordering of Sz.
The magnetic structures of rare earth ions can have only
pair combinations (for example, CxAy). All possible
types of magnetic ordering are presented in [10] for
both the manganese atoms and the rare earth ions in the
Pnma orthorhombic structure (or Pbnm for the other
choice of the reference frame).

x

y

z

1

2

3

4
1

2

3

4

Fig. 1. Pnma unit cell of Mn ions nested in the cubic lattice.
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When confronting the general problem of finding
the ground state, all initial constraints on the possible
types of magnetic and orbital ordering have to be lifted.
Hamiltonian (1) is not of the Heisenberg type; there-
fore, the magnetic structures derived from it may differ
from those described above and their symmetry may
turn out to be lower than that of the crystal lattice. In
this case, interaction of the electronic and spin degrees
of freedom with the lattice may bring about distortions
of the lattice and lower its symmetry to one of the sub-
groups characterizing the magnetic symmetry. How-
ever, our model, assuming a rigid lattice, does not allow
such back action, a factor that somewhat degrades the
self-consistency of the problem.

3. A self-consistent calculation of the carrier kinetic
energy made in the tight-binding approximation for
manganites with four manganese atoms in the unit cell
requires consideration of Hamiltonian matrices with
dimensions not less than 16 × 16 in k space.

In this case, the Hamiltonian matrix of the system
can be specified in the form

 (2)

where the matrices Hij describe the interaction between
the nearest neighbor Mn ions in the lattice shown in
Fig. 1.

If from the outset we do not impose any constraints
on possible types of magnetic and orbital structures, we
will have to specify three angles , ϕi, and  for each
manganese atom in the unit cell; these angles define the
local spin direction and the type of orbital mixing. The
local atomic basis of the ith atom should involve the
spinors |α〉 and |β〉 connected with the atomic orbitals
through the well-known transformation

(3)

In Eq. (3), the primes denote the spinor components in
the local reference frame, the arrows identify the elec-
tron spin projections onto an arbitrarily chosen axis,
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and |γ〉i is the orbital state of an eg electron, which, in
turn, is a linear combination of the eg orbitals

 (4)

In spinor (4), the state |α〉 i is occupied and the state |β〉i
is empty. If the eg level is degenerate, both states have
the same energy and thereby there should be no orbital
order (OO), which is at odds with numerous experi-
ments. The Jahn–Teller-type splitting of the eg level in
the DE model lifts its orbital degeneracy [8, 9]. This
gives one grounds to assume that εiα = –∆ and εiβ = ∆,
where ∆ ~ y.

Written in the local basis, the hopping integral
between identical orbitals of the nearest neighbor man-
ganese atoms has the form

 (5)

In the same way, one can readily obtain all the other
hopping integrals and specify Hamiltonian matrix (2) in
explicit form for an arbitrary spin and orbital structure
of the four manganese sublattices of the manganites.
The technique used to calculate the carrier spectrum
and the total energy of arbitrary spin and orbital config-
urations of the manganites with four manganese atoms
in the unit cell can be found in [11].

The Hamiltonian matrices for two sublattices were
constructed earlier with the use of expressions similar
to Eq. (5), where all the azimuthal angles were consid-
ered equal and the magnetic structures could be only
collinear or coplanar-canted.

The spectrum of the carriers and their kinetic energy
depend in this approach on 12 variables determining
the ground state of the system. In the absence of mag-
netic anisotropy, the spin structure is not fixed relative
to the crystallographic axes. By arbitrarily choosing the
spin direction of one of the four manganese atoms and
the direction from which the azimuthal angle ϕ is reck-
oned relative to this atom, one reduces the number of
variable angles to nine.

The matrix of the general form of (2) obviously
includes, as a particular case, the two-sublattice model,
where the types of possible magnetic and orbital struc-
tures coincide or one of them (or both simultaneously)
is ferromagnetic. This constraint is removed in the
model considered in this paper. Instead of being speci-
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fied, the OO type is determined by minimizing the total
energy. In contrast to the two-sublattice model, such an
approach allows the existence of a broader variety of
canting types of the manganese sublattice magnetic
moments, not limited by a specific parameterization.

4. Figure 2 shows a phase diagram of the model with
four manganese atoms in the unit cell. Despite the pres-
ence of a large number of local minima close in energy,
we succeeded in determining the absolute energy min-
ima for all magnetic phases; these minima turned out to
be nondegenerate. The diagram obtained resembles, in
general outline, the phase diagram of the two-sublattice
model. All the equilibrium magnetic phases in the four-
sublattice model are also found to be either collinear or
coplanar.

The total energies were calculated separately for the
particular case of magnetic structures compatible with
the Pnma symmetry group. These calculations also
showed that it is the collinear or coplanar magnetic
structures of this space group that possess minimum
energy. All noncoplanar magnetic structures of Pnma
symmetry turned out to be energetically unfavorable.

Phases A and C are the well-known AFM structures
with FM ordering of the |x2 – y2〉  and |3z2 – r2〉  type,
respectively. The small central region A' is actually the
same A structure with ferromagnetic OO but with a
small intersublattice canting. Phase F (as before) is the
FM structure with triply degenerate ferromagnetic OO
of the |3z2 – r2〉  type, and Fa is the FM structure with the
A-type antiferromagnetic OO (π/2, –π/2). The other
phases in the diagram are new. Phase C' is the magnetic
C structure with ferromagnetic OO of the |3z2 – r2〉  type
but with intrasublattice spin canting. Phases G'a and
G'c are coplanar, spin-canted G structures with AFM
orbital order of the A and C types, |3z2 – r2〉  and |x2 – y2〉 ,
respectively (left-hand inset to Fig. 3). The spin canting
in these phases can be described by two angles, γ = θ14
(or θ12) and η = θ13 = θ24, which are the angles of the
inter- and intrasublattice canting, respectively, with
respect to the G structure. Such a spin configuration
cannot be described by the two angles θxy and θz, which
parameterize the G phase canting only of types A (γ =
θz, η = θxy) and C (η = θz, γ = θxy), where θz = θ12 = θ34,
θxy = θ14 = θ23. If the magnetic moment in the G'a phase
is directed along a diagonal of one of the cubic cell
faces, the magnetic and orbital structures will be
described by the monoclinic space group P21/b, which
is a subgroup of Pnma.

Orbital ordering in both phases (G'a, G'c) is almost
degenerate, first, because of the specific feature of the
G structure (double exchange is hampered as a result of
the AFM ordering of all neighboring spins) and, sec-
ond, because of the small doping level y. Variation of
the orbital mixing angles changes the total energy only
within about 1 K. As a result, the orbital states are
dynamically averaged even at low temperatures, which
manifests itself in the corresponding experiments as the
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
absence of OO in the G phase (see [8, 9] and references
therein).

An increase in the electron concentration in phase G'a
gives rise to triclinic distortions, which result in a smooth
transition of this phase to a new collinear ferrimagnetic
phase H (right-hand inset to Fig. 3) in which one of the
spins is directed opposite to the other three. In this case,
each of the manganese atoms has collinear surroundings
characteristic of one of the neighboring phases,
namely, G for atom 1, A for atom 2, F for atom 3, and C
for atom 4. As a result, the unit cell–averaged Heisen-
berg exchange energy in Eq. (1) is zero. The OO in
phase H is also well defined and correlates with its
magnetic structure. A description of all the phases
obtained is given in the table.

0.10 0.2 0.3 0.4 0.5
Electron doping y

0.005

0.010

0.015

0.020

0.025

0.030

J A
FM

/t

G'c

G'a

C'

C

A'
A

Fa

F
A

H

Fig. 2. Phase diagram of the four-sublattice model in the
electron doping region calculated for the parameters JH =
2.5t and ∆ = 1.5ty. The phases are described in the text and
the table.

Equilibrium magnetic and orbital structures of the four-sub-
lattice manganite model

Phase Magnetic structure Orbital structure

A Collinear AFM with FM 
planes

FM |x2 – y2〉

C Collinear AFM with FM 
chains

FM |3z2 – r2〉

A' AFM with FM planes 
and interplanar canting

FM |x2 – y2〉

C' AFM with FM chains 
and canting inside chains

FM |3z2 – r2〉

G'a Doubly canted G with
a magnetic moment

AFM-A |3z2 – r2〉/|x2 – y2〉

G'c " AFM-C |3z2 – r2〉/|x2 – y2〉
F Collinear FM FM |3z2 – r2〉
Fa " AFM-A (–π/2, π/2)

H Collinear ferrimagnetic 
A + C + G + F

|3z2 – r2〉(1, 3, 4)/|x2 – y2〉 (2)
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Figure 3 shows the doping-level dependence of the
cell-averaged local ferromagnetic moment 〈mz 〉/m for
the values JAFM = 0.015t, JH = 2.5t, and ∆ = 1.5ty. This
magnetic moment per Mn4+ ion reaches the maximum
value 0.5  = 1.5µB in the H phase, to vanish alto-

gether for y > 0.25. A similar behavior of spontaneous
magnetization was also observed in the experiment in
[12], where the magnetization first increased with
increasing y, to vanish near y = 0.2. Remarkably, the
theoretical value of 〈mz 〉/m at y = 0.1 coincides with the
experimental value of the FM component in
Ho0.1Ca0.9MnO3 [13], despite the fact that the magnetic
structure of this compound was determined by the dif-
fraction of unpolarized neutrons to be noncoplanar.
Comparison of the theoretical curve with magnetiza-
tion data obtained for the samarium and praseodymium
manganites is complicated by the fact that the ground
state of these compounds is heterogeneous at low elec-
tron concentrations.

m
Mn

4+

0 0.05 0.10 0.15
Electron doping y

0.1

0.2

0.3

0.4

0.5
〈m

z〉/
m

1

2 3

4

H

1

2 3

4

G'a

Fig. 3. Average magnetization per Mn ion normalized to the
Mn magnetic moment and calculated for the parameters
JAFM = 0.015t, JH = 2.5t, and ∆ = 1.5ty. The left-hand inset
shows the coplanar spin structure of the G'a phase, and the
right-hand inset shows the collinear spin structure of phase
H. These two phases are separated by the region of triclinic
distortions. The filled circles denote the |x2 – y2〉  orbital
state, and the open circles denote the |3z2 – r2〉  state. The
point in the graph at y = 0.1 is the experimental value of the
magnetization of Ho0.1Ca0.9MnO3 [13].
P

5. Thus, the double-exchange model for the eg elec-
trons, combined with the Heisenberg model for local-
ized t2g electrons, when applied to the crystal structure
of manganites with four manganese atoms in the unit
cell in the parameter region 0.018t < JAFM < 0.022t, JH =
2.5t, and ∆ = 1.5ty, correctly predicts the experimen-
tally observed G–C–A magnetic phase alternation with
increasing doping level y. For the values JAFM < 0.018t
and y < 0.28, this model allows the existence of a col-
linear phase H not observed earlier.
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Abstract—Crystals of Csx(NH4)1 – xLiSO4 (0.39 ≤ x ≤ 1.0) solid solutions are grown and investigated using
polarized light microscopy and measurements of the birefringence in the temperature range 100–530 K. The
(x–T) phase diagram of the Csx(NH4)1 – xLiSO4 solid solutions is constructed. It is demonstrated that, upon sub-
stitution of ammonium for cesium in the CsLiSO4 crystal, the phase transition temperature gradually increases
to such a degree that the ferroelastic phase can exist at room temperature. The triple point of intersection of the
Pmcn, P21cn, and P1121/n phase boundaries is determined. It is established that the introduction of ammonium
in small amounts has an unusually strong effect on the refractive properties and character of the ferroelastic
phase transition in the CsLiSO4 crystal. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Crystals of the ALiSO4 (A = K, NH4, Rb, Cs) family
contain LiO4 and SO4 tetrahedral groups that are linked
into a framework structure of the tridymite type (cat-
ions A occupy large-sized holes). These crystals are
convenient model objects for investigating phase tran-
sitions owing to the great diversity of phases and
sequences of changes in the symmetry upon phase tran-
sitions. Moreover, structural transformations occurring
in these materials are primarily associated with step-
by-step orientational ordering of structural groups [1].

For crystals with a large-sized Cs+ cation, namely,
crystals of cesium lithium sulfate CsLiSO4, the initial
structure with symmetry Pmcn (c = c0) is most stable in
the crystal family under investigation and is retained up
to a temperature T01 ≈ 202 K, at which the CsLiSO4
crystal undergoes only one ferroelastic phase transition
from the initial phase to the phase with monoclinic
symmetry P1121/n (c = c0) [2]. The unit cell parameters
of this crystal at room temperature (293 K) are as fol-
lows: a = 5.456 Å, b = 9.456 Å, and c = 8.820 Å [2].

For crystals with a small-sized A+ cation, namely,
crystals of ammonium lithium sulfate NH4LiSO4 in the
β modification [3], the initial phase becomes unstable at
higher temperatures. During cooling, this compound
undergoes the following sequence of phase transitions
with a change in the initial symmetry:

  

    

at temperatures T1 = 460 K, T2 = 284 K, and T3 = 27 K,
respectively [4–6]. The phase is ferroelectric with con-

Pmcn c = c0( ) P21cn c = c0( )

P21/c11 c = 2c0( ) C1c1 c = 2c0( )
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siderable spontaneous polarization at room temperature
(a = 5.28 Å, b = 9.14 Å, c = 8.786 Å) [5] and ferroelas-
tic below ~284 K.

Earlier [7], we showed that, in the concentration
range 0 ≤ x ≤ 0.35, Csx(NH4)1 – xLiSO4 crystals form a
continuous series of solid solutions. An increase in the
cesium content x leads to a gradual decrease in the phase
transition temperatures T1 and T2. However, the character
of the high-temperature phase transition does not change
[the critical exponent, which corresponds to the temper-
ature dependence of the birefringence (na – nb)(T),
remains constant and equal to 2β = 0.24 ± 0.01 for all
compositions], even though the magnitudes of the bire-
fringence and enthalpy anomalies decrease with an
increase in the cesium content x in the crystal. As the
cesium content increases, the low-temperature transi-
tion at T = T2 becomes more similar to a first-order tran-
sition: the birefringence jump δn increases, and the
temperature hysteresis ∆T becomes more pronounced.
Moreover, according to the (x–T) phase diagram [7],
the region of existence of the ferroelectric phase is
more extended at low contents x and the ferroelastic
phase with symmetry P21/c11 disappears at x > 0.22. In
this respect, it is important to determine the boundaries
of the regions of the initial, ferroelectric, and ferroelas-
tic phases with symmetries Pmcn, P21cn, and P1121/n,
respectively.

In the present work, we continued our investigations
of Csx(NH4)1 – xLiSO4 solid solutions in the concentra-
tion range 0.35 ≤ x ≤ 1.0. For this purpose, we used
polarized light microscopy and measurements of the
birefringence of the crystals under investigation.
004 MAIK “Nauka/Interperiodica”
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2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Single crystals suitable for our experiments were
prepared using two procedures described earlier in [7].
The quantitative composition of these crystals was
determined by atomic absorption analysis. Crystals
with a cesium content in the range x = 0.35–0.6 were
grown from a mixture of NH4LiSO4 and CsLiSO4 solu-
tions in caustic ammonia taken in required proportion.
Compounds with a cesium content in the range x = 0.6–
1.0 were prepared through slow evaporation of the
appropriate mixtures of NH4LiSO4 and CsLiSO4 aque-
ous solutions at T ≈ 310 K. For optical investigations,
samples in the form of plates with different orientations
and thicknesses were oriented using a URS-1 x-ray
instrument. For the reasons given in [7], prior to optical
and thermal investigations, the samples were necessar-
ily annealed at a temperature of approximately 470 K
for 2 h. The necessity of performing this annealing is
illustrated in Fig. 1, which presents the results of mea-
surements of the rotation angle of the optical indicatrix
ϕ(T) with respect to the [001] direction for a solid solu-
tion with x = 0.5 prior to and after annealing. For the
sample not subjected to annealing, the phase transition
temperature increases and inhomogeneous stresses
arising in the crystal lead to a smearing of the observed
anomaly, because, as was shown by Chekmasova et al.
[8], the hydrostatic pressure substantially affects the
phase transition temperature of the NH4LiSO4 crystal
(dT1/dp = 90 K/GPa). Upon annealing, the stresses are
relieved and the dependence ϕ(T) acquires a more per-
fect shape.

The crystal plates prepared were used in optical
investigations and measurements of the birefringence
from the (001) and (100) sections in the temperature
range from 77 to ~500 K. The birefringence was mea-
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Fig. 1. Graph illustrating the influence of annealing on the
temperature and character of the phase transition in a
Csx(NH4)1 – xLiSO4 (x = 0.5) solid solution according to the
results of measurements of the rotation angle of the optical
indicatrix ϕ(T) with respect to the [001] direction: (1) prior
to annealing and (2) after annealing.
PH
sured on a Berec compensator with an accuracy of
≅ 10−5 and a Senarmont compensator with a sensitivity of
no less than ≅ 10–7. The former compensator made it pos-
sible to examine small-sized samples and to determine
the birefringence magnitude. The rotation angle of the
optical indicatrix was measured using a polarizing
microscope with an accuracy of ±0.5°.

3. EXPERIMENTAL RESULTS

Observations of the single-crystal plates in polar-
ized light revealed that crystals of all the studied com-
positions (in the corresponding temperature ranges) are
characterized by a twin structure typical of the CsLiSO4
ferroelastic phase. At temperatures below T01, crystal
plates of the (001) section have a streaky structure. The
structural components differ in the extinction positions
by an angle 2ϕ. The temperature dependences of the
rotation angle of the optical indicatrix ϕ(T) with respect
to the [001] direction of a single twin are depicted in
Fig. 2. Curve 1 represents the experimental data for
pure cesium lithium sulfate CsLiSO4. A comparison of
curves 1–5 shows that an increase in the ammonium
content in the solid solution leads to a gradual displace-
ment of the phase transition toward the high-tempera-
ture range. This is accompanied by an increase in the
rotation angle of the optical indicatrix, but the phase
transition, as before, proceeds in a gradual manner. For
these compositions, the phase with monoclinic symme-
try P1121/n is retained up to the liquid-nitrogen temper-
ature. In the case of a solid solution with x = 0.5, i.e.,
when the ammonium content is equal to the cesium
content (Fig. 2, curve 6), the phase transition tempera-
ture increases to such a degree that the monoclinic
phase can exist already at room temperature; however,
the stability region of the monoclinic phase becomes
substantially narrower. Upon cooling in the tempera-
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Fig. 2. Temperature dependences of the rotation angle of
the optical indicatrix with respect to the [001] direction in
Csx(NH4)1 – xLiSO4 crystals at cesium contents x =
(1) 1.00, (2) 0.95, (3) 0.90, (4) 0.80, (5) 0.71, (6) 0.5, and
(7) 0.39.
YSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



OPTICAL INVESTIGATIONS OF THE EFFECT OF GRADUAL SUBSTITUTION 517
200 300 400 500

0

20

40

0

40

80

(n
b 

– 
n c

) 
× 

10
4

(n
a 

– 
n b

) 
× 

10
4

T, K

7

1

432

5

6

100

Fig. 3. Temperature dependences of the birefringence (nb – nc)(T) for Csx(NH4)1 – xLiSO4 solid solutions at cesium contents x = (1)
1.00, (2) 0.99, (3) 0.95, (4) 0.80, (5) 0.5, and (6) 0. (7) Temperature dependence of the birefringence (na – nb)(T) for the sample at
x = 0.39 upon heating and cooling.
ture range close to the phase transition point T02 ≈ 220 K,
the magnitude of the rotation angle of the optical indi-
catrix drastically decreases to zero and the crystal again
transforms into the orthorhombic phase. For the sample
at a cesium content x = 0.39 (Fig. 2, curve 7), the phase
with monoclinic symmetry P1121/n is observed only in
a narrow temperature range (~25 K). The thermal inves-
tigations of the second optical harmonic in samples at
cesium contents x = 0.5 and 0.39 revealed that the crys-
tal has a center of symmetry (the second optical har-
monics is absent) at temperatures above T = T02 and is
characterized by the 2ω generation below this tempera-
ture. As a result, the crystal loses the center of symme-
try and transforms into the phase with an orthorhombic
polar group.

The results of investigations into the temperature
dependences of the birefringence ∆na = (nb – nc) for
Csx(NH4)1 – xLiSO4 solid solutions with different
cesium contents x are presented in Fig. 3. These data
also indicate a gradual displacement of the phase tran-
sition toward the high-temperature range with an
increase in the ammonium content in the material.
Moreover, it is found that the substitution NH4   Cs
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
strongly affects the refractive properties of the CsLiSO4

crystal. The introduction of small amounts of ammo-
nium into the CsLiSO4 compound radically changes the
optical indicatrix. As a result, the birefringence ∆na

reverses sign. It is known that the refractive indices of
the initial crystals are in the following proportions: nc >
nb for the CsLiSO4 crystal [9] and nb > nc for the
NH4LiSO4 crystal [10]. Indeed, as can be seen from
Fig. 3, the birefringence ∆na = (nb – nc) is negative for
pure CsLiSO4 (curve 1) and positive for pure

NH4LiSO4 (curve 6). The introduction of 1 mol % 
into the CsLiSO4 compound leads to a change in the
sign of the birefringence ∆na and affects the tempera-
ture dependence of ∆na (Fig. 3, curve 2). A further
increase in the ammonium content in the crystal affects
only the phase transition temperature (Fig. 3, curves 3–
5). For a cesium content x = 0.5 (Fig. 3, curve 5), the
crystal undergoes the second phase transition at a tem-
perature T02 ≈ 220 K, which is attended by a jump in the
birefringence. For comparison, curve 6 in Fig. 3 shows
the temperature dependence of the birefringence ∆na for

NH4
+
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pure NH4LiSO4 upon the phase transition Pmcn 
P21cn.

Solid solutions with a cesium content x = 0.39 were
examined using a crystal plate of the (001) section
(Fig. 3, curve 7). The temperature dependence (na –
nb)(T), like the dependence ϕ(T), is characterized by
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Fig. 4. Phase (x–T) diagram of the Csx(NH4)1 – xLiSO4
solid solutions according to the DSC data obtained upon
heating [7] (open circles) and the results of optical investi-
gations upon cooling (closed circles).
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Fig. 5. (1) Anomaly of the birefringence of the CsLiSO4
crystal and the decomposition of this anomaly into (2) the
fluctuation component and (3) the component associated
with the parameter of the phase transition.
P

two special points that correspond to two phase transi-
tions. The high-temperature transformation observed at
a temperature T01 exhibit features specific to second-
order phase transitions. The birefringence jump and
pronounced temperature hysteresis (∆T ≈ 30 K)
observed at a temperature T02 indicate that this transfor-
mation is a first-order phase transition.

4. DISCUSSION

The phase diagram of the Csx(NH4)1 – xLiSO4 solid
solutions (Fig. 4) was constructed according to the
results of optical investigations performed in this work
and data obtained earlier in [7]. As can be seen from
Fig. 4, the dependence of the instability temperature of
the initial phase on the cesium content in the solid solu-
tion exhibits a nearly linear behavior. The end points of
this dependence correspond to the CsLiSO4 and
NH4LiSO4 compounds. The compositions with cesium
contents x ≈ 0.4 are characterized by a triple point at
which the Pmcn, P21cn, and P1121/n phases coexist.
The quantity dT02/dx for the P1121/n–P21cn phase
boundary is considerably larger than that for the other
phase boundaries.

The temperature dependence of the anomalous com-
ponent of the birefringence of the CsLiSO4 crystal in
the range below the phase transition temperature T01 is
plotted in Fig. 5. This dependence was obtained by sub-
tracting the linear dependence of the birefringence
(extrapolated from the initial phase) from the depen-
dences depicted in Fig. 3. As can be seen, the pretransi-
tion effects are observed over a wide temperature range
(≈100 K) above the phase transition temperature. Sim-
ilar effects were revealed earlier in the temperature
dependences of the lattice parameters and in the heat
capacity curve [11]. At temperatures close to T01, the
anomalous component of the birefringence governed
by the pretransition phenomena reaches 20% of the
total anomaly. For this reason, the phase transition tem-
perature and the birefringence anomaly associated with
the parameter of the phase transition below T01 cannot
be determined from the temperature dependence of the
birefringence ∆na. The fluctuation contribution of the
transition parameter to the birefringence can be
excluded, by analogy with [12], under the assumption
that the temperature dependence of the fluctuation
component of the birefringence anomaly above and
below the phase transition temperature is symmetric
with respect to the T01 temperature. The decomposition
of the birefringence anomaly near T01 into the fluctua-
tion component and the component associated with the
transition parameter (δna) for the CsLiSO4 crystal is
illustrated in Fig. 5. The temperature dependence of the
latter component on a logarithmic scale makes it possi-
ble to determine the critical index of the temperature
behavior of the transition parameter. Making allowance
for the fact that the anomalous component of the bire-
fringence measured in the orthorhombic setting is pro-
portional to the transition parameter squared, i.e.,
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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δna(T) ~ η2 ~ (T0 – T)2β, we determine the “nonclassi-
cal” critical index β = 0.38 ± 0.01. The nonclassical
magnitude of the critical index can be explained by the
closeness of the phase transition to the Landau tricriti-
cal point. In this case, the term with η6 must be taken
into account in the expansion of the thermodynamic
potential because of the smallness of the coefficient of
η4. In actual fact, the results of calculations performed
according to the procedure described in [13] demon-
strated that all experimental points of the curve δna(T)
fall on a linear curve ∆T/δn ~ δn. The phase transition
point is found to be close to the tricritical point (second-
order phase transitions), and the quantity (Tc – T0) is the
measure of closeness to the point Tc (in our case, this
difference is equal to 1.1 K).

The introduction of small amounts of ammonium
(1 mol %) into the initial compound CsLiSO4 brings
about a drastic decrease in the pretransition effects and
a change in the shape and magnitude of the birefrin-
gence anomaly (Fig. 6). With a further increase in the
content x, the birefringence “tail” associated with the
pretransition phenomena increases progressively but
the shape and magnitude of the birefringence anomaly
in the distorted phase remain unchanged. The critical
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Fig. 6. Temperature behavior of the anomalous component
of the birefringence in the ferroelastic phase of
Csx(NH4)1 − xLiSO4 crystals at cesium contents x = (1)
1.00, (2) 0.99, (3) 0.95, (4) 0.80, and (5) 0.5.
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index β was determined from the dependence δna(T)
plotted on a logarithmic scale. For all compositions
with x ≠ 1, the critical index proved to be equal to β =
0.25 ± 0.01. Moreover, the linear relationship (δna)2 ~
η4 ~ T – T01 is satisfied within a temperature range 60 K
below the phase transition point. This indicates that, in
the solid solutions under investigation, the phase transi-
tion corresponds to the Landau tricritical point and that
the coefficient of the term with η4 in the expansion of
the thermodynamic potential is equal to zero.

5. CONCLUSIONS

Thus, the results of the above investigations demon-
strated that the substitution of even small amounts of
ammonium for cesium in the cesium lithium sulfate
compound substantially affects the optical characteris-
tics of the material and the character of the phase tran-
sition; however, the ferroelastic nature of the phase
transition remains unchanged. The assumption was
made that the observed change in the optical properties
is most likely associated with the specific features of

the molecular ion  introduced into the initial com-
pound. It should also be noted that our earlier investiga-
tions [14], in which the atomic cation Rb+ was substi-
tuted for the Cs+ ion, did not reveal radical changes in
either the optical properties of the crystal or the charac-
ter of the phase transition.
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Abstract—The heat capacity Cp(T) of the complex perovskite PbFe1/2Ta1/2O3 has been studied using adiabatic
calorimetry in the temperature range 150–370 K. Three diffuse anomalies in Cp(T) are found to exist at temper-
atures Td ≈ 350 K, Tm ≈ 250–300 K, and Tc ≈ 205 K. The anomalous and the lattice contribution to the heat
capacity are separated, and the change in the entropy is determined. The results of the study are discussed
jointly with the data on the structure and physical properties of the compound. © 2004 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

Double perovskites of type 1 : 1, with the general

formula Pb O3, are classical model objects for
the investigation of ferroelectrics–relaxors. Their prop-
erties can vary considerably without changing the
chemical composition as a result of a variation in the
ordering of the B3+ and B5+ ions over equivalent posi-
tions in the lattice [1, 2]. Highly ordered perovskites
undergo ferroelectric or antiferroelectric phase transi-
tions, whereas in the disordered state they exhibit prop-
erties characteristic of relaxors [2], namely, an anomaly
in the dielectric permittivity ε broadened over a wide
temperature interval and pronounced dependences of
the temperature of its maximum (Tm) and of the magni-
tude of the maximum (εm) on the measuring field fre-
quency.

The PbFe1/2Ta1/2O3 compound (PFT) was first syn-
thesized in the form of a ceramic and studied in [3]. It
was found that the PFT has cubic symmetry Pm3m at
room temperature and that the Fe3+ and Ta5+ ions are
distributed randomly over the B positions of the perovs-
kite lattice. The cubic symmetry of the compound at
room temperature was confirmed in subsequent x-ray
measurements performed on single crystals [4].

The change in the PFT symmetry over a broad tem-
perature range was studied by x-ray diffraction on sin-
gle crystals [5–7]. Two phase transitions, at 270 and
220 K, were identified. The high-temperature phase,
which is stable for T > 270 K, is paraelectric and opti-
cally uniaxial, despite its (pseudo)cubic symmetry. At
350 K, the symmetry of the compound was refined in
space group Pm3m. The compound is characterized by
a strong anisotropy in the oxygen thermal vibration
parameters and by positional disorder or a strong anhar-
monicity in the thermal motion of the lead ions [6]. The

B1/2
3+

B1/2
5+
1063-7834/04/4603- $26.00 © 20521
intermediate phase (270 > T > 220 K) was identified as
tetragonal (P4mm). Within the interval 220 > T > 200 K,
the tetragonal phase coexists with the monoclinic
phase. Below 200 K, only the monoclinic phase (Cm) is
stable. The isostructural compound PbFe1/2Nb1/2O3
(PFN) was also observed to undergo the cubic  tet-
ragonal  monoclinic phase sequence [8].

The two low-temperature distorted phases were
refined by the Rietveld method with the use of neutron
and synchrotron experiments [5]. The distortions of the
cubic phase are fairly small and were detected only as
line broadenings in the diffraction pattern obtained with
the angular resolution achievable with synchrotron
radiation.

The low-temperature monoclinic phase Cm reveals
large lead ion displacements along the [111] pseudocu-
bic axis, so that the main lattice distortion, despite the
monoclinic symmetry, is rhombohedral. The role of the
monoclinic Cm phase, which couples the tetragonal and
rhombohedral phases in complex lead-containing per-
ovskites, is currently a subject of intense debate [9–11].

Small structural distortions in PFT and the difficul-
ties encountered in establishing its symmetry were also
pointed out in [12], where elastic neutron scattering
studies were performed. These studies did not reveal
any symmetry change within the temperature interval
from 300 to 10 K. The data obtained by Rietveld refine-
ment were interpreted in terms of the R3m rhombohe-
dral space group, which provided slightly better con-
vergence as compared to the Pm3m cubic lattice with
positionally disordered lead ions [12].

There are numerous publications on the investiga-
tion of the dielectric properties of PFT [1, 13–15]. In
addition to the diffuse, frequency-dependent maximum
in ε(T) at Tm ≈ 243 K, which is typical of relaxors, a
small feature was observed in the behavior of ε(T) at a
004 MAIK “Nauka/Interperiodica”
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temperature Tip [15], which is 30–40 K lower than Tm.
Below this temperature, the frequency dispersion of ε
is considerably weaker than that seen at higher tem-
peratures [15]. This behavior is similar to that
observed in PbSc1/2Ta1/2O3 and PbSc1/2Nb1/2O3 at the
spontaneous transition from the relaxor to normal fer-
roelectric state [16].

To the best of our knowledge, spontaneous polariza-
tion in PFT was studied only in [14] along the [100]
direction in electric fields of up to 8 kV/cm. The spon-
taneous polarization exists even above 300 K and
reaches 28 µC/cm2 at liquid-nitrogen temperature.

Birefringence ∆n was observed in PFT in the range
from 20 K up to the first-order phase transition temper-
ature of 210 K [17]. Above 210 K, ∆n is small and
attains levels characteristic of growth defects as the
temperature is increased [17].

As seen from this brief overview, the results
obtained in various studies of PFT and their interpreta-
tions are more often than not at odds with one another.
Despite the large number of diverse studies performed,
many features in the behavior of PFT remain unclear.

Here, we report on a study of the heat capacity and
thermodynamic parameters of PFT in order to obtain
additional information on the changes in the energy
characteristics that can take place in the elastic and
electrical subsystems of PFT.

2. SAMPLE AND MEASUREMENT TECHNIQUES

The calorimetric measurements were performed on
a sample studied earlier by neutron diffraction [5].
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Fig. 1. Temperature dependence of the specific heat of
PbFe1/2Ta1/2O3 obtained by (1) discrete heating and (2) con-
tinuous heating. Dashed line plots the lattice specific heat.
P

The PFT crystals were grown from a solution of the
starting oxides in a PbO melt using the technique pro-
posed in [18]. The remainder of the PbO melt was
removed by rinsing the crystals in 30 wt % nitric acid.
The grown crystals, having the pyrochlore structure,
were sorted by hand in polarized light under a micro-
scope. The PFT crystals selected in this way were
ground. To reduce the strains created by grinding, the
powders thus obtained were annealed for several hours
at a temperature of about 850 K. After the annealing,
the material was subjected to x-ray diffraction analysis,
which showed the sample to be free of foreign phases
and to produce clear and narrow Bragg reflections.

The heat capacity was studied in the temperature
interval 100–370 K using adiabatic calorimetry, which
made it possible to obtain absolute values of the heat
capacity with a high accuracy. The sample ground to
powder was placed in an indium container made air-
tight in a helium environment. Helium was employed
as a heat-exchange gas to equalize the temperature over
the sample. The mass of the sample was ~1 g, and the
mass of the container was 9.8 g. Measurements were
performed using the traditional technique of discrete
heating and also in an automated regime under contin-
uous heating with a variation in temperature at a rate
dT/dt ≈ (2–3) × 10–1 K min–1. The experiment yielded
the total heat capacity of the sample and the container.
The heat capacity of the container was measured in a
separate experiment. The accuracy with which the total
heat capacity could be determined depends on the
actual heating technique employed and is (0.1–0.5)%.

3. RESULTS OF THE STUDIES

Figure 1 displays the temperature dependences of
the PFT specific heat obtained using the methods of dis-
crete and continuous heating. The scatter of experimen-
tal points about the smoothing curve does not exceed
2%. The fact that this error is slightly larger than usual
should be attributed to the heat capacity of the sample
making up only a small fraction (about 10%) of the
total heat capacity of the container plus sample system.

The analysis of the heat capacity should take into
account the anharmonic contributions resulting in a dif-
ference between the isobaric (Cp) and isochoric (CV)
specific heats. The volume expansion coefficient esti-
mated for the temperature range from 300 to 700 K
from data on the temperature dependence of the cubic
cell parameter varies from 9 × 10–6 to 35 × 10–6 K–1. To
the best of our knowledge, there are no data on the com-
pressibility of PFT. We used data from [19] obtained in
a study of the effect of pressure on the unit cell param-
eters of PbZr1/2Ti1/2O3, which is related to PFT; its mod-
ulus of volume compressibility was measured to be
2.3 × 10–11 Pa–1. Using these data, the anharmonic contri-
bution to the specific heat was found to be ≤1 J/mol K
below 700 K. Because this small quantity is within the
experimental error, we disregarded the difference
between Cp and CV in the subsequent analysis. The
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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smallness of the anharmonic contribution is due to the
comparatively small thermal expansion coefficient.

The lattice heat capacity CL can be derived from the
general relation

 (1)

where E is the internal energy of the system, n(ω) is the
Bose–Einstein distribution function, and G(ω) is the
density of vibrational states. The density-of-states func-
tion G(ω) over the whole frequency range is, as a rule,
unknown for fairly complex crystals. For this reason,
the temperature dependence of heat capacity is calcu-
lated using a simplified approach. In most cases, in
order to analyze the temperature dependence of the heat
capacity and to separate the lattice and anomalous con-
tributions, a simple model is used in which the lattice
heat capacity of a compound is approximated by a com-
bination of the Debye and Einstein functions. It is this
approach that we used in the case with PFT. In the tem-
perature range of interest to us, the heat capacity is only
weakly sensitive to fine details in the vibration spec-
trum, which validates our separation of the lattice con-
tribution.

The anomalous component of the specific heat
∆Cp = Cp – CL is shown in Fig. 2. The maximum value
of ∆Cp is 11 J/mol K, or ~10% of the lattice specific
heat. The ∆Cp(T) relation clearly exhibits three regions
of anomalous behavior, namely, near T1 ≈ 350 K, T2 ≈
250–300 K, and T3 ≈ 205 K.

The change in specific entropy associated with the
anomalous behavior of the heat capacity can be calcu-

lated as ∆S(T) = ; this quantity is plotted in

Fig. 3 and constitutes 3.7 J/mol K.

4. DISCUSSION AND CONCLUSIONS

The heat capacity anomalies coincide in tempera-
ture with the anomalous behavior of the structural,
magnetic, optical, and dielectric properties.

In the temperature region near 350 K, earlier studies
revealed deviations of the lattice parameters from their
regular course [4] and of the ε(T) behavior from the
Curie–Weiss law [13, 15]. The anomalous behavior of
the heat capacity over the temperature range 250–300 K
correlates with that of the dielectric permittivity [13,
15] and of the interplanar distance d222 [7]. Near T3,
jumps in the birefringence [17] and in d222 [7] and spe-
cific features in the ε(T) behavior [13, 15] were
observed. The fairly large scatter of experimental
points in the interval 160–170 K can probably be
assigned to the transition of PFT to the antiferromag-
netic state [14].

On the one hand, our calorimetric results agree to a
certain extent with the data reported in [4–7]. The PFT
can be expected to undergo the following sequence of

CL ∂E/∂T( ) ∂
∂T
------ ωG ω( )n ω( )"ωd∫( ),= =

∆Cp

T
---------- Td

100

T∫
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structural transformations with decreasing tempera-
ture: cubic paraelectric (Pm3m, T > 350 K)  tetra-
gonal antiferroelectric (350 < T < 270 K)  tetrago-
nal ferroelectric (P4mm, 270 > T > 205 K)  mono-
clinic ferroelectric (Cm, 205 > T > 160 K) 
antiferromagnetic phase (T < 160 K).

On the other hand, the diffuseness of the heat capac-
ity anomalies, the noticeable dispersion of ε, and its
clearly pronounced relaxor behavior [13, 15] may sig-
nal a certain structural inhomogeneity of this com-
pound and permit interpretation of our data from other
standpoints as well.

In double perovskites of the A O3 composi-
tion, the B' and B" cations can either occupy positions
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Fig. 2. Temperature dependence of the anomalous compo-
nent of the specific heat of PbFe1/2Ta1/2O3 obtained by
(1) discrete heating and (2) continuous heating.
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at the centers of octahedra in a random manner or alter-
nate in adjacent octahedra. Such compositional order-
ing gives rise to unit cell doubling and the formation of
a superstructure. The degree of compositional ordering
is quantified by a parameter s, which is unity in the
completely ordered state and zero in the state of disor-
der. Compositional ordering occurs under cooling as a
result of a phase transition and consists in a diffusive
redistribution of the ions [20]. The temperature of tran-
sition to the compositionally ordered state is deter-
mined by the difference in size and valency between the
B' and B" ions. For low transition temperatures, the dis-
ordered or partially ordered state can also persist at
fairly low temperatures, where diffusion is practically
impossible.

Present-day relaxor models attach a significant role
to the existence of compositionally ordered regions ran-
domly distributed in a disordered crystal matrix. Such
nanoscale regions have been revealed using various
methods in the model relaxors PbMg1/3Nb2/3O3 and
PbSc1/2Ta1/2O3. The existence of such regions in PFT
could be experimentally verified by detecting weak
superstructural reflections in x-ray diffraction studies
of the crystals [13] and by investigating antiferromag-
netic ordering [14, 21]. In the latter case, the Néel tem-
peratures (TN is 143 K for the ceramics studied in [21]
and 180 K for the crystal [14]) lie between the values
calculated for the completely ordered and totally disor-
dered states, which is interpreted as an argument for
partial compositional ordering of the ions, because TN
depends strongly on the number of magnetically active
ions in adjacent cells [22]. The degree of ordering sub-
stantially depends on the method of preparation and
thermal history of a sample. It is also pointed out that
the ordering process is most likely to be of a local
nature; i.e., the crystal contains mesoscopic regions
with various degrees of order. The x-ray superstructural
reflections are very weak because of the scattering pow-
ers of ordering ions being similar and because of the
smallness of the ordered regions, which diffuses the
reflections.

The existence of ordered and disordered regions and
the variation in their symmetry with temperature could
make interpretation of structural data difficult.

Compositional nonuniformity of a material gener-
ates random local electric fields and mechanical strains,
which play a significant role in the formation of polar
nanoregions and the relaxor properties of perovskites
[2, 23]. The correlation length of polar clusters is fairly
small, such that no macroscopic polarization appears in
the sample. In PFT, these polar regions possibly appear
at the Burns temperature Td ≈ 350 K. At this tempera-
ture, the dielectric permittivity begins to deviate from
the Curie–Weiss law and anomalies are observed in the
behavior of the unit cell parameter a(T) and of the heat
capacity. Note that the anomalous behavior of a(T) in
this temperature region is associated with the formation
P

of polar regions and the deviation of the rms polariza-
tion from zero [24].

The entropy change in PFT is ~0.4R, which indi-
cates that an important role is played in the formation
of polar nanoregions by order–disorder-type processes,
which are related, as in other lead-containing perovs-
kites, with positional ordering of lead ions in interocta-
hedral cavities below the Burns temperature. In ordered
regions with Fe3+ and Ta5+ ions alternating along the

cubic cell edges and with  symmetry for T > Td,
lead can turn out to be distributed over four positions
displaced from the center of the cavity along the [111]c-
type directions. Lead ion ordering should bring about a
change in the entropy ∆S = Rln(4) if the whole crystal
has undergone the transition. The experimental value of
∆S is only 3.7 J/mol K, or ~30% of the maximum pos-
sible value, which is close to the volume fraction of
ordered regions derived from structural [13] and mag-
netic [14] studies.

To describe the behavior of relaxors containing
interacting polar nanoregions at temperatures T < Td, a
spherical random-bond–random-field model was pro-
posed in [25]. The model considers a system of cou-
pled, randomly reorienting nanoclusters in the presence
of random electric fields. It is assumed that both ran-
dom interactions (or bonds) and random electric fields
have Gaussian distributions [25].

In the absence of an external field (E = 0), there are
two sets of solutions. One of them, P = 0, q ≠ 0, corre-
sponds to a phase without long-range order (spherical
glass). The other solution, P ≠ 0, q ≠ 0, describes a
phase with long-range order (ferroelectric phase).

For J0 <  (J0 is the average interaction,
J is the standard deviation of the interaction, and ∆ is the
variance of the field; the mean field is equal to zero),
long-range order does not arise and the system resides in
the spherical glass (SG) state down to 0 K. If ∆ = 0, as is
the case with magnetic spin glasses, a transition from the
paraelectric to the SG phase occurs at Tf = J/k. For ∆ ≠ 0
and ∆ ! J2, there is no longer a clearly defined phase
transition, but the dielectric permittivity [25] and the heat
capacity [26] pass through a maximum at Tm = Tf ≈

( )/k. For J0 > , long-range order can
arise and a phase transition to a nonuniform ferroelectric

phase can take place at Tc = J0(1 – ∆/(  – J2))/k < Tm.

Thus, the temperatures of the three heat capacity
anomalies observed in PFT can, in our opinion, be iden-
tified with the temperatures Td (the temperature of for-
mation of polar regions), Tm (the temperature of the
maximum permittivity), and Tc (the temperature of the
spontaneous transition to the ferroelectric state).

Fm3m

J
2 ∆+

J
2 ∆+ J

2 ∆+

J0
2
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Abstract—The atomic dynamics of an Al0.62Cu0.255Fe0.125 icosahedral quasicrystal is investigated using inelas-
tic neutron scattering (the isotopic contrast method). The partial vibrational spectra of copper, iron, and alumi-
num atoms in the icosahedral quasicrystal and the total spectrum of thermal vibrations of the compound are
directly reconstructed from the experimental data for the first time. It is found that the vibrational energies of
copper and iron atoms fall in relatively narrow ranges near 16 and 30 meV, respectively, whereas the vibrational
energies of aluminum atoms lie in a wide range (up to 60 meV). © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A quasicrystalline state of solids can be regarded as
intermediate between crystalline and amorphous states.
Quasicrystalline materials, unlike crystals, have no
translational symmetry but, unlike amorphous systems,
are characterized by a long-range order in spatial
atomic arrangement. Such an unusual structure can be
associated with specific features in the interatomic
interaction, which manifest themselves in the spectra of
thermal vibrations. In this respect, detailed information
on the spectra of atomic thermal vibrations can provide
the basis for an adequate description of interatomic
force interactions and, consequently, better understand-
ing of the conditions necessary for the formation and
stability of a quasicrystalline structure and many phys-
ical properties of quasicrystals.

Modern techniques of synthesizing quasicrystals, in
particular, compounds in the Al–Cu–Fe ternary system,
make it possible to prepare sufficiently homogeneous
single-phase samples weighing a few grams. This has
opened up fresh opportunities for neutron scattering
study of the structure and dynamic properties of quasi-
crystals. These investigations have been performed by
different research groups [1, 2] over a period of several
years. However, reliable information on the spectrum
of thermal vibrations in a standard experiment on
inelastic neutron scattering in powder samples of qua-
sicrystals can be obtained only in the form of the so-
called neutron-weighted vibrational spectrum G(E).
The function G(E) is the sum of the atomic partial spec-
tra of different chemical elements. The partial spectra,
as a rule, are taken with specific “neutron” weighting
factors (equal to the ratio between the cross section for
1063-7834/04/4603- $26.00 © 20526
neutron scattering by the nucleus of a particular ele-
ment and the nuclear mass). The neutron-weighted
vibrational spectrum qualitatively reflects the main fea-
tures of the energy distribution of atomic thermal vibra-
tions but cannot be used to describe this distribution
quantitatively. Moreover, information on atomic ther-
mal vibrations of different chemical elements, which is
particularly important for elucidating the specific fea-
tures of interatomic force interactions, cannot be
extracted from the spectrum G(E). Consequently, the
currently available data on the atomic dynamics of qua-
sicrystals are very scarce and further investigation of
this problem calls for new approaches. In the present
work, we experimentally investigated the partial vibra-
tional spectra of aluminum, copper, and iron atoms in
an Al0.62Cu0.255Fe0.125 icosahedral quasicrystal.

2. EXPERIMENTAL TECHNIQUE

The atomic dynamics of an Al0.62Cu0.255Fe0.125 icosa-
hedral quasicrystal was examined using the method of
isotopic contrast in inelastic neutron scattering [3].
With this method, the partial vibrational spectra of
atoms of different chemical elements entering into the
composition of a polyatomic compound can be directly
obtained from the experimental data without model
assumptions. It is known that, for isotopes of the same
chemical element, the neutron scattering cross sections
can differ significantly [4]. Therefore, the use of sam-
ples with different isotopic compositions with respect
to a particular chemical element makes it possible to
determine the contribution of this element to the exper-
imentally measured spectrum G(E) and, thus, to obtain
004 MAIK “Nauka/Interperiodica”
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the partial spectrum of atomic thermal vibrations for
the given chemical element [5].

Among the three chemical elements in the composi-
tion of the Al0.62Cu0.255Fe0.125 quasicrystal, only copper
and iron have isotopes whose neutron scattering cross
sections differ substantially: natCu (σ = 8.2 barn), 65Cu
(σ = 14.5 barn), natFe (σ = 11.62 barn), and 57Fe (σ =
1.0 barn) [4]. For this reason, the experiments were car-
ried out with three quasicrystalline samples of different
isotopic compositions, namely, a sample with a natural
isotopic mixture of all three elements (sample A), a
sample synthesized with the use of a 65Cu isotope (sam-
ple B), and a sample synthesized with a 57Fe isotope
(sample C). Inelastic neutron scattering was measured
at room temperature on an IN6 time-of-flight spectrom-
eter (Institut Laue–Langevin, Grenoble, France). The
experimental procedure was described in detail in [6].

As is known [7], information on the spectrum of lat-
tice vibrations can be extracted from the results of mea-
suring single-phonon inelastic incoherent neutron scat-
tering in a polycrystalline sample. In the case when the
studied compound is monoatomic and its nuclei inco-
herently scatter neutrons (for example, vanadium), the
phonon spectrum can be directly reconstructed from
the inelastic neutron scattering spectrum. For a poly-
atomic incoherently scattering compound, it is possible
to reconstruct the generalized (neutron-weighted) spec-
trum G(E) of lattice vibrations. Note that the problem
regarding the contribution of multiphonon neutron
scattering to the function G(E) calls for separate con-
sideration.

For compounds consisting of atoms whose nuclei
are characterized by a high coherent scattering intensity
(including the quasicrystal under investigation), the
function G(E) can be determined from the inelastic
neutron scattering spectra of a polycrystalline sample
only by averaging the data over a large phase-space vol-
ume (incoherent approximation) [8]. In this case, the
larger the phase-space volume V covered in the experi-
ment (as compared to the volume of the Brillouin zone
VBZ), the more accurate the averaging and the closer the
agreement between the measured spectrum and the
spectrum G(E). The volume of the Brillouin
pseudozone in the i-AlCuFe quasicrystal was estimated
as VBPZ ~ 4.5 Å–3. On the other hand, the phase-space
volume over which the averaging was performed in the
experiments with quasicrystals was determined to be

V = 70 Ǻ–3 for elastically scattered neutrons and V =

750 Ǻ–3 for neutrons with an energy of 60 meV (near
the edge of the vibrational spectrum). Therefore, the
use of the incoherent approximation is fairly justified
over the entire spectral range measured, even though
the accuracy in reconstructing the spectrum in the low-
energy range is less than that in the high-energy range.

The inelastic neutron scattering spectra were pro-
cessed within the incoherent approximation. The
Debye–Waller factor and the contribution of mul-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
tiphonon scattering processes were included with the
iterative procedure. In the first iteration, it was assumed
that multiphonon scattering makes a negligible contri-
bution. As a result, the function G(E) derived from the
experimental data can be written in the form

 (1)

Here, ci is the atomic concentration, σi is the total neu-
tron scattering cross section, Mi is the atomic mass,
gi(E) is the partial spectrum of thermal vibrations,

2Wi = 〈 〉 Q2 is the partial Debye–Waller temperature

factor, 〈 〉  is the mean-square thermal displacements
of atoms of the ith chemical element, and Q2 is the
square of the momentum transferred in a scattering
event. The spectrum of thermal vibrations of the com-
pound (phonon spectrum) can be represented as g(E) =

. It follows from relationship (1) that, unlike
the function g(E), the function G(E) involves the partial
vibrational spectra with a specific neutron factor σi/Mi.
It is this factor in relationship (1) that makes it possible
to apply the isotopic contrast method for determining
the partial vibrational spectra.

The function gi(E) is defined in such a way that the
integral of this function is equal to unity [7]. Moreover,
as a first approximation, we can assume that the partial
temperature factors are small and do not depend on the
temperature. In this case, we obtain exp(–2Wi) ~ 1 and

 (2)

Relationship (2) determines the condition for
mutual normalization of the functions G(E) obtained
from the experimental data on inelastic neutron scatter-
ing in samples of different isotopic compositions. This
normalization, which can be defined as the scattering
power of the formula unit of the compound in an inelas-
tic process, was used at the first stage of the data pro-
cessing.

To a first approximation, the partial vibrational
spectra of copper and iron atoms were calculated as the
difference between the functions G(E) measured in the
experiment with samples of different isotopic composi-
tions: gCu(E) ~ GB(E) – GA(E) and gFe(E) ~ GA(E) –
GC(E). After the appropriate normalization of the spec-
tra gCu(E) and gFe(E), the partial vibrational spectrum of
aluminum atoms was determined as the difference

 (3)

It was assumed that the partial vibrational spectra
gi(E) do not depend on the isotopic composition of the
samples. This assumption is justified because the
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masses of the isotopes used differ by no more than a
few percent.

The partial vibrational spectra gi(E) obtained as a
first approximation were used in the iterative procedure
for calculating the mean-square thermal displacements

〈 〉  ~ /EdE, the partial tempera-

ture factors Wi, and the partial contributions of mul-
tiphonon neutron scattering to the function G(E). In our
calculation, only the contributions of the two- and
three-phonon processes were taken into account,
because the contribution of the four-phonon processes
at room temperature is considerably smaller than the
statistical error in measurement. These contributions
were calculated using the algorithm described in [7],
according to which the contributions of the two-phonon
and three-phonon scattering by atoms of the ith chemi-
cal element are determined by the convolutions

 (4)

 (5)

where

 (6)

The partial contributions of the multiphonon neu-
tron scattering by aluminum, copper, and iron atoms
were calculated from expressions (4)–(6) with the func-
tions gi(E), which were obtained experimentally as a
first approximation, and with due regard for the isotopic
composition of the samples. Then, the calculated con-
tributions were subtracted from the experimental data.
As a result, we obtained the first approximation of the
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Fig. 1. Single-phonon neutron-weighted vibrational spectra
of Al0.62Cu0.255Fe0.125 icosahedral quasicrystals contain-

ing (1) the 57Fe isotope, (2) a natural isotopic mixture of all
chemical elements, and (3) the 65Cu isotope. The solid line
represents the contribution of multiphonon neutron scatter-
ing to spectrum 2.
P

single-phonon function G(E). Thereafter, we carried
out the second and third iterations beginning with the
normalization of the functions G(E). The sole differ-
ence lay in the fact that, since the partial vibrational
spectra gi(E) and the partial temperature factors Wi for
atoms of all chemical elements were determined in the
first iteration, the mutual normalization of the functions
G(E) was performed not with formula (2) but with the
more correct expression

 (7)

The multiphonon scattering contributions obtained
after the second and third iterations differ by no more
than 10%. For this reason, the calculations of the sin-
gle-phonon functions G(E) were limited to three itera-
tions. The above processing made it possible to recon-
struct the single-phonon neutron-weighted vibrational
spectrum G(E) for each of the three samples (Fig. 1).
The calculated contribution of the two- and three-
phonon neutron scattering processes for the sample of
natural isotopic composition is also presented in Fig. 1.

3. RESULTS

The spectra G(E) shown in Fig. 1 substantially differ
from each other, even though they reflect the atomic
dynamics of the same compound, namely, the
Al0.62Cu0.255Fe0.125 icosahedral quasicrystal. The differ-
ences observed in the spectra stem from the differences
in the isotopic composition of the samples and can be
considered a manifestation of the isotopic contrast in
inelastic neutron scattering. Indeed, the contribution
from thermal vibrations of copper atoms to the spec-
trum of sample B (with the 65Cu isotope) is more pro-
nounced than that of sample A (with the natural isotopic
composition). In turn, the contribution from thermal
vibrations of iron atoms to the spectrum of sample A is
larger than that of sample C (with the 57Fe isotope).
Recall that the spectra shown in Fig. 1 are normalized
according to expression (7).

The partial vibrational spectra of copper, iron, and
aluminum atoms (Fig. 2) were obtained using the above
procedure as the differences between the corresponding
single-phonon functions G(E) and were normalized to
the atomic concentration of each chemical element in
the quasicrystal. The spectrum g(E) of thermal vibra-
tions of the quasicrystal (phonon spectrum) (Fig. 3) was
calculated as the sum of the partial contributions from
thermal vibrations of copper, iron, and aluminum
atoms. The area under the spectrum is equal to unity.

The partial vibrational spectra of copper, iron, and
aluminum atoms were used to calculate the integrated
dynamic characteristics of these atoms in the i-AlCuFe
quasicrystal (Table 1).

An analysis of the experimental neutron scattering
spectra measured for the quasicrystalline samples with

G E( ) Ed∫
ciσi
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different isotopic compositions over a wide range of
angles (10°–113°) with a step of 1°–2° (wavelength of
neutron scattering by the sample, 4.12 Å) can provide
additional information on the structure of the quasic-
rystal under investigation. For this purpose, the spectral
regions corresponding to elastic neutron scattering
were separated from the total time-of-flight spectrum
for each scattering angle (after all the appropriate nor-
malizations and subtraction of the contribution from the
scattering background associated with the sample
holder). Then, we constructed the dependence of the
integrated intensity for these regions on the wave vector
of scattering. Actually, for each sample, we obtained
the diffraction pattern corresponding to elastic coherent
neutron scattering by the quasicrystal (Fig. 4). These
diffraction patterns differ from conventional neutron
diffraction patterns measured on a diffractometer in
that, first, they were obtained with a larger angular step
and, second, they did not contain the contribution of the
inelastic neutron scattering background.

4. DISCUSSION 

A comparison of the partial vibrational spectra
depicted in Fig. 2 shows that the vibrational energies of
copper and iron atoms fall in relatively narrow ranges
near 16 and 30 meV, respectively, whereas the vibra-
tional energies of aluminum atoms lie in a wide range
(up to 60 meV). Therefore, as a first approximation, the
vibrations of copper and iron atoms can be treated as
quasi-local modes in a strongly modified aluminum
matrix. It is worth noting that the partial vibrational
spectra of copper and iron atoms differ significantly:
the vibrational spectrum of copper is considerably
softer than that of iron. This difference in the spectra
cannot be explained only by the difference in the
atomic masses, because they differ by 10%, whereas
the energies averaged over the vibrational spectrum dif-
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Fig. 2. Partial spectra of thermal vibrations of (1) iron,
(2) copper, and (3) aluminum atoms in the i-AlCuFe qua-
sicrystal.
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fer by 40% (Table 1). Consequently, bonds of copper
atoms in the quasicrystal are, on average, weaker than
those of iron atoms. This is confirmed by the estimate
of the mean force constant, which for copper atoms
appears to be smaller than that for iron atoms. Further-
more, as can be seen from Table 1, the mean-square
amplitude of thermal vibrations of copper atoms is
appreciably larger than that of iron atoms, which also
suggests that the weaker bonds are formed by copper
atoms. The difference in the vibrational spectra of cop-
per and iron atoms indicates that, in the structure of the
quasicrystal, at least part of these atoms regularly
occupy positions with substantially differing bonds
and, most likely, with different nearest environments.

Cornier-Quiquandon et al. [9] performed the neu-
tron diffraction investigation into the structure of an i-
AlCuFe single quasicrystal and proposed a model of
atom decoration. Within this model, the structure con-
sidered in a six-dimensional space contains not only a
surface occupied by aluminum atoms and a surface
filled with atoms of all chemical elements but also a
surface occupied only by copper atoms. According to
the proposed model, we can assume that copper atoms
located in the positions corresponding to the projection
of the last surface onto the physical space form weaker

Table 1.  Integrated thermodynamic characteristics of the
i-AlCuFe quasicrystal

Atom 〈u2〉 , 10–3 Å2 〈E〉 , meV 〈B〉 , N/m

Al 10.9 ± 0.4 32.1 ± 1.7 127 ± 12

Cu 7.06 ± 0.15 23.8 ± 0.9 187 ± 14

Fe 5.6 ± 0.2 31.0 ± 1.0 248 ± 16

Designations: 〈u2〉  is the mean-square atomic thermal displacement
at T = 300 K, 〈E〉  is the spectrum-averaged vibrational energy, and
〈B〉  is the mean force constant.
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Fig. 3. Spectrum of thermal vibrations of the i-AlCuFe qua-
sicrystal.
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bonds with the nearest environment. In any case, our
results are consistent with the concept that, in the struc-
ture of the quasicrystal, there exist positions that are
characterized by a specific geometry and specific
atomic composition of the nearest environment and can
be occupied only by copper atoms.

The partial vibrational spectrum of aluminum atoms
in the quasicrystal (Fig. 2) considerably differs from
that of face-centered cubic aluminum. Specifically, the
limiting energy of the vibrational spectrum of alumi-
num atoms in the quasicrystal (El ≈ 60 meV) substan-
tially exceeds the limiting energy of the spectrum of
metallic aluminum (El = 40 meV). The results obtained
demonstrate that the bonds formed by aluminum atoms
in the quasicrystal are stronger than those in crystalline
aluminum.

The most intense reflections in the neutron diffrac-
tion patterns shown in Fig. 4 can be indexed with the
six-dimensional cubic parameter a = 6.45 Å according
to the scheme proposed by Cahn et al. [10]. The rele-
vant indices (N, M) are presented in Fig. 4. It can be
seen that the intensities of reflections strongly depend
on the isotopic composition of the samples (Table 2);
i.e., the neutron diffraction patterns exhibit a pro-
nounced isotopic contrast. In particular, the analysis of
the neutron diffraction pattern of sample C (containing
the weakly scattering iron isotope) revealed that the
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Fig. 4. Neutron diffraction patterns of Al0.62Cu0.255Fe0.125
icosahedral quasicrystals containing (1) a natural isotopic
mixture of all chemical elements, (2) the 65Cu isotope, and
(3) the 57Fe isotope.

Table 2.  Amplitudes b of incoherent neutron scattering

Isotope b, fm

natCu 7.718
65Cu 10.61
natFe 9.45
57Fe 2.3
natAl 3.449
P

(6, 9) and (10, 13) reflections virtually disappear, the
intensity of the (8, 12) reflection considerably
decreases, and the intensity of the (4, 4) reflection
increases as compared to those in the neutron diffrac-
tion pattern of sample A (with the natural isotopic com-
position). On the other hand, in the neutron diffraction
pattern of sample B (with the strongly scattering copper
isotope), the intensities of the (2, 1), (8, 12), (10, 13),
and (12, 16) reflections are substantially higher than
those in the neutron diffraction pattern of sample A.

Unfortunately, the large discreteness in obtaining
the experimental data, the limited range of momenta
attainable in the experiment, and the possible error in
determining the scattering angle make any reliable
quantitative estimations of the atom decoration impos-
sible. However, the mere fact that the neutron diffrac-
tion patterns exhibit an isotopic contrast indicates an
ordered arrangement of copper, iron, and aluminum
atoms, which occupy specific positions in the structure
of the icosahedral quasicrystal under investigation. In
the immediate future, we intend to perform neutron dif-
fraction experiments with isotopically enriched sam-
ples in the i-AlCuFe system.

5. CONCLUSIONS

Thus, the partial spectra of thermal vibrations of
aluminum, copper, and iron atoms in an
Al0.62Cu0.255Fe0.125 icosahedral quasicrystal and the
total spectrum of thermal vibrations of the compound
were reconstructed for the first time without model
assumptions. The results obtained in this work demon-
strated that, as a first approximation, the vibrations of
heavier atoms of copper and iron can be considered
quasi-local modes in a strongly modified aluminum
matrix. In turn, the bonds formed by aluminum atoms
in quasicrystals are stronger than those in a pure metal.
The large difference between the partial vibrational
spectra of copper and iron atoms in the i-AlCuFe com-
pound and the small difference in their masses indicate
that, in the structure of the quasicrystal, at least part of
these atoms regularly occupy positions with different
nearest environments and substantially differing bonds.
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Abstract—The effect of the conditions of synthesis and of the substrate material on the metal–semiconductor
phase transition in thin vanadium dioxide films prepared using laser ablation has been studied. The broadening
of the hysteresis loop is shown to be due to a decrease in the size of the crystal grains making up the film. Con-
jectures are put forward to explain the formation of asymmetric hysteresis loops. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

The phase transition in vanadium dioxide (VO2) is
observed to occur at 340 K and is accompanied by a
sharp change in the optical properties and electrical
conductivity. The latter quantity changes by five orders
of magnitude. When cooled to below 340 K, tetragonal
VO2 is believed to undergo a martensitic transition to a
lower symmetry monoclinic phase, which exhibits
semiconducting properties (band-gap width ~0.7 eV)
[1]. The phase transition generates noticeable elastic
stresses, which result in the destruction of single crys-
tals because of the low plasticity of the transition. For
this reason, it is thin films of vanadium dioxide (capa-
ble of withstanding unlimited cycling near the phase
equilibrium temperature) that are dealt with in an
appreciable part of the research on this topic and in
most practical applications.

Hysteresis is a characteristic feature of the phase
transition in vanadium dioxide. The magnitude of the
jump in the physical parameters, as well as the width
and shape of the hysteresis loop, depends substantially
on the size of the crystal grains making up a film and on
the deviation of its composition from stoichiometry. An
approach was proposed in [2, 3] based on the assump-
tion that the crystal grain distributions in terms of size
and the deviation from stoichiometry are of importance
in a film. The former distribution is responsible for the
distribution in the width of the so-called elementary
hysteresis loops (i.e., loops corresponding to a single
grain), whereas the latter accounts for the distribution
of grains in phase equilibrium temperatures. By speci-
fying or determining these distributions, one can con-
struct the main (i.e., relating to the whole film) hyster-
esis loop through straightforward summation of the ele-
mentary loops, which are considered to be square in
1063-7834/04/4603- $26.00 © 20532
shape. It is this approach that underlies the analysis of
the experimental results obtained in this study.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Vanadium dioxide films were prepared using laser
ablation. The target was metallic vanadium (99.9%),
and the synthesis was conducted under monitoring of
the substrate temperature and of the oxygen pressure in
the working chamber. The films prepared under opti-
mum conditions exhibit a jump in conductivity that is
four orders of magnitude or larger in the phase transi-
tion. The width of the main hysteresis loop is 4–6 K,
and above 340 K, the conductivity practically coincides
in temperature behavior with that characteristic of sin-
gle crystals [4, 5].

There were also films with slimmer hysteresis loops.
Figure 1 presents the behavior of the relative fraction of
the metallic phase in such a VO2 film under heating and
cooling. The loop width is seen to be about 1 K; i.e., the
width is comparable to that typical of vanadium dioxide
single crystals, where it usually does not exceed 2 K.
However, in most practical applications, for instance,
for reversible recording of optical information, films
that exhibit a broad loop approaching a square shape
are required.

To obtain a broad main hysteresis loop, one has to
increase the width of elementary loops [2, 3]. Because
the latter is proportional to the grain cross-sectional
size, it is desirable to prepare as fine-grained films as
possible. The size of the grains forming in the course of
film preparation is governed by the actual conditions of
nucleation and growth of vanadium dioxide on the sub-
strate surface. The surface diffusion coefficient of vana-
dium, which limits these processes, increases with
decreasing oxygen partial pressure and with increasing
004 MAIK “Nauka/Interperiodica”
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substrate temperature [6]. In general, this coefficient
also depends on the substrate material. It is well known
that films grown on various substrates have different
hysteresis loop widths. Films with the narrowest (~1 K)
loops can be prepared on substrates of single-crystal
Al2O3 (Fig. 1). The smallest loop width of the films pre-
pared on other substrates increases in the order TiO2,
ZrO2, Si, and fused SiO2. This behavior can be related
to the decrease in the surface diffusion coefficient of
vanadium in this series. One cannot, however, rule out
the effect of surface tension of the substrate–film inter-
face, which may play an important part in the deviation
∆T from the phase equilibrium temperature necessary
for the phase transformation to set in (in a first approx-
imation, the width of an elementary loop is 2∆T). The
important role of surface tension is corroborated by the
results of [7, 8], where optical-transmission hysteresis
loops of composites prepared by ion implantation of
VO2 into Al2O3 and SiO2 matrices were studied. While
it was shown in [7, 8] that the hysteresis loop width
increases with decreasing VO2 grain size, the loop in
Al2O3 is narrower than that in SiO2 for the same grain
size.

Figure 2 displays the effect of oxygen pressure in
the working chamber on the shape and width of hyster-
esis loops of vanadium dioxide films synthesized using
laser ablation on Si(001) and Al2O3(0001) substrates.
An increase in oxygen pressure (with the other synthe-
sis conditions maintained constant) brings about loop
broadening, which we assign, in accordance with [6], to
a decrease in the average size of the grains in the films.
The width and shape of the hysteresis loops measured
on films prepared on silicon at an elevated oxygen pres-
sure are acceptable for reversible recording of optical
information.

It should be pointed out that, by varying only the
oxygen pressure in the working chamber, we depart
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Fig. 1. Temperature dependence of the fraction of the metal-
lic phase in a vanadium dioxide film grown on a sapphire
substrate. Film thickness ~500 Å. Here and in Figs. 2 and 4,
the graphs were constructed by processing hysteresis loops
of the film reflectance at a wavelength of 1.54 µm.
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from the optimum vanadium dioxide growth condi-
tions. Therefore, the loop broadening observed in Fig. 2
is accompanied by decreased jumps in the electrical
conductivity and reflectance. At pressure P5, the phase
transition disappears in films grown on silicon, and at
still higher pressures, it likewise does not occur in films
prepared on sapphire. Actually, this means that the
vanadium dioxide films grown by us at elevated oxygen
pressures are no longer single phase. As is evident from
Fig. 2, the hysteresis loop width is larger in films grown
on silicon substrates. The maximum loop width for
these films is also noticeably larger than that for the
films prepared on sapphire. With this in mind, one may
expect films grown on fused quartz to exhibit still
broader loops.

From Fig. 2, which illustrates loop transformation
with increasing oxygen pressure, it is seen that, as the
loop width increases, a step appears in the branch
depicting the vanadium dioxide transition from the
metallic to the semiconducting phase. Such steps have
been observed earlier for films obtained by various
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Fig. 2. Effect of the pressure in the working chamber on the
shape of hysteresis loops of vanadium dioxide films pre-
pared using laser ablation on substrates of (a) Si and
(b) Al2O3. Film thickness ~800 Å. The oxygen pressure was
varied from 10 to 100 mTorr, with P5 > P4 > P3 > P2 > P1.
Substrate temperature ~850 K.
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methods [9, 10]. Considering this in terms of the
approach proposed in [2, 3], the simplest explanation of
this behavior consists in assuming the existence of two
maxima in the film grain distribution in size and, hence,
width of the elementary loops adding up to form the
main loop. Assuming that the phase equilibrium tem-
perature in all the grains is the same and that the ele-
mentary loops are symmetric with respect to this tem-
perature, summation of the elementary loops would
produce steps in both branches of the main hysteresis
loop. This is illustrated in Fig. 3a, which gives a sche-
matic representation of the formation of the main loop
for the simplest hypothetical case of a film consisting of
equal numbers of grains differing in cross-sectional
size by a factor two. The appearance of a step in only
one branch of the main loop can be assigned either to
the phase equilibrium temperature being dependent on
grain size (Fig. 3b) or to an asymmetry in the elemen-
tary loops, which is likewise correlated with grain size
(Fig. 3c). In real films, the grains are naturally distrib-
uted within certain intervals of both size and phase
equilibrium temperature; this is what brings about
smoothening of the steps or just the appearance of
knees in hysteresis loop branches in place of them.
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Fig. 3. Construction of the main hysteresis loop for the
hypothetical case of a vanadium dioxide film consisting of
the same number of grains differing in cross-sectional size
by a factor two. According to [3], the width of the elemen-

tary loops should differ by a factor of . The fraction of
the film material in the form of larger grains is four times
that of smaller grains. Thus, a rectangular loop representing
the sum of narrow elementary loops is four times higher and

 times narrower than a loop representing the sum of the
remaining elementary loops associated with small grains.
The sum total of all loops, which is shown in the bottom line
of the figure, depends on the temperature position of the
loops and their symmetry: (a) elementary loops are sym-
metric, and the phase equilibrium temperature Tc is the

same for all grains; (b) the loops are symmetric, and 

and  are the phase equilibrium temperatures for small

and large grains, respectively; and (c) the phase equilibrium
temperatures are the same in all grains, but the elementary
loops are asymmetric.
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Grain distributions in size with two maxima could
be associated with two types of vanadium dioxide
nucleation on the substrate surface, namely, heteroge-
neous and homogeneous nucleation. In the first case,
the nuclei (microislands of a film) form primarily on
substrate defects, such as scratches, roughness, and (in
the case of single-crystal substrates) small-angle
boundaries or sites of dislocation emergence. Because
nucleation on defects is energetically favorable, grains
form on them earlier and grow to larger sizes than in the
case of homogeneous nucleation, i.e., on defect-free
parts of the substrate. As the oxygen pressure is
increased, the fraction of small particles in the film
increases because of the decreasing surface diffusion
coefficient; this is manifested in a gradual upward dis-
placement of the step in Fig. 2.

Consider the physical reasons that can account for
the displacement of broader elementary loops toward
lower temperatures. The position of an elementary loop
(i.e., the phase equilibrium temperature in a given
grain) is determined to a large extent by the stoichio-
metric composition of the grain and, in the case where
a coherent boundary is formed between the substrate
and the film, by the mutual orientation of the interfac-
ing structures [11, 12]. The schematic pattern in Fig. 3b
may be the result either of the grain size being depen-
dent on the lattice matching conditions or of the grain
off-stoichiometry being dependent on the grain size.
Following the Laplace law, the equilibrium vapor pres-
sure above a growing particle is inversely proportional
to its size. This may bring about a larger oxygen defi-
ciency in a smaller grain and, as a consequence, a lower
phase equilibrium temperature. It is unlikely, however,
that such an explanation is applicable to our case of rel-
atively thick films (without islands).

The difference in composition between small and
large grains, needed to account for the observed results,
can also appear for purely kinetic reasons. The fact is
that oxygen diffuses into a film and outwards most effi-
ciently along grain boundaries. As a result, the compo-
sition of smaller grains should respond more quickly to
pressure changes in the working chamber. If, in the
course of film cooling from the growth temperature, the
oxygen pressure is less than the equilibrium value, the
oxygen deficiency can become more pronounced in
smaller grains in the case of a comparatively fast cool-
ing, which likewise would correspond to Fig. 3b.

Figure 3c illustrates the situation where the elemen-
tary loops are asymmetric, with the deviation of the
phase transition temperature from the phase equilib-
rium point in each grain being larger under cooling than
under heating. In our opinion, the most probable reason
for this asymmetry is associated with stresses at the
substrate–film interface. The stresses occur and
increase under cooling from the growth temperature
because of the difference in thermal expansion coeffi-
cients between the substrate and the film. As the phase
transition temperature is reached, the stresses change
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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dramatically; therefore, the additional energy expended
in generating elastic stresses in the substrate and the
film can contribute substantially to ∆T. When heated,
this stored energy will favor the onset of the reverse
transition and the value of ∆T will decrease. The size
effect consists essentially in that the probability of par-
tial stress relaxation through the formation of misfit dis-
locations or microcracks increases with increasing
stresses, which are directly proportional to grain vol-
ume.

If the phase equilibrium temperature is the same for
all grains, one can say that the wider the elementary
hysteresis loop, i.e., the smaller a given crystal grain,
the lower the temperature at which the grain will
undergo a martensitic transformation into the semicon-
ducting phase. The phase transition in smaller grains
will be elastically affected through grain boundaries by
larger grains in which this transition has already termi-
nated. We may recall that it is such an elastic interaction
among individual regions of a microcrystal that brings
about destruction of the crystal in the phase transition.
It appears only natural to assume that elastic stresses in
films are also capable of contributing to the asymmetry
of both the elementary and main loop. The structure of
the grain boundaries, in turn, depends on the extent to
which a film is textured or epitaxial; therefore, this
structure is determined to a considerable extent by the
actual conditions of synthesis, the substrate type, and
the film thickness. In this case, the width of an elemen-
tary loop and its asymmetry should obviously be deter-
mined not only by the grain size but also by the shape
of the grain distribution function in size and by the part
of this distribution to which the given grain belongs.

The shape alone of the hysteresis loops displayed in
Fig. 2 does not allow us to make an unambiguous deci-
sion regarding a concrete mechanism of step formation.
We readily see, however, that after the oxygen pressure
has reached the optimum level, the loop broadening is
determined primarily by the displacement of the branch
on which the step is located toward lower temperatures.
This displacement is markedly larger than the displace-
ment (toward higher temperatures) of the branch asso-
ciated with the reverse transformation in vanadium
dioxide. The loop transformation is observed against
the background of the formation of higher vanadium
oxides (most probably, V2O5) in the film. This is indi-
cated both by the decrease in the conductivity jump at
the phase transition and by the substantial decrease, by
several orders of magnitude, in the conductivity itself.
Therefore, one could hardly expect the phase equilib-
rium temperature in small grains to decrease in the case
where the conditions of preparation practically exclude
oxygen deficiency in a film. We are inclined to believe
that the asymmetry of the main loop in our case arises
most likely in accordance with the scheme shown in
Fig. 3c, i.e., that it originates from the asymmetry of the
elementary hysteresis loops.
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
The vanadium dioxide grain size can be reduced by
directly acting on the already prepared film. One possi-
bility consists in additional oxidation of the film by
heating it rapidly to a high temperature at atmospheric
pressure, then holding it for a short time at this temper-
ature, and cooling it rapidly thereafter. Figure 4 shows
the sequence of loop hysteresis variations with increas-
ing annealing time at 730 K. This thermal treatment
eventually transforms all of the film material into V2O5,
the highest vanadium oxide. As the film undergoes oxi-
dation, the regions occupied by vanadium dioxide in
the grains contract and we observe a broadening of the
main hysteresis loop, which is caused, to a considerable
extent, by the size effect. One also cannot with certain
rule out the influence of defects, which form when a
sample is quenched from the annealing temperature. It
is appropriate to note here that the elastic interaction of
these defects with dislocations born in the transforma-
tion determines the phase transition diffuseness (i.e.,
the hysteresis loop shape) at the microscopic level in
terms of the model developed in [13].

Additional oxidation, as seen from Fig. 4, also
reveals the existence of a double-humped grain distri-
bution in size in the original film. As the regions with
vanadium dioxide in the grains decrease in size, the step
discussed earlier appears in the loop. It should be noted
that the position of the step on the vertical axis does not
depend, in a first approximation, on annealing time.
This means that the ratio of the volume fractions of
large and small grains remains unchanged in the course
of annealing, which is possible only if the film is fairly
smooth (under the assumption that the oxidation front
is parallel to the film surface). We note that, in speaking
about the size effect, we have to understand here not the
cross-sectional size of grains, which does not vary in
this situation, but rather the thickness of the layer occu-
pied by vanadium dioxide. A similar effect of the vana-
dium dioxide film thickness on the width of the hyster-
esis loop was pointed out in [14]. In general, we believe
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0.6
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0.2

0
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360320
T, K

300 340
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Fig. 4. Effect of annealing time at 730 K on hysteresis loop
shape. The thickness of the vanadium dioxide film depos-
ited on the silicon substrate is ~800 Å.
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that one should take into account not only the cross-sec-
tional grain size but also the film thickness. Assuming
the crystal grain to have the shape of a rectangular par-
allelepiped, it appears more reasonable to take for the
size of such a grain the diagonal of the parallelepiped
rather than one of its edges, as should be done in accor-
dance with [3].

3. CONCLUSIONS

We have demonstrated the effect of crystal grain
size on the width and shape of the metal–semiconduc-
tor phase transition hysteresis loop in vanadium dioxide
films. It was shown that films can be obtained with hys-
teresis loops varying from 1 to 40 K in width, depend-
ing on the actual conditions of film preparation and the
substrate material. The assumption that there are two
types of nucleation was used to explain the origin of a
step in the hysteresis loop branch corresponding to the
phase transition from the metallic to the semiconduct-
ing state.
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Abstract—A theory of photoluminescence (PL) kinetics of porous silicon (PS) is developed. In this theory, the
approach suggested by the authors earlier is extended to the case of finite temperatures. The theory is based on
the concept of electron–hole recombination, which occurs in structural units of PS both through the tunneling
mechanism (playing a role even for T = 0 K) and through thermally activated diffusion of photoexcited carriers.
The PL kinetics is analyzed in terms of two models considered in the literature, in which PS is treated as a ran-
dom ensemble of spherical nanocrystallites or quantum wires. The results are applied to interpret experimental
data on the kinetics and instantaneous PL spectra of PS. Although both models basically provide an adequate
quantitative description of the experimental data at both low and room temperatures, the model of spherical
nanocrystallites seems preferable. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Porous silicon (PS) still attracts considerable atten-
tion as a promising material for practical applications
(e.g., in optical devices) and is also interesting from the
point of view of fundamental physics [1]. This interest
is related to the fact that PS exhibits properties typical
of any disordered system; namely, the photolumines-
cence (PL) kinetics of PS differs essentially from the
Debye type [1–3] and the temperature dependence of
PL relaxation times has a non-Arrhenius form [4].

The theory of the low-temperature PL of PS was
developed by us in [5] using the concept of the tunnel-
ing mechanism of radiative recombination of photoex-
cited electrons and holes in silicon nanocrystallites
embedded in SiO2 layers, where the nanocrystallites
were modeled by spheres (quantum dots, QDs) with
random (Gaussian) radius distribution. To the best of
our knowledge, to date, there has been no consistent
theoretical analysis of numerous experimental data on
the kinetics and spectral characteristics of PL at finite
temperatures T. Such an analysis seems necessary,
since even now some ill-justified assumptions [6] are
made in interpreting experimental data on PS photolu-
minescence (e.g., when processing the temperature
dependence of kinetic characteristics [1]). For example,
in [6] and in subsequent papers (see, e.g., [1, 3]), an ad
hoc concept of the two-level structure of exciton exci-
tations in PS was used and practically no model was
suggested in [6] for the experimentally observed non-
exponential decay of PL (of the type of Kohlrausch’s
stretched exponential). Moreover, the formula used in
those papers for the temperature dependence of the
characteristic decay time of PL cannot be reconciled
with the clearly pronounced non-Arrhenius tempera-
ture dependence of the characteristic decay time τ(T)
obtained in experiments on the PL kinetics of PS [4].
1063-7834/04/4603- $26.00 © 20537
Such a non-Arrhenius τ(T) dependence implies that,
at finite temperatures, in addition to tunneling recombi-
nation of electron–hole pairs in QDs, effects related to
the diffusive transport of photoexcited carriers to their
place of recombination in QDs are of importance and
this diffusion should reflect the random character of the
PS structure. In this case, the observed PL of PS is
determined by the total recombination probability in
the tunneling and in the diffusion channel (e.g., accord-
ing to Mott’s diffusion mechanism in a random land-
scape [7]) inside each of the QDs (here, we do not dis-
cuss the photoexcited carriers that leave to the SiO2
matrix and possible nonradiative effects [8], which are
important in the temperature region of PL quenching).
In this approach, only two more parameters (in addition
to those introduced in [5]) appear in the theory. These
parameters characterize Mott’s diffusion and can, in
principle, be determined from independent experiments
(see, e.g., [7]).

In this work, we use both the QD model and the
quantum wire (QW) model to analyze the PL kinetics
of PS. We note that PS was considered as a system of
QWs, e.g., in [9] (see also [1]), although the QD model
[1, 9] is more common. We will show that basically
both models (with appropriate choice of the parame-
ters) can be used to quantitatively interpret published
experimental data on the kinetics and instantaneous
spectra of PS photoluminescence up to room tempera-
ture. However, it is important that the computational
procedure for the QW model appears to be more intri-
cate than that for the QD model (see below). Further-
more, the latter model adequately describes the kinetics
and spectra of PS photoluminescence [1, 2] for values
of the parameters that seem closer to those determined
from independent measurements. On the other hand, it
is possible that, in the experimental situation consid-
ered in [10], the QW model would be more adequate for
004 MAIK “Nauka/Interperiodica”
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interpreting PS photoluminescence. However, since
there are no published experimental data on the PL
kinetics (on time scales of milliseconds or shorter) for
PS samples prepared by the method applied in [10], we
cannot discuss the problem of the proper choice of the
model for such samples.

2. PHOTOLUMINESCENCE KINETICS
IN MODELS OF POROUS SILICON 

OF DIFFERENT GEOMETRIES

2.1. Quantum Dot Model

In considering the PS structure in terms of the model
used in our earlier paper [5] (see also Introduction), we
assume that the photogeneration of electron–hole pairs
and the subsequent PL take place inside each of the
QDs. According to this model, for T ≠ 0, photoexcited
electrons and holes captured by traps of the donor and
acceptor types, respectively, located at the QD/matrix
interface can recombine (emitting PL photons) through
both the tunneling mechanism and Mott’s mechanism
of thermally stimulated transport (specifically, we
assume that only one type of carrier, e.g., electrons,
takes part in transport). For the latter mechanism, we
can assume that the transport of a photoexcited electron
to the place of recombination in the specified QD pro-
ceeds through a system of random energy levels at the
QD/SiO2 interface. One can reasonably assume1 that
the two-dimensional diffusion coefficient for such an
interface must obey Mott’s law:

 (1)

where D0 and T0 are characteristic constants.
Passing to the kinetics of PS photoluminescence, we

note that it is determined by recombination in each of
the QDs. If an electron–hole pair is photoexcited in a
QD and the distance between this electron and hole
(localized at the surface of the QD) is r, then the contri-
bution from this pair to the PL kinetics is described by
the function [5]

 (2)

where W(r) is the recombination probability rate. From
the above discussion, it follows that this recombination
rate (as for T = 0 K [5]) contains the term W1(r) =
Wmaxexp(–2r/R0) describing the tunneling recombina-
tion (R0 is the characteristic localization radius of the
particles of the pair, Wmax is a constant). In addition,
W(r) also contains a diffusion term, whose structure can
be established using the well-known Einstein formula
(see, e.g., [7]) that relates the average particle displace-
ment and the elapsed time. Assuming that r2 is the aver-
age electron displacement squared and that diffusion is

1 See the comment in [7] on measuring the Si/SiO2 interface con-
ductivity.
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PH
two-dimensional, we can represent the diffusion term
in W(r) in the form W2(r) = 4D/r2, where D is given by
Eq. (1).

Before writing out an expression for the function
IE(t) that defines the PS photoluminescence kinetics for
a given radiation energy E, we note the following. We
might expect that, due to Coulomb interaction between
the photoexcited electron and hole, they will be local-
ized in the QD at the nearest neighbor traps of the donor
and acceptor types. Setting r to be the distance from a
given donor trap to the nearest neighbor acceptor trap,
we take into account that, generally, the probabilities of
different values of r are not equal; i.e., in calculations,
we take account of the distribution in r (for simplicity,
the distribution function was taken to be constant in
[5]). To be more specific, we assume that the donor trap
density is lower than the acceptor trap density. Then,
the distribution function of r will be similar to that used
in [11] for recombination in a bulk compensated semi-
conductor. We extend the assumption made in [11] con-
cerning the exponential form of the distribution func-
tion to the case of a spherical surface and introduce the
polar angle ϑ  [such that r = Lsin(ϑ /2)] and the azimuth
angle ϕ specifying the position of the acceptor trap with
respect to the nearest neighbor donor trap (which is
assumed to be located at ϑ  = 0). It can be seen that the
probability density (normalized over the range of
angles ϑ , ϕ) of finding the nearest neighbor donor and
acceptor traps at a given angular distance ϑ  on a QD
surface of diameter L is

 (3)

Here, we assumed that the probability density does not
depend explicitly on ϕ; nh is the surface density of
acceptor traps.

As is usually done (see, e.g., [9]), we choose the dis-
tribution function in L in the form of a lognormal distri-
bution (in contrast to [5], where we used a Gaussian
distribution). As earlier [5], we take into account that
the members of a pair separated by a distance r in a QD
of diameter L recombine to emit a photon of energy
Eg + c1/L + c2/L2 + e2/(εr), where the terms containing
L describe the size dependence of the band gap of the
QD (Eg is the band gap for macroscopic Si, c1 and c2 are
constants [1]) and the last term describes Coulomb
interaction between the charged donor and acceptor
[12] (e is the elementary charge, ε is the effective per-
mittivity of the medium).

The function IE(t) describing the PL decay can be
obtained by averaging Eq. (2) over the QD diameters L

p
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and over the distances r limited by the QD size. The

result for the function (t) is

 (4)

where W(r) = W1(r) + W2(r), L0 and σ are the parame-
ters of the normalized lognormal distribution and the δ
function accounts for energy conservation in the
recombination process.

Integrating over ϑ  in Eq. (3), we obtain

 (5)

where

 (6)

Expression (5) allows us to analyze the kinetics of PS
photoluminescence for arbitrary radiation energies up
to temperatures at which nonradiative effects become
important. Naturally, due to the presence of the diffu-
sion term, the PL rate at finite temperatures becomes
greater as compared to the case with T = 0 K. It can be
seen from Eq. (5) that, for a high enough temperature T,
the recombination through the diffusion mechanism
can become dominant, but the PL decay remains non-
exponential. The decay is of the type of that given by
the empirical Kohlrausch’s formula, which is com-
monly used to describe experimental data on PS photo-
luminescence [1].
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2.2. Quantum Wire Model

It is worthwhile to construct an analog of Eq. (5) for
the case of cylindrical geometry, since, in addition to
the QD model, a model considering PS as a system of
QWs is discussed in the literature (see, e.g., [1, 10]). In
this case, the distribution function in distances r
between the nearest neighbor donor and acceptor traps
plays the key role in describing the PL kinetics in the
QW model, since the cylinder length is assumed to be
infinite. Actually, this role amounts to effective exclu-
sion of the pairs with large r from the recombination

process. In our case, r = , where z
and ϕ are the cylindrical coordinates of the acceptor
impurity measured with respect to the donor impurity
(we place the donor impurity at the point z = 0, ϕ = 0 on
the cylindrical surface). If r is much greater than the
cylinder diameter L, we again assume that the distribu-
tion function in this quasi-one-dimensional geometry is
exponential [11] and write this function in the form
~exp(–n1r) ≈ exp(–n1|z |), where n1 is the linear trap
density (per unit length of the quasi-one-dimensional
system considered) related to the above density nh and
to the QW diameter L by the formula n1 = πLnh. Taking
this simplest distribution function (independent of ϕ)
for any z, we obtain the following expression for the
probability density (normalized over the range of z, ϕ)
of finding the nearest neighbor donor and acceptor
impurities at a distance z:

 (7)

In this case, the function (t) describing the kinet-
ics of PS photoluminescence for the radiation energy E
in the QW model can be written as

(8)
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The presence of the δ function removes one integration
(in z), and we obtain

(9)
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Fig. 1. Experimental data [2] (solid squares) and calcula-
tions based on Eq. (5) (solid curve) and Eq. (9) (dashed
curve) for PL decay in PS at T = 10 K. The values of the
parameters are indicated in the text.
P

where, in addition to the functions ξmin, x(ξ), and γ
defined above, we introduced the functions

(10)

 (11)

 (12)

Unfortunately, the resulting expression (9) cannot be

further simplified and calculating (t) requires
evaluation of double integrals.

3. PROCESSING OF EXPERIMENTAL 
PHOTOLUMINESCENCE DATA 

FOR POROUS SILICON

Equation (5), based on the model representing a dis-
ordered medium as a random ensemble of QDs, admits
a quantitative interpretation of numerous experimental
data on the kinetics and instantaneous spectra of PS
luminescence (in the range from helium to room tem-
perature) [1–3]. Analysis of PL experiments for the
same PS samples in such a wide temperature range
makes it possible not only to show the self-consistency
of the theory but also to obtain sufficiently full informa-
tion on the parameters characterizing the physical prop-
erties of the material. In what follows, we also analyze
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Fig. 2. Experimental data [2] (solid squares) and calcula-
tions based on Eq. (5) (solid curve) and Eq. (9) (dashed
curve) for PL decay in PS at T = 300 K. The values of the
parameters are indicated in the text.
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the experimental data on PS photoluminescence in the
QW model.

As above (as in [5]), we use the values c1 = 18.4 eVÅ
and c2 = 202 eVÅ2 [1]. We also note that the quantity Eg

is, in general, temperature-dependent (see, e.g., [13]).
We estimate T0 by using arguments similar to those

described in [7] and obtain  ~ 10 K1/3. The values
of the other parameters in Eq. (5) are chosen so as to
ensure the best agreement between the theory and
experimental data [2] on both the kinetics and instanta-
neous spectra of PS photoluminescence at temperatures
close to absolute zero and at room temperature.

In Figs. 1 and 2, we show the experimental data [2]
on the PL kinetics (for E = 1.86 eV) of a PS sample with
a porosity of 65% at T = 300 and 10 K, respectively, and
the theoretical curves corresponding to the QD model
(solid lines) and QW model (dashed lines). The param-
eters used for plotting the theoretical curves are listed
in the table.

We note that the cited values of Eg reflect (even
quantitatively) the trend of the crystalline silicon band
gap narrowing with increasing temperature [13].

The same values of the parameters were used to cal-
culate theoretical PL spectra by Eqs. (5) and (9) at differ-
ent times. In Fig. 3, we show the experimentally mea-
sured instantaneous PL spectra of the same PS sample at
T = 300 K [2] together with the results of our calculations
(solid lines correspond to the QD model; dashed lines. To
the QW model). In Figs. 4 and 5, we plot the experimen-
tally measured [2] and theoretical time dependence
(solid lines correspond to Eq. (5); dashed lines, to

T0
1/3
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0
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t = 80–110 µs

t = 110–140 µs

t = 140–170 µs

Fig. 3. Instantaneous PL spectra at T = 300 K. Solid squares
correspond to experimental data from [2], and solid and
dashed curves are calculated using Eqs. (5) and (9), respec-
tively, for the values of the parameters corresponding to the
curves in Fig. 2.
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Eq. (9)) of the positions of the maxima of the instanta-
neous PL spectra of PS at T = 10 and 300 K, respectively.

It is seen from Figs. 1–3 that Eqs. (5) and (9) based
on the alternative models of PS structure reproduce the
experimental PL data reasonably well. It is important
that, in the framework of the QW model, quantitative
agreement with experimental data is reached due to the
introduction of the function p(QW)(z) [the QD model is
much less sensitive to variations in function p(QD)(ϑ)].
Therefore, from the experimental data on PL kinetics,
one can hardly unambiguously establish which of the
models discussed describes the real PS structure more
adequately. However, the above analysis shows that, in
order to reach agreement between the experimental
data and the QW model, we have to choose a substan-
tially greater value of T0 than that for the QD model

(  ≈ 20 K1/3 is closer to the estimate made in [7]).T0
1/3

Parameters in Eqs. (5) and (9)

Parameter QD model QW model

L0, Å 47 46

σ 0.24 0.22

ε 3.6 3.6

R0, Å 8.3 9

Wmax, 106 s–1 1.9 4.6

D0, 109 cm2 s–1 8.5 1

, K1/3 20 35

Eg(T = 10 K), eV 1.21 1.24

Eg(T = 300 K), eV 1.13 1.12

γ 0.05 0.2

T0
1/3

2 4 6 8 10 12 14 16 18

1.76

1.80

1.84

1.88

1.72

Experiment

Theory QW
Theory QD

T = 11 K

Time, ms

Energy maximum, eV

0

Fig. 4. Time evolution of the position of the maximum in the
instantaneous PL spectra at T = 11 K. Solid squares corre-
spond to the experimental data from [2], the solid curve to
calculations by Eq. (5), and the dashed curve to calculations
by Eq. (9); the values of the parameters correspond to the
curves in Fig. 1.
4
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Moreover, the electron microscopy data [9] seem to
favor the QD model.

We note that certain information on the trap density
in PS can be obtained by measuring the ac conductivity
σ(ω), since this conductivity occurs by hopping and is
determined to a considerable degree by the trap density.
As in any disordered system, the electric response of PS
is essentially of non-Debye type; indeed, there exists a
wide frequency range in which σ(ω) increases as a
power-law function with a fractional exponent [1].
Joint analysis of the experimental data on PL and ac
conductivity would allow us to obtain information
about various physical parameters of PS.

4. CONCLUSIONS

Starting from the concept of PS as a random system
of structural building blocks (spheres or cylinders of
various radii), we have developed a theory of PL kinet-
ics that takes into account both tunneling recombina-
tion of electron–hole pairs captured in traps and ther-
mally activated diffusion. The function describing the
PL kinetics has been obtained by averaging over the
size distribution of building blocks and over the relative
positions of an electron and a hole in each pair. The the-

0 20 40 60 80 100 120 140 160

1.68

1.70

1.72

1.74

1.76

1.78

1.80

Experiment

Theory QW
Theory QD

T = 300 K

Time, µs

Energy maximum, eV

1.66

Fig. 5. Time evolution of the position of the maximum in
the spectra shown in Fig. 3. Solid squares correspond to
the experimental data from [2], the solid curve to calcula-
tions by Eq. (5), and the dashed curve to calculations by
Eq. (9); the values of the parameters correspond to the
curves in Fig. 3.
PH
ory provided a good quantitative description of the PL
kinetic curves in the temperature range from helium to
room temperature and of the temperature variation of
instantaneous PL spectra. It was shown that both mod-
els can be applied to interpret experimental data on PS
photoluminescence, although there are good reasons to
prefer the QD model.

Finally, we note that, in principle, our theory of PL,
with necessary modifications, can be adapted to study
the functional features of PS-based optical devices used
in practice (multilayer structures, optical resonators,
etc.) [1].
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Abstract—For a wide thin film of thickness L, the expansion of energy characteristics in powers of 1/L is con-
structed using the free-electron approximation and a model of a potential well of finite depth. The errors in each
order of the expansion are analyzed. Using the exact formulas, the thickness dependences of the work function
and of the electronic contribution to the elastic force for Al, Au, Ag, and Na films are calculated. It is concluded
that the work function of a low-dimensional metal structure is always smaller than that of the corresponding
semi-infinite metal. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Analytical approaches to the determination of the
density of states and the Fermi energy for metal films
were proposed in [1, 2] on the basis of the free-electron
model. Analytical calculations using the Euler–
Maclaurin summation rule have only been possible for
infinitely high surface barriers. Using the same ideas, in
[3] it was noted that the contact potential difference for
a film can be quantized and in [4–6] the jumps of the
elastic force for a point contact observed experimen-
tally in [7, 8] were explained. However, the work func-
tion cannot be determined in this simple model.

Existing detailed calculations (among them ab initio
calculations) do not determine the thickness dependence
of the work function of isolated films and wires unam-
biguously, and the oscillations obtained are too large to
be realistic [9–14]. The work function of Ag layers (vary-
ing in thickness from one to twelve monolayers) on
Fe(100) substrates was recently measured in [15].

Point contacts of gold samples were studied experi-
mentally in [7] by elongating the contacts to the rupture
point. It was shown that oscillations in the values of the
elastic constants appear simultaneously with an abrupt
variation in conductance. The dimensionality of a con-
tact must vary when the circuit is interrupted. Indeed, at
the moment of formation of a contact, the contact
region can be represented as a layer, whereas at the
moment of its rupture the contact region becomes a
wire. Thus, in such experiments, a transition occurs
from a two-dimensional (or zero-dimensional) to a one-
dimensional open electron system.

In this paper, we develop analytical theory for thick-
ness-dependent energy and force characteristics of
metal films by using an elementary one-particle
approach not involving the Euler–Maclaurin summa-
tion formula. A simple model makes it possible to
improve or correct the previous theories and calculate
1063-7834/04/4603- $26.00 © 20543
the oscillating thickness dependence of the work func-
tion and the elastic force. Under the assumption of ideal
plastic strain, the volume of the film remains constant
during stretching; this allows comparison with the
experimental results reported in [7]. Thermal effects are
not taken into account.

2. STATEMENT OF THE PROBLEM

We consider a thin metal film whose thickness Lz is

of the order of the Fermi wavelength  and is much
smaller than its other dimensions, Lx @ Lz and Ly @ Lz;
thus, the discreteness of the electron momentum com-
ponents px and py can be ignored. For typical values of

the electron density in metals, we have  . 0.5 nm.

To the first approximation, the electron potential-
energy profile in the film can be represented as a rect-
angular potential well of constant depth U0 with dimen-
sions Lx, Ly, and Lz. A solution to the Schrödinger equa-
tion for such a potential is characterized by a set of elec-
tron wave numbers kxj = 2πj/Lx, kys = 2πs/Ly (j, s = 0, ±1,
±2, ±3, …), and kzi (i = 1, 2, 3,…), which are roots of
the equation

 (1)

where "k0 =  and m is the electron mass.

A set of wave numbers determines the electron
energy:

 

Since Eijs < U0, the number of possible electron states is
finite.

λF
0

λF
0

kziLz 2 kzi/k0( )arcsin– πi,+=

2mU0

Eijs
"

2

2m
------- kxj

2
kys

2
kzi

2
+ +( ).=
004 MAIK “Nauka/Interperiodica”
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It is convenient to pass to dimensionless variables

by choosing U0 as a unit of energy and  as a unit of
length. We introduce the following notation:

 

 

With these units, the energy can be interpreted as the

square of the state vector in the ξ space,  =  +

 + , with ξijs ≤ 1.

Equation (1) assumes the form

 (2)

Note that not only solutions of Eq. (2) but also the num-
ber of levels in the potential well are fully determined
by the film thickness l; namely, imax = [l] + 1, where [a]
stands for the integer part of a. Let us now discuss the
distribution of electron states.

3. DISTRIBUTION OF STATES IN ξ SPACE
AND DENSITY OF STATES

Let us estimate the interval ∆ξ between neighboring
values of ξz. Since the distances between two consecu-
tive values of ξx and ξy are small, namely, ∆ξx = ξxj + 1 –
ξxj = 1/lx and ∆ξy = 1/ly, it follows from Eq. (2) that, for
sufficiently large values of l,

 (3)

For the relative values of the film dimensions assumed by
us, it follows from Eq. (3) that ∆ξ @ ∆ξx, ∆ξy. We see that
the possible electron states {ξxj, ξys, ξi} form a system of

k0
1–

ξ i kzi/k0, ξ xj kxj/k0, ξ ys kys/k0,= = =

l k0Lz/π, lx k0Lx/2π, ly k0Ly/2π.= = =

ξ ijs
2 ξ xj

2

ξ ys
2 ξ i

2

lξ i
2
π
--- ξ iarcsin– i.+=

∆ξ l
1–
.≈

ξz

ξF ξz = ξ4

ξz = ξ3

ξz = ξ2

ξz = ξ1

ξF ξx

ξy

Fig. 1. Geometrical diagram of electron-state filling in ξ
space.
PH
parallel planes ξz = ξi in ξ space and that the density of
states on all these planes is the same and is equal to

 (4)

The factor 2 takes into account the two possible values
of the electron spin projection.

The states are filled by electrons, beginning at the
point {0, 0, ξ1}, in ascending order of ξ, i.e., of the state
energy. Therefore, it appears that all occupied states lie
in the ξ-space domain bounded by the plane ξz = ξ1 and

the hemisphere of radius ξF = , where EF is the
Fermi energy equal to the maximum energy of occu-
pied states.

The occupied states are distributed with density σ
over the disks bounded by the intersections of the Fermi
hemisphere with the planes ξz = ξi, with i = 1, 2, …, iF

(Fig. 1). The area of each disk is Si = π(  – ). The
number of occupied states coincides with the number of
valence electrons in the film and is equal to

 (5)

where iF is the number of occupied levels in the poten-
tial well.

The number of occupied states per unit volume is

 (6)

where we used the notation εF ≡ EF/U0 =  for the
Fermi energy.

By definition, the density of states ρ(E) is the num-
ber of states per unit energy interval near the energy E
and per unit volume of the metal. In order to find this
quantity, we write Eq. (6) in the form

 (7)

and interpret ν as the number of states (per unit volume)
whose energies do not exceed ε. In Eq. (7), iε is the
index of the greatest of the roots of Eq. (2) satisfying

the condition  ≤ ε. The function iε(ε) is assumed to

be constant inside each interval ( , ), i = 1, 2,…,
[l] and to change by 1 at the boundaries of these inter-
vals.

We find from Eq. (2) that

 

Substituting here the values of ξi in ascending order of
i, we obtain the sequence of natural numbers. We let ξ

σ 2/ ∆ξ x∆ξ y( ) 2lxly.= =

EF/U0

ξF
2 ξ i

2

N σ Si

i 1=

iF

∑ 2lxly π ξF
2 ξ i

2
–( ),

i 1=

iF

∑= =

ν N
lxlyl
---------≡ 2π

l
------ iFεF ξ i

2

i 1=

iF

∑–
 
 
 

,=

ξF
2

ν 2π
l

------ iεε ξ i
2

i 1=

ic

∑–
 
 
 

=

ξ i
2

ξ i
2 ξ i 1+

2

i lξ i
2
π
--- ξ i.arcsin+=
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take any value in the limits from ξ1 to 1 and form an
integer-valued increasing function such that at the
points ξ = ξi the value of the function is increased by
one and in the intervals between these points the func-

tion does not change. Substituting ξ = , we obtain

 (8)

By differentiating Eq. (7) under the condition iε = const,
we find ρ(ε) = dν/dε. Using Eq. (8) and working back-
ward through the normalizations, we obtain

 (9)

where V = LxLyLz.

4. GENERAL SIZE DEPENDENCE 
OF THE FERMI ENERGY

From Eq. (6), we obtain

 (10)

Using Eq. (8), we find that the number of occupied
levels is

 (11)

In what follows, we assume that the electron density
in the film does not depend on its size and is

 (12)

If the depth of the well is fixed, then Eq. (12) implies
that ν = const.

Turning back to Eq. (2), we readily see that its roots
ξi are determined by l alone. Therefore, in Eqs. (10) and
(11), the dependence on the potential well depth
appears only in the parameter ν. Thus, only this param-
eter determines both the valence electron density and
the well depth. The thickness dependence of the Fermi
energy εF(l) can be found by solving the set of equa-
tions (10) and (11) under the additional condition ν =
const.

All terms in Eq. (10) admit a simple geometrical
interpretation in ξ space. It follows from the definition
ν ≡ N/lxlyl and from Eq. (5) that S = 1/2νl, where S =

 is the total area occupied by the valence elec-
trons (i.e., the sum of the areas of the disks in Fig. 1).

ε

iε l ε 2
π
--- εarcsin+ , ξ1

2 ε 1.≤ ≤=

ρ E( ) 1
V
---dN
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-------=

=  
m

π"
2
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Lz 2mE

π"
---------------------
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π
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iF
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2π
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2
π
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3

4π3
--------ν n.= =
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Then, νl/2π = , where ρi is the radius of the ith
disk. Therefore, Eq. (10) is obtained by summing the

obvious equality  =  + .

Substituting the expression  ≡ ( )3/3π2 into

Eq. (12) (  is the electron Fermi momentum for the
infinite metal), we find

 (13)

where  ≡ /k0; i.e., ν is equal to the double of the
volume of the Fermi hemisphere in ξ space in the lim-
iting case l  ∞.

Setting iF = const, from Eq. (10) we obtain

 (14)

In order to see how the roots of Eq. (2) change with
varying l, we differentiate both parts of this equation
and find that

 (15)

Here, the equality takes place only in the limit l  ∞,
i.e., as ξi  0 for all i.

The disks in Fig. 1 are lowered with increasing l.
The lowering rate gradually decreases, so that the lower
disks move more slowly than the higher ones. Accord-
ingly, the distance between the disks decreases and
their number iF grows. It is seen from Eq. (11) that this

number increases by 1 each time the equality εF = 
is satisfied. The process of disk lowering is accompa-
nied by the “pulsation” of the Fermi hemisphere. Its

radius ξF =  alternately increases (as dεF/dl > 0) and
decreases (as dεF/dl < 0), having the average tendency
to decrease.

Now, let us study the behavior of the function εF(l)
at the points where the number of occupied levels
increases, iF  iF + 1. We denote the corresponding

value of l by . Let  be the limit of the function

εF(l) as l   from the left and let  be the limit

of this function as l   from the right. The dif-
ference between these limits is
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At the point l = , as noted above, we have  =

 and, therefore,  = ; this means that the function
εF(l) is continuous. For its derivative, the situation is
different.

We introduce the notation  =

. The difference between these deriva-

tives is

 

At the points l =  the derivative dεF/dl is discontin-
uous; the value of the jump decreases with increasing l,
since the number of occupied levels iF grows with l.

Let us find the limit of εF(l) as l  ∞. It follows
from Eq. (2) that ξi  0 as ξi = i/l; therefore, the first
term on the right-hand side of Eq. (2) can be neglected
compared to i and we obtain ξi = i/l. The sum in Eq. (10)
is easily calculated to give

 

From Eq. (11) for large l, we obtain

 (16)

i.e., iF and l are of the same order of magnitude. Using

Eqs. (16) and (13), we obtain εF =  in the approxima-
tion chosen. In what follows, we determine the asymp-
totic form of the function εF(l) for large l by using the
series expansion in powers of 1/l.

5. SIZE DEPENDENCE 
OF THE WORK FUNCTION

As noted above, the minimum value of Lz corre-
sponds to approximately one monolayer. Let us esti-
mate the minimum value of l. To this end, we use the

relations l = Lz /π", where Lz = 0.5 nm, and

 (17)

with U0 = 3.50 and 15.94 eV for Cs and Al, respectively.
We obtain 1.6 < lmin < 3.5. In what follows, we assume
that 1/l is small and use a power expansion in 1/l in cal-
culating the Fermi energy.

Now, we introduce the notation α ≡ 1/l. The ξi(α)
dependence is implicitly determined by Eq. (2), which
can be written as

 (18)
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P

We look for the roots ξi in the form of the expansion

 (19)

Keeping the terms to the order α3, we obtain the Fermi
energy to the order α2. It is seen from Eq. (18) that

 (20)

Differentiating both sides of Eq. (18) with respect to α
and multiplying the result by α gives

 (21)

Setting α = 0, we find

 (22)

In a similar way, we obtain

 

Substituting the obtained expressions into Eq. (19),
we find

 (23)

First, we evaluate the Fermi energy to first order in α.
For this purpose, it suffices to keep the first two terms
in Eq. (23) when substituting it into Eq. (10). Indeed,
the order of magnitude of the error δξi does not exceed

iFα3 in this case. The error of  is 2ξiδξi, and its order
of magnitude also does not exceed iFα3, since ξi ≤ 1.

The error of the sum  is smaller than ,
and the order of magnitude of the error of the whole

expression (10) does not exceed iFα3. Since iF . /α,
as follows from Eq. (16), this estimate of the Fermi
energy is correct to first order in α.

After the above-mentioned substitution into Eq. (10),
we have

 (24)

We divide the range of variation of α into intervals
(αi + 1, αi), i = 2, 3,…, where αi ≡ 1/li; inside these inter-
vals, we have iF = i. The values α > 0.3, which corre-
spond to l < lmin, are nonphysical. Let us find the bound-
aries of the intervals.
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As shown above, for α = αi, we have εF = . In
zeroth approximation, we can write

 (25)

Using Eqs. (25) and (13), we find

 (26)

From Eqs. (23) and (24), we can obtain an exact equa-
tion for αi + 1:

 (27)

According to Descartes’s rule of signs, Eq. (27) has two
real positive roots. In zeroth approximation, one of

them is ~  and the other is of a higher order of
smallness. We are interested in the first root of Eq. (27),
because this root determines the boundaries of the
intervals (αi + 1, αi) with constant iF,

 (28)

The minus sign corresponds to p = i + 1, and the plus
sign to p = i. Thus, the width of the interval (α i + 1, α i)
decreases as 1/i 2 with increasing i (or l), since α i –

α i + 1 = .

Unexpectedly, the examination of function εF(l)
indicates the insufficiency of its approximation by step
function (24), corresponding to the most trivial repre-
sentation of the size effect. In order to take the terms of
order ~α2 on the right-hand side of Eq. (24) into
account, we must include the following terms, which
were earlier neglected:

 (29)

In this case, the εF(l) dependence is represented by a
concave curve in each interval (li , li + 1), i = 2, 3,…. Note
that straightforward numerical calculation of εF by
using Eq. (24) produces error, which arises due to tak-
ing the terms ~α2 into account incorrectly and leads to
an artificial oscillating dependence on l.

At the points where changes occur in the number of
occupied levels l = li, the derivative dεF/dl is discontin-

uous and the jump is –2 . To the left of the jump,
the function grows, and to the right of it, the function
decreases. The jump in the derivative results in the
appearance of kinks in the plot. The sharpness of the
kinks decreases with increasing i.
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5.1. The Asymptotic Form of εF(l)

For large values of l, Eq. (11) can be written as

 (30)

Indeed, if we omit the operation of taking the integer
part of a number, then we make an error whose value is
smaller than unity. The omitted term in Eq. (11) like-
wise does not exceed unity.

Substituting Eq. (30) into Eq. (24) and using con-
ventional units, we obtain

 (31)

The expression in parentheses is positive; i.e., asymp-

totically, we always have EF > .

The dimensional work function is trivially defined by

 (32)

By this definition, W is the energy separation between
the highest occupied level of the quasi-continuous
spectrum and the electron energy level in vacuum. The
value of W differs from that of W0 (for a semi-infinite
metal) and W < W0. The role of the size dependence of
the bottom of the potential well U(Lz) is discussed in
Section 8.

6. ELECTRON KINETIC ENERGY 
AND THE OSCILLATING PART 

OF THE ELASTIC FORCE

In order to calculate force characteristics, we must
find the confined electron kinetic energy. We denote the
total kinetic energy of the electron liquid by ε ≡ K/U0.

As noted above, the one-electron kinetic energy εijk
is numerically equal to the square of the position vector
of the point in ξ space representing the electron state.
The contribution from the corresponding element dS of
the disk to the total kinetic energy is dε = εijkσdS, where
the density of states σ is defined by Eq. (4). Next, we
must integrate over the disk area and sum the contribu-
tions from all disks.

We introduce the notation ρ ≡ (  + )1/2. The
maximum value of ρ in the ith disk is equal to the disk

radius ρi = (εF – )1/2. We have

 (33)
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Performing the summation with the required accu-
racy, we find

 (34)

The asymptotic form of this expression in conven-
tional units is

 (35)

where N is the number of valence electrons in the film.
Let us discuss the origin of the different terms in
Eq. (35).

The first term in Eq. (35) is the kinetic energy in the
case where the film thickness Lz is comparable to the
other system dimensions. The distance between the
disks in ξ space is so small in this case that the summa-
tion in Eq. (33) can be replaced by integration.

The dependence of the kinetic energy on the film
surface area LxLy is included in the density of states σ
from the outset (note that no term in Eq. (35) has any
relation to the surface energy, which cannot be defined
in this model). In contrast to the second term, the first
term in Eq. (35) depends on Lz as well; therefore, this
term is proportional to the volume or (for a constant
electron density) to the number of electrons.

The second term in parentheses in Eq. (35) is the
correction for a finite well depth. This correction is
rather important and makes a contribution of about
50%. In contrast to the case of an infinite well, electron
localization in a well of finite depth is not strict; there-
fore, the kinetic energy in the latter case is smaller.

Now, we discuss the electron gas pressure on the
walls. By reducing the film dimensions, we perform
work against the pressure; as a result, for a fixed well
depth, the electron gas kinetic energy increases. In the
expression for the energy differential

 

the negative of a partial derivative is the corresponding
component of the dimensionless force. For example,
the force acting in the direction of the z axis is

 

A real film is an electron–ion system; consequently,
the total force arising when the film is deformed cannot
be calculated in the one-particle formulation of the
problem.

In order to compare the results of our model calcu-
lation with the experimental data from [7, 8], we find
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the oscillating electronic contribution to the elastic
force under the conditions of ideal plastic strains, i.e.,
in the case where the total film volume is conserved:

 

This part of the force is in no way related to the
phases of stretching that are accompanied by a change
in volume; rather, it determines the variation in film
elastic properties as the film thickness is varied. This
force depends on the number of particles in the film;
therefore, it is convenient to consider the force normal-
ized by N,

 (36)

7. POINT CONTACT

When the film is brought into contact with the
shores, the electron chemical potentials are equalized
and the electronic system should be considered as an
open system with W(Lz) = W0. The electrical neutrality
of the cluster (film) is broken, and a part δN of the elec-
tron liquid passes out to the bath. As a result, the contact
potential difference δϕ appears.

In order to determine the contact potential differ-
ence, we consider energy cycles in which the electron
charge is transferred first to infinity and then to the
shores (electrodes). By analogy with a spherical cluster
[16], we express the ionization potential of the film hav-
ing charge +eδN as

 

and write the energy of adsorption of the charge –e∆ by
the bath as EA = W0∆; equating these two quantities, we
obtain

 (37)

where C is the sample capacitance.
We note that ∆ can be infinitesimal, since the “last”

electron can pass through the contact only partially
(i.e., it can be detected on both sides of the geometrical
contact with a nonzero probability). This situation is
typical for one-electron devices [17]. Therefore, δN can
be considered as a smoothly varying quantity.

We also assume that C corresponds to the total
capacitance Cc of both contacts. The validity of this
assumption depends on the cluster geometry. Near the
ends of the parallelepiped, the surface distribution of an
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excess positive charge should be similar to that for real
ionization due to the presence of faces. This is not true
for a ball-shaped cluster in direct contact with elec-
trodes, but it is valid for a cubic cluster or a film. Setting
Cc = eδN/δϕ, δN ! N, and ∆  0, we obtain from
Eq. (37)

 (38)

Now, we have to find the energy spectrum of the N1 =
N – δN electrons that remain in the film for a rectangu-
lar potential well of a different depth U1 = U0 – eδϕ. In
this approach, the Fermi energies for an isolated cluster
EF and for a cluster in the contact EF1 coincide. The total
kinetic energy K1 of the remaining electrons can be
determined in the same way as for an isolated film but
with a different energy spectrum and a different number
of electrons. For the oscillating part of the elastic force,
we have Fz1 = –(∂Ω/∂Lz)V, where Ω = K1 + W0N1 is the
thermodynamic potential.

8. RESULTS

Calculations are performed for films of trivalent Al
and monovalent Au, Ag, and Na with electron density

 = 3/4π , where rs = 2.07, 3.01, 3.02, and 3.99 a0,
respectively; the work functions for semi-infinite met-
als are taken to be W0 = 4.25, 4.3, 4.3, and 2.7 eV,
respectively.

Figure 2 shows the results of calculating the work
function for isolated films of different thicknesses. The
inequality W < W0 is satisfied for the whole thickness
range. This variation of W is in general agreement with
the experimental data from [15] and with the results of
self-consistent calculations using the Kohn–Sham
method for infinitely long cylindrical nanowires
[12,14,18] and for films [13]; however, there is dis-
agreement with the results from the calculations per-
formed in [9–11]. The amplitudes of the largest oscilla-
tions of the work function ~0.1–0.2 eV are even more
acceptable than those obtained in the cited theoretical
papers, since the observed oscillations are small. Com-
paring the work function variation for various metals, it
is easily seen that all differences are determined by the
values of rs. For aluminum (with the smallest rs), the
amplitude of oscillations of the work function 1 – W/W0
is the largest, the period ∆L is the smallest, and the posi-
tions of the kinks are displaced to the left. These fea-
tures are well described by the approximate relations
1 – W/W0 ~ 1/rsL, ∆L ~ rs, and Li ~ irs, which follow
from Eqs. (28) and (31).

We note that it is the ionization potential

 (39)

that is always measured experimentally.
For wide films or long wires, we have C  ∞ and

the work function coincides with the ionization poten-
tial. In the opposite case, the quantity W is useful only

δϕ W0 W–( )/e.=

n rs
3

IP W e
2
/2C+=
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from the methodical point of view but it is not directly
measured. To calculate the ionization potential IP, the
film capacity can be estimated as the capacity of the
equivalent disk of the same thickness (e.g., of volume
3 nm3). Since the spectrum is quasi-continuous, we can
consider only the first two oscillation periods. It
appeared that in this size interval we have IP > W0. The
condition IP < W0 can only be satisfied for wires [19].

In order to clarify the role of the thickness depen-
dence of the bottom of the well, we consider the data
presented in Fig. 3. These data are extracted from the
results of the self-consistent calculations performed in
[20]. In that work, the electron energy spectrum was
calculated for a self-consistent spherical potential
whose form was far from being rectangular. In our
equivalent energy diagram, the position of the lowest
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0.8
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1.0

0.9

Au, AgW
/W

0

Na
0.9

1.0

2 6 10 14
Lzk0/π

Fig. 2. Thickness dependence of the work function for films
of different metals.
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occupied level varies with respect to the flat bottom of
the potential well and, as the well width is increased
(i.e., as N  ∞), this level is lowered to the bottom.
Hence, we can obtain reliable information on the size
dependence of the depth of the rectangular well by
determining the confinement behavior of the lowest
level in the potential profile corresponding to the spher-
ical cluster [20] (lower points in Fig. 3).

This dependence is close to monotonic and is
asymptotically weak. Moreover, it is weaker than the
thickness dependence of the Fermi energy in Eq. (32)
and gives a minor contribution to Eq. (31). Accounting
for the U(Lz) dependence strengthens the inequality
W < W0.

Using the data from Fig. 2, we can also determine
the contact potential difference δϕ. This potential dif-
ference (which is much smaller than that predicted in
[3]) produces a negative shift of the well depth (for the
thinnest film, it attains 0.5 – 1 eV); in turn, this leads to
a displacement of the density of states to values corre-
sponding to greater thicknesses. Regarding the contact,
the stretched sample acts as an “electron pump” with
respect to the shores, alternately ejecting electronic liq-
uid and drawing it back.

In Fig. 4, we show the part of the elastic force related
to quantum confinement. It can be seen that the ampli-
tude of force oscillations in magnitude shown in this fig-
ure reveals a strong dependence on rs. For sodium, the
oscillation amplitude is 8 times smaller than that for alu-
minum. The character of this dependence can be deter-

mined from Eq. (36) to be (Fz/N)i ~ .

The first maximum of the oscillating part of the
force Fz/N for Au (corresponding to a film thickness of
one monolayer) is 0.2 nN; i.e., it is much smaller than
the experimental value for a wire equal to 1.5 nN [3].

irs
3
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E
, e

V
N–1/3

0.5

Fig. 3. Calculated positions of the lowest and highest occu-
pied levels in spherical clusters NaN [20].
PH
This difference can be explained by both the difference
in the dimensionality of the electron gas in a wire and
in a film and the effect of current flowing through a con-
tact estimated in [21]. There are no experimental data
for films.

Our estimations showed that, in the case of films in
a contact, force oscillations will be analogous in shape
and amplitude. Kinks on the curves are possible due to
the difference in the density of states of an isolated film
and the film in a contact.
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Abstract—The spectral–luminescent properties of silica gel glasses coactivated by Ce4+ and Eu3+ ions are
investigated. The structure of the glasses is studied using x-ray powder diffraction and small-angle neutron scat-
tering. The inference is drawn that Ce4+–Eu3+ centers with high-symmetry Eu(III) oxo complexes, which are
formed in the glasses, have nanocrystalline nature. These centers are characterized by a weak vibronic interac-
tion of Eu3+ ions with the matrix. The size of nanocrystallites formed under the synthesis conditions and at coac-
tivator concentrations used is approximately equal to 10 nm. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known [1–3] that coactivation of Ln3+-contain-
ing silica gel glasses by Ce4+ ions can be accompanied
by the formation of two types of Ce4+–Ln3+ optical cen-
ters involving Ln(III) oxo complexes with high or low
symmetry. The luminescence spectra of high-symmetry
oxo complexes, as a rule, are characteristic of crystal-
line matrices rather than of vitreous matrices, even
though no crystalline phases have been revealed in
lightly doped samples. Making allowance for the
observed weakening of cross-relaxation quenching of
the Nd3+ luminescence for high-symmetry Ce4+–Nd3+

centers [3], this circumstance gives grounds to assume
that such centers are oxide nanoparticles in which Ln3+

ions are surrounded by Ce(IV) oxo complexes. How-
ever, the mechanism of formation of these centers is
poorly understood. Moreover, the presence of nanoin-
homogeneities in the glasses under investigation has
not been confirmed by direct structural methods. The
purpose of the present work was to fill this gap.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Samples were prepared using the direct sol–gel–
glass transition according to the procedure described in
[4]. The glasses were activated by impregnating porous
xerogels with cerium and europium chloride solutions
at different contents C. The xerogels were sintered until
the formation of transparent glasses in air at T = 1250°C
under identical temperature–time conditions. All reac-
tants used in the synthesis were of special-purity grade.

The luminescence spectra and luminescence excita-
tion spectra were recorded on an SDL-2 spectrofluo-
1063-7834/04/4603- $26.00 © 20552
rimeter and were then corrected for the spectral sensi-
tivity of the recording system and spectral density of
exciting radiation, respectively. The spectra were nor-
malized to unity at the maximum of the intensity and
were represented in the form of the dependence of the
number of photons per unit range of wavelengths dn/dλ
on the wavelength λ. The complex spectral bands were
decomposed into individual components, and their
barycenters were determined according to the standard
methods of computer processing.

The presence of crystalline phases in glasses was
controlled on a DRON-2.0 x-ray diffractometer (λ =
1.54184 nm). The submicrostructure of the glasses was
investigated using small-angle neutron scattering
(SANS). The dependence of the scattering intensity I
on the scattering vector q = 4πsinθ/λ [5] was examined
in the range 0.01 < q < 0.3 Å–1 on a D11 diffractometer
installed on a high-flux nuclear reactor (Institut Laue–
Langevin, Grenoble, France). The inhomogeneity sizes
were estimated in the Guinier approximation [6] (from
the slope of the straight-line portion of the SANS curve
in the q2–lnI coordinates in the range of small scatter-
ing vectors q under the assumption that there is a statis-
tically uniform distribution of spherical particles in the
homogeneous matrix). The samples were prepared in
the form of disks approximately 15 mm in diameter and
10 mm thick.

3. RESULTS

Figure 1 depicts the luminescence spectra (Fig. 1a)
and luminescence excitation spectra (Fig. 1b) of low-
symmetry (curves 1, 3) and high-symmetry (curves 2,
4) Ce4+–Eu3+ centers in the range of the 5D0  7Fj
004 MAIK “Nauka/Interperiodica”
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transitions in silica glasses at coactivator contents
 = 2 wt % and  = 1 wt %. The half-widths

of the excitation (∆λexc) and recording (∆λrec) bands in
the total spectra at T = 298 K are equal to 3 and 1.0 nm,
respectively. The inset to Fig. 1a shows the lumines-
cence spectra of the optical centers in the range of the
nonsplit 5D0  7F0 band at 77 K. The spectra were
measured with a high resolution (∆λexc = 1 nm, ∆λrec =
0.3 nm) and were then normalized to unity at the max-
imum of the intensity. The inset to Fig. 1b shows the
luminescence excitation spectra of the optical centers in
the range of the vibronic component of the 7F0  5D2

transition at 298 K. These spectra were recorded on an
enlarged scale (∆λexc = 3 nm, ∆λrec = 1 nm). It can be
seen from Fig. 1 that, compared to the low-symmetry
centers excited into the f–f bands of Eu3+ ions (curve 1,
λexc = 395 nm), the high-symmetry centers excited
through a sensitizer (curve 2, λexc = 320 nm) are char-
acterized not only by a considerably smaller lumines-
cence branching ratio for the electric dipole transitions
but also by a multiple narrowing of the 5D0  7F0

band. In the case where the luminescence is recorded at

CCeCl3
CEuCl3

Fig. 1. (a) Luminescence spectra and (b) luminescence
excitation spectra of Ce4+–Eu3+ centers in silica glasses at
coactivator contents  = 2 wt % and  = 1 wt %.

λexc = (1) 395 and (2) 320 nm. λrec = (3) 615 and (4) 591 nm.
∆λexc = 1 (inset a) and 3 nm (total spectra, inset b). ∆λrec =
0.3 (inset a) and 1 nm (total spectra, inset b). T = 77 (inset a)
and 298 K (total spectra, inset b).
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the wavelength λrec = 617 nm, i.e., in the range of the
maximum ratio of the luminescence intensity of the
low-symmetry centers to the luminescence intensity of
the high-symmetry centers, the luminescence excita-
tion spectrum contains a sufficiently intense vibronic
component at λ ~ 440 nm (curve 3; see inset). However,
this component is not observed when the luminescence
excitation spectra are recorded in the range of the max-
imum luminescence intensity of the high-symmetry
centers (λrec = 591 nm, curve 4).

Figure 2 presents the x-ray diffraction patterns of sil-
ica gel glasses containing cerium and europium at coac-
tivator contents  = 2 wt % and  = 1 wt %

(Fig. 2a) and  = 6 wt % and  = 0.6 wt %

(Fig. 2b). As can be seen from Fig. 2, the x-ray diffrac-
tion pattern of the glass at a low coactivator content
exhibits smeared but sufficiently clear peaks at the
angles 2θ ≈ 28°, 47°, and 56° and also indications of a
peak at 2θ ≈ 33°. In the diffraction pattern of the glass
at a high coactivator content, the intensities of these
peaks are considerably higher, their widths are smaller,
and there appear weak peaks (whose intensities are sev-
eral times lower) at the angles 2θ ≈ 59.0°, 69.2°, 76.5°,
78.9°, 88.2°, and 95.2° (not shown in Fig. 2). The x-ray
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Fig. 2. X-ray diffraction patterns of silica gel glasses contain-
ing cerium and europium: (a)  = 2 wt %,  =

1 wt % and (b)  = 6 wt %,  = 0.6 wt %.
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diffraction patterns of nonactivated glasses do not
exhibit any indications of crystalline phases.

Figure 3 shows the SANS curves for the nonactivated
silica gel glass (curve 1) and the glass containing cerium
and europium at coactivator contents  = 2 wt %

and  = 1 wt % (curve 2). It can be seen that the
SANS intensity for the nonactivated glass does not
depend on the scattering vector q (the glass is homoge-
neous on a nanometer scale), whereas the coactivated
glass contains nanoinhomogeneities. The SANS curves
similar to curve 2 are also observed for the glass doped
only with cerium. It should be noted that variations in
the temperature–time conditions of synthesis, the dop-
ing procedure, and the activator concentration lead to
appreciable changes in the slope of the linear portion of
the SANS curve in the q2–lnI coordinates.

4. DISCUSSION

One of the keys to solving the posed problem
regarding the elucidation of the nature of high-symme-
try Ce4+–Eu3+ centers lies in analyzing the lumines-
cence spectra and luminescence excitation spectra
shown in the insets to Fig. 1. First and foremost, it is
worth noting that, compared to the luminescence spec-
trum of low-symmetry centers, the luminescence spec-
trum of high-symmetry centers is characterized by a
multiple narrowing of the 5D0  7F0 band of Eu3+

ions. The half-width ∆λ of this band for high-symmetry
centers is equal to 1.0 nm (∆  ~ 30 cm–1). This value is
close to the half-width of the analogous band for oxides
(~30 cm–1 for the dominant type of centers at T = 298 K)
[7] and is three times less than the half-width character-
istic of europium-containing silica gel glasses upon
selective laser excitation at T = 77 K [8]. These findings
can be a weighty argument in support of the nanocrys-
talline nature of the high-symmetry centers, especially
as the fraction of surface ions in these nanocrystallites
and, correspondingly, the inhomogeneous broadening
should be considerably larger than those for oxide pow-
ders. Moreover, the actual half-width of the 5D0  7F0

band for high-symmetry centers can be substantially
narrower than that observed in our experiment, because
the very low intensity of this band due to the decrease
in the efficiency of excitation of the above centers with
a decrease in the temperature T1 made the use of a
higher spectral resolution impossible. The second argu-
ment in support of the nanocrystalline nature of the
high-symmetry centers is the absence of a pronounced
vibronic component of the 7F0  5D2 transition in
their luminescence excitation spectrum (cf. curves 3,
4). The calculated energy spacing between the bary-
centers of the corresponding bands in curve 3 is found

1 The origin of this effect will be analyzed in a separate work.

CCeCl3

CEuCl3

ν̃

P

to be  ≈ 1080 cm–1, which is close to the wave number
of the stretching vibrations of Si–O–Si bridges [9]. The
disappearance of the vibronic component in the spectra
of high-symmetry centers as compared to the spectra of
complex centers with low-symmetry Eu(III) oxo com-
plexes indicates that the structural units of the matrix
are displaced from the high-symmetry centers. In this
case, the low symmetry of the latter centers that are not
transformed into oxide nanoparticles can be associated
with the disturbing effect of single Ce4+ ions incorpo-
rated into the first cation shell of isolated Eu3+ ions. As
was noted in [2], the Ce4+ ions can play the role of
buffer units that facilitate the incorporation of highly
coordinated Ln3+ ions into the silicon–oxygen network.
This assumption is confirmed by the fact that the lumi-
nescence excitation spectra of low-symmetry Ce4+–
Eu3+ centers do not exhibit a pronounced vibronic com-
ponent, which corresponds to vibrations of the Si–O–

bonds (  ≈ 910 cm–1) and is characteristic of the Eu–O
chemical clusters formed in silica gel glass containing
europium [8, 10]. Therefore, the formation of isolated
low-symmetry Ce4+–Eu3+ centers seems to be quite rea-
sonable.

According to [11], cerium dioxide has a cubic lattice

with space group of symmetry –Fm3m, in which the
coordination number of the cations is 8. In [2], it was
demonstrated that, in high-symmetry complex centers,
Eu3+ ions also form [EuO8] polyhedra with cubic sym-
metry. Therefore, it can be assumed that these centers
are formed upon replacement of cerium ions by triply
charged europium ions in CeO2 nanoparticles. Since
the radius of Eu3+ ions is 18% larger than the radius of
Ce4+ ions [12], the Eu(III) oxo complex upon this
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Fig. 3. Dependences of the small-angle neutron scattering
intensity on the scattering vector for (1) nonactivated silica
gel glass and (2) glass containing cerium and europium
(  = 2 wt %,  = 1 wt %).CCeCl3
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HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



NANOCRYSTALLINE NATURE OF HIGH-SYMMETRY Ce4+–Eu3+ CENTERS 555
replacement is compressed by the structural framework
of the nanoparticle, which should result in an increase
in the degree of covalence of the Eu–O bond. Most
likely, it is this circumstance that is responsible for the
considerable shift (by approximately 4 nm or 120 cm–1)

of the barycenter of the 5D0  7F0 band (  ~ 580 nm)
toward the long-wavelength range in the luminescence
spectrum of the high-symmetry centers as compared to
that of the low-symmetry centers (Fig. 1a). Moreover,
since the studied glasses contain no alkali and alkaline-
earth elements, the Ce4+ ion can be replaced by the Eu3+

ion without local charge compensation. This is sup-
ported by the fact that the symmetry of the ligand field
in a rigid silicon–oxygen matrix is retained with a
change in the valence of the rare-earth activator, and the
total charge compensation can be provided by defects
in the matrix [13].

The analysis of the x-ray diffraction patterns of the
glasses containing cerium and europium (Fig. 2)
revealed the presence of the crystalline phase in both
the lightly and heavily doped samples. According to the
data available in the JCPDS-1998 Powder Diffraction
File, the Bragg reflections at the angles 2θ = 28.55°,
33.10°, 47.48°, 56.34°, 59.09°, 62.42°, 76.70°, 79.08°,
88.43°, and 95.41° with relative intensities of 1.0, 0.27,
0.46, 0.34, 0.06, 0.06, 0.12, 0.07, 0.10, and 0.09 corre-
spond to the CeO2 cubic lattice with space group
Fm3m. These data are in good agreement with the loca-
tions and intensities of the narrow peaks in the x-ray
diffraction patterns shown in Fig. 2. From general con-
siderations, we can draw the conclusion that the content
of the crystalline phase even in the lightly doped sam-
ple is no less than 5%. Judging from the width of the
diffraction peaks in Fig. 2a and the absence of opales-
cence in the samples, the crystallite sizes are substan-
tially less than 1 µm. These results support the assump-
tion that the high-symmetry Ce4+–Eu3+ centers are
formed through the replacement of cerium by europium
in CeO2 nanoparticles; more precisely, they confirm the
existence of the necessary prerequisite for the above
replacement, i.e., the presence of the CeO2 nanoparti-
cles in the glass samples.

The presence of nanoinhomogeneities in the glasses
containing cerium and europium is directly confirmed
by the dependence of the SANS intensity on the scatter-
ing vector q (Fig. 3, curve 2). The diameter of these
inhomogeneities was determined in the Guinier
approximation [6] with the use of curve 2 and the for-

mula D = Rg , where Rg =  is the
gyration radius of inhomogeneities and the ratio
∆lnI/∆q2 is calculated from the linear portion of the
dependence lnI(q2) in the range of small scattering vec-
tors q. The calculated diameter of inhomogeneities was
approximately equal to 10 nm. Since the SANS inten-
sity I for the nonactivated glass is almost completely
independent of the scattering vector q, we can assert

λ

20/3 3∆ I/∆q
2

ln–
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that the observed inhomogeneities are not inherent in
the initial matrix and arise upon activation of the
glasses by rare-earth ions.

The change in the slope of the linear portion of the
SANS curve in the q2–lnI coordinates with variations in
the doping procedure and the temperature–time condi-
tions of synthesis is explained by the change in the size
of the nanoparticles.

5. CONCLUSIONS

Thus, the experimental results obtained in this work
can be summarized as follows.

(1) The half-width of the 5D0  7F0 band of Eu3+

ions in the luminescence spectra of high-symmetry
complex Ce4+–Eu3+ centers in the silica gel glasses con-
taining cerium and europium is characteristic of oxides.

(2) The vibronic component of the 7F0  5D2 tran-
sition, which is associated with the vibrations of struc-
tural units of the matrix, is not observed in the lumines-
cence excitation spectrum of high-symmetry Ce4+–Eu3+

centers.
(3) The x-ray diffraction patterns of the silica gel

glasses containing cerium and europium exhibit max-
ima attributed to the CeO2 lattice. The structure of this
lattice is identical to that of Eu(III) oxo complexes in
high-symmetry complex centers.

(4) The glass under investigation contains nanoinho-
mogeneities ~10 nm in size. This confirms the assertion
that the high-symmetry Ce4+–Eu3+ centers are oxide
nanoparticles in which Eu3+ ions are surrounded by
Ce(IV) oxo complexes.
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Abstract—Expressions are derived allowing numerical calculation of the matrix element of the dipole moment
between states that belong to a continuous spectrum for the case where a charged particle in an arbitrary orbital
state is scattered by a spherically symmetric short-range potential. The calculation scheme is based on expand-
ing a diverging matrix element into a sum of converging integrals. The method is used to study static
bremsstrahlung of a slow electron scattered by sodium clusters. The bremsstrahlung cross section is shown to
be resonant. The resonances arise at certain energies (depending on a cluster) of an electron having emitted a
photon and are due to electron capture on quasi-steady-state levels. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Bremsstrahlung that is emitted when a charged par-
ticle is scattered by a target characterized by an intrinsic
electronic structure (atom, cluster, solid) consists of
two components, “ordinary” (static) and polarization
(dynamic) bremsstrahlung [1, 2]. In the former case, an
incident charged particle emits radiation when being
decelerated in the target static field. In the latter case, an
incident particle virtually excites target electrons,
which emit photons in passing to the initial state. The
polarization component of bremsstrahlung is closely
related to the target polarizability and exhibits reso-
nances at the same photon energies as the dynamic
polarizability. Judging from the conventional models,
the static-bremsstrahlung cross section of a charged
particle scattered by an atom varies monotonically as
the photon energy increases. The peaks observed in the
bremsstrahlung spectra of charged particles colliding
with atoms are associated with the polarization compo-
nent and lie near the ionization thresholds of the atomic
electron shells or near the energies of dipole transitions
between discrete energy levels. Although the dynamic-
polarizability spectra of metal clusters exhibit features
caused by one-electron transitions, the resonance asso-
ciated with excitation of dipole surface plasma oscilla-
tions is dominant in them [3–6]. Calculations of fast-
electron bremsstrahlung in scattering by metal clusters
[7–9] showed that, near the surface-plasmon energy,
the polarization component should be three to four
orders of magnitude more intense than the ordinary
bremsstrahlung. However, the latter component
becomes prevalent below the surface-plasmon energy.
Since the Born approximation is inapplicable to slow-
electron scattering and the bremsstrahlung cross sec-
tion cannot be expressed in terms of the form factor (as
was done, e.g., in [7–9]), the problem of calculating the
radial matrix elements of radiative transitions between
1063-7834/04/4603- $26.00 © 20557
states belonging to the continuous spectrum needs to be
solved. The point is that these matrix elements involve
diverging integrals taken from zero to infinity. Earlier
studies of electron–atom collisions were restricted to
the case of s-electron scattering [10, 11]. Later on, the
approach based on the following procedure became
popular. Within a certain range 0 < r ≤ r0, the matrix ele-
ment is constructed in terms of wave functions that
were found by numerically solving the corresponding
radial Schrödinger equation and numerical integration
is carried out using numerical methods. At r ≥ r0,
asymptotic expressions are used for the wave functions
and the corresponding integrals are calculated analyti-
cally [12–18]. However, the approximations indicated
above are invalid in the case of slow-electron scattering
on metal clusters, because states with large orbital
angular momenta (orbital numbers) make a significant
contribution to the cross section of electron–metal-
cluster static bremsstrahlung. Calculations of the elec-
tron phase shifts in scattering by various metal clusters
have shown that, e.g., for an Na20 cluster target, states
with orbital numbers ranging from zero to at least three
should be included in the static-bremsstrahlung calcu-
lation even for an initial electron energy of ~0.1 eV. As
the cluster size and the electron energy increase, the
number of orbital states that must be included increases
rapidly. If the incident electron energy is low and the
orbital angular momentum is large, then the radial wave
function reaches its asymptotic value to an acceptable
accuracy at so large a value of r0 that numerical calcu-
lation of the diverging oscillating integral over the
range from zero to r0 cannot be performed to a reason-
able accuracy and yields meaningless results. We also
note that the value of the integral in this case oscillates
with increasing r0.

In this paper, we develop a numerical technique for
calculating the matrix element of the dipole moment in
004 MAIK “Nauka/Interperiodica”
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the case of electron scattering by a spherical short-
range potential. In this technique, the diverging integral
is expanded into a sum of converging integrals, which
makes it possible to include the states of an incident
electron with any orbital angular momentum. The tech-
nique is applied to study electron–sodium-cluster static
bremsstrahlung, and it is shown that the static-
bremsstrahlung cross section is resonant in the case of
slow-electron scattering by metal clusters.

2. FORMALISM

We describe clusters in terms of the “jellium”
model, in which valence electrons are assumed to move
in the field of a homogeneous positively charged back-
ground of uniformly spread cluster ions. This model
describes the electronic properties of clusters with
weakly bound valence electrons well [3, 4, 6], such as
alkali-metal clusters. In the jellium model, spheres with
closed electron shells correspond to the most stable
clusters (with a “magic” number of valence electrons).
The potential of a jellium sphere rapidly tends to zero
outside the positive background and can be closely
approximated by a spherically symmetric square poten-
tial well with a rounded edge.

In the nonrelativistic dipole approximation, the
static-bremsstrahlung cross section of a charged parti-
cle moving in an external force field can be expressed
in terms of the dipole moment matrix element between
states belonging to the continuous spectrum [19]. In the
case of electron scattering from a spherically symmet-
ric potential V(r), by expanding the wave function of
the incident particle in partial waves, the bremsstrahl-
ung cross section σ can be reduced to the following form
[20] (in the system of units where " = 2m = 1, e2 = 2,
energies are measured in rydbergs and lengths in units
of the Bohr radius a0)

 (1)

where

 (2)

ul(k, r) is the solution to the radial Schrödinger equa-
tion for an electron in the field V(r), ω is the photon
energy, c is the speed of light, and k1 and l1 (k2, l2) are
the momentum and orbital quantum number of the inci-
dent (scattered) electron, respectively; for dipole radia-
tion, we have l2 = l1 ± 1 and l> = max{l1, l2}.

ω dσ
dω
------- 

  16ω4

3c
3
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k1 r,( ) r,d

0

∞
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PH
In terms of the theory of the electron density func-
tional [21], the potential of the spherical jellium cluster
is given by

 (3)

where

 

is the cluster electron density (occ indicates that sum-
mation is performed over all occupied states), the one-
electron wave functions ψi(r) are self-consistent solu-
tions to the time-independent Schrödinger equation
with the potential given by Eq. (3) (the Kohn–Sham
equation)

 

 is the density of the positive
jellium background (which is equal in magnitude to the
average density of valence electrons in the correspond-
ing bulk metal), Θ(R – r) is the Heaviside step function,
R = rsN1/3 is the radius of the positive background of the
jellium sphere (the cluster radius), N is the number of
cluster atoms (which is equal to the number of valence
electrons in the cluster for alkali metals), rs is the
Wigner–Seitz radius, and Vxc(r) is the local exchange-
correlation potential (in this study, we employ the
parametrization used by Vosko et al. [22]).

Let d be the potential V(r) range (radius). In the
range 0 < r ≤ d, numerical calculation of the matrix ele-
ment  does not present any difficulties. In this
range, the electron wave functions ul(k, r) before and
after scattering on a cluster can be readily obtained by
numerically integrating (e.g., using Milne’s method
[23]) the radial Schrödinger equation with the potential
V(r) for the energy E = k2.

The major problem consists in correctly calculating
Eq. (2) in the range d ≤ r < ∞, since the integral diverges
as r increases. Since the jellium sphere potential V(r)
decreases rapidly to zero in the range R < r < d, the
wave function ul(k, r) at r ≥ d can be written as a com-
bination of regular and irregular (at zero) solutions to
the Schrödinger equation for a free electron (the spher-
ical Bessel jl(kr), and Neumann functions nl(kr))

 (4)

where δl is the phase shift of an electron with momentum
k and orbital quantum number l scattered by the potential
V(r) (this phase shift is determined from the continuity
condition of the wave function ul(k, r) and its first deriv-
ative at the point r = d). Substitution of Eq. (4) into

V r( ) 1
4π
------ V r( ) Ω,d∫=

V r( ) 2
ρ r'( ) ρ+ r'( )–

r r'–
-------------------------------- r'd∫ Vxc r( ),+=

ρ r( ) ψi r( ) 2
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∇ 2
– V r( )+[ ]ψ i r( ) Eiψi r( ),=
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r( ) 3Θ R r–( ) 4πrs

3⁄=
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Eq. (2) at r ≥ d yields a sum of diverging integrals of the
products of Bessel and Neumann functions and r3:

 

where

 

 

 

 

Using the recurrent relation for the Bessel and Neu-
mann functions (see [23])

 (5)

where zl(kr) stands for jl(kr) or nl(kr), the integrals Ii
(i = 1, 2, 3, 4) can be written as

(6)

Here, xl(kr) stands for jl(kr) or nl(kr); yl(kr) stands for
jl(kr) or nl(kr); g = 0 and t = 1 for odd values of l1; g =
1 and t = 0 for even values of l1; s = 0 for l2 = l1 + 1
(l1 ≥ 1); s = 1 for l2 = l1 – 1 (l1 ≥ 2); K = k1 for odd p; and
K = k2 for even p.

For the integrals under the summation sign in
Eq. (6), further expansion can be carried out using
recurrent relation (5):
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 (7)

 

 

where s = 1, Q1 = k1, and Q2 = k2 for odd l; s = 0, Q1 =
k2, and Q2 = k1 for even l; and

 

2.1. Calculation of I1

Let us write I1 and the corresponding integrals enter-

ing Eq. (6) in the form  =  – . Similarly to

Eq. (6), we obtain

(8)

where g and t take on values 0 or 1 [see comments to
Eq. (6)].

Using the explicit expressions [23]

 

 

it can be readily shown that

 

for any k1 and k2.
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According to the relation [24]

 

we have

 

for any l and k1 ≠ k2.
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Fig. 1. Spectral dependences of the static-bremsstrahlung
cross section of an electron with initial energy E1 = 10 eV
scattered by sodium clusters containing (a) 8, (b) 20, (c) 92,
and (d) 196 atoms. The step is ∆ω = 0.1 eV. For cluster
Na196, arrows indicate the resonances; numerals above the
arrows are the orbital quantum numbers l2 (after the emis-
sion of a photon) of electrons subject to resonant scattering.
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Fig. 2. Spectral dependences of the static-bremsstrahlung
cross section of an electron with initial energy (a) E1 = 30,
(b) 15, and (c) 10 eV scattered by a Na92 cluster. The step is
∆ω = 0.1 eV.
Thus, the right-hand side of expression (8) is zero
and I1 reduces to the integral

 

which can be easily calculated numerically.

2.2. Calculation of I2, I3, and I4

To calculate I2, I3, and I4, expressions (6) and (7)
should be used. All integrals entering these formulas
converge and can be derived using conventional numer-
ical and analytical techniques [23, 25].

3. RESULTS

This approach is applied to calculate the
bremsstrahlung cross section for electrons scattered by
Na clusters (rs = 3.98a0) with a magic number of atoms.
Although this study is aimed at analyzing the
bremsstrahlung cross section for electron energies
lower than the excitation energy of surface plasmons
(for sodium clusters, this energy range is below 3 eV),
it is expedient to consider a wider range of energies of
incident electrons and emitted photons. Figure 1 shows
the spectral dependences of the static-bremsstrahlung
cross section of an electron with an initial energy of
10 eV for various sizes of target NaN clusters (N = 8, 20,
92, 196). The calculation was carried out with the step
∆ω = 0.1 eV. As expected, an increase in the cluster size
in general causes an increase in the bremsstrahlung
cross section. As ω increases, the cross section initially
varies slightly, then abruptly decreases, and oscillations
arise, whose number increases with the cluster size.
The relatively large bremsstrahlung cross section at low
energies of emitted photons is associated with strong
overlapping of the electron wave functions before and
after photon emission. As ω increases, the difference
between the electron wave functions before and after
emission increases, the overlap between them
decreases, and matrix element (2) and cross section (1)
also decrease.

Figure 2 shows the dependences of the static
bremsstrahlung spectra on the incident electron energy.
The bremsstrahlung cross sections are given for an
electron with initial energy E1 = 10, 15, and 30 eV scat-
tered by a Na92 cluster. We can see that, as the incident
electron energy increases, oscillations in the spectral
dependence are smoothed and almost disappear even at
E1 = 30 eV. This means that the spectral dependence of
the static-bremsstrahlung cross section should be
smooth for fast electrons. However, for slow electrons,
oscillations should be pronounced. As calculations
showed, the resonances in the bremsstrahlung cross
section arise at certain electron energies after the emis-
sion of a photon. Figure 3 shows the bremsstrahlung
cross section for an electron with initial energy E1 =

I1 jl2
k2r( ) jl1

k1r( )r
3

r,d

0

d

∫–=
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1.5, 2.0, and 2.5 eV, scattered by a Na92 cluster, in rela-
tion to the electron energy E2 = E1 – ω after the emis-
sion of a photon (the step is ∆E2 = 0.001 eV). The peak
positions coincide in all the curves. An analysis of the
results showed that the spectral peaks are caused by the
transition of the electron phase shifts  through π/2.
According to scattering theory, the transition of the
electron phase shift through π/2 means that an electron
with a given energy and a given orbital angular momen-
tum can form a quasi-steady state with the target. Thus,
after electron deceleration accompanied by the emis-
sion of radiation, the electron can be captured on a
quasi-steady level, which causes a resonance in the
bremsstrahlung cross section. It is clear that a metal
cluster has a specific spectrum of possible quasi-steady
states. For this reason, the resonances in the
bremsstrahlung cross sections are observed only at cer-
tain electron energies E2. For the Na196 cluster in Fig. 1
and the Na92 cluster in Fig. 3, arrows indicate the
bremsstrahlung spectral peaks; the orbital quantum
numbers of electrons (after the emission of a photon),
whose phase shifts pass through π/2 at given resonant
energies E2, are indicated by the numerals near the
arrows. The contribution from matrix elements (2) for
these electrons to cross section (1) near the peaks
exceeds the total contribution from all other electronic
states. Figures 1 and 3 show that the orbital quantum
numbers of the states exhibiting resonant scattering
increase with E2 and have certain upper and lower
bounds for every target cluster. Figure 4 shows the

potential V(r) +  at various values of l for
the Na92 cluster. As l increases, the potential well

δl2

l l 1+( ) r
2⁄

0 0.5 1.0 1.5 2.0 2.5
E2, eV

5000

10000

15000

20000

ω
dσ

/d
ω

, b
ar

n
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10

7
4

Fig. 3. Static-bremsstrahlung cross section of an electron
with initial energy E1 = 1.5 eV (dashed curve), 2.0 eV (thin
solid curve), and 2.5 eV (bold solid curve) in the case of
scattering by a Na92 cluster in relation to the electron energy
E2 after the emission of a photon. The step is ∆E2 = 0.001 eV.
Arrows indicate the resonances; numerals near arrows are
the orbital quantum numbers l2 (after the emission of a pho-
ton) for electrons subject to resonant scattering.
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becomes shallower and, hence, the energy of possible
quasi-steady states increases. The existence of the min-

imum value  for which resonant scattering is still
possible is due to a very low height of the barrier or its

absence in the system potential at l2 < , where there
are no allowed states with a positive energy in the

potential well. At l2 > , the potential well is so shal-
low (or altogether absent) that it cannot have any states.

For the Na92 cluster, it can be seen from Fig. 3 that
the resonances at various E2 have different half-widths
Γ; however, Γ is independent of E1 for each specific res-
onant value of E2 (although the peak height changes).
From the half-width Γ, we can estimate the lifetime of
the quasi-steady state of the “cluster plus electron” sys-
tem by using the uncertainty relation τ = "/Γ. For exam-
ple (see Fig. 3), for the resonances at E2 ≈ 0.73 eV (l2 =
7) and E2 ≈ 2.12 eV (l2 = 11), we have Γ ~ 0.1 eV, which
corresponds to the lifetime τ ~ 10–14 s. This lifetime is
comparable to the time of flight of an electron with an
energy of 1 eV through the cluster field range. The life-
time of quasi-steady states corresponding to the reso-
nances at E2 ≈ 0.065 and 1.185 eV (l2 = 4 and 10,
respectively) is two orders of magnitude longer.

4. CONCLUSIONS

In summary, we note that the technique developed
here for numerically calculating the static-bremsstrahl-
ung cross section in a short-range spherically symmet-
ric potential makes it possible to correctly include the
contributions from all orbital states of an incident elec-
tron. In studying the bremsstrahlung of slow electrons
scattered by metal clusters, this is an important factor,
since the bremsstrahlung cross sections exhibit peaks
due to resonant electron scattering in states with large
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Fig. 4. One-electron potential of the Na92 jellium cluster
including the centrifugal term for certain orbital quantum
numbers l. Numerals near curves indicate the corresponding
values of l. The cluster radius is R = 17.97a0.
4
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orbital quantum numbers. The resonances arise at elec-
tron energies (after the emission of a photon) that are
specific for a cluster and caused by electron capture on
quasi-steady levels. The resonance width (the lifetime
of quasi-steady states) is independent of the energy E1
of the incident electron. However, the strength of reso-
nant peaks decreases as E1 increases; therefore, the
static-bremsstrahlung cross section for fast electrons
should be smooth.
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Abstract—Silicide formation in thin films produced by depositing Eu atoms on the Si(111) surface is studied
using LEED, Auger electron spectroscopy, contact potential difference, and isothermal thermal-desorption
spectroscopy. It is shown that if Eu is deposited on a substrate at room temperature, the growing film is disor-
dered and consists of almost pure Eu. At high temperatures (T ≥ 500 K), the Eu–Si(111) system forms through
the Stranski–Krastanow mechanism; namely, first a two-dimensional transition layer (reconstruction) with the
(2 × 1) structure forms and then three-dimensional silicide crystallites grow on it. A specific feature of this sys-
tem is a low rate of diffusion of Si atoms in the europium silicides. This feature accounts for the concentration
gradient of Si atoms across the silicide film thickness and, as a consequence, the multiphase film composition.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Investigation of the interfaces between rare earth
(RE) metals and silicon is of interest both for obtaining
information on the interaction of RE metals with silicon
and because thin RE silicide films that form on the sur-
face of silicon are promising candidates for use in inte-
grated microelectronics [1–3]. Their successful appli-
cation requires, as a prerequisite, good knowledge of
the growth mechanisms and morphology of films form-
ing for various conditions under which RE metals are
deposited on the silicon surface.

The interaction of Eu atoms with the Si(111) surface
was studied in [4–6]. The Eu was deposited on a sub-
strate maintained at room temperature, and then the
Eu–Si(111) structure thus formed was annealed at a
certain temperature. By contrast, in our studies [7, 8],
Eu atoms were deposited on a heated substrate. The
results obtained in those experiments related primarily
to the submonolayer coverage range. According to
those studies, a film structure forms in two steps,
namely, in an adsorption stage, in which an adsorbed
transition layer (reconstruction) grows on the surface,
and in a silicide formation stage. Our previous studies
[7, 8] dealt primarily with the adsorption stage. The
present communication discusses the results obtained
in the stage of silicide formation.

2. EXPERIMENTAL

The studies were conducted on a setup based on an
USU-4 ultrahigh-vacuum chamber described in detail
in [9]. The base pressure in the vacuum chamber was
6 × 10–11 Torr, and the pressure during deposition of the
RE metal on silicon did not exceed 1 × 10–9 Torr.
1063-7834/04/4603- $26.00 © 20563
Substrates were 40 × 2 × 0.3-mm, (111)-oriented sil-
icon strips cut from an n-type phosphorus-doped sili-
con plate with an electrical resistivity of ~10 Ω cm.
Prior to being placed in the chamber, the strips were
treated using the Shiraki method [10].

We used isothermal thermal-desorption spectros-
copy (ITDS), Auger electron spectroscopy (AES), low-
energy electron diffraction (LEED), and the contact
potential difference (CPD) method. 

Eu was deposited on a silicon surface at a substrate
temperature Ts ranging from room temperature to
1000 K. Measurements were conducted with substrates
maintained at room temperature. The ITDS experi-
ments were described in considerable detail in [11].

The temperature of a substrate was monitored by
measuring the electric current passing through it. For
the range T > 1000 K, the temperature was calibrated by
means of a Piro optical pyrometer, and for T < 1000 K,
with an IRCON infrared optical pyrometer.

The Eu was deposited from tantalum cells using
indirect radiation heating. The calibration of the RE
flux intensity directed from the cells onto a silicon sur-
face was described in [11]. One-monolayer (ML) coat-
ing (θ = 1) is defined as that at which there is one RE
metal atom for each surface atom of the unrecon-
structed Si(111)-(1 × 1) face. To one monolayer corre-
sponds a surface concentration of Eu atoms of 7.84 ×
1014 cm–2. In all experiments, the rate of europium dep-
osition on the silicon surface was ~0.01 ML/s.

3. EXPERIMENTAL RESULTS

3.1. Low-Energy Electron Diffraction

The structural studies performed by LEED showed
that, when Eu is deposited on a substrate maintained at
004 MAIK “Nauka/Interperiodica”
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300 K, the diffraction pattern of the (7 × 7) structure
disappeared gradually (as in [7, 8]) to be replaced by
reflections of the (1 × 1) structure, which persisted up
to coverages of 0.75–0.80. At higher coverages, only a
diffuse background was observed. This behavior indi-
cates that at room temperature a disordered Eu film
grows on the silicon surface; the observed (1 × 1) dif-
fraction pattern may be caused by electrons diffracted
from a part of the surface not occupied by Eu atoms.

When europium is deposited on a substrate heated to
a temperature T ≥ 750 K or higher, a series of super-
structures form within the region of submonolayer cov-
erage; these superstructures replace one another as the
surface coverage by Eu atoms increases. Rather than
dwelling here on the totality of the superstructures
whose nature and properties were discussed earlier in
[7, 8], we mention the following observation. The (2 ×
1) structure corresponding to the densest (substrate-
matched) adsorbed layer of europium atoms appears at
surface coverages θ ~ 0.5–0.6. The upper limit of the
coverages θc at which the diffraction pattern of this struc-
ture is still observed depends on the Eu deposition tem-
perature. For instance, for Ts = 800 K, we have θc = 10;
for Ts = 900 K, θc = 30; and for Ts = 1000 K, the (2 × 1)
pattern was observed even for θ = 65. For θ > θc, only
a diffuse background was observed. These results
imply that, after the (2 × 1) two-dimensional recon-
struction has formed, three-dimensional islands begin
to grow and that the coverage starting from which these
islands coalesce depends on the surface temperature.

3.2. Isothermal Thermal-Desorption Spectroscopy 

Figure 1 displays a family of isotherms obtained by
ITDS in the course of Eu deposition on an originally
clean Si(111) surface. Curves 1 and 2 relate to the
adsorption stage of the Eu–Si(111) structure formation.
In this stage, the flux of Eu atoms evaporating from the
surface increases with increasing surface coverage, to
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1 2

3

4

5
6
7
8

10
ν, 1012 cm–2 s–1

Fig. 1. Concentration dependences of the ITDS data at var-
ious Eu deposition temperatures Ts on the substrate:
(1) 1135, (2) 1110, (3) 1080, (4) 1045, (5) 1025, (6) 1005,
(7) 985, and (8) 965 K.
P

become equal to the flux incident on the surface at a
certain value of θ dependent on the substrate tempera-
ture. At this instant, the film growth stops and adsorp-
tion equilibrium is established on the substrate surface.

As the substrate temperature is lowered (curves 3–8
in Fig. 1), adsorption equilibrium on the surface is not
reached and the film continues to grow indefinitely. At
θmax ≅  0.6, a pronounced maximum appears in the
curves. According to the theory of heterogeneous
nucleation [12], the presence of this maximum indi-
cates an island-type film growth and the existence of a
noticeable activation barrier to island formation. An
analysis of the Eu evaporation rates at coverages in
excess of θmax provides an answer to the question of
whether the clusters growing in these conditions consist
of pure metallic europium or of silicide. Straightfor-
ward calculation shows that, at temperatures at which
the ITDS relations are obtained, clusters of pure metal-
lic europium could not exist because of its extremely
high rate of evaporation, which is five to six orders of
magnitude higher than that observed in the experi-
ments. Hence, what grows on the surface is 3D clusters
of the europium silicide.

The ITDS studies also provide an answer to another
question, namely, how the silicide evaporates. When a
silicide film is heated, only Eu atoms evaporate into
vacuum. No silicide molecules or Si atoms escape from
the surface. This means that the silicide breaks down
during evaporation, with the Eu atoms desorbing and
the Si atoms remaining on the surface.

3.3. Auger Electron Spectroscopy 

Figure 2 displays concentration dependences of the
Auger signals of europium and silicon obtained at var-
ious temperatures of europium deposition on the sur-
face. Consider their main features. We see that, when
Eu atoms are deposited on the substrate surface at room
temperature, the Auger signal of silicon falls off mono-
tonically without exhibiting any features and then van-
ishes at θ ≅  8. This dependence differs radically from
the corresponding relations measured on the Yb–
Si(111) [11] and Sm–Si(111) [13] systems. The con-
centration dependences obtained for the latter two sys-
tems have steps, which indicate considerable mixing of
Si atoms with the rare earth metal deposited on the sil-
icon surface. Therefore, the absence of steps in curve 1
of Fig. 2a shows that there is no appreciable mixing of
the Si and Eu atoms in the Eu–Si(111) system. To sup-
port this suggestion, we calculated the concentration
dependence of the Auger signal of silicon coated by a
nearly uniform-in-thickness, impurity-free, amorphous
europium film. We used the relation I = I0e–dθ/λ [14],
where d is the geometric thickness of the europium
monolayer, for which we took the covalent diameter of
the Eu atom [15]. For the effective escape depth of
Auger electrons, we accepted the value λ = 5 Å derived
from the universal relation λ = f(E) [16] (E is the elec-
tron energy) for E = 92 eV. Figure 3 plots this calculated
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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relation and experimental data. The curves are seen to
be very close to each other. This implies that deposition
of Eu atoms on the Si(111)-(7 × 7) surface at 300 K pro-
duces a metallic europium film which does not contain
a noticeable amount of Si atoms.

The dependence of the europium Auger signal ampli-
tude on the thickness of the deposited film (curve 1 in
Fig. 2a) has a more complex shape than that for the sil-
icon signal. Furthermore, the europium signal assumes
a constant value (independent of coverage) at θ ≅  13.
The latter value considerably exceeds the coverage at
which the silicon signal becomes zero. One possible
explanation for such a large difference in the limiting
coverages assumes that the electronic state of europium
atoms (on which the yield of Auger electrons depends)
is a function of the film thickness. Because we are plan-
ning to verify this conjecture in the future, we do not
dwell on it here further.

Increasing the deposition temperature from room
temperature to T = 500 K is accompanied by a decrease
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Fig. 2. Concentration dependences of the amplitudes of the
Auger peaks (a) N4,5O2,3N6,7 (104 eV) of europium and
(b) L2,3VV (92 eV) of silicon. Eu was deposited on the Si
surface at various temperatures Ts: (1) 300, (2) 500, (3) 800,
(4) 900, and (5) 1000 K.
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in magnitude of the Eu signal and an increase in the sil-
icon signal. This suggests noticeable mixing of the
deposited atoms with the substrate material at this tem-
perature. As the temperature is increased even further,
the variation in the Auger signals grows and the cover-
ages at which the concentration dependences level off
vary. The latter observation becomes particularly reveal-
ing in the behavior of the Eu Auger signal. Indeed, for
Ts = 500 K, the plateau is reached at θ = 5–6; for Ts =
800 K, this occurs at θ = 20–30; for Ts = 900 K, at θ =
30–40; and for Ts = 1000 K, no saturation is observed to
occur at coverages θ ≤ 65.

3.4. Contact Potential Difference

Figure 4 shows the concentration dependences of
the variation of the surface work function ∆ϕ = f(θ)
obtained under various conditions of Eu deposition on
silicon; ∆ϕ = ϕ – ϕSi, where ϕ is the work function of
the Si(111) surface coated by a film of either europium
or silicide and ϕSi = 4.6 eV is the work function of the
clean Si(111) surface [17]. We see that varying the tem-
perature exerts a substantial and ambiguous influence
on the surface work function for any coverage. Since
the small-coverage region was considered in [7, 8], we
dwell here on the region of large coverages θ only.

First, it has to be pointed out that, unlike the systems
Yb–Si(111) [18] and Sm–Si(111) [17], the dependence
of the work function on θ for Ts ≥ 800 K persists to the
largest coverages studied. Second, an increase in the
substrate temperature brings about, in the beginning, a
decrease in the work function (temperature interval
300–500 K) and, afterwards, an increase (over the
range 500 < T < 1000 K). The latter may be caused by
an increase in silicon concentration on the film surface,
which is in agreement with the Auger spectroscopy data
(Fig. 2). The effect of substrate temperature on the con-
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Fig. 3. Concentration dependences of the silicon Auger
peak amplitude obtained under Eu deposition on the silicon
surface. The deposition was carried out at room tempera-
ture. (1) Experiment and (2) calculation performed assum-
ing the film to be uniform over the thickness (see text).
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centration dependences of both Auger signals and the
work function of the surface manifests itself substan-
tially earlier, according to LEED measurements, than
the deposited Eu film undergoes ordering.

4. RESULTS AND DISCUSSION

The results presented in the preceding section sug-
gest the general conclusion that the growth mechanism
of the films, their morphology, and chemical composi-
tion depend on temperature. We consider this point in
more detail.

At room temperature, as follows from the LEED and
AES measurements, a disordered metallic europium
film that is uniform in thickness forms on the silicon
surface. The concentration of the Si atoms dissolved in
this film is low.

At high temperatures, the Eu–Si(111) system forms
through the Stranski–Krastanow mechanism; namely,
the densest Si(111)-matched two-dimensional (2 × 1)
reconstruction stops growing at θ = 0.5–0.6, after
which three-dimensional silicide clusters begin to grow
on it.

As follows from LEED measurements, the coales-
cence of crystallites occurs at coverages whose value
increases with temperature. It would seem that AES
data suggest the same conclusion. Indeed, as pointed
out in the preceding section (Fig. 2), the silicon and
europium Auger signals cease to depend on the amount
of deposited europium at coverages whose magnitude
grows dramatically with temperature. According to our
analysis [13], this growth may indicate that the coales-
cence occurs at coverages that increase with tempera-
ture. However, a comparative analysis of all the results
obtained in this study shows that the pattern of the con-
centration dependences of Auger signals in the Eu–
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Fig. 4. Concentration dependences of ∆ϕ obtained at vari-
ous temperatures Ts of Eu deposition on the silicon surface:
(1) 300, (2) 500, (3) 800, (4) 900, and (5) 1000 K.
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Si(111) system is determined not only by the silicide
film structure. The CPD measurements (Fig. 4) show
that variations in temperature and in the amount of
deposited europium affect the elemental composition
of the upper layers in silicide films. For instance, an
increase in temperature in the interval 500–1000 K is
accompanied by an increase in the work function. This
may mean that, as the temperature increases, the con-
centration of Si atoms in the upper layer(s) of the film
also increases. At the same time, an increase in the
amount of deposited europium for θ > 5 entails a
decrease in the work function. This means that the con-
centration of Eu atoms in the upper layer of the film
increases with θ. The region of coverages within which
this growth takes place depends on temperature. As the
temperature is increased, this region broadens and, at
the highest temperature (1000 K), exceeds the θ inter-
val studied.

The increase in the Eu atom concentration in the
upper layer(s) with increasing θ should obviously be
accompanied by a broadening of the coverage region
within which the silicon and europium Auger signals
vary. Therefore, in the Eu–Si(111) system, the value of
θc cannot be derived from the concentration depen-
dence of Auger signals alone. The LEED method offers
a more reliable determination.

A comparison of the results obtained for the Eu–
Si(111) and the Sm–Si(111) system mentioned earlier
stresses a general similarity between the concentration
dependences of the Auger signals and a qualitative dif-
ference between the other results. The difference con-
sists, first, in that the values of the work function for the
Sm–Si(111) system obtained at different temperatures
(900, 1140 K) differ from one another only for θ < 2.
For θ > 2, these values coincide to within a few hun-
dredths of an electronvolt. Second, for θ > 2, the work
function no longer depends on the coverage. Third, the
samarium silicide films have the (1 × 1) structure,
whereas no structure was revealed in europium silicide
films.

The interpretation of the differences between the
properties of the two systems is fairly obvious. In the
case of the Sm–Si(111) system, an ordered silicide film,
which is homogeneous in elemental composition,
forms on the silicon surface. The stoichiometry of the
film depends neither on its thickness nor on tempera-
ture. The temperature affects only the value of coverage
at which the silicide crystallites coalesce. This depen-
dence may be due to a variation in either the concentra-
tion of the nuclei or in their shape, or both. The conclu-
sion that a variation in the concentration of nuclei can
affect the magnitude of θc can be readily supported by
straightforward calculations, from which it follows
that, if, for instance, the crystallites have the shape of
hemispheres or spherical segments, a decrease in their
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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concentration should bring about coalescence at higher
coverages. In the second case, where the crystallite
shape changes, the coverage θc will increase with tem-
perature if the ratio of the height of the crystallites to
their base area increases. The third case is intermediate.

Thus, the above comparison of the experimental
data obtained for the Eu–Si(111) and Sm–Si(111) sys-
tems reveals a substantial difference between them.
This difference is most likely due to the low Si diffusion
rate both in metallic europium and in the europium sili-
cides. In particular, the low diffusion rate in silicides at
all temperatures brings about a low concentration of Si
atoms in films, which accounts for their work function
being noticeably lower (at θ = 65, it varies within the
interval 2.75–3.2 eV) than that of samarium silicide
films (4.1 eV [19]). Furthermore, due to the low Si dif-
fusion rate in silicide films, a concentration gradient of
Si atoms arises along the direction perpendicular to the
sample surface. This gradient causes the work function
to decrease with increasing silicide film thickness. This
decrease is observed even at the highest temperature
studied here (1000 K), above which europium starts to
evaporate from the surface.

An increase in temperature is accompanied by an
increase in the Si diffusion rate. This brings about an
increase in the work function in the interval 500–1000 K,
a growth of the silicon Auger signals, and a decrease in
the europium Auger signals.

The limiting role of the Si diffusion rate in the for-
mation of RE silicide films has thus far been observed
only in the Ce–Si(111) system. It was shown in [20]
that deposition of cerium films on a silicon surface at
room temperature followed by heating gives rise to the
formation of a variety of CeSix phases (differing in
structure and elemental composition), which can coex-
ist. The films become more uniform in phase composi-
tion with increasing film-heating temperature.

In view of the fact that Si atom diffusion is of impor-
tance in both the Ce–Si(111) and Eu–Si(111) systems,
it can be conjectured that europium silicide films, as
well as cerium silicide films, are multiphase. The
phases lying nearer the interface with the substrate
should have a higher silicon content, and the phases that
are closer to the surface should be enriched in Eu
atoms. The europium silicide films having complex
structure is supported by the fact that our studies of the
diffraction pattern, rather than revealing any reflections
due to thick silicide films, recorded only a diffuse back-
ground.

5. CONCLUSIONS

The mechanisms of formation and the properties of
thin-film structures that form when europium is depos-
ited on the (111) face of silicon at various temperatures
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have been studied using a number of experimental tech-
niques. At room temperature, disordered metallic films
grow that possess a low concentration of dissolved sili-
con. At high temperatures (T ≥ 500 K), the Eu–Si(111)
system forms through the Stranski–Krastanow mecha-
nism; namely, first a two-dimensional transition layer
(reconstruction) with the (2 × 1) structure forms and
then three-dimensional crystallites of silicides grow on
it. The distinctive feature of the system studied is shown
to be a low rate of Si atom diffusion in the europium
silicides. This feature accounts for the gradient of Si
concentration over the thickness of the silicide films
and, as a consequence, for their multiphase composi-
tion.
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Abstract—Comblike polymers (copolymers) of methacrylates with nonlinear optical photochromic chro-
mophores in the side chains are synthesized. An increase in the induced birefringence under laser radiation is
studied in poly-n-(fluoroalkyl methacrylates) and their hydrocarbon analogs. It is demonstrated that the chem-
ical structure and composition of polymers (copolymers) affect the rise and decay of the photoinduced birefrin-
gence and the stability of the second-harmonic generation signal. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recent progress in photonic technologies, which are
most efficient in optical information processing, has
stimulated a continuously increasing interest in poly-
mer materials whose properties can be controlled by
light. The most popular chromophores in photosensi-
tive polymers are azo and azomethine dyes with an
extended system of delocalized π electrons and polar
donor–acceptor substituents. As a rule, these dyes pos-
sess a high nonresonant nonlinear optical susceptibility
and can undergo a reversible trans–cis photoisomeriza-
tion, which leads to a substantial change in the physical
and chemical properties of polymers [1]. The high
speed of response renders these chromophores promis-
ing for the creation of quick data-processing systems.

The efficiency and stability of induced processes in
polymers depend on the chemical nature of the chro-
mophore and the polymer, as well as on the method of
introducing the chromophore into the polymer (for
example, the chromophore can be introduced (i) in the
form of a composite or a covalently bonded group,
(ii) into the main or side chain of the polymer, and
(iii) through a flexible spacer or in a rigid manner) [2].

This work is a continuation of our systematic inves-
tigations into the orientation of nonlinear optical chro-
mophores in external fields [3] and the relaxation pro-
cesses in polymers (copolymers) of methacrylates with
chromophore groups in the side chains [4, 5]. In the
present work, we studied the kinetics of photo-orienta-
tion of chromophore groups under exposure to laser
radiation.
1063-7834/04/4603- $26.00 © 20569
For our investigations, we synthesized a series of
comblike polymers (copolymers) of methacrylates. The
chemical structures and designations of the polymers
synthesized are given in the table.

The polymers differ in the structure of the second
comonomer. The second comonomer contains either
the alkyl side chain (copolymers CP3, CP6) or the flu-
oroalkyl side chain (copolymers CP2, CP4, CP5). The
third comonomer (which increases the free volume) is
introduced into copolymers CP4–CP6. The nonlinear
optical chromophores in the polymers also have differ-
ent structures. The conjugated chain in the chro-
mophores includes the azo group in copolymers CP5
and CP6, the azomethine group in homopolymer P1
and copolymers CP2–CP4, and the benzothiazole frag-
ment in copolymer CP6. Moreover, the polymers differ
in the structure of the spacer attaching the chromophore
group to the macromolecular backbone. The side chain
involves either a sequence of –CH2– groups in copoly-
mers CP2–CP6 or a sequence of –CF2– groups in
homopolymer P1. The study of this series of com-
pounds makes it possible to reveal a correlation
between the kinetics of photoinduced processes and the
chemical structure of polymers (copolymers). Note that
the influence of fluorine-containing methylene groups
in the polymer structure and heterocyclic fragments in
the chromophore structure on the photoinduced bire-
fringence has never been considered in the literature.
004 MAIK “Nauka/Interperiodica”
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Structures of the polymers under investigation 

Polymer m n p R1 R2 R3

P1 100 0 0 – –

CP2 20 80 0 –(CF2)4H –

CP3 20 80 0 –(CH2)4H –

CP4 25 35 40 –(CF2)4H –H

CP5 5 90 5 –(CF2)4H

CP6 20 45 35 –(CH2)4H –H

p2MAN [11] 100 0 0 – –

CH2 C

CH3

C O

O

CH2

R1

m

CH2 C

CH3

C O

O

CH2

R2

n

CH2 C

CH3

C O

O

R3

p

(CF2)4CH2O N CH NO2

(CH2)2O N CH NO2

(CH2)2O N CH NO2

(CH2)5O N CH NO2

(CH2)5 N

CH3

N N NO2

O

C O

CH

CH

(CH2)6

(CH2)5 N

CH3

N N
S

N

NO2

CH2 N

CH3

N N NO2
2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Homopolymer P1 was prepared by thermal poly-
merization. The separation, purification, and physical
properties of this homopolymer were described in our
earlier work [3]. Copolymers CP2–CP6 were synthe-
sized through the radical polymerization of the corre-
sponding monomers in an N,N-dimethylacetamide
solution (30 wt %) with dinitrilazodiizobutyric acid
(1 wt %) as an initiating agent at a temperature of 60°C.
The characteristics of copolymers CP2 and CP3 are
given in [5], and the parameters of copolymer CP5 are
P

presented in [6]. The structure and composition of the
synthesized polymers were identified by 1H NMR and
UV spectroscopy. The 1H NMR spectra were recorded
on a Bruker AC-200 spectrometer (200.1 MHz) with
respect to the signals from the solvent. Deuterated ace-
tone (CD3)2CO and dimethyl sulfoxide (DMSO-d6)
were used as solvents.

The absorption electronic spectra were measured on
a Specord M-400 spectrophotometer. The percentage
ratio (n : m : p) of the repetitive units in copolymers was
estimated from the ratio of the signals from protons of
particular groups in the 1H NMR spectra. The UV
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004
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absorption spectra of polymer films exhibit absorption
bands characteristic of chromophores in the range 328–
344 nm (homopolymer P1, copolymers CP2–CP4) and
at 540 nm (copolymer CP6).

Chromophores, namely, 4'-(4-nitrobenzylideneam-
ino)phenol derivatives, were synthesized according to
the procedure similar to that described in [7]. 2-[4'-(N-
Methyl-N-6-hydroxyhexyl)aminophenylazo]-6-
nitrobenzothiazole was prepared using the procedure
described in [8]. Chromophore-containing methacry-
lates were synthesized by the procedure described in
[7]. The phase (aggregate) state was examined using
differential scanning calorimetry (DSC) on a DSM-2M
scanning calorimeter (scanning rate, 16 K/min; weigh-
ing portion, 20 mg; threshold sensitivity, 10–4 W) for
homopolymer P1 and copolymers CP4–CP6 and
dielectric spectrometry (dielectric loss measurements)
on a TP-9701 instrument in the temperature range from
–160 to 150°C for copolymers CP2 and CP3 [5].

The softening temperatures Tg are as follows: 80°C
for homopolymer P1 and copolymer CP4, 280°C for
copolymer CP5, 135°C for copolymer CP6 (DSC data),
and 60–70°C for copolymers CP2 and CP3 (dielectric
data). The photoinduced birefringence, the orientation
of chromophore groups upon electrification in a corona
discharge, and the second-harmonic generation were
investigated with the use of samples prepared by cen-
trifugation in the form of 2-µm-thick polymer films on
180-µm-thick cover glasses. The samples were heat
treated at a temperature of 100°C for 3 h and at 50°C for
100 h under vacuum.

The kinetics of photoinduced birefringence was
examined on a photo-optical setup described in [9, 10].
The vertically polarized writing beam of an argon laser
(λ = 488 nm, intensity P = 0.18 W/cm2) was directed
toward the chosen region of the polymer film. In order
to measure photoinduced changes in the polymer film,
the reading beam of an He–Ne laser (λ = 633 nm) was
directed toward the same region of the sample. The
angle between the planes of polarization of the writing
and reading beams was equal to 45°. The intensity of
the reading beam passing through the sample and the
analyzer was measured with a photodiode and a special
recording system. The results of these measurements
were used to determine the phase shift ϕ(t) in the read-
ing beam components with parallel and perpendicular
polarizations relative to the polarization of the writing
beam.

The samples were electrified in a dc corona dis-
charge (the current strength did not exceed 5 µA) with
the use of a three-electrode circuit according to the
technique described in [3].

The second-harmonic generation was investigated
on a setup described in [3]. The second harmonic was
generated by a pulsed YAG : Nd3+ laser operating in a
Q-switching mode (radiation wavelength, 1.064 µm;
pulse width, 15 ns).
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
3. RESULTS AND DISCUSSION

In polymers containing photochromic fragments
(for example, azo derivatives) that can undergo trans–
cis isomerization, the photochromic azo dye molecules
and adjacent side groups are oriented under exposure to
linearly polarized laser radiation [2, 9, 10]. In this case,
the molecules are predominantly arranged in such a
way that their long axes are perpendicular to the electric
field vector E of the light wave, which gives rise to bire-
fringence. Initially, the optically isotropic polymer film
acquires optical properties similar to those of a uniaxial
crystal whose optic axis is parallel to the vector E.

In the general case, the photo-orientation is a com-
plex process involving several stages, such as trans–
cis–trans … isomerization, photoselection, orientation
of dye molecules and mesogenic groups, motion of the
main chain, etc. [2, 10]. This manifests itself in the
kinetics of rise and decay of photoinduced birefrin-
gence.

The kinetics curves of photoinduced birefringence
for copolymers CP2–CP5 and homopolymer p2MAN
[11] are depicted in Fig. 1.

Polymers P1 and CP2–CP4 contain the same
azomethine dye and (except for copolymer CP3) iden-
tical chains of –CF2 groups. These groups are charac-
terized by strong intermolecular interaction, spatial
ordering [12], and a tendency toward the formation of
hydrogen bonds with the participation of protons of the
–CF2H terminal group [13]. As can be seen from Fig. 1,
the replacement of hydrogen atoms by fluorine atoms in
the side radical leads to a considerable decrease in the
rate of rise of the birefringence. This effect is most pro-
nounced at short exposure times (t < 20 s), when the
short-range order is formed. The decisive role in this
process is played by the dye molecules whose long axis
is parallel to the vector E of writing radiation (these
molecules have the highest rate of trans–cis isomeriza-
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Fig. 1. Dependences of the phase shift ϕ/π on the exposure
time for polymers (1) CP2, (2) CP3, (3) CP4, (4) CP5, and
(5) p2MAN.
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tion). At this stage, the mobility of the main chain is of
little importance. Indeed, the initial portions of the
kinetic curves for polymers CP2 and CP4 (Fig. 1) differ
only slightly, even though the final birefringence of
copolymer CP4 is appreciably less than that of copoly-
mer CP2. Such a behavior of the birefringence can be
explained by the fact that the photo-orientation is sub-
stantially affected by both the mobility of dye mole-
cules (the initial portion of the kinetic curve) and the
mobility of the main chain (at long exposure times).
The spacer in copolymer CP4 is longer than that in
copolymer CP2, which could provide a higher mobility
of photochromic fragments [2]. However, the presence
of the third comonomer in copolymer CP4 brings about
the formation of numerous hydrogen bonds, which
increase the rigidity of the system (matrix) and
decrease the degree of photo-orientation. The structures
of copolymers CP2 and CP3 differ only in the chemical
nature of the side chain of the second comonomer (see
table). As was noted above, the fluorine-containing
chains significantly affect the photochromic properties
of the polymer, most likely, due to the strong interaction
of fluoromethylene fragments of methacrylate mole-
cules [13, 14]. At long exposure times (t > 400 s), the
kinetics of photoinduced birefringence in copolymers
CP2 and CP3 is almost identical (Fig. 1; curves 1, 2).
This circumstance can be associated with the large dis-
tance between the main chain and the proton of the
−CF2H terminal group (the proton is prone to the for-
mation of hydrogen bonds). Consequently, the –CF2H
group, whose effect is pronounced at the early stages of
photo-orientation, only slightly affects the mobility of
the main chain.

At long exposure times, the kinetics of rise of the
birefringence is governed primarily by the specific fea-
tures in the formation (or reorientation) of micro-
domains [2]. For copolymer CP2, this process appar-
ently occurs at exposure times t > 400 s. It should be
noted that, at the early stage, the photo-orientation is
hindered by the strong intermolecular interaction of the
–CF2 groups [12]. By contrast, at the next stage (the ini-
tial arrangement of azomethine dye molecules is dis-
turbed, but microdomains are not formed), this interac-

0.20

0
Time, h

0.15
800400

SHG intensity, arb. units

Fig. 2. Decay kinetics of the intensity of the second-har-
monic generation signal in a CP6 copolymer film ~2 µm
thick at 20°C after electrification at Te = 100°C.
P

tion can promote photo-orientation (Fig. 1; curve 1,
exposure times t = 20–400 s).

The most pronounced effect of fluoromethylene
chain fragments on the birefringence kinetics is
observed in homopolymer P1. The introduction of
these fragments into the composition of the spacer
results in the suppression of photo-orientation (the bire-
fringence is not observed). Possibly, this is caused by
the fact that the free volume in homopolymer P1 is
absent (or the free volume in homopolymer P1 is
smaller than that in copolymers CP2–CP4).

A comparison of the results obtained in [3] and in
the present work shows that polymers with a rigid
structure (homopolymer P1), which hinders the isomer-
ization and reorientation, are characterized by the max-
imum degree of orientation of chromophore groups and
the highest intensity and stability of the second-har-
monic generation signal.

It was revealed that, under laser radiation, copoly-
mers CP5 and CP6 with different structures of photo-
chromic groups exhibit different photoinduced effects.

In copolymer CP6, no birefringence is observed,
even though the copolymer has a sufficiently loose
structure [the copolymer contains the third comonomer,
is free of fluorine-containing side substituents, and
involves the long spacer attaching the chromophore
group (see table)]. It is known [15] that the replacement
of a phenyl ring by a naphthalene ring leads to a drastic
decrease in the rate of photoinduced processes. In our
case, the conjugation of the benzene ring with the thia-
zole ring (see table), which has a planar structure and
contains two heteroatoms [16], most likely also results
in suppression of the trans–cis isomerization.

The time dependences of the photoinduced birefrin-
gence for copolymer CP5 containing 5% nitrogen-sub-
stituted 4-nitroazobenzene (classical photochrome) and
homopolymer p2MAN with the same photochromic
group exhibit identical behavior (Fig. 1; curves 4, 5). At
the initial stage, the exposure of copolymer CP5 to laser
radiation is attended by a rapid increase in the birefrin-
gence, which is comparable to the birefringence of
homopolymer p2MAN. With further exposure, the
birefringence of copolymer CP5 increases more slowly
and reaches a nearly steady-state value. This behavior
can be explained by the fact that, at the early stage, the
long spacer attaching the photochromic group in copol-
ymer CP5 facilitates the photoinduced processes. How-
ever, as the exposure time increases, the specific prop-
erties of fluorine-containing side chains manifest them-
selves [17], which leads to a decrease in the mobility of
photochromic fragments and to stabilization of the pro-
cess.

It should be noted that the exposure of copolymer
CP6 and homopolymer P1 to an external electric field
induced by the corona discharge is also accompanied
by an efficient orientation of chromophore groups in
the polymer film and the appearance of a stable second-
harmonic generation signal. Figure 2 shows the time
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



PHOTOINDUCED BIREFRINGENCE 573
dependence of the intensity of the second-harmonic
generation signal for copolymer CP6. It can be seen
from Fig. 2 that the signal intensity decreases by
approximately 20% in the first three days and remains
nearly constant over the next month.

4. CONCLUSIONS

Thus, the results obtained in this work demonstrated
that the specific features of the structure and chemical
nature of polymer matrices and photochromic groups
are the factors responsible for the appearance, magni-
tude, and kinetic parameters of the photoinduced bire-
fringence in polymers. The replacement of hydrogen
atoms by fluorine atoms in side alkyl substituents of
acrylates (methacrylates) results in a decrease in the
photoinduced birefringence due to an increase in the
rigidity of the structure. The modification of the struc-
ture of the azo dye through the introduction of the thia-
zole ring with two heteroatoms into the conjugated
chain leads to complete suppression of the birefrin-
gence. This can be associated with the planar structure
of the benzothiazole fragment and the ability of het-
eroatoms to form hydrogen bonds [16]. It was found
that there is a correlation between the photoinduced
birefringence and the stability of the nonlinear optical
properties of the polymers. The second-harmonic gen-
eration signal is most stable in polymers in which the
photoinduced birefringence is absent and appears to be
unstable in polymers with a considerable birefringence
[3]. Therefore, the assumption can be made that poly-
mers in which the photoinduced processes of trans–cis
isomerization and reorientation are hindered hold
promise for nonlinear optics.
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Abstract—This paper reports on the results of investigations into the influence of variations in the chemical
composition of the aromatic core of cyano-containing molecules of liquid crystals on their dielectric properties
in the frequency range 1–2000 MHz. It is shown that the dispersion of the longitudinal permittivity is ade-
quately described by the sum of two Debye processes with different weighting factors and relaxation times. The
frequency dependence of the transverse permittivity is well approximated by the Debye process with a contin-
uous distribution of relaxation times in a specified range. It is established that the replacement of one benzene
ring in the biphenyl core of the 5CB liquid-crystal molecule by a cyclohexane (or bicyclooctane) fragment leads
to a considerable decrease in both relaxation times for the longitudinal permittivity, a change in the low-fre-
quency limit of the relaxation time range for the transverse permittivity, and the evolution of the frequency
dependence of the dielectric anisotropy. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Investigation into the influence of the chemical
composition and structure of molecules of liquid crys-
tals belonging to a homologous series on the dispersion
of the permittivity makes it possible to elucidate the
nature of relaxation processes, to explain the origin of
specific features observed in the dielectric spectra, and
to reveal a correlation between the physical character-
istics and microscopic parameters. For example, in our
earlier works [1–3], the dispersion of the longitudinal
and transverse high-frequency permittivities of liquid
crystals of the alkylcyanobiphenyl group nCB was
studied as a function of the length of the alkyl tail (n =
5–8). The results of those investigations enabled us to
separate the contributions of the motions of rigid and
flexible molecular fragments and to assign them to the
specific features observed in the dielectric spectra. In
particular, it was demonstrated that, apart from the con-
ventional Debye relaxation of molecules, the dielectric
spectra of liquid crystals in the high-frequency range
are characterized by the resonance dispersion regions
associated with intramolecular motions of the alkyl
fragments. Liquid crystals of the homologous series of
alkylcyanobiphenyls nCB, alkyloxycyanobiphenyls
nOCB, and cyclohexane derivatives were examined
using dielectric methods in [4, 5]. Dunmur and Tomes
[4] and Urban et al. [5] investigated how the chemical
composition of the rigid core of molecules affects the
dipole moment, order parameter, activation enthalpy,
Debye relaxation time, and the retardation factors of
molecular motion introduced in the framework of the
Mayer–Meyer theory of dielectric relaxation. A num-
ber of authors (see, for example, [6, 7]) analyzed the
changes in the molecular packing coefficients and rheo-
1063-7834/04/4603- $26.00 © 20574
logical parameters of cyano-containing liquid crystals
due to the replacement of one benzene fragment in the
rigid core of the liquid-crystal molecules by other frag-
ments.

The aim of the present work was to measure the fre-
quency dependences of the permittivity of cyano-con-
taining liquid crystals, to approximate these depen-
dences numerically, and to compare the temperature
dependences of the permittivities and refractive indi-
ces. For this purpose, we used the following nematic
liquid crystals: 4-n-pentyl-4-cyanobiphenyl (5CB),
trans-4-pentyl-(4-cyanophenyl)-cyclohexane (5PCH),
and 4-(4'-pentyl-bicyclo[2.2.2]octane)-phenyl (5BCO).
The structural formulas of the liquid-crystal molecules
under investigation and the temperatures Tc of phase
transitions of the liquid crystals from a nematic liquid-
crystal state to an isotropic liquid state are presented in
Fig. 1. These molecules differ from each other only in
the chemical composition of the aromatic core. Specif-
ically, one benzene fragment in the aromatic core of the
5PCH and 5BCO molecules is replaced by the cyclo-
hexane and bicyclooctane fragments, respectively.
However, the lengths of the alkyl tails are identical in
all the molecules studied. It should be noted that, in this
work, the dielectric spectra were measured for the first
time over a wide frequency range (f = 1– 2000 MHz),
including the poorly studied high-frequency range of
dielectric relaxation.

2. EXPERIMENTAL TECHNIQUE

The permittivities of the liquid-crystal samples in
the frequency range 1–30 MHz were measured on a
Tesla BM-560 standard Q-meter with the use of a mea-
004 MAIK “Nauka/Interperiodica”
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suring cell in the form of a parallel-plate capacitor. In
the meter and decimeter wavelength ranges, the dielec-
tric measurements were performed with specially
devised highly sensitive frequency-tuned sensors based
on ring-type microstrip resonators [2].

The real permittivities ε' were determined according
to a standard technique, i.e., by measuring the differ-
ence in the resonance frequencies of the sensors with
and without the sample. The imaginary permittivities ε''
were calculated from the change in the loaded Q-factor
of the resonator after relaxation of the liquid-crystal
sample placed in it. The amplitude–frequency charac-
teristics of the microstrip sensors were recorded on R4-
37 and R4-38 automated meters intended for measuring
complex transmission gain factors. The absolute errors
in determining the dielectric characteristics were no
larger than δε' ~ 0.05 and δε'' ~ 0.1. The orientation of
the long axes of molecules in the studied samples with
respect to the polarization of a microwave electric
pump field was provided by a static magnetic field H =
2500 Oe. The measurements were performed in a ther-
mostat in the temperature range 0–95°C. The tempera-
ture was maintained accurate to ±0.5°C.

The numerical approximation of the dielectric spec-
tra required knowledge of the ordinary (no) and extraor-
dinary (ne) refractive indices. These data for the 5CB
and 5BCO liquid crystals were taken from [8, 9]. The
ordinary and extraordinary refractive indices for the
5PCH liquid crystal were measured at the wavelength
λ = 0.589 µm with the use of an IRF-454B standard
refractometer with a homeotropic orientation of the
director in the measuring cell.

3. RESULTS AND DISCUSSION

The experimental temperature dependences of the
extraordinary ne (closed symbols 1) and ordinary no

(closed symbols 2) refractive indices of the 5PCH liq-
uid crystal are depicted in Fig. 2. This figure also shows
the temperature dependences of the real parts of the

C C5H11N

C C5H11N

C C5H11N

5CB

5PCH

5BCO

Tc = 35°C

Tc = 55°C

Tc = 60°C

Fig. 1. Structural formulas of the liquid-crystal compound
and temperatures Tc of the transition from the nematic phase
to the isotropic liquid phase.
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longitudinal  (open symbols 3) and transverse 
(open symbols 4) permittivities, which were measured
in parallel and perpendicular orientations of the liquid-
crystal director with respect to the polarization of the ac
electric field. The temperature dependences of the
refractive index and the permittivity of the 5PCH liquid
crystal in the isotropic phase are shown by symbols 5
and 6, respectively. The heating rate of the studied sam-
ple was approximately equal to 5 K/h. In this experi-
ment, the permittivities were measured at a pump fre-
quency f = 1 MHz, at which the frequency dispersion
does not manifest itself. Consequently, the dielectric
characteristics thus obtained are close to the static per-

mittivities  and . It can be seen from Fig. 2 that,
except for the phase transition range, the measured
parameters only slightly depend on the temperature in
both the nematic (T < Tc) and isotropic (T > Tc) phases
of the liquid-crystal compound.

All the dielectric spectra of the liquid crystals stud-
ied were measured in the nematic phase at a tempera-
ture T = Tc – 5°C. Figure 3 shows the frequency depen-

dences of the real parts of the longitudinal ( f ) and

transverse ( f ) permittivities and the frequency

dependences of the imaginary parts of ( f ) and ( f )
for three liquid crystals. In this figure, solid lines repre-
sent the results of the numerical approximation of the
experimental dependences of the real parts of the longi-
tudinal and transverse permittivities.

The frequency dependences of the longitudinal per-
mittivity were approximated as follows. In our previous
work [2], we showed that the frequency dependence of

the longitudinal permittivity ( f ) over a wide range of
frequencies can be correctly approximated using the

ε||' ε⊥'
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Fig. 2. Temperature dependences of the optical ne and no
(closed symbols) and dielectric  and  (open symbols)
parameters for the 5PCH liquid crystal in the temperature
range of the transition from the nematic phase to the isotropic
liquid phase (for explanation of the curves, see text).
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sum of two Debye processes with different relaxation
times; that is,
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Fig. 3. Frequency dependences of the (1, 2) real and (3, 4)
imaginary parts of the (1, 3) longitudinal and (2, 4) trans-
verse permittivities of the liquid crystals. Solid lines corre-
spond to the Debye approximations.

Table 1.  Main characteristics of the liquid crystals under
investigation for parallel orientations of the liquid-crystal
director with respect to the microwave electric pump field

Liquid
crystal

τ||1,
10–9 s

τ||2,
10–10 s

∆H,
kJ/mol

5CB 24–25 6–7 66.7 16.4 3.13 3.13

5PCH 9–9.5 3–4 71.5 14.0 2.69 2.53

5BCO 6–6.5 0.9–1.0 92 13.2 2.49 2.49

ε||0' ε||∞' ne
2

P

Here, ne is the extraordinary refractive index,  is the
static permittivity, ω = 2πf, τ||1 and τ||2 are the relaxation
times of the two Debye processes, and g1 and g2 are the
weighting factors corresponding to these processes
(g1 + g2 = 1). It should be noted that, for all the studied
samples, the best agreement between the results of the
numerical approximation and the experimental points
was achieved with weighting factors g1 ≈ 0.92 and g2 ≈
0.08. Table 1 presents the relaxation times τ||1 and τ||2,
which characterize the dipole relaxation upon rotation
of the liquid-crystal molecules about the short and long
molecular axes, respectively. This table also lists the
molar activation enthalpies ∆H obtained by numerical
processing of the dielectric spectra measured at three
different temperatures: T1 = Tc – 5°C, T2 = Tc – 10°C,
and T3 = Tc – 15°C. The activation enthalpy ∆H was
determined from the temperature-dependent relaxation
time τ||1 according to the Bauer equation [10]:

 (2)

where ∆S and ∆H are the molar activation entropy and
the molar activation enthalpy of the dipole reorientation,
respectively; I is the moment of inertia of the molecule;
R is the gas constant; kB is the Boltzmann constant; and
T is the absolute temperature. The exact value of the
moment of inertia I for the liquid crystals studied is
unknown. However, according to estimates [10, 11], we
have I ~ (1–3) × 10–43 kg m2 and ∆S ~ 100–135 kJ/mol.

It can be seen from Table 1 that the activation
enthalpy ∆H characterizing the reorientation of mole-
cules about the short axis monotonically increases in
the series 5CB–5PCH–5BCO. Our results are in good
agreement with the data obtained by Urban et al. [5] for
5CB and 5PCH liquid crystals. The observed increase
in the activation enthalpy ∆H can be explained by the
increase in the molecular packing coefficient due to an
increase in the size of the molecular core [11].

An analysis demonstrated that the shorter time of
longitudinal relaxation τ||2 is virtually temperature-
independent in the temperature range under investiga-
tion and proves to be shortest for the 5BCO liquid crys-
tal (Table 1). As can be seen from Table 1, the quantities

 and  determined from the frequency depen-
dences of the permittivities are in excellent agreement.

Thus, the approximation approach proposed in our
earlier work [2] offers reasonable agreement between
the calculated frequency dependence of the longitudi-
nal permittivity and the experimental data for all the
liquid-crystal samples over the entire frequency range
covered.

As was shown in [2], the transverse permittivity
( f ) should be approximated using a dispersion rela-

tion with a continuous distribution of relaxation times
in a specified range. In the general case, when the relax-

ε||0'

τ||1
2πI
kBT
--------- 

  1/2 ∆S–
R
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  ∆H

RT
-------- 

  ,expexp=

ne
2 ε||∞'

ε⊥'
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ator times are distributed in the range from 0 to ∞, the
Debye dispersion relation has the form

 (3)

where no is the ordinary refractive index and G(τ) is the
distribution function of relaxation times. The function
G(τ) describes the motion of large- and small-sized
molecular aggregates and individual molecules and
also small-scale intramolecular motions associated, for
example, with vibrations of mobile molecular frag-
ments of the alkyl tails.

The necessity of applying the above approach to the
approximation of the transverse permittivity ( f )
stems from the fact that, for all the liquid crystals under
investigation, the frequency dependences of the trans-
verse permittivity differ from the Debye behavior. As a
consequence, the approximation of the dispersion of
the transverse permittivity by the sum of two or even
three Debye processes with different relaxation times,
as a rule, leads to poor agreement with the experimental
data. To put it differently, unlike parallel pumping, per-
pendicular pumping (perpendicular orientation of the
polarization of the microwave electric field with respect
to the director of molecules) ensures efficient excitation
of various intramolecular motions with a continuous
distribution of relaxation times in a specified range
from τ⊥ L to τ⊥ R.

For liquid crystals, the distribution function G(τ)
and the range of its definition are unknown. In this
work, the frequency dependence of the transverse per-
mittivity ( f ) was approximated using two different
functions G(τ). The first function G(τ) is a symmetric
function describing the uniform distribution of relax-
ators in the range τ⊥ L–τ⊥ R. Upon substitution of this
function into relation (3), we obtain the analytical
expression [12]

 (4)

where a = τ⊥ L/τ⊥ R and k = ωτ⊥ L. By applying the numer-
ical method for expression (4), it is easy to determine
the limits τ⊥ L and τ⊥ R of the relaxation time range for
each liquid crystal that provide the best agreement
between the results of the chosen approximation and
the experimental data over the entire frequency range.
An analysis of the dependences ( f ) thus obtained
(see Fig. 3, curves 2) demonstrates that this approach
offers an adequate description of the relaxation pro-
cesses in the studied liquid crystals for perpendicular
orientations of the director of liquid-crystal molecules
with respect to the polarization of the electric pump
field. It should be noted that intramolecular motions
can substantially affect the permittivity ( f ), starting
from the orientational dispersion region up to frequen-
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cies in the infrared region. Hence, it is reasonable to
assume that relaxators can make different contributions
to the permittivity over such a wide range of frequen-
cies. In this respect, it is of interest to compare the
results of the above approximation with the data
obtained for the following asymmetric distribution
function of relaxation times [13]:

 (5)

where p is the asymmetry parameter (0 ≤ p < 1) and A is
a numerically determined coefficient. The calculations
demonstrate that the frequency dependences of the per-
mittivity thus approximated almost coincide with those
obtained for the symmetric uniform distribution func-
tion of relaxation times in the range τ⊥ L–τ⊥ R. Moreover,
even the limits of the relaxation time range, i.e., τ⊥ L and
τ⊥ R, which are calculated within the above approxima-
tions also nearly coincide with each other. The numeri-
cal values of these limits for the liquid crystals under
investigation are given in Table 2. This table also pre-
sents the relaxation times τ⊥ε '' corresponding to the
transverse permittivity  at the maximum, the asym-
metry parameters p of distribution function (5), the
optical anisotropies ∆n = ne – no, and the ordinary

refractive indices squared .

It follows from Table 2 that, in the series 5CB–
5PCH–5BCO, the limits of the relaxation time range
vary insignificantly, except in the lower relaxation limit
for the 5BCO liquid crystal. It is quite possible that,
owing to the large molecular packing coefficient of the
5BCO liquid crystal, the rotation of molecules about
the long axis is retarded as the result of stronger inter-
molecular interactions associated either with the aro-
matic cores or with the alkyl tails.

The distinctive feature of the dielectric spectrum of
the 5CB liquid crystal is that the frequency dependence
of the transverse permittivity in the high-frequency
range significantly deviates from the Debye behavior.
The dependence ( f ) for this liquid crystal can be sat-
isfactorily approximated using the asymmetric distribu-
tion function (5) with a sufficiently large asymmetry
parameter (p = 0.40–0.45). The dispersion of the trans-

G τ( ) 1
A
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τ1 p–
---------- 
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Table 2.  Main characteristics of the liquid crystals for per-
pendicular orientations of the liquid-crystal director with
respect to the microwave electric pump field

Liquid 
crystal

τ⊥ L

10–9 s
τ⊥ R

10–11 s
τ⊥ε ''

10–10 s
p ∆n

5CB 9–10 2–6 3.5 0.4–0.45 0.245 2.325

5PCH 6–8 1–4 4.5 0.2–0.25 0.1 2.22

5BCO 25–30 4–9 6.4 0.05–0.1 0.08 2.25

no
2

4
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verse permittivity of the 5CB liquid crystal leads to
double inversion of the sign of the dielectric anisotropy
∆ε' =  –  in the frequency range ~350–450 MHz.
The dependences ∆ε'( f ) in the high-frequency relax-
ation region for all the liquid crystals studied are plotted
in Fig. 4. As can be seen, the frequency range of nega-
tive dielectric anisotropies for the 5CB liquid crystal is
considerably narrower than that for the cyclohexane
and bicyclooctane homologs. As the frequency
increases, the dielectric anisotropy of the 5PCH and
5BCO liquid crystals monotonically tends to zero. For
these samples, zero dielectric anisotropy should be
observed in the high-frequency range f > 2000 MHz.
This behavior can be explained by the appreciable
decrease in the optical anisotropy (Table 2), which the
dielectric anisotropy approaches.

4. CONCLUSIONS

Thus, the permittivities of liquid crystals of the
cyano derivative compounds based on alkylcyanobi-
phenyl (5CB), in which one benzene ring in the biphe-
nyl core of the molecule is replaced by a cyclohexane
or bicyclooctane fragment, were measured over a wide
range of frequencies. It was demonstrated that the fre-
quency dependence of the longitudinal permittivity

( f ) for liquid crystals in the nematic phase is well
approximated by the sum of two Debye processes with
different relaxation times. It was found that the activa-
tion energy determined from the temperature depen-
dence of the longitudinal relaxation time τ||1 increases in
the series 5CB–5PCH–5BCO. The assumption was
made that the observed increase in the activation energy
is associated with the increase in the molecular packing

ε||' ε⊥'

ε||'

0 300
–1.5

–0.5

600 900 1200 1500
f, MHz

3

2

1
0

1.5
∆ε

'

0.5

Fig. 4. Frequency dependences of the dielectric anisotropy
for (1) 5CB, (2) 5PCH, and (3) 5BCO liquid crystals.
PH
coefficient. In the above series, this coefficient is maxi-
mum for the 5BCO compound.

It was established that the frequency dependence of
the transverse permittivity ( f ) for liquid crystals in
the nematic phase can be well approximated by the
Debye dispersion relation with either a symmetric
function or an asymmetric function of the continuous
distribution of relaxation times in a specified range. It
was revealed that the behavior of the dielectric anisot-
ropy of the 5CB liquid crystal in the relaxation region
differs from that of the other two compounds under
investigation.
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Abstract—The frequency dependences of the permittivity of a trans-4-propyl-(4-cyanophenyl)-cyclohexane
(3PCH) liquid crystal in the nematic phase are measured in the frequency range 1–2000 MHz for different ori-
entations of the director of liquid-crystal molecules with respect to the polarization of an ac electric field. The
temperature dependences of the dielectric and optical characteristics are compared in the range of the transition
from the nematic phase to the isotropic liquid phase. The dielectric spectra are approximated numerically, and
the times of dipole relaxation upon rotation of the molecules about the short and long axes are determined. It is
demonstrated that intramolecular motions make a significant contribution to the relaxation. The activation
enthalpies are calculated. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that the difference between static permit-
tivities of nematic liquid crystals with parallel ε||0 and
perpendicular (ε⊥ 0) orientations of the director of liq-
uid-crystal molecules with respect to the electric pump
field is associated with rotations of the molecules about
the short and long molecular axes [1]. As a rule, the fre-
quency dependences of the longitudinal (parallel) ε||( f )
and transverse (perpendicular) ε⊥ ( f ) permittivities are
adequately described by the Debye equations with
relaxation times τ|| and τ⊥ , which can differ from each
other by several orders of magnitude. It is worth noting
that the Debye relaxation time for molecules of many
liquid crystals in an isotropic state approximately coin-
cides with the relaxation time τ⊥ . The frequency depen-
dence of the longitudinal permittivity ε||( f ) of liquid
crystals in the nematic phase is considerably shifted to
the low-frequency range due to the interaction of liq-
uid-crystal molecules, which is responsible for the for-
mation of the potential barrier to rotations of the mole-
cules about the short axis [1, 2].

However, the experimental dielectric spectra of liq-
uid crystals measured over a wide range of frequencies
are often characterized by noticeable deviations from
the Debye behavior due to the contributions from addi-
tional relaxation mechanisms associated, for example,
with intramolecular motions. In particular, this is char-
acteristic of the dielectric spectra of liquid crystals
belonging to the alkylcyanobiphenyl group nCB (n = 5–
9). Molecules of these compounds contain a rigid aro-
matic core and an alkyl tail consisting of conformation-
ally mobile methylene fragments. It should be noted
that the dielectric spectra of the aforementioned liquid
crystals significantly deviate from the Debye behavior
in high- and ultrahigh-frequency ranges for perpendic-
1063-7834/04/4603- $26.00 © 20579
ular orientations of the director of molecules with
respect to the polarization of the electric pump field [3–
6]. The observed deviations are associated with the
induced polarizability of the alkyl chains due to a
change in their conformational equilibrium in micro-
wave electric fields. The greater the number of methyl-
ene groups in liquid-crystal molecules, the more widely
the frequency dependence of the real part of the trans-
verse permittivity ( f ) deviates from the Debye
behavior, because the number of overlapping ranges of
natural frequencies of characteristic conformational
vibrations increases and, correspondingly, their fre-
quency range becomes wider.

Earlier [7], we showed that the frequency depen-
dence of the real part of the transverse permittivity

( f ) for nCB liquid crystals (n ≥ 5) can be numeri-
cally approximated to a high accuracy by the Debye
dispersion relation with a continuous distribution of
relaxation times in a specified range. This distribution
is adequately described by an asymmetric function.
However, within the proposed approach, it is impossi-
ble to separate and identify the contributions from dif-
ferent molecular motions to the relaxation processes
and to determine the relaxation times associated with
the motion of the aromatic core and the flexible termi-
nal fragments of the molecules. With a decrease in the
number of methylene groups to n = 3 in the alkyl tail,
for example, for a 5-propyl-2-(p-cyanophenyl)-pyri-
dine liquid crystal, the dielectric spectrum ( f ) can be
well approximated using the Debye dispersion relation
with a symmetric continuous distribution function of
relaxation times in a relatively narrow range (23.9–
1.85) × 10–9 s [8]. In this case, fluctuations of chain
bending due to internal rotations of fragments in the
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alkyl tail can be considered to be statistically indepen-
dent [9], because the distribution functions of their nat-
ural frequencies virtually do not overlap with each
other.

In the present work, we measured and analyzed the
dielectric spectra of a monotropic liquid crystal,
namely, trans-4-propyl-(4-cyanophenyl)-cyclohexane
(3PCH), with a short alkyl tail (n = 3). The structural
formula of the trans-4-propyl-(4-cyanophenyl)-cyclo-
hexane liquid-crystal compound is presented in Fig. 1.
The monotropic properties of the 3PCH liquid crystal
manifest themselves in the fact that this compound
undergoes a transition to the liquid-crystal phase at a
temperature Tc = 46°C only from the isotropic phase
formed upon preliminary heating of the compound to
temperatures T > Tc. The crystallization temperature of
the 3PCH compound (T ≤ 36°C) depends on the cool-
ing rate. The purpose of this work was to separate the
contributions from different rotational (reorientational)
molecular and intramolecular motions to the frequency
dependences of the permittivities of the 3PCH liquid
crystal. The dielectric spectra were measured over a
wide frequency range (f = 1–2000 MHz) at several fixed
angles ϕ between the director of liquid-crystal mole-
cules and the polarization of the microwave pump field.
The experimental temperature dependences of the per-
mittivities and refractive indices were obtained in the
temperature range of the phase transition from the nem-
atic liquid crystal to the isotropic liquid.

C C3H7N

Fig. 1. Structural formula of the trans-4-propyl-(4-
cyanophenyl)-cyclohexane liquid-crystal compound.
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Investigation into the optical and dielectric proper-
ties of the 3PCH nematic liquid crystal is of particular
interest, because this compound is similar in molecular
structure to the well-known and thoroughly studied liq-
uid crystals of the alkylcyanobiphenyl group nCB (n =
5–9) [3–7]. The only difference between them lies in
the fact that, in the rigid core of the 3PCH molecule,
one benzene ring is replaced by a cyclohexane frag-
ment. Moreover, the number of methylene fragments
(n = 3) in the alkyl tail of the 3PCH molecule is rather
small for liquid crystals and equal to that for a 5-propyl-
2-(p-cyanophenyl)-pyridine liquid crystal [8]. How-
ever, unlike the pyridine-containing liquid-crystal com-
pound, the 3PCH nematic liquid crystal is characterized
by a permanent dipole moment associated with the
presence of the –C≡N group and directed along the long
molecular axis.

2. EXPERIMENTAL TECHNIQUE

The permittivities of the 3PCH nematic liquid crystal
were measured with the use of capacitive and special
microstrip sensors. The sensor design, equipment, and
technique of measurements were thoroughly described
in our previous works [10, 11]. The absolute errors in
determining the dielectric characteristics were no larger
than δε' ~ 0.05 and δε'' ~ 0.1. The required angle ϕ
between the long axes of molecules in the 3PCH sample
and the polarization of the microwave electric field in the
measuring cell was specified by the appropriate direction
of the static magnetic field H = 2500 Oe. The dielectric
spectra were recorded at a temperature T = Tc – 5°C.
In order to calculate the activation enthalpies upon
longitudinal and transverse pumping of the sample,
the dielectric spectra were measured at a temperature
T = Tc – 10°C. The measurements of the static permit-
tivities were performed at temperatures of 30–60°C and
a frequency of 1 MHz, at which the dispersion is virtu-
ally absent. The temperature was maintained accurate
to ±0.5°C.

The temperature dependences of the ordinary (no)
and extraordinary (ne) refractive indices were measured
at the wavelength λ = 0.589 µm with the use of an IRF-
454B refractometer with a homeotropic orientation of
the director in the measuring cell. These data were
required for the numerical approximation of the dielec-
tric spectra.

3. RESULTS AND DISCUSSION

The experimental temperature dependences of the
extraordinary ne (closed symbols 1) and ordinary no

(closed symbols 2) refractive indices for the nematic
phase and the temperature dependence of the refractive
index for the isotropic phase (closed symbols 5) are
depicted in Fig. 2. This figure also shows the tempera-
ture dependences of the real parts of the longitudinal 

(open symbols 3) and transverse  (open symbols 4)

ε||'

ε⊥'
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



DIELECTRIC RELAXATION OF trans-4-PROPYL-(4-CYANOPHENYL)-CYCLOHEXANE 581
permittivities of the 3PCH nematic liquid crystal,
which were measured in parallel and perpendicular ori-
entations of the director of liquid-crystal molecules
with respect to the electric pump field. The temperature
dependence of the permittivity for the isotropic phase is
represented by open symbols 6. In this case, the cooling
rate of the sample was approximately equal to 4 K/h. It
can be seen from Fig. 2 that the measured parameters
only slightly depend on the temperature in both the
nematic (curves 1–4) and isotropic (curves 5, 6) phases.
It is worth noting that the optical anisotropy is relatively
small: ∆n = ne – no ≈ 0.11.

The frequency dependences of the real and imagi-
nary parts of the permittivity of the 3PCH liquid crystal
in the nematic phase were measured for the following
angles between the director of liquid-crystal molecules
and the polarization of the electric pump field: ϕ = 0°,
10°, 20°, 45°, 70°, 80°, and 90°. The dielectric spectra

( f ) were numerically approximated by the sum of
three Debye processes with different relaxation times
τ1, τ2, and τ3; that is,

 (1)

where nϕ = necos2ϕ + nosin2ϕ,  is the static permit-
tivity at a given angle ϕ, and gi are the weighting factors
(g1 + g2 + g3 = 1). It is assumed that the first two terms
in expression (1) characterize the rotation (reorienta-
tion) of molecules about the short and long axes,
respectively, and the third term describes the conforma-
tional motion of methylene groups in the alkyl tail. It is
evident that, within this approach, the quantity τ3 is the
mean (or most probable) relaxation time for all confor-
mational motions in the alkyl tail.

Figure 3 shows the frequency dependences of the
normalized real permittivity ε'( f ) (open symbols) and
the magnitude of the imaginary permittivity ε''( f )
(closed symbols) measured at angles ϕ = 0°, 45°, and
90°. In this figure, solid lines represent the results of the
numerical Debye approximation of these dependences
according to expression (1) and dashed lines 1–3 corre-
spond to individual contributions from the three afore-
mentioned relaxation processes to the total dispersion
of the permittivity. It should be noted that the frequency
dependence of the permittivity calculated within the
proposed approximation is in good agreement with the
experimental data obtained for all the director orienta-
tions over the entire frequency range covered.

As could be expected, at ϕ = 0°, the dielectric spec-
trum ε'( f ) = ( f ) in the low-frequency dispersion
region is predominantly determined by the rotation of
molecules about the short molecular axis (g1 = 0.95,
τ1 = 9 ns). The activation enthalpy ∆H1 = 72 ± 4 kJ/mol
was calculated from the temperature dependence of the
relaxation time τ1(T). This value is characteristic of the
reorientation of liquid-crystal molecules about the short
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axis in the nematic phase. Moreover, the dielectric
spectrum in the high-frequency dispersion region is
characterized by a small contribution from the confor-
mational motions of the alkyl tail (g3 = 0.05, τ3 = 0.2 ns).
However, for this director orientation, the rotation of
molecules about the long axis does not contribute to the
dispersion of the longitudinal permittivity ( f ) (g2 = 0).

It can be seen from Fig. 3 that, at ϕ = 45°, the dielec-
tric dispersion contains contributions from all three
relaxation processes under consideration. The weight-
ing factors of these processes are of the same order of
magnitude (g1 = 0.66, g2 = 0.11, g3 = 0.23). Note that
the contribution from the rotation of molecules about
the long axis (relaxation time τ2 = 1.4 ns) is maximum,
whereas the contribution from the rotation of molecules
about the short axis is minimum. At ϕ = 90°, the dielec-
tric spectrum ε'( f ) = ( f ) should also be approxi-
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Fig. 3. Frequency dependences of the real (open symbols)
and imaginary (closed symbols) permittivities of the 3PCH
liquid crystal for different orientations of the director of the
liquid-crystal molecules. Solid lines correspond to the
Debye approximations. Dashed lines 1–3 indicate the con-
tributions from three relaxation mechanisms (for explana-
tion of the curves, see text).
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mated with allowance made for all three relaxation pro-
cesses. In this case, the contribution from the reorienta-
tion of molecules about the short axis decreases
significantly (g1 = 0.05). Although the contributions
from the other two mechanisms are comparable in mag-
nitude (g2 = 0.41, g3 = 0.54), the contribution from the
conformational motion of the alkyl tail appears to be
dominant. This is a rather unexpected result; nonethe-
less, it accounts for the fact that the dielectric spectra

( f ) noticeably deviate from the Debye behavior in
the high-frequency range.

It should be noted that, like the time of longitudinal
relaxation τ1, the time of transverse relaxation τ2 is a
function of the temperature. However, the activation
enthalpy calculated from the temperature dependence
τ2(T) proves to be substantially less: ∆H2 = 9 ± 2 kJ/mol.
For the nematic liquid-crystal phase, the relaxation
time τ3 does not depend on the temperature in the range
studied.

The table presents the relaxation times, weighting
factors, refractive indices, and static permittivities of
the liquid crystal under investigation for different orien-
tations of the director of liquid-crystal molecules with
respect to the polarization of the electric pump field. It
can be seen from the table that the relaxation times only
weakly depend on the angle ϕ. However, the relaxation
time τ1 reaches a maximum at ϕ ≈ 70°, whereas the
maximum value of τ2 is observed at ϕ ≈ 45°. This sug-
gests that weak relaxation processes manifest them-
selves at particular angles ϕ and hinder the reorienta-
tion of molecules about the long and short axes. The
relaxation time τ3 can be considered to be virtually
independent of the angle ϕ.

ε⊥'

Main characteristics of the liquid crystal for different orien-
tations of the polarization of a microwave electric field with
respect to the director of molecules

ϕ, deg τ1, ns τ2, ns τ3, ns g1 g2 g3 n ε0

0 9 – 0.20 0.95 0 0.05 1.600 15.69

10 8 – 0.25 0.90 0 0.10 1.597 13.70

20 8 – 0.25 0.90 0 0.10 1.596 12.50

45 11 1.56 0.23 0.66 0.11 0.23 1.545 9.57

70 13 1.40 0.25 0.35 0.30 0.35 1.503 7.55

80 10 1.41 0.24 0.10 0.44 0.46 1.493 6.10

90 8 1.40 0.25 0.05 0.41 0.54 1.490 6.05
PH
4. CONCLUSIONS

Thus, the permittivities of the trans-4-propyl-(4-
cyanophenyl)-cyclohexane liquid-crystal compound
were measured over a wide frequency range for differ-
ent orientations of the director of liquid-crystal mole-
cules with respect to the polarization of the electric
field. The dielectric spectra were numerically approxi-
mated using the sum of three Debye processes with dif-
ferent relaxation times. The proposed approximation of
the dielectric spectra ε'( f ) made it possible to reveal
important features in the dependence of the ratio of the
contributions from three dominant mechanisms of
relaxation in the liquid crystal (rotations of molecules
about the short and long molecular axes and intramo-
lecular conformational motions of the alkyl tail of the
3PCH molecule) on the angle ϕ between the polariza-
tion of the electric pump field and the director of the liq-
uid-crystal molecules. However, the approximation
approach used in our consideration offers an adequate
description only for molecules with a small number n of
methylene fragments in the alkyl tail in the case where
the real distributions of relaxation times do not overlap
in the vicinity of τ1, τ2, and τ3. As the number of meth-
ylene groups in the alkyl tail of liquid-crystal molecules
increases (n > 3), the range of relaxation times corre-
sponding to intramolecular motions becomes wider
and, therefore, the parameter τ3 as an effective relax-
ation time loses its meaning. In this case, the dielectric
spectra can be well approximated by the Debye disper-
sion relation with an asymmetric continuous distribu-
tion function of relaxation times in a specified range.

The above investigations demonstrated that the
intramolecular motions in liquid crystals slightly affect
the dispersion of the longitudinal permittivity ( f ),
even though it is determined primarily by rotations of
molecules about the short axis. At the same time, rota-
tions of the molecules about the long axis do not con-
tribute to the dispersion of the longitudinal permittivity.
It was also established that the dispersion of the trans-
verse permittivity ( f ) is governed by the contribu-
tions from all three relaxation mechanisms; however,
the greatest contribution in this case is made by
intramolecular motions.
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Abstract—A model is proposed for calculating the thermodynamic functions and the equilibrium density of a
one-dimensional chain of molecules (atoms) adsorbed inside a narrow nanotube. The model considers both the
interaction between introduced atoms (molecules) and their interaction with the nanotube walls. The quantum-
mechanical effects resulting in discrete energy levels of a particle and in its smeared position between neighbors
are taken into account. In calculating the free energy at a nonzero temperature, the phonon contribution and the
particle transitions to excited levels are considered. The model is applied to calculate the thermodynamic
parameters of adsorbed hydrogen molecules inside extremely narrow single-wall carbon nanotubes of the (3,3)
and (6,0) type. It is shown that external pressure gives rise to a sequence of first-order phase transitions, which
change the density of adsorbed hydrogen molecules. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The experimental detection of carbon nanotubes in
1991 [1] has offered new opportunities for both tech-
nology and fundamental physics. The nanometer scale
and one-dimensionality inherent to such structures
have led to discoveries of interesting mechanical,
chemical, and electrical properties in them [2]. One of
the remarkable properties of carbon nanotubes (CNTs)
is their ability to adsorb various atoms or molecules.
The huge specific area of the CNT surface (as large as
several hundred square meters per gram) allows adsorp-
tion of large amounts of inert gases, hydrogen, metals,
water, etc. For example, it was experimentally shown in
[3] that CNTs can absorb more than 3.5 wt % of hydro-
gen, which makes them promising hydrogen accumula-
tors. It was also shown in [3] that this application of
CNT can be economically advantageous in the motor
industry even in the case of a hydrogen content of
≅ 6.5%.

One-dimensional chain systems in which particles
cannot jump over one another (single-file systems)
have been studied in a large number of papers [4–6].
Recently, such systems with an extremely small chan-
nel diameter (4–5 Å) have been successfully produced
by annealing zeolite AlPO4–5 whose channels con-
tained hydrocarbons [7, 8]. A quantum theory of molec-
ular separation was developed in [9, 10]. This theory
predicts that isotopes (especially those of hydrogen)
can be efficiently separated inside extremely narrow
channels at low temperatures, because isotopes differ in
the quantized energy levels of their transverse motion.
1063-7834/04/4603- $26.00 © 20584
In other theoretical papers, dedicated to the diffusion of
particles during their longitudinal motion in these sys-
tems, it was shown that diffusion is characterized by
extraordinary properties under these conditions. For
example, the mean square of particle displacements 〈z2〉
is proportional to the square root of the observation
time t1/2 rather than to the time t, as is usually the case.
This extraordinary property was convincingly proved
experimentally in [11]. Theoretical analysis of chain
systems is significantly complicated by the fact that the
positions of adsorbed particles strictly correlate with
the positions of all other particles in the system. For this
reason, analytical results are scarce or are obtained
using various approximations. The conventional
approximate techniques applied in such studies are the
Monte Carlo methods [diffusion Monte Carlo (DMC)
or canonical methods], the one-dimensional lattice gas
model, and the molecular-dynamics (MD) method. The
DMC method [12] allows one to perform quantum-
mechanical calculations of the thermodynamic param-
eters, correlation functions, and the equilibrium particle
density in terms of the wave function of the system.
However, since calculations are complicated, the tem-
perature effects are usually ignored in the DMC
method. The canonical Monte Carlo method [13]
makes it possible to include the temperature effects.
However, this method is based on the classical-mechan-
ical dynamics equations and interparticle interaction
potentials; hence, the quantum-mechanical effects are
ignored. Furthermore, any Monte Carlo computation
involves a large number (~106) of different configura-
tions, which complicates such calculations. The lattice
004 MAIK “Nauka/Interperiodica”
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gas model [6] is also based on classical interaction
potentials and disregards the quantum-mechanical
effects. Moreover, in this model, particles are posi-
tioned discretely at N equidistant sites separated by
potential barriers of height Eb. In this case, the fre-
quency of hopping to a neighboring site is calculated as
P = P0exp(–Eb/kBT), where the pre-exponential factor
P0 is dictated by the activation mechanism. Unfortu-
nately, this model is statistical and ignores actual
motion of adsorbate molecules inside the nanotube.
Moreover, the parameter P0 cannot be calculated within
the model and is fitted. The molecular dynamics meth-
ods [14, 15] (both the non-empirical one and that based
on empirical interaction potentials of atoms or mole-
cules) allow calculations of the dynamics of atoms in
terms of the forces acting on the atoms. A fundamental
constraint of any MD calculation is the fact that atoms
are assumed to obey the classical Newtonian equations
of motion rather than the quantum-mechanical laws.
This method disregards the zero-point oscillations of
atoms, energy quantization, and tunneling effect.
Therefore, any MD calculation cannot adequately pre-
dict even qualitative results for particle motion at a low
temperature when the particle kinetic energy is lower
than the potential barrier height, Ekin < Eb. We also note
that certain recent studies partially include the quantum
effects in the MD calculation scheme for simple sys-
tems [16, 17].

2. MODEL

This paper is devoted to a theoretical study of the
equilibrium properties of a one-dimensional chain of
atoms (molecules) interacting with one another via a
pair potential V(r) and with the tube walls via a poten-
tial Vtube(r). The study is based on a model that allows
calculation of the thermodynamic properties of such a
system at various temperatures and includes the quan-
tum effects. The interaction potentials are determined
using ab initio calculations. The behavior of hydrogen
molecules inside ultrathin single-wall carbon nano-
tubes of the (3,3) and (6,0) type [18] with a diameter of
4.07 and 4.70 Å, respectively, is studied. To verify the
assumption of strictly one-dimensional motion of
adsorbate molecules along the axis of each of these
nanotubes, molecular-dynamic calculations are carried
out for the hydrogen molecule dynamics inside the nan-
otubes at various temperatures. It is established that the
maximum value of the angle α between the moving
molecule and the nanotube axis is small (α ≅  5° for the
(3,3) tube at T = 200 K); hence, the motion of adsorbed
particles can be considered one-dimensional.

The model is based on the solution of the one-
dimensional Schrödinger equation for a particle
(hydrogen molecule) moving along the nanotube axis
in the potential that is the sum of the potentials V(r – Rr)
and V(r – Rl ) produced by the right-hand and left-hand
neighbors (identical molecules) of the particle, respec-
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
tively, and of the potential produced by the nanotube
atoms:

 (1)

 (2)

where εi is the particle energy in state i. Both neighbors
of the particle are assumed to be fixed. This case corre-
sponds to the mean-field approximation, in which the
positions of the neighbor particles inducing the poten-
tial are replaced with their averages. The position of the
particle itself is described by the probability density
|Ψi(r)|2. In the case of T ≠ 0, where the particle can
transfer to the excited energy levels εi, the average
energy of the particle is calculated using the Gibbs dis-
tribution

 (3)

where Z is the partition function.
The interaction potential Vtube(r) between the mole-

cule and the nanotube walls is defined as the change
∆Etot in the total energy of the system consisting of the
nanotube and the hydrogen molecules at its axis (with a
sufficiently large distance between hydrogen molecules
to remove their interaction) as the molecule position
along the tube axis is varied. The maximum values (in
kelvins) of the potential Vtube(r) for the (6,0) and (3,3)
nanotubes are Vmax ≅  2300 and 211 K, respectively.
Such a significant difference is explained as follows. In
the (6,0) nanotube, atoms on its sides are opposite to
each other and their influences on the hydrogen mole-
cule are in phase. In the (3,3) nanotube, atoms on oppo-
site sides alternate and their influences on the hydrogen
molecule are in antiphase, which decreases the poten-
tial Vtube(r) amplitude by an order of magnitude. The
period of the potential Vtube(r) for the (6,0) tube is

longer than that of the (3,3) tube by a factor of . Sim-
ilarly, the interaction potential V(r – R) between the
hydrogen molecules is defined as the change in the total
energy of the system (consisting of the nanotube and
the hydrogen molecules at its axis) as the distance
between the molecules is varied.

The total energy Etot of the system is determined
from ab initio calculations using the VASP software
package [19, 20], based on an expansion in terms of
plane waves and on the Vanderbilt pseudopotentials
[21], within the density functional formalism. The use
of the plane-wave basis is appropriate for studying peri-
odic one-dimensional systems such as CNTs. The use
of the Vanderbilt pseudopotentials allows one to signif-
icantly decrease the number of plane waves necessary
for the calculation. In the calculations we carried out,
the maximum kinetic energy Ecut defined by the carbon
pseudopotential was 286 eV.
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The Schrödinger equation for the adsorbate mole-
cule was solved by expanding the wave function with
respect to plane waves:

 (4)

In the calculations, we used the reciprocal lattice vec-
tors G with the maximum magnitude G ≤ Gmax = 50
(measured in units of 2π/a, where a = 2d; d is the dis-
tance between the adsorbed particles).

Figures 1 and 2 show the total potentials acting on
the hydrogen molecule inside the (3,3) and (6,0) nano-
tubes, respectively; the distance between the particles is
equal to 6 Å. The potentials consist of two parts. One of
them is defined by the interaction potential between the
particle and its left-hand and right-hand neighbors
(described by the steeply rising portions of the curve of
the total potential near the ends). The other part is
defined by the interaction potential between the particle
and the nanotube atoms and is responsible for oscilla-
tions of the potential with a relatively small amplitude.
Figures 1 and 2 also show the corresponding wave
functions Ψ1, 2, 3(r) of the three lowest levels of the
hydrogen molecule. We can see the difference in the
molecule localization, which is due to the difference in
the amplitude of the potential exerted on the particle by
the nanotube atoms. Inside the (3,3) tube, this potential
is weak and the particle is weakly localized and does
not correlate with the positions of the minima of the
potential. Inside the (6,0) nanotube, oscillations of the
potential are ten times larger and the particle is mostly
localized at the minima of the potential. These differ-
ences cause the average distances between hydrogen
molecules inside the (6,0) tube to be more sensitive to
external pressure than inside the (3,3) tube. External
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Fig. 1. Potential V(r) (in kelvins) and the wave functions
Ψi(r) for the lowest states i = {1, 2, 3} of an H2 molecule in
the (3,3) CNT.
P

pressure causes molecules to jump from one local min-
imum to another.

We studied the dependence of the equilibrium dis-
tance between particles on external parameters,
namely, the pressure p and temperature T. The equilib-
rium of the system at {p, T} ≠ 0 corresponds to a mini-
mum of the Gibbs thermodynamic potential Φ = 〈U〉  –
TS + PV = G + PV (where G is the free energy, S is the
entropy, P is the external pressure, V is the volume of
the system). Therefore, in addition to the internal
energy 〈U〉 , we should take into account the contribu-
tions from the entropy S and the volume energy PV. In
the free energy G (per adsorbate molecule), we
included two contributions. One of them is the free
energy G1 related to the average energy 〈ε〉  of the parti-
cles (determined at fixed positions of both neighbor
adsorbate molecules) and to the entropy S1 of their dis-
tribution over the energy levels; the other contribution,
Gph, is associated with deviations of the neighbors from
their equilibrium positions. These deviations cause a
change in the energy levels of the central molecule and,
hence, a change in the total energy of the system. This
change, in turn, gives rise to a restoring force acting on
the neighbor molecules and produces the contribution
Gph to the free energy associated with phonon vibra-
tions (with frequencies ωi) of the chain of adsorbed
molecules. Thus, we have

 (5)

 (6)
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Fig. 2. Same as in Fig. 1 but for the (6,0) CNT.
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Since the adsorbed molecules in the model interact via
pair potentials, half the particle potential energy
[(1/2)〈Upot〉 = (1/2)〈E – Ekin〉] should be subtracted from
the total internal and free energies (〈U〉, G1) in order to
avoid counting the pairs twice. The particle kinetic energy

in state i is calculated as  = 〈 (r)| – |Ψi(r)〉.

The phonon frequencies ωi(r, T) are calculated from
the dispersion relation for phonons in a one-dimen-
sional chain of particles of mass m mutually spaced at
a distance d and interacting via the forces characterized
by elastic constants f(r, T). The result is

 (9)

 (10)

The elastic constants f(d, T) are calculated for various
temperatures, and the intermolecular distances d, by
considering the displacement ∆ of a particle positioned
between two neighbors. The energy levels εi of the
neighbors and, therefore, their average energies 〈U(r ±
∆)〉  and the total energy of the system vary in the second
order with respect to ∆, giving rise to phonon vibra-
tions. It should be noted that, although the model is
based on the mean-field approximation, in which the
positions of both neighbors of the particle are assumed
to be fixed, the inclusion of the phonon contribution Gph
in the free energy partially eliminates the disadvantages
of this approximation. In this case, perturbations in the
positions of the neighboring particles with respect to
their average positions are taken into account in the har-
monic approximation.

The energy levels εi of a particle and, hence, the free
energy per adsorbed particle depend on the phase rphase
of the periodic potential Vtube(r – rphase) exerted on the
particle by the nanotube atoms, εi = εi(rphase). Therefore,
we should perform Gibbs averaging of εi over various
phases rphase. Since the phases rphase of the potential
Vtube(r – rphase) acting on neighboring particles are
mutually correlated, this correlation should be correctly
taken into account in the averaging. To this end, for
each value of the average interparticle distance d, a
cluster (chain of neighbors) of N particles is selected so
that the phases of the potential Vtube(r – rphase) acting on
the first and last particles in the cluster are identical (the
accuracy was 1/20 of the interatomic distance in the
nanotube). Generally, this required setting approxi-
mately ten particles in the cluster. Then, positions i of
interior particles in the cluster are varied to minimize
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the total free energy Gcl of the cluster and to calculate
the average free energy of a particle:

 (11)

 (12)

 (13)

 (14)

These energies 〈G(d, T)〉  for hydrogen molecules inside
both nanotubes are shown in Figs. 3 and 4. We note that
the contribution of phonons to the free energy vanishes
at certain interparticle distances l for which the force
constants f(l, T) are negative, which gives rise to the
free-energy oscillations in Figs. 3 and 4.

By calculating the internal and free energies of parti-
cles and the Gibbs thermodynamic potential Φ = Φ(P, T)
at various temperatures and average intermolecular
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Fig. 3. Dependence of the average Gibbs free energy 〈G(d,
T)〉  of a H2 molecule on temperature T and interparticle dis-
tance d in the (3,3) CNT.

Fig. 4. Same as in Fig. 3 but for the (6,0) CNT.
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distances d and by minimizing Φ(P, T) at each value of
external pressure P, we found the equilibrium intermo-
lecular distances 〈d〉  = 〈d(P, T)〉  for both nanotubes
(Figs. 5, 6). We can see that the density of adsorbed
hydrogen molecules undergoes a series of phase transi-
tions at all temperatures (not exceeding the upper limit
Tmax = 300 K of the temperature range covered in this
study) as the external pressure increases (up to 0.2 kbar).
The transitions are caused by the fact that, as the pres-
sure increases, the hydrogen molecules begin to jump
from deeper to less deep minima, since the change
∆(PV) in the contribution from the volume energy to
Φ in this case becomes larger than the change in the
free energy in the local minima. We can see from
Figs. 3 and 4 that the number of local minima in the
(6,0) nanotube is larger than that in the (3,3) tube. A
particle jumps into these minima as the external pres-
sure increases, which results in a larger compressibility
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of hydrogen inside the (6,0) nanotube in comparison
with that for the (3,3) nanotube.

These results qualitatively agree with the experi-
mental data from [3] (although CNTs of a significantly
larger diameter were used in [3]). For example, the den-
sity of adsorbed hydrogen in [3] was .0.3 wt % at T =
290 K and P = 0.1 kbar. In our model, the calculated
density of adsorbed hydrogen at this pressure and tem-
perature is 0.42 wt %. In [3], the density of adsorbed
hydrogen increased essentially nonlinearly with pres-
sure, as was the case in our model.

3. CONCLUSIONS

A method for calculating the thermodynamic func-
tions and the equilibrium density of a one-dimensional
chain of molecules adsorbed inside a nanotube has been
proposed. The model takes into account the interactions
of incorporated molecules with one another (within the
mean-field approximation) and with the nanotube
walls. Data obtained in ab initio calculations using the
pseudopotential method in the framework of the den-
sity functional formalism were used to calculate all the
interactions. The model is quantum-mechanical and,
hence, correctly includes the quantization of the energy
levels of a particle and transitions of the particle to
excited levels. The contribution from phonons is taken
into account in calculating the free energy at nonzero
temperature. This contribution improves the mean-field
approximation and partly takes into account the contri-
bution from vibrations of particles with respect to their
average positions in the harmonic approximation. The
method can be readily generalized to the case of
adsorption in more complex systems (on two- and
quasi-two-dimensional surfaces). The method has been
applied to calculate hydrogen molecule adsorption in
(3,3)- and (6,0)-type CNTs. It was shown that under
pressure a sequence of first-order phase transitions
occurs in which the density of adsorbed hydrogen
changes in a jump.

ACKNOWLEDGMENTS

This study was supported by the federal program
“Integration,” project no. B0017.

REFERENCES
1. S. Ijima, Nature 354, 56 (1991).
2. P. M. Ajayan and T. W. Ebbesen, Rep. Prog. Phys. 60,

1025 (1997).
3. H. Zhu, A. Cao, X. Li, et al., Appl. Surf. Sci. 178, 50

(2001).
4. C. Rödenbeck, J. Kärger, and K. Hahn, Phys. Rev. E 55

(5), 5697 (1997).
5. A. J. Ramirez-Pastor, T. P. Eggarter, V. D. Pereyra, and

J. L. Riccardo, Phys. Rev. B 59 (16), 11027 (1999).
6. M. Hodak and L. A. Girifalco, Phys. Rev. B 64, 035407

(2001).
HYSICS OF THE SOLID STATE      Vol. 46      No. 3      2004



DENSITY AND THERMODYNAMICS OF HYDROGEN 589
7. N. Wang, Z. K. Tang, C. D. Li, and J. S. Chen, Nature
408, 50 (2000).

8. L. M. Peng, Z. L. Zhang, Z. Q. Xue, et al., Phys. Rev.
Lett. 85 (15), 3249 (2000).

9. J. J. M. Beenakker, V. D. Borman, and S. Yu. Krylov,
Chem. Phys. Lett. 232 (4), 379 (1995).

10. Q. Wang, S. R. Challa, D. S. Sholl, and J. K. Johnson,
Phys. Rev. Lett. 82 (5), 956 (1999).

11. K. Hahn, J. Karger, and V. Kukla, Phys. Rev. Lett. 76
(15), 2762 (1996).

12. M. C. Cordillo, J. Boronat, and J. Casulleras, Phys. Rev.
B 65, 014503 (2002).

13. K. A. Williams and P. C. Eklund, Chem. Phys. Lett. 320
(3), 352 (2000).

14. R. Car and M. Parrinello, Phys. Rev. Lett. 55 (22), 2471
(1985).
PHYSICS OF THE SOLID STATE      Vol. 46      No. 3      200
15. G. Kresse and J. Hafner, Phys. Rev. B 49 (20), 14251
(1994).

16. S. Hammes-Schiffer and J. C. Tully, J. Chem. Phys. 101
(6), 4657 (1994).

17. J. C. Tully, J. Chem. Phys. 93 (2), 1061 (1990).

18. C. T. White, D. H. Robertson, and J. W. Mintmire, Phys.
Rev. B 47 (9), 5485 (1993).

19. G. Kresse and J. Hafner, Phys. Rev. B 47 (1), 558 (1993);
Phys. Rev. B 49 (20), 14251 (1994).

20. G. Kresse and J. Furthmüller, Phys. Rev. B 54 (16),
11169 (1996).

21. D. Vanderbilt, Phys. Rev. B 41 (11), 7892 (1990).

Translated by A. Kazantsev
4



  

Physics of the Solid State, Vol. 46, No. 3, 2004, pp. 590–593. Translated from Fizika Tverdogo Tela, Vol. 46, No. 3, 2004, pp. 569–572.
Original Russian Text Copyright © 2004 by Golovin, Dmitrievski

 

œ

 

, Pushnin, Pavlov, Nikolaev.

                                                                                                          

FULLERENES
AND ATOMIC CLUSTERS
Sign Inversion of the Radiation-Induced Plastic Effect 
in C60 Single Crystals upon the SC–FCC Phase Transition

Yu. I. Golovin*, A. A. Dmitrievskiœ*, I. A. Pushnin*, M. V. Pavlov*, and R. K. Nikolaev**
* Tambov State University, Internatsional’naya ul. 33, Tambov, 392622 Russia

e-mail: golovin@tsu.tmb.ru
** Institute of Solid-State Physics, Russian Academy of Sciences, Chernogolovka, Moscow oblast, 142432 Russia

Received June 2, 2003

Abstract—A reversible variation in the microhardness of C60 single crystals induced by low-dose β irradiation
is found to change sign in the vicinity of the phase transition at Tc = 250–260 K. Radiation hardening is observed
at T < Tc and radiation softening, at T > Tc. The kinetic characteristics of the β-induced variation in the micro-
hardness of C60 and its recovery to the initial value are studied in the temperature range 170–350 K. Both pro-
cesses are found to be thermally activated. The activation energies are determined and are shown to be different
for sc and fcc lattices. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In [1], we revealed the effect of reversible softening
of C60 single crystals induced by low-dose (D < 1 cGy)
β radiation at room temperature. The mechanism of the
changes in the microhardness of fullerites caused by
low doses is unknown.

The orientational sc–fcc phase transition observed
to occur in C60 at Tc = 250–260 K is known to be accom-
panied by changes in various physical properties. In
this temperature range, anomalous peaks were
observed in the temperature dependences of the specific
heat [2], velocity of sound [3], and internal friction [4].
The volume [5], Young’s modulus [6], and microhard-
ness [7] were also found to change sharply in the vicin-
ity of the phase transition temperature. Moreover,
Osip’yan et al. [8] revealed sign inversion in the mag-
netoplastic effect in C60 single crystals during the sc–
fcc phase transition. It was assumed in [8] that the lat-
tice structure changes under the action of a pulsed mag-
netic field with a pulse duration of ~100 µs and an
amplitude of ~25 T. Earlier [9], we found that the effect
of β-stimulated softening of C60 single crystals is sensi-
tive to preliminary exposure of the crystals to a pulsed
magnetic field; therefore, we may expect the tempera-
ture dependence of the radiation-plastic effect to also
exhibit sharp changes when passing through Tc. The
purpose of this work is to study the effect of low-dose
β radiation on the microhardness of a single-crystalline
fullerite in a wide temperature range, including the sc–
fcc phase transition range.

2. EXPERIMENTAL

We studied pure vapor-deposited 3- to 5-mm C60
single crystals having facets typical of fcc crystals. The
single crystals were glued on a LiF substrate with salin-
1063-7834/04/4603- $26.00 © 20590
igrin such that their working surface was parallel to the
stage of a PMT-3 microhardness tester, which was used
to measure the microhardness H.

For β irradiation, we used a 90Sr + 90Y-based mate-
rial with activity A = 14.5 MBq and an average energy
of emitted electrons E = 0.536 MeV.

To study low-temperature β-stimulated processes
and the subsequent recovery of the C60 microhardness
to the initial value, the samples were sealed in bags of
thin polyethylene and placed in a container cooled with
liquid nitrogen. To study the radiation-induced plastic
effect at elevated temperatures, the samples were
placed in a furnace. The temperature of the samples
during β irradiation was controlled with a thermocou-
ple and varied from 170 to 350 K. The microhardness
was always measured at room temperature, T0 = 293 K.
In other words, we actually determined the residual
change in the microhardness after β irradiation per-
formed at various temperatures.

It is known that, during natural aging in air, the
microhardness of C60 single crystals changes due to
photoinduced oxidation and polymerization of the sur-
face [10, 11]. To inhibit photoinduced aging of the sam-
ples, all procedures except microhardness measure-
ments were performed in darkness. Indentation diago-
nals were measured in weak red light. Check
experiments carried out under these conditions (in the
absence of external factors) showed that the microhard-
ness of the C60 samples remained unchanged for at least
10 days after removal from an evacuated capsule.

The samples were loaded for 10 s at a load of 0.2 N.
All experimental points were obtained by averaging
15–20 measurements. The effect was characterized by
the variation in the microhardness ∆H = Hβ – H0 (rather
than by the absolute value of microhardness H), where
H0 and Hβ were the values of microhardness of a sam-
ple before and after ionizing irradiation, respectively.
004 MAIK “Nauka/Interperiodica”
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3. RESULTS AND DISCUSSION

We found that, unlike the β-induced softening of
fullerites at room temperature [1], the β irradiation of
single-crystalline C60 at temperature T < Tc leads to an
increase rather than to a decrease in its microhardness
as compared to the initial value. Thus, at a temperature
near the phase transition temperature, the radiation-
induced plastic effect changes sign (Fig. 1).

In the temperature range under study (as well as at
room temperature [1]), the dependence of the β-
induced change in the microhardness of C60 on the irra-
diation time, ∆H(t), is saturated. The irradiation time tsat
it takes for the ∆H(t) dependence to be saturated is
found to depend on the β-irradiation temperature. In the
temperature range under study, tsat varied from 2.5 h at
T = 350 K to 7.5 h at T = 170 K.

The increase in the microhardness of C60 induced by
β irradiation at temperatures below the phase transition
temperature, as well as the β-induced softening of the
fullerite at T > Tc, can be reproduced many times after
recovery of the initial microhardness of a sample, which
occurs in a time τr. The relaxation time τr is also temper-
ature-dependent and varies from 8 h at T = 350 K to
150 h at T = 170 K. The dependences of the variation in
the fullerite microhardness on the irradiation time t and
on the subsequent rest time τ at various temperatures
become linear in the semilogarithmic coordinates
lnHr = f(t) and lnHr = f(τ) with a correlation coefficient
close to unity. Here, Hr = (∆Hmax – ∆H)/∆Hmax, where
∆H is the current change in microhardness at the instant
of time t or τ and ∆Hmax is the maximum β-induced
change in microhardness at t = tsat and τ = 0 (Fig. 2). A
comparison of the slopes characterizing the rates of
varying H at various temperatures (Fig. 2) shows that
both tsat and τr decrease with increasing temperature.
These results indicate that the β-induced variation in H
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and the subsequent relaxation to the initial state occur
via first-order reactions and are thermally activated.

In the semilogarithmic coordinates, the slope of the
dependence of the rate of varying the microhardness on
the reciprocal temperature is the activation energy for
the process (if Arrhenius’s law is obeyed). The temper-
ature dependences of the rates of changes in H in the
course of β-induced hardening/softening (Fig. 3a) and
the subsequent relaxation (Fig. 3b) can be approxi-
mated by two intersecting straight lines. The region of
intersection of the lines includes the phase transition
point Tc; in this region, the fullerite consists of two
phases. We believe that this circumstance causes the
N-like break of the ln(dHr/dt) = f(1/T) curve (Fig. 3a).
The activation energies for the processes of β-induced
variation in the microhardness and its relaxation thus
estimated are different for the sc and fcc phases and are
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equal to  = 0.06 ± 0.02,  = 0.28 ± 0.02,  =

0.05 ± 0.02 eV, and  = 0.58 ± 0.02 eV. Hence, the
lattice type plays an important role in the radiation-
induced plastic effect and the mechanisms of the effect
of β irradiation on the plastic properties of the fullerite
are different for the sc and fcc phases. According to the
data from [8], the activation energy for the relaxation of
H in the state induced by a pulsed magnetic field is
Er = 0.18 ± 0.02 eV. This value was compared with the
potential barrier between the p and h molecule config-
urations E = 0.245 and 0.3 eV for rotations about the
twofold and threefold axes, respectively [12]. This
comparison allowed the authors of [8] to assume that
the magnetic field can affect the population of the h and
p states in C60 molecules. Although the temperature
dependences of the magnetoplastic and radiation-
induced plastic effects are similar (Fig. 1), we cannot
draw an analogous conclusion based on the activation
energies that were determined in our case. However, it
should be noted that the radiation-induced plastic effect
is sensitive to a pulsed magnetic field [9]. This fact indi-
cates that both low-dose β irradiation and a pulsed mag-
netic field affect the same objects in C60 single crystals,
although the mechanisms of their influence are obvi-
ously different. In the case of the radiation-induced
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P

plastic effect, two different mechanisms are likely to
exist, one for the sc phase and one for the fcc phase.

Kobelev et al. [6] showed that the fcc–sc phase tran-
sition in the C60 fullerite is accompanied by a signifi-
cant (~10%) increase in all elastic moduli. The micro-
hardness H is the measure of the resistance of a sample
to the elastoplastic penetration of a harder body and,
therefore, depends on the elastic moduli and increases
with them. The reversible changes in H measured in [7]
during the fcc–sc phase transition are qualitatively sim-
ilar to the residual changes ∆H found in this work after
β irradiation at the corresponding temperatures. A cer-
tain quantitative discrepancy can be explained by the
following.

Unlike in [7], where H was measured directly in the
sc and fcc phases, we measured the residual change in
microhardness ∆H. In principle, because of a hysteresis
characteristic of phase transitions in the solid state, the
sc lattice can survive at T = 300 K if the heating rate
dT/dt is higher than a certain critical value. In this case,
the residual change in microhardness ∆H (measured at
T0) should coincide with the results obtained in [7]
(Fig. 4, curve 1). However, to avoid the so-called
quenching-induced defects [13–15], dT/dt has to be
smaller than 5 K/min. Our special experiments showed
that “freezing–unfreezing” of the samples at dT/dt =
5 K/min without irradiation does not cause consider-
able changes in the microhardness of C60 single crystals
(Fig. 1); i.e., the residual change in microhardness ∆H
was equal to zero (Fig. 4, curve 2). Obviously, interme-
diate states can also exist when the rate dT/dt is such
that the crystal lattice transforms incompletely (Fig. 4,
curve 3).

Thus, sign inversion in the radiation-induced plastic
effect can be due to the fact that β irradiation of C60 sin-
gle crystals at T < Tc results in fixation of the sc phase
or decreases the rate of reconstruction of the sc lattice
to the fcc lattice upon heating. In this case, the residual
changes in microhardness ∆H detected even at dT/dt <

1

2

3

dT
/dt

, K
/m

in

H
, M

Pa

Tc

∆H
T0

T, K

Fig. 4. Schematic diagram for the temperature dependences
of the microhardness of C60 for three values of the heating
rate dT/dt of samples: (1) above a certain critical value,
(2) less than 5 K/min, and (3) an intermediate value.
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5 K/min can be identified with ∆H (Fig. 4, curve 3) that
can be obtained at certain heating rates (dT/dt > 5 K/min)
on nonirradiated samples.

However, the fixation of the sc phase does not
explain the β-induced softening of C60 single crystals at
T > Tc. The sign inversion in the magnetoplastic effect
observed at Tc suggests that β irradiation at T > Tc stim-
ulates processes that cannot occur at temperatures
below the phase transition point. The authors of [16,
17] showed that one of the conditions for the dimeriza-
tion of a fullerite exposed to an electron beam is the
capability of C60 molecules to rotate, which occurs only
at T > Tc. The dissociation of dimers is a first-order reac-
tion and, as follows from [18], a thermally activated pro-
cess with an activation energy of 1.75 ± 0.05 eV (for
dimers produced under pressure). Although this value
differs significantly from the activation energies deter-
mined in this work, we can assume that dimerization of
the fullerite takes place under the action of low doses of
β irradiation in a certain temperature range.
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