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Abstract—An expression for the mean-square frequency of a short intense laser pulse passing through an
ionizable gas is derived for arbitrary 3D irradiation and observation geometries and pulse intensity. It is found
that the resulting blue shift depends on the lasing intensity at the instant of ionization and on the ionization

energy
shift. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Interaction of short intense laser pulses with various
materials is generating considerable interest (see, e.g.,
[1]). Much attention to this subject is due mainly to the
wide range of applications of short intense pulses. Neu-
tral ionizable gasesare promising for lasing sources[2],
laser plasma acceleration of particles [3], up-conver-
sion of electromagnetic waves by plasma methods
[4-6], etc. Moreover, the blue shift resulting from the
interaction of alaser pulse with an ionized medium can
be employed for the diagnostics of thisinteraction [7].

The frequency characteristics of the interaction
between an intense laser pulse and a medium being ion-
ized resulting in plasma formation are usualy
described in the slowly varying amplitude approxima-
tion (because of the nonlinear interaction of laser radi-
ation with the ionization front, this approximation was
termed quasi-harmonic [5]). This approximation
impliesthat the frequency depends on both the position
on the pulsetemporal profile and the spatial coordinates
(see, e.g., [4-8]). This makes the conventional expres-
sion for the blue shift (see, eg., [9]) OA ~
(zr A5 /2mc)dngdt (z is the interaction length, r, is the
classical electron radius, c is the velocity of light, Ay =
211C/ Wy, WY, isthe laser radiation frequency, and n,isthe
electron density) intrinsically contradictory, since n, = 0
at the exit from the plasma and the outgoing radiation
does not exhibit the blue shift. Moreover, the value of
dn/dt is strongly dependent on the position on the tem-
poral profile of the laser pulse and remains uncertain.
This uncertainty is still more aggravated for polyelec-
tron atoms, when different atomic shells are responsi-
blefor theionization front. Therefore, the effect of ion-
ization on the spectra of the radiation from the forming
plasma remains quantitatively unclear.

loss. Taking into account stimulated Raman backscattering increases the predicted value of the blue

In this study, we present a general approach that
enables a strict quantitative description of the ioniza-
tion effect on the radiation spectrum observed in exper-
iments. With this method applied to moderate laser
pulse intensities, we determined the blue shift of the
mean-square frequency of the laser pulse passed
through the ionizable gas. It is demonstrated that the
shift is defined by the laser intensity at the instant of
ionization, as well as by the amount of energy ioniza-
tion losses and residua energy of electrons [10] (see
formula (15)). With anincrease in the laser pulse inten-
sity, stimulated Raman scattering (SRS) may arise.
Stimulated Raman backscattering (SRBS) is shown to
enhance the blue shift of the ionizing radiation fre-

quency.

BASIC RELATIONSHIPS
Let us start from the Maxwell equations

am.  10E
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where the electric current J is defined self-consistently
through the electric E and the magnetic field B. Differ-
entiating (1) with respect to t; scalarly multiplying the
resulting equations by 0E/dt and 0B/dt, respectively;
and subtracting the results, we get
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SPECTRAL CHARACTERISTICS OF INTERACTION

Assuming that there are zerofieldsat t =+, Eq. (2)
yields

y 0E oB1.0 _ ToE
D4nf[at 6t]% ,f Hae @

Integrating (3) over a certain volume V bounded by
the surface S, we obtain

0E 0B

4rJ_[[6t o Jats =

where ds = egds is the vector element of the surface S
with the external normal e,

”"E D"—dtd @)

For the further use of Eq. (4), one should specify the
position of the surface S, (a part of the surface
through which the laser beam enters the gas and of the
surface §,; (S= S, + S,,1) through which the radiation
comes out of the volume V. The radiation may also
leavethevolumeV through the surface S,,, for example,
in the case of SRBS by plasma waves (seeg, e.g., [11]).
We assume that the surfaces §,, and §,; arein the wave
(Fresnel) zone with respect to the volume V,, where the
plasmais generated and that the permeability on these
surfaces equals unity; hence, B = H, where H is the
magnetic field strength.

In the wave zone, the fields E and H are related as
=[H x n], where n = [E x H]/|[E x H]| is the unit
Poynting vector at a certain point on the surface S[12]
and [...] denotes the vector product. Substituting this
relationship in (4) yields

4,1”5&5 dtnds = —“' > Da—dtdr

hence, the spectral energy density per unit areais given
by

I(w, r) = (c/417)|H(w, )%,

where
H(w, r) = J’H(t, ryexp(iwt)dt (see[12]),
)
II(» [(w, r)dwnds = —IIaE Da—dtd

Formulas (5) imply that the current J isconcentrated
within the plasma zone V,. In addition to (5), the
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energy conservation law in the form
Hl(m, r)dwnds = —”E [Ddtd’r (6)
SO Vpl —00

is valid. Taking into consideration that the radiation
may propagate through the surfaces S,, and S, ;, we can
rewrite Eq. (6) in the form

+o00

—IJ‘EDJdtdr @)
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Where%inz—fS ﬁ lin(w, r)dwnds istheradiation energy
entering the volume V and €, = J'SO ﬁ: I oii(0, r)downds

and € = ISD K{glbmk(w’ r)dwnds are the radiation

energies leaving the volume V through the surfaces §,;
and S,, (backward to the incoming radiation), respec-
tively.
Introducing the mean-square frequencies
—1
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and the backward reflection factor R, = €l 6iryy WE
reduce Eg. (5) to the formula that defines the mean-
sguare frequency of the radiation outgoing through the
S Surfece:
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where relationship (7) is included. It should be noted
that formula (8) is valid for any intensity of the laser
pulse and an arbitrary irradiation geometry. For the
sake of definiteness, the following analysis will con-
cern the spectral characteristics of the radiation that
passed through the surface S,

IONIZATION-INDUCED
FREQUENCY SHIFT

In order to separate out the effect of the ionization
processes on the radiation spectrum, we consider an
ionizing pulse of arelatively low intensity inthefield of
which electrons move with velocities much lower than
the velocity of light c. With the ionization processes
included, the electron current J has the form

J = J +jion! (9)

where j isthe free electron current and

Z-1

. E

Jion = E z WmNmUm (10)
m=0

is the ionization current, which takes into account the
ionization loss of the laser field energy and momentum
[13]. Here, N, isthe concentration of ionswith adegree
of ionization m(for neutral atoms, m=0), U,,,istheion-
ization potential required to take an ion of charge mto
the (m+ 1)-charged state, W,,, isthe probability of m-to-
(m + 1) ionization per unit time, and Z is the nucleus
charge. The density of the free electron current j can be
found from the equation

E, (11)

where n, is the concentration of free electrons appear-
ing as a result of ionization, and m.(e) is the electron
mass (charge). Therate of change of n,isdefined by the
ionization probabilities per unit time W,;;:

an Z-1 Z-1
e _ - —_
3 M= Zrm = EWmNm, (12)
m=0 m=0

0N, ON,

—_— = — _ = = +

ot T 5t ot P, (13)
m=1..2-1

The ionization of atoms and ions by a sufficiently
short laser pulse follows the tunneling mechanism (see,
e.g., [10]). Therefore, the probability of ionization per
unit time can be expressed by the Ammosov—Delone—
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Krainov formula[14]

_ . exp(1)(m+1)°
Wm(lEl) - wat 2T[ ni
(14)
2n, —1 3
(m+1)°Eq Q2(m+1)°E
x{4exp(1) E epL3 = %,

where n« = (m + 1) /U,/U,,, Uy is the potentia of
hydrogen ionization from the ground state, E; = 5.1 x
10° V/cm is the atomic field strength, and w,; = 4.1 x
10% s is the atomic frequency.

In the following analysis of expression (8), we will
assumethat the back refl ection from the moving ioniza-
tion front isinsignificant for low concentrations of elec-
trons n, < n, = mJIM?[}/(4me?) [15]. Then, according to
(9—(12), formula (8) becomes

[dk)zljaut = BA)ZUn
0 ¢ oo e O (15)
X Eﬂ- + D - ]
D %in_%i?ﬂ:”:| %in_%i’:ﬂ:J
where
+00 Z-1 +00
gL = E [, dtd’r = Z U, [ [T,dtd’r (16)
/1 2.

is the laser pulse energy spent by electrons in the vol-
ume V, to overcome the ionization potential barriers

+oo +00 2
Eqdd = [ (r2Ead®  (17)
I 1™

is the residual energy of electrons [10, 15, 16], Vg =

= [\ Edt, and

res _
%ion -

+00 )
[fr —2E .
2m, [ Tin
Vp|—oo
We derived expression (15) under the assumption
that the duration T4, of the ionization front on the tem-
poral profile of the laser pulse is much greater than the

|laser field period 217 »/ [T ; therefore,

Eion = (18)

+waE jion _ +0062E
JaFad=-] ot Jint

= T I J’ E [, dtd’r.
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Expression (15) suggests an increase in the mean-
square frequency of the laser radiation ionizing the gas
medium through which it passes. The ratio between

€ (Eq. (18)) and €= (Eq. (17)), which specifiesthe

blue shift, considerably depends on the polarization of
the ionizing radiation because of the polarization

dependence of theresidual energy €.q, [16]. lonization
under the action of alinearly polarized beam occurs at
time moments close to the maxima of the magnitude of
the oscillating electric field, which correspond to a
nearly zero velocity Ve. Consequently, for the linear
polarization of the laser radiation,

Eion > Elen. (19)

In case of the circular polarization and small
changes in [, with respect to [b2},, we can use the

approximation V& = €E2/(miM2C)); then, from
Egs. (17) and (18), we get
Cion = Eion- (20)

When the polarization islinear, the magnitude of the
field E in (17) and (18) is fast-oscillating. If the varia-
tion of the laser pulse envelope E(r, t) is Slow on the

scale of the fast-oscillation period 217/ [Ty (which

implies, in particular, that t,,, > 217 [T and the
parameter o, = (Uy/U)¥Eq(r, Y/E; < 1 a the
instants of ionization, which istruefor light atomswith
Z < 10), then Egs. (17) and (18) can be smplified. Let
usrepresent thefield E intheform E = E(r, t)cos(wy,t +

), where wq = +/ [0’} . Residual energy (17) appears
then as

Eion J’J' Z WinNmR,, dtd’r, (21
where (cf. [10, 16])
R(r.1)= 3h0Rp(T, t)D3/2 22

ﬁDUmD’

and Qu(r, t) = €?|Eq(r, t)[2/(4m,002) is the ponderomo-
tive potential of an electron. In this case,

+ooz 1
Cion = J’J’ szN thdr (23)
_wm 0
where
F(r,t) = 2Q(r, 1). (24)
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Dependence of 3MAq on the peak intensity | of the Gauss-
ian pulse with a half-width of 90 fs and a wavelength Ag =
0.62 pm. Helium pressure is 1 am. Iy is measured in

10" Wiem?.

Here,

) = o ARET L)

2n, —15
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03 n} [ED

x| 4exp(1) (25)

and N, areionization frequency (14) and the ion den-
sity, respectively, averaged over the laser field period
217wy, Since

2, <1,

Ru/F =3

(26)

the validity of inequality (19) (éio is much smaller
than %ion) under the conditions of linear polarization
depends on the smallness of a,,
When the frequency shift is small, a decreasein the
wavelength dA can be readily obtained from Eq. (15):
A _ 1€+ €in
)\O 2%lon - %lpon
where A, istheinitial wavelength.

The figure presents the dependence of dAMA, on the
peak intensity of alinearly polarized laser pulse in the
approximation of one-dimensional propagation for the
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parameters used in [7]. The interaction length is taken
to be 50 um, which is equal to the experimental focus
length. Theratio dMA is close to that observed in [7].

IONIZATION-INDUCED FREQUENCY SHIFT
IN THE PRESENCE OF SRBS

An increase in the intensity of short laser pulses
gives rise to the SRS parametric process. In a uniform
gas medium, the gain increment is maximal for three-
wave SRBS, when the secondary wave propagates
counter the initial laser wave and is red-shifted by the
plasmawave frequency (Stokes component). Asalaser
pulse propagatesin an ionizable gas, the Stokes compo-
nent is excited at the leading edge of the pulse behind
the ionization front (i.e, in the aready existing
plasma). Propagating backward to the laser pulse, the
Stokes component is amplified by the laser field in the
plasma independently of the ionization front. Such an
amplification is effective if the plasma behind the ion-
ization front, wherein the laser field is till large, is uni-
form over a considerable length and has an electron
density Ng oy

If the SRBS amplification factor issufficiently large,
we can assume that the backrefl ected energy essentially
exceeds the losses due to ionization and plasma wave
excitation: i.e.,

R.. > — [ (E dtd’.
back % N J-
Vpl —00

With this assumption, Eq. (8) takes the form (wy, =

N [Th)

[60 Tt

f
p max) Rback XSRS+(*)O%|:)n/%m (27)
1- Rback

where Wy, max = A/4ne2ne, max/Me 1S the plasma fre-

guency, Xgrs isthe SRS contribution to the expression

J’aE Da—dtd

V—oo

— (W —

1
€

and €\r, isdefined by formula (18). Here, we took into
account that the contributions of ionization and SRS to
the above expression are additive in view of their
space-time separation. In the absence of ionization, the
laser radiation passes through the plasmawithout afre-
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quency shift: 20, = wy. Then, formula (27) yields
the analytic dependence of Xsrs ON Ry @Nd Wy max

(‘op, max) Rback .

Substituting this expression into (27), we finaly
arrive at

Xers = Wy, max (2009 —

[0 Thu = (28)

|on/%|n
Wt + TR

Rback

Thus, the blue shift of the mean-square frequency
increases with growing SRS reflection.

CONCLUSION

Our formula (15) for the frequency shift under con-
ditions of the laser-induced ionization of agas medium
essentialy differs from the widely used estimator dis-
cussed in the Introduction. Unlike the latter, expression
(15) represents the frequency of an electromagnetic
wave outside the generated plasma (in the wave zone).
Moreover, according to (15), the frequency shift is
defined by theionizing radiation intensity |;,, at theion-
ization front. In particular, if the peak intensity |, of the
laser pulse >1,,,, the blue shift turns out to be negligi-
ble. The blue shift is maximal when the time moment
of ionization at the temporal profile of the pulse coin-
cideswithitsmaximal intensity. In gaseswith polyelec-
tron atoms, the blue shift comprises the additive contri-
butions from the ionization of severa electron shells.
The blue shift increases with peak intensity |, when the
latter becomes close to the threshold intensity for the
subseguent ionization of theion. These regularities are
in agreement with those observed in the experiment [7]
at arelatively small gas pressure (1 atm).
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Abstract—The effect of an applied magnetic field on the optical properties of a layer of a helical periodic
medium is studied in view of magnetooptic activity. The case when the radiation is normally incident on the
layer and the magnetic field isaligned with the axis of the mediumis considered. Irreversibility (nonreciprocity)
effects in such a system are discussed. The situations with weak and high anisotropy are investigated. It is
shown that the system can function as an optical shutter, optical diode, or one-side reflector. Reasons for the
high irreversibility of transmission (reflection) are found. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The effect of amagnetic field on the optical proper-
ties of helical periodic media, such as cholesterics,
chiral smectics, and chira ferronematics, has been the
subject of much investigation. Emphasis has been on
structure modifications in a helical periodic system
(HPS) due to director reorientation [1-5]. However, it
may happen that the magnetic field does not change the
HPS structure. This may be observed in nonmagnetic
HPSswith I =1 (where | isthe unity matrix) and in
HPSs with negative magnetic anisotropy if the mag-
netic field isaligned with the helix axis[1-5]. Irrespec-
tive of structure modifications, the magnetic field
changes the local permittivity tensor of the structure
and, in particular, causes the Faraday effect to occur.
The coexistence of optical activity dueto the helicity of
the system and magnetooptic activity results in irre-
versibility effects [6-8]. The normal incidence of light
on an HPS placed in a magnetic field aligned with the
helix axis has been studied in[6, 7]. The Faraday effect
in HPSs that arises when light propagates at an angle to
the axis of the medium has been considered in terms of
the dynamic diffraction theory in [8].

If the local anisotropy of the medium is wesak, the
magnetooptic activity is also relatively small. On the
other hand, high (and even giant) anisotropy has been
observed in HPSs, and some interesting features of
such systems have been noted [9, 10]. In thiswork, we
report an exact analytical solution to the boundary
problem of norma transmission of light through a
finite-thickness HPS layer subjected to amagnetic field

E 1+ d.cos2az
(2 = em%i 5.sin2az ¥ igJe,,
O 0

aligned with the axis of the medium. The weak- and
high-anisotropy cases are considered, and a number of
intriguing applications are discussed.

If the anisotropy is significant, the permeability ten-
sor of real systems is other than unity. Therefore, we
will consider a more general case when the system has
both diel ectric and magnetic helicity. It should be noted
that high anisotropy values are expected near individual
absorption linesif one of the components of the permit-
tivity (permeability) tensor is much larger than the
other or if the components are of different sign. In the
latter case, however, ordinary anisotropic media are
known [11] to exhibit unusual features: specificaly, the
surface of wave vectors for such mediais open (hyper-
boloid of revolution) rather than closed (closed €llip-
soid). High values of gyroelectric and gyromagnetic
activity parameters are expected near the resonances of
the respective activities.

The possibility of creating artificial helical media
[12-15], including those with preset parameters, and
ferromagnetic helical structures simulating the proper-
tiesof cholestericsat microwavesraisesinterest in their
behavior and applications. In addition, it is known that
in most modern theories regarding the optical proper-
tiesof complex structures, the medium isrepresented as
a multilayer system and any approach to associated
problems is based on the exact solution of the problem
of light transmission through alayer of finite thickness.

DISPERSION RELATION

In the presence of amagnetic field applied along the
HRSaxis (zaxis), the permittivity, €, and permeability,
[, tensors have the form

td.sin2aztigl/e,,
1-64,cos2az
0

0
0 1
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1+ 9, cos2az

O

A O

H(2) = um% +8,SiN2azZ F i g/ Un
O

Here, €, = (&, + €)/2, €, = (€1 — €)/2, O, = €€, Uiy =
(M1 + H2)/2, Ha = (M1 — H2)/2, O, = Hd/Um, & = g + A¥;
(i=1, 2), g, arethe principal values of the permittivity
tensor in the absence of the external magnetic field, and
Ag; are disturbances of the principal values of the local
permittivity tensor due to the external magnetic field
[16-21], W = Mo + AW, Yg are the principal values of
the permeability tensor in the absence of the external
magnetic field, Ay, are disturbances of the principal
values of the local permeability tensor due to the exter-
nal magnetic field [16-21], g. = gu(Heo) and g, =
On(Heq) are the vectors of the gyroelectric and gyro-
magnetic magnetooptic activities, a = 2170, 0 = 0, +
Ag, g, isthe helix pitch in the absence of the magnetic
field, and Ao is a disturbance of the helix pitch in the
presence of the magnetic field [1-5]. We assume that
the principal axes of the tensors € and {1 coincide and
one of them (z axis) is aligned with the external mag-
netic field.

Inview of (1), for light propagating along the axis of
the medium, a solution to the Maxwell equations

_10D __10B . ,
curlH = o and curlE = T is sought in the form

4
O_. 2
E(zt) = Z CE; n+exp[|ﬁ,/smpm(x + b)z}
“ 0
J 2
+Ejl n-exp[i ZA—T[ NEmMm(=X + b)Z} EBXD(—i wt),

where x = M(0./€nHm), A is the wavelength in a vac-

uum, and n, = (X + y)/ /2 are the unit vectors of circu-
lar polarizations.

Substituting (2) into the Maxwell equations, we
come to the dispersion relation for b:
b*+a,b’+ab+a, = 0, ©)

wherea; = -2(1+ X2 + GG, — 6:9,), @ = -4X(Ge + Gy),
85 = —2X(L + 83, + GGy) + (1-8; — G )(1- & -
Gh) + X* Ge = QdEr, and Gy = Gu/Hiy.

Thus, unlike the case when the magnetic field is
absent (the dispersion relation is biquadratic), the dis-
persion relation in the case under consideration is a
complete fourth-degree equation. The solution to
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+9Q,sin2az+igy/My, O E
1-5,cos2az 0 %
0 1-9,0
Eq. (3) isgiven by
b —f Jm_a_lj_ 2 [
VodzTB2 2 g d
(4)
b Lf* Q& _s, @[
VU202 T2 g pdd
where
—w_oP & - .9
S W 3 3 W 3 2+V,
2 3
S ol O
Ve to PT %

BOUNDARY-VALUE PROBLEM
FOR A LAYER

Consider the boundary-value problem of light trans-
mission through an HPS layer of finite thickness placed
inamagnetic field. Thefield is aligned with the axis of
the medium, and the axisis normal to the side surfaces.
Light isincident normally to the layer surface. A solu-
tion to the problem is represented as

Er = AREi, Et = -’I;Ei; (5)

where the subscripts i, r, t refer to the incident,
reflected, and transmitted fields, respectively.

In (5),
EiTr,tn+ + Eijr,tn— = !Eriy
Eiir,t

and T and R are 2 x 2 John matrices of the transmitted
and reflected waves. Their components are given by

Ei,r,t =

1 R + 4
Ry = 5 Z 8ju[-Yi O +YiQ

ikl

+i(y; -y + ZGiBj)]VEGrfkflma

1 - - + o+
Ry, = > z Eju[—Yi O =Y Q]

ikl
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+i(yi_yj+2aiBj)]y;al+fkfI/A-
1 s (6)

Ry = > z Gju[-Yio; -y q;

ikl

+iy;—-vi— ZaiBj)]y;arfkfI/Aa

1 - - + 4+
Ry = 5 Z e[y oy +yi

ikl
—i(y;—-yi+ ZaiBj)]y;arfkﬁ/A,
and

1 -
Ty = 5 z ja(a; +iy;y)
ikl

x [ (ye—Y)) + 20, Byl i f i f €72,
Ty, = % z eljkl(ai__iyr)
i, j, k1 (7)
x o] (Ve=Y1) + 20, Byj] i f i F€72A,

1 L+
Ty = 5 Z 8w (a; +iy;)

ikl

x [a;(yk_yl) =2a,B,y;] fif fje_iad/A,

1 - .+ +
Ty = é Zleijkl(ai =iy o (Ye—VY)
ik,

+2quij_]fkfIfje_iad/A, L, k1 =123,4.

Here,

A= Z &Y ooy fi f, af = a; =B,
i,k

yi = 1xy;, f; = exp(i2m/e,mnb;d/N),

o = i{bj[b] —X* = GeGrn— (1= 8,)(1 +5,)]
+X[Gm(L+8,) + G(L+8,)1} {X[b] —X* + GGy
+(1+8,)(1-8,)] —b[G(1-8,) + Ge(1-3)]} ,

B; = a{b[iG,+(1-9,)a|]
—X[0Gpn +i(1=8)]} [[Gr— (1-8)],
y; = a{bj[ia;G, — (1+9,)]
+X[G +io(1+8,)]} /[Gr— (1-8))],

o = . /en/UmE,

GEVORGYAN

€ is the permittivity of media adjacent to the layer on
both sides (it is assumed that the parameter of magne-
tooptic activity of the adjacent media can be neglected
in comparison with the activity parameters of the HPS),
g isthe Levi—Civita symbol, and d is the thickness of
the layer. With (5) and (6), one can calculate the coeffi-
cients of reflection, R= |E,|%|E[?, and transmission, T =
|EJZ|E% the rotation of plane of polarization ¢ =
—arg(Q) /2; the polarization dlipticity ¢ = (|| — 1)/(|{] +
1), where { = E; /E; isthe polarization function of the

transmitted wave; the absorption in the layer Q = 1 —
(R+ T); and other optical characteristics of the system.

Consider first asimple case, namely, fi =1, g,,=0,
and the local anisotropy of the medium §, =6 < 1.

The numerical values of the reflection coefficients
with and without the magnetic field indicate that the
field shiftsthe range of selective (diffraction) reflection
(SRR). This shift is associated only with the magne-
tooptic activity of the HPS (unlike the shift due to a
change in the helix pitch), is directed toward shorter
waves (effect quadratic in @), and is very small (15 A
for g.= g = £0.1). Near the SSR boundaries, where the
width of the transmission coefficient peak and the shift
are on the same order of magnitude at certain values of
the parameter dd/a, the external magnetic field changes
the transmission coefficient by 100%. Specifically, near
the SRR, the transmission minima (T = 0) may turn to
maxima (T = 1) and vice versaat particular thicknesses.
This means that the system can be used as a perfect
optical shutter.

As follows from caculations, the transmission
depends strongly on a in the presence of the field.
Insidethe SRR, thevalue AT, = T(g) — T(0) (where T(0)
isthetransmission coefficient in the absence of thefield
and T(g) isthat in the presence of the field) depends on
A and g linearly. Outside the SRR, the function AT,(A)
oscillates. The period of these oscillations, aswell as of
the transmission (T) and reflection (R) oscillations, isa
function of the parameter dd/o. These oscillations are
modulated, the modulation period and amplitude vary-
ing with distance from the SRR boundary. At a # 1, the
amplitudes of the oscillations grow sharply and reach
the same order of magnitude as the oscillations of T at
certain wavelengths (g = 10%). If a is other than unity
inside the SRR, AT, declines. Outside the SRR, the g
dependence of AT, also oscillates. Such behavior of the
HRS layer in the external magnetic field can be used for
the intensity modulation of light.

As was noted above, HPSs subjected to a magnetic
field exhibit the effect of wave irreversibility. Particu-
larly, the transmitted intensities differ when the direc-
tions of light incidence and magnetic field coincide and
when the light and the field are oppositely directed. It
was shown numerically that inside the SRR the param-
eter AT, = T(g) — T(—g) (where T(g) isthe transmission
when the directions coincide and T(—g) isthat when the
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Fig. 1. AT, vs. wavelength for (a, c) isotropic (Ime,, = 0.001, Ime, = 0) and (b, d) anisotropic (Img,, = 0.001, Ime, = 0.001) absorp-

tionin the (a, b) absence (a = 1) and (c, d) presence (a = Jan) of insulating boundaries. Right-hand helix, Reg,,, = 2.25, Reg, =

0.0675,g=0.1, 0 = 0.4 ym, and d = 500.

directions are opposite to each other) dependson A and
g linearly. Inside the SRR, both dependences oscillate.
The following rules should be noted here.

(1) If outside the SRR a is other than unity, the
transmission irreversibility rises (for a = 1, the ampli-
tude of AT, oscillationsisroughly 100 times lower than
for a # 1). Because of this, the value of AT, becomes
comparableto the value of T by the order of magnitude
at certain wavelengths, and transmission irreversibility
in the HPS is easy to observe in experiments. As a
moves away from unity, the irreversibility does not
grow. Conversely, starting from certain values (a > 1
and a < 1), the degree of irreversibility near the trans-
mission peaks slightly decreases. At other frequencies,
its decrease ismore pronounced and a even approaches
zero at particular frequencies. This is because Fresnel
reflections are greatly enhanced: the intensity varies
insignificantly within each of the HPS layers, and the

TECHNICAL PHYSICS  Vol. 47

No. 8 2002

forward and backward propagation directions turn out
to be almost equivalent.

(2) If a is other than unity inside the SRR, AT,
decreases.

Note that theirreversibility effect is sometimes very
significant and can be used for designing related ele-
mentsin optical gyros, aswell asfor studying the Fara-
day effect and optical activity in HPS layers.

Numerical analysis shows that the polarization
ellipticity e, rotation of plane of polarization ¢, radia-
tion absorption Q, and circular dichroism D, are aso
nonreproducible.

Figure 1 shows the wavel ength dependence of (1, 2)
AT, and (3, 4) AQ = Q(g) — Q(—g) when the absorption
is (a, c) isotropic and (b, d) anisotropic in the (a, b)
absence and (c, d) presence of insulating boundaries.
Curves 1 and 3 correspond to the case of circularly
polarized light diffracted by the HPS structure; curves 2
and 4, to light linearly polarized along the x axis. Fig-



1012

02
0 1 1 )
0.57 0.59 0.61 0.63
A, Um
Ae (b)

0.09 -
A\I

—0.01 )7 0.59

-0.11

-0.21}

-031*+

Fig. 2. Irreproducibilities of the (a) rotation of plane of
polarization A$ and (b) polarization ellipticity Aevs. wave-
length. Absorption is absent. Light incident on the HPS
layer islinearly polarized along thex axis. d = 20 0. Therest
of the parameters are the same asin Fig. 1.

ure 2 demonstrates the irreversibility of (&) the rotation
of plane of polarization Ad = ¢(g) —d(—g) and (b) elip-
ticity Ae = e(g) — e(—g) vs. wavelength in the (1) ab-
sence and (2) presence of insulating boundaries.

Note that the irreversibility effects are wesk if the
local anisotropy is weak and are of no interest in spite
of their unigueness. When the anisotropy of the
medium or the parameter of magnetooptic activity
grows, they become appreciable and, hence, of practi-
cal value.

OPTICAL PROPERTIES OF THE HIGHLY
ANISOTROPIC HPS LAYER IN A MAGNETIC
FIELD

Figures 3 and 4 demonstrate the A dependences of
theirreproducibilities AT, and AT; when the anisotropy
ishigh (0= 1).

From these dependences and also from the numeri-
cal results, the following conclusions can be drawn.

GEVORGYAN

(1) Asthelocal anisotropy d (8, or 8,) or the param-
eter of magnetooptic activity g (g. or g, grows, the
value of |AT,| increases on average.

(2) If the anisotropy is high, |AT,| is close to unity
for specific wavel engths and gyration parameters g, and
O, (i.e, for specific magnetic field strengths). This
means that such a system can function as a perfect opti-
cal diode completely transmitting the radiation in one
direction and cutting it in the opposite direction. This
system can also operate as a one-side reflector.

(3) Asthelocal anisotropy d (. or 9,) or the param-
eter of magnetooptic activity g (g. or g,) grows, the
value of |AT,| aso increases on average.

(4) If the anisotropy is high, |AT;| is close to unity
for specific wavel engths and gyration parameters g, and
O, This means that in this case, too, the system can
function as a perfect optical diode.

DISCUSSION AND CONCLUSIONS

To shed light on amechanism behind high transmis-
sionirreversibility, we studied the behavior of the wave

numbers ki = 2m, /e U, /A and self-polarizations

(SPs). In the absence of an applied magnetic field, k;
curves are known to be symmetric about the frequency
(or wavelength) axis. The application of thefield breaks
the symmetry: resonance k; (i.e., those becoming com-
plex in a certain frequency range in the absence of
absorption) and nonresonancek; shift in opposite direc-
tionsaong the A axis. An unusual situation ariseswhen
the anisotropy of the medium or its magnetooptic activ-
ity is high. At particular values of these parameters,
another (second) SRR appearsin the long-wave part of
the spectrum, with its boundary approaching infinity.
The first SRR aso tends to shorter waves in this case
(i.e., at ahigh anisotropy), but the shift isnow more sig-
nificant. As the parameters mentioned above increase
further, the short-wave boundary of the second SRR
approaches the long-wave boundary of the first SRR
and, at certain values of these parameters, the entire
spectral range becomes arange of diffraction. Note that
the second SRR also appears near the absorption line if
the optical activity of cholesteric molecules is taken
into account [22].

High values of |AT,| reflect the fact that the diffrac-
tion reflection (and transmission) of light in the second
SRR depends on the direction of the applied magnetic
field.

Itisknown that SPsare two polarizationsthat do not
change when light passes through a system. The SPs of
an HPS layer are specificin that light with one SP expe-
riences diffraction reflection (such SP will be referred
to asdiffracting SP), while light with the other does not.
In the absence of absorption, the two SPs are orthogo-
nal to each other. The wavel ength dependence of the SP
elipticity indicates that the magnetic field reversa
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Fig. 3. Transmission irreversibility AT, vs. wavelength A in
the case of high anisotropy (8¢ = 0.9, &gy, = 0.25, 3, = 0.05,
Hom = 1.2, Je = 0.275, Om= 0.1, Agq = Agp = Ay = App =
0.00001, Ac = 0.000001 pm, and d = 10 o). Continuous
curve, incident light is clockwise polarized; dashed curve,
light islinearly polarized along the x axis. Right-hand helix,
0p = 0.4 um, absorption is absent. For the designation of the
curves, see Fig. 1.
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Fig. 4. Transmission irreversibility AT, vs. wavelength A in

the case of high anisotropy. The parameters and designa-
tions are the same asin Fig. 3.

changes the dllipticity of the diffracting (and the other)
SP in the frequency range of the first SRR insignifi-
cantly. At the same time, the field reversal in the range
of the second SRR changes the sign of the diffracting
SP dllipticity. Thus, when the magnetic fields are oppo-
sitely directed, the dlipticities of the diffracting SP
nearly coincide within the first SRR and are almost
orthogonal to each other within the second one. Such an
effect causes a high transmission irreversibility in the
frequency range of the second SRR.
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ACKNOWLEDGMENTS

The author thanks the reviewer for valuable com-
ments and suggestions.

REFERENCES

1. P. de Gennes, The Physics of Liquid Crystals (Claren-
don, Oxford, 1974; Mir, Moscow, 1977).

2. L. M. Blinov, Electro- and Magnetooptics of Liquid
Crystals (Nauka, Moscow, 1978).

3. A. P Kapustin, Electrical and Acoustical Properties of
Liquid Crystals (Nauka, Moscow, 1973).

4. V.A. Belyakov, Diffraction Optics of Periodic Media of
Complex Sructure (Nauka, Moscow, 1988).

5. S. Chandrasekhar, Liquid Crystals, Ed. by A. A. Vedenov
and |. G. Chistyakov (Cambridge Univ. Press, Cam-
bridge, 1977; Mir, Moscow, 1980).

6. O. S. Eritsyan, Izv. Akad. Nauk Arm. SSR, Fiz. 13, 347
(1978).

7. A. H. Gevorgyan, Uch. Zap. Erevan. Gos. Univ., No. 2,
66 (1987).

8. V. A. Kienyaand I. V. Semchenko, Kristallografiya 39,
514 (1994) [Crystallogr. Rep. 39, 457 (1994)].

9. G.A.Vardanyan, A. H. Gevorgyan, O. S. Eritsyan, et al.,
Kristallografiya 43, 793 (1998) [Crystallogr. Rep. 43,
740 (1998)].

10. O. M. Arakelyan, A. H. Gevorgyan, and O. S. Eritsyan,
Izv. Akad. Nauk Arm., Fiz. 35 (5), 255 (2000).

11. L. B. Felsenand N. Marcuvitz, Radiation and Scattering
of Waves (Prentice-Hall, Englewood Cliffs, 1973; Mir,
Moscow, 1978).

12. G. Gerritsen and R. Yamaguchi, Usp. Fiz. Nauk 107, 705
(1972).

13. P. D. Sunal, A. Lakhtakia, and R. Messier, Opt. Com-
mun. 158, 119 (1998).

14. P. I. Rovira, R. A. Yarussi, R. W. Collins, et al., Appl.
Phys. Lett. 71, 1180 (1997).

15. 1. Hodgkinson, Q. H. Wu, B. Knight, et al., Appl. Opt.
39, 642 (2000).

16. V. M. Agranovich and V. L. Ginzburg, Crystal Optics
with Spatial Dispersion, and Excitons (Nauka, Moscow,
1979; Springer-Verlag, New York, 1984).

17. F. 1. Fedorov, Theory of Gyrotropy (Nauka i Tekhnika,
Minsk, 1976).

18. A. K. Zvezdin and V. A. Kotov, Magnetooptics of Thin
Films (Nauka, Moscow, 1988).

19. G. S. Krinchik, Physics of Magnetic Phenomena (Mosk.
Gos. Univ., Moscow, 1976).

20. V. V. Eremenko, N. F. Kharchenko, Yu. G. Litvinenko,
and V. M. Naumenko, Magnetooptics and Spectroscopy
of Antiferromagnets (Naukova Dumka, Kiev, 1989).

21. O. G. Vlokh, Spatial Dispersion Phenomena in Para-
metric Crystal Optics (Vishcha Shkola, L'vov, 1984).

22. V. G. Kamenskii and E. |. Kats, Opt. Spektrosk. 45, 1106
(1978) [Opt. Spectrosc. 45, 877 (1978)].

Trandated by V. saakyan



Technical Physics, Vol. 47, No. 8, 2002, pp. 1014-1018. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 8, 2002, pp. 84-88.

Original Russian Text Copyright © 2002 by Oleinik.

OPTICS,
QUANTUM ELECTRONICS

Optical Data Recording with Vanadium Dioxide-Based Film

Reversible Media

A. S. Oleinik

Saratov State Technical University, Saratov, 410016 Russia
Received December 18, 2001; in final form, February 5, 2002

Abstract—Thermally induced semiconductor—metal phase transitions taking place in Al/VO,/insulator and
VO,/insulator film systems upon recording optical data are investigated. Experiments show that the rate of the
processes depends on thermophysical parameters of the films, as well as on the energy exposure. The dynamic
range of the energy exposure sensitivity is defined by the hysteresis loop width. The shape and width
of the hysteresis|oop depends on the VO, film thickness and the nonstoichiometric ratio profile across the film.
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The semiconductor—-metal phase transition (SMPT)
in VO, is used in optoel ectronics for designing optical
visualizers [1], holographic transparencies [2], and
optical detectors [3]. The basic advantage of VO, films
istheir data storage capability because of SMPT-related
hysteresis. In thin VO, films, the width of the hysteresis
loop depends on fabrication technology and may reach
40K [2].

In this work, we study the SMPT upon optical data
recording on VO, films prepared by oxidizing evapora-
tively deposited V films in air. For the films thus pre-
pared, the volume oxidation coefficient (theratio of the
oxide volume to the initial volume of ametal) is given

by [4]

_ My
nAy'’

where A isthe atomic weight of the metal, nisthe num-
ber of metal atoms incorporated into an oxide mole-
cule, M isthe molecular weight of the oxide, and y,, and
Yo are the respective specific weights of the metal and
oxide. For VO,, K = 2.25; in this case, the oxide grows
dense and offers protective properties. Internal stresses
arise in the oxide film because of the difference
between the metal and oxide volumes.

VO, layers with desired electrical and optical prop-
erties were prepared by simultaneously varying the V
film initial thickness and time of oxidation in air at
753 = 10 K [2]. In this case, the oxidation process in
any temperature range obeys a particular parabolic law.
It was shown [5] that whenV isoxidized inair at 753 K,
the temperature parabolic variation across the V film
layer causes the parabolic distribution of theVO, phase
acrossthe oxide. The VO, phase thus formed is nonsto-
ichiometric, with the nonstoichiometric ratio decreas-
ing monotonically across the VO, layer within the

homogeneity range. The slope of the hysteresis loop
depends on the oxidation temperature. Note that the
oxidation temperature is limited from above, since the
oxidation takes an explosive character at T > 753 K.

Experiments showed [5] that the phase transition in
VO, films exhibits hysteresis with the loop width
depending on the VO, film thickness. Thus, the varia-
tion of the nonstoichiometric ratio across the VO, layer
specifies the width of the temperature hysteresis. Fig-
ures 1 and 2 demonstrate, respectively, the temperature
dependence of the sheet resistivity for the VO, films of
various thickness and the temperature hysteresisfor the
reflection coefficient of the Al/VO, systems (with vari-
ous thicknesses of VO, film) on a silicon single-crystal
substrate at awavelength of 1.06 um.

In VO, polycrystalline films, the SMPT of the first
kind occurs at temperatures between 317 and 359K and
is accompanied by heat absorption. Also, the mono-
clinic crystal lattice changes to tetragonal.

AlI/VO,finsulator (1) and VO,/l systems were
formed on optical-grade mica, quartz, and ceramic sub-
strates. According to the topological theory of 2D crys-
tallite growth [6], the local equilibrium condition (or
the minimum condition for surface energy) requiresthe
2D space to be filled with regularly shaped crystallites
in such away that they are adjacent to each other along
their sides, which in turn make an angle of 120° with
each other. In other words, the 2D space must be filled
with regular hexagons. With regard for the fact that a
2D set of polygons arises during growth from randomly
located nuclei, the local equilibrium condition gives
rise to boundaries between crystallites with the curved
surface. Nevertheless, one can theoretically devise a
stable set using a packing of regular polygons (polyhe-
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dral crystallites) in this case. For the 3D space, such a
construction isimpossible.

Microscopic studies [2, 5] suggest that crystallites
are regularly packed in the 2D layer of the VO, phase
and that the crystallite sizesare well correlated. Today’s
technologiesalow for the production of VO, filmswith
given crystallite sizes. For example, if the film thick-
ness is 80-100 nm, the crystallite sizes normal to the
substrate equal the film thickness. In the plane of the
substrate, the crystallite sizes vary between 50 and
100 nm according to the film thickness. The shape of
the crystallites and its reproducibility depend on the
crystal perfection of the substrate, since the oxide
“inherits’ lattice distortions in the vanadium film.

VO,-based oxide films were shown [2, 5] to have a
composite (layered) structure consisting of the thin sur-
faceV,0; phase (=5% of thetotal film thickness), basic
VO, phase (=70% of the total thickness), and succes-
sively arranged V305, V,05, VO, and V layers account-
ing for the remaining 25% of the oxide thickness. Thus,
we are dealing with a polycrystalline multiphase lay-
ered structure with aregular arrangement of the crystal-
lites in the substrate plane. Since the SMPT in these
film structures exhibit hysteresis, one can distinguish
half-tones in optical data recording. Near the phase
transition in VO, films, the semiconductor and metal
phases were found to mix [7], their partial concentra-
tions being afunction of temperature. Since the compo-
sition of theVO, phase deviatesfrom the stoichiometric
one across the film, the phase transition occurs in suc-
cession. Because of this, the transition in the VO, film
has a distinct boundary, which makes it possible to
record complex images.

Uponirradiation, VO,/I and Al/VO,/I bistable struc-
tures experience several stages: absorption of light;
energy transfer into the VO, layer, followed by heating
the layer to the phase transition temperature; and
absorption of thelatent heat (phasetransition of thefirst
kind). It is known [8] that when the electron and ion
masses in solids greatly differ (as in VO,), energy
exchange proceeds rather slowly. The times it takes for
the electron and ionic subsystems to come to equilib-
rium are 104-107'3 s and 103-107? s, respectively.
The time taken to set equilibrium between the sub-
systems is much greater, =10° s [8].

Hall effect measurements[9] showed that the carrier
concentration in VO, films depends on temperature. At
the phase transition temperature, the resistivity experi-
ences ajump associated with ajump in the carrier con-
centration. One can expect that the early stage of
absorption (intrinsic photoeffect), i.e., the growth of the
electron concentration in VO,, proceeds when the |at-
ticeis cold.

At the initial time instant, the thickness of the area
heated is defined by the depth Sof radiation penetration
into the material: S= a1, where a is the absorption
coefficient. For a 100- to 120-nm-thick VO, layer, a ~
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Fig. 1. Temperature dependence of the sheet resistivity of
the VO, films with a thickness d = 60 (1), 80 (2), 100 (3),
and 140 nm (4).

10* cm™ for wavelengths between 0.4 and 1.06 pum.
Thethickness of heating increases with time because of

heat conduction as 2.36Ja_r [10], where a is the ther-
mal diffusivity and t is the irradiation time (laser shot
duration). At T = 10 s, the thickness of the heated area
inVO, isestimated at 133 nm. At T =10 s, theradia-
tion power density causing the SMPT in a 100-nm-
thick oxide layer was found to be 10* W/cm?. Thus, the
problem of heating a 100- to 120-nm-thick oxide layer
(where VO, accounts for 70% of the total oxide thick-
ness) by ashot of duration no longer than 7 x 10-° scan
be treated in terms of the conventional theory of heat
conduction [11].

In [12], the SMPT in VO, was shown to be related
to electron—phonon interaction, which is enhanced with
temperature, and to the respective enhancement of elec-
tron delocalization. Because of this, the width W of the
3d gap increases, the energy U of intraatomic Coulomb
repulsion decreases, and the SMPT occurs when the
ratio U/W reaches a critical value. It is a'so known [6]
that the formation of anew phasein asolid doesnot dis-
turb the continuity of the crystal lattice: at theinterface,
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Fig. 2. Temperature hysteresis of the reflection coefficient
of the AI/VO, system on the polysilicon substrate. The
thickness d of the VO, film is 110 (1) and 112 (2) nm. The
wavelength is 1.06 um.
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Fig. 3. Scheme for measuring the output of the VO,-based
thermal detector: 1, LG-106M-1 laser; 2, diaphragm;
3, shutter; 4, beam splitter; 5, IMO-2-2 working standard of
laser radiation; 6, bridge with detector; 7, Shch68003 volt-
meter; and 8, S1-70 oscilloscope.

one lattice smoothly passes into the other. In our case,
the monoclinic lattice of VO, transforms into tetrago-
nal. Phase transitions thermally activated can be con-
sidered astheresult of apolymorphic transformation of
the martensitic type, for which the growth of a phase
takes place viathe barrierless displacement (slip) of the
interface. Martensitic transformation isinitiated when a
VO, film is heated up to the SMPT temperature. Pro-
cess-related plastic strains in VO, films increase the
degree of transformation and may also favor reverse
transformation. Under martensitic transformation, the
collective motion of many thousands of atoms proceeds
with a speed approaching that of acoustic waves in a
crystal. According to [13], the speed of soundinVO,is
about 4500 m/s. Taking into account that the crystallite
sizein aVO, polycrystalline film is=100 nm, one can
expect that the phase transition duration will not exceed
=5 x 10 g, that is, laser heating does not retard the
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growth of the VO, film. Thus, the speed of response of
media under adiabatic exposure depends on the time of
thermal diffusion of optical energy into the VO, film.

InVO,/l and AI/VO,/I systems, the protective layer
is transparent to the radiation recorded; therefore, its
heating is negligible. Under adiabatic exposure, a 100-
to 120-nm-thick VO, film is heated for (7-8) x 10°s.
It was shown [14] that when thin films, such asthe VO,
films, are heated by a source giving a thermal spot of
radiusr > (at)V? (where aisthethermal diffusivity and
tisthe heating time), the temperature distribution in the
film dependsonly onr and t for agiven energy flux den-
sity. Thermal losses in a temperature-sensitive film on
an insulating substrate were studied in [14]. The char-
acteristic times of thermal losses were estimated by the
following formulas: for radial losses, 1,=r?/4a; for heat

removal into the substrate, T, = d2/4af. Here, r is the

radius of the thermal spot, aisthethermal diffusivity of
the temperature-sensitive layer, d isthe thickness of this
layer, and a, is the thermal diffusivity of the substrate.
The method used in [14] was applied to our VO,/I and
AlIIVO,/I systems to calculate the associated values of
T,and 1. Specifically, they were calculated under adia-
batic recording conditions for a thermal spot of radius
10 m on the VO,/Al,O; system (the respective thick-
nesses of the layers are 100 and 314 nm) applied on
Polikor and mica substrates. The respective values are
1,=7.8x107?s,1,=0.25s, and 1,= 1.5 x 10 s. For
the Al1(100 nm)/VO,(100 nm)/I(314 nm) system, T, =
7.8 x 10?2 sand 1,= 3.3 x 10~ sunder the same record-
ing conditions. The time of heat removal into the sub-
strate specifies the time of data erasing. The recording
and erasing times obtained are in good agreement with
experimental data [15] found upon recording optical
information on Al/VO, media under adiabatic expo-
sure. In the thermal physical model considered, the
effect of the substrate and protective layer on the optical
sensitivity of the medium shows up in thermal losses
due to contact heat transfer. Thus, when being
absorbed, the energy of alaser shot formsatemperature
profile depending on the thermal, physical, and optical
properties of the thin films and substrate and a so on the
energy exposure.

In practical use of Al/VO,/I andVO,/I systems, one
must be aware of activation processes taking place
under the local or general heating of the surface. The
former medium is used in optical visualizers and holo-
graphic transparencies, where the surface is heated
locally. A metalic mirror enhances the contrast
between the two (semiconductor and metal) phases.
The latter medium is employed as temperature-sensi-
tive layers of thermal detectors, where the entire sur-
face is heated. Experiments have shown that the phase
transitions thermally induced in Al/VO,/l and VO,/I
systems provide high-efficiency optical data recording.
Under adiabatic exposure, when recording is accom-
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plished with a laser (the duration of a laser shot is no
more than 4 x 10 s and the minimal area of laser
action islimited by the wavelength), the threshold sen-
sitivity of the medium is the least [16]. At longer shot
durations, radiation losses and radial heat removal
increase, which affects the threshold sensitivity, aswell
as the times of response and relaxation. Thus, when
recording optical data on these media, one should take
into account the activation processes, which depend on
the thermophysical properties of the films and sub-
strate, aswell as on the energy exposure of theradiation
source.

Essentially, the dynamic range of the energy expo-
sure sengitivity of the VO, films is defined by the hys-
teresis width. AI/VO,/I and VO,/I systems are used in
RAMSs, so that they arethermostatically controlled. The
temperature at which the systems are maintained is
selected inside the loop (as arule, near the quasi-linear
segment of the optical or electrical hysteresis).

Of interest are VO,/I-based thermal detectors of
optical radiation operating in the writing/erasing mode
when the shot duration is 1 s (the boundary between
pulsed and continuous radiation) and its power is low.
The detector with a 100-nm-thick VO, film and a sensi-
tive area of 2 x 2 mm was made on a40-um-thick mica
substrate with aluminum electrodes. The response time
of the detector was estimated by the technique
described in [17]. According to this technique, the
transmission of a temperature wave through the tem-
perature-sensitive layer is assumed to be instantaneous
(since the thickness of the layer is much smaller than
that of the substrate and the thermal diffusivity of the
layer is much higher than that of the substrate) and the
wavelength of the temperature wave is found from the

relationship /A = «/2%1 , Where A is the wavelength of

thetemperature wave in the substrate, w = 2rtf isthecir-
cular frequency, and a is the thermal diffusivity of the
substrate. For f = 1 and 4 Hz, A = 178 and 44 pm,
respectively; hence, the response time of the detector is
=0.25s.

The detector was tested with the working standard
no. 30 of pulsed laser radiation (wavelength 0.5 pm)
[18]. The measurement scheme is depicted in Fig. 3.
Theworking standard no. 30 consists of an LG-106-1M
stabilized gas laser, optical system, mechanical shutter
(modulator), device measuring the average power,
vibration-absorbing table, and recording system. The
modulator converts the laser cw radiation with a given
average power to ashot of duration 1 s, whichisapplied
to theinput of the detector connected in abridge circuit.
The output of the bridge is measured with a Shch68003
digital voltmeter and displayed on an S1-70 oscillo-
scope.

The conversion efficiency of the detector at wave-
lengths between 0.3 and 3.39 um equals 5.55 mvV/mWw.
The radiation power density 1 mW/mm? heats the VO,
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Fig. 4. Detector output waveform.

layer by 1 K. The range where the sheet resistivity of
the 100-nm-thick VO, layer varies with temperature
quasi-linearly is 13 K. For a power density of
13.2 mW/mm? and a shot duration of 1 s, the detector
output is maximal in the dynamic range. Figure 4
shows the detector output waveform. At the half-peak
level, the leading edge of the pulse has atilt =0.2 s. The
experimental data for the speed of response of the
detector are in good agreement with the analysis.

Thus, AI/VO,/I and VO,/I film media seem to be
promising for optical datawriting, storage, and reading
systems. The writing speed and the resolution of the
media meet holography requirements. When writing
optical data, one must select an appropriate film system
and radiation source for each application.
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Abstract—The effect of neodymium ions on laser-induced glass destruction and the formation of the spectra
of laser plasmaionsis studied by the mass-spectrometric and optical-microscopy methods. As the Nd ion con-
centration increases, the degree of laser-induced damage in silicate glass increases, the threshold intensity for
the glass destruction decreases, the maximum ion charge number Z,,,,, and the maximum ion energy E
decrease, and the energy spectra of target ions change. All thisis related to both the coincidence between the
lasing lines and the absorption bands of Nd ions and the intensification of recombination processes in the mul-
ticomponent laser plasma. © 2002 MAIK “ Nauka/Interperiodica” .

In recent years, physical processes related to the
interaction of laser radiation with matter has attracted
growing interest. Under irradiation of asolid with laser
radiation with anintensity of = 0.1 GW/cm?, aplasma
plumeis produced, which acts as a source of broadband
radiation, electrons, multiply charged ions, and neu-
trons. The processes of plasmaformation under intense
laser irradiation of solids is closely related to the
destruction of these solids. Hence, various static and
dynamic defects of the target can substantially affect
the process of destruction and, finally, the spectra of
laser plasmaions. Experimental studies of the physical
processes (ionization, recombination, etc.) in multi-
component laser plasmas at g = 0.1-100 GW/cm? [1-6]
revealed specific effects related to the formation and
expansion of some heavy ion species doped in the tar-
get. It is found that the charge number, energy, and
fluxes of plasmaions depend not only on g but also on
the target composition. Thus, it was found that, at low
concentrations of gold [1] and silver [2] (~102-10-3%)
in a multicomponent target, the concentrations of the
single-charged Au and Ag ions in a multicomponent
plasma are significantly lower than those in a mono-
component plasma. It should be noted that studies of
the effect of small additives in the target on the forma-
tion of the spectra of laser plasmaions have begun only
recently.

In this study, the effect of Nd ions on the formation
of the mass, charge, and energy spectra of multiply
charged ionsin alaser plasma is investigated. The tar-
get was made of GL S silicate laser glass with and with-
out Nd doping. The Nd concentration in glass was var-
iedintherange C = 0-5.6 x 10%° cm3. The targets were
1.0-cm-diameter ~0.5-cm-thick pellets with a known

Nd concentration. The laser pulses were directed onto
different places of the target, which alowed us to
acquire the data on the destruction of the sample sur-
face. The experimental data were acquired under iden-
tical initial conditions: the target chamber was loaded
with more than ten samples with and without Nd dop-
ing. The measurementswere carried out with atime-of-
flight mass-spectrometer and an electrostatic analyzer
[3]. In experiments, we used a neodymium laser with a
wavelength of A = 1.06 x 10* cm, pulse duration of
50 ns, and pulse energy of 3.0 J. The angle of incidence
of laser radiation with respect to the normal to thetarget
surface was 18° and the radiation intensity on the target
surface was varied in the range 1-100 GW/cm? with the
help of neutral light filters. To determine the threshold
intensity for the destruction of glass under study, the
laser radiation intensity was gradually increased from
pulse to pulse until destruction occurred, which was
accompanied by a glow and plasma generation. From
the recorded ion signals, we could determine not only
the threshold intensity for the target destruction, but
also the composition of the absorbing additives, which
played a significant role in the glass destruction and
plasma production. The development of damages on
the glass surface was monitored by using an optical
microscope.

We measured the threshold intensity for the laser
destruction of glass and the formation of the mass,
charge, and energy spectraof plasmaionswithinthe Nd
concentration range C= 0-5.6 x 10° cm for laser
intensities of q = 0.1-100 GW/cm?. The threshold
intensity for the laser destruction of glass and the for-
mation of the spectra of multiply charged ions in laser
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1020

BEDILOV et al.

H* Li** Li%* Lit O* (a)
V ~N— N
o+ Li%* BeXt (2 Na2+ K3+
Li3* | 05+ o*+| 03+ | Li* 02+ C+| Si2t Ot K2+ (b)
| | | | | | | |
Ce*
Sit K*| Nd** Cu®poe Te* Nd*
Na+ [Nd* | Fe* | Ru* Cd* | ©)
| | | |

Fig. 1. Typical mass and charge spectra of the ions from an Nd-doped glass for the laser intensity g = 90 GW/cm? at E/Z = (a) 50,

(b) 100, and (c) 400 eV.

plasmawas determined as afunction of the Nd concen-
tration in glass and the laser intensity g.

Figure 1 presents typical mass and charge spectra of
multiply charged ionsin laser plasma. The spectrawere
obtained at g =90 GW/cm? for aglass with the Nd con-
centration C = 1.9 x 10?° cm~3, An analysis of the mass
and charge spectra of laser plasma ions shows that the
element and charge compositions of the plasma depend
not only on the laser intensity q, but also on the Nd con-
centration in glass. At g = 9 GW/cm?, the mass and
charge spectra of laser plasma ions mainly consist of
the ion signals from the constituents of the glass matrix
and some impurities (Be, B, and C). Asthe laser inten-
sity gincreases, peaksfrom other ionized atomsarisein
the mass and charge spectra. At q = 90 GW/cn?,
together with the peaks from the ions of glass matrix
elements (Li, O, Na, Si, K, and Ca) and Nd dopant,
extra peaks from the ions of someimpurities (H, Be, B,
C, Fe, Cu, and Ce) and Si isotopes are observed. When
g is close to the threshold value, the mass and charge
spectra of plasma ions contain ion peaks from the
matrix elements, as well as from the B and C impuri-
ties. This fact indicates that the presence of boron and
carbonin glass somewhat facilitates|aser destruction of
the surface. The microscopic studies show that dam-
ages on the surface of an undoped target look like acra-
ter with a fused rim. Inside the crater, there are petty
dents with dimensions of several tenths of micron or
less. Presumably, optical inhomogeneities and impurity
inclusions in a sample, whose presence increases the
absorption of laser radiation in local sites, are responsi-
blefor these microcraters. Under our experimental con-

ditions, the threshold intensity for the laser destruction
of the GLS glass surface is ~7 GW/cm?. At this inten-
sity, the crater diameter is equal to d ~ 5.0 x 10~ cm.
The crater diameter increases with laser intensity and,
at q=1000 GW/cm?,is~3.0 x 102 cm. Theincreasein
the Nd content in glass from 0 to 5.6 x 10%° cm™3 leads
to adecrease in the destruction threshold to 2 GW/cm?,
i.e., by afactor of 3.5, whereas the corresponding crater
diameter amountsto 1.0 x 1072 cm. Figure 2 showsthe
threshold intensity for the laser destruction of the glass
surface as a function of the Nd concentration, which
was varied in the range C = 0-5.6 x 10?° cn3. It isseen
that the threshold for laser destruction depends strongly
on the Nd concentration in the target. The increase in
the Nd concentration from 0 to 5.6 x 10%° cm
decreases the threshold intensity by a factor of 3.5.
Moreover, in the case of undoped glass, the mass and
charge spectra show that the yield of matrix ions (Li*,
O*, and S*) decreases by a factor of 1.5-2. The
revealed decrease in the threshold intensity for glass
destruction with increasing Nd concentration correlates
with the data on the absorption spectraof glasses under
study. It was found that, in the case of Nd-doped glass,
the background absorption at wavelengths close to
1.06 x 10 cm is about seven times higher than that in
the case of undoped glass. The increase in the back-
ground absorption near the lasing line of neodymium
laser seems to be related to various defects (disloca
tions, inhomogeneities, etc.) occurring in glass doped
with Nd. The presence of these defectsinside glass and
on its surface increases light absorption.
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An analysis of the measured charge spectra of the
plasma ions produced in the laser—glass interaction at
Nd concentrationsin the glassin the range C = 0-5.6 x
10%° cm® shows that the plasma charge composition
depends strongly on the Nd concentration. Thus, it was
shown that the Nd doping of glass significantly changes
the charge spectra of plasmaions because of the redis-
tribution of the charge number Z among the ions of tar-
get atoms. Typical mass and charge spectra of the
plasmaionsfrom an undoped glassirradiated with laser
at q = 9-90 GW/cm? and E/Z = 400 eV are shown in
Fig. 3. It can be seen that the charge number Z of the
target ions depends not only on the laser intensity g, but
also on the element species (specifically, neodymium)
doped in the glass under study. For example, at q =
9 GW/cm? and different E/Z values, there are ions of
oxygen and silicon with Z,,,, = 3and ions of K, Ca, and
Nawith Z,, = 1.2. As the laser intensity q increases,
Z,ox Of the plasma ions increases and the signals from
theionsof H, Al, Li, and Si isotopes, aswell astheions
of other impurities, appear in the spectra. At q =
100 GW/cm?, we recorded the following ions of the
elements present in an undoped glass: H*, Li*—Li%*,
O*-0°%, Na'—Na**, Al*, Al*, Si*-S4, K*—K#,
Ca'-C&*, Be*, B*, C*, Fe*, and Cu".

It is established that, in the charge spectra of the
plasma ions produced when irradiating an Nd-doped
glass, the charge number Z of the plasmaionsisredis-
tributed. For example, at g = 100 GW/cm?, Z,, for
oxygen and sodium ions decreases to 5 and 4, respec-
tively, whereas for neodymium ions we have Z,,,,, = 4.
Asthelaser intensity g decreases, the charge number of
neodymium ions also decreases. The decrease in Z,,,
observed for the ions of some constituent elements of
an Nd-doped glass stemsfrom the fact that the presence
of heavy neodymium ions in the plasma significantly
slows down recombination processes, because Nd dop-
ing substantialy increases the mass of the ionized
plume, which significantly decreases the speed at
which it expands.

The study of the ion energy spectra from glass with
the Nd concentration C = 0-5.6 x 10%° cm™ at laser
intensities of g = 1-100 GW/cm? reveal ed the following
features:

(i) The energy spectra of the laser-produced ions of
glass constituents and doped elements are broad; their
width and intensity, as well as the location of the spec-
trum maximum, depend on the concentration of Nd
ionsin the plasma.

(if) The energies of the ions of light elements are
lower than the energy of heavy heodymium ions.

(iii) At the plasma expansion stage, the energy spec-
tra of the ions from an Nd-doped glass change grestly
because of the interplay between the ions of light and
heavy elements.
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Fig. 2. Threshold intensity g, for the laser destruction of
glass vs. Nd concentration in the target.

(iv) The presence of theions of heavy elements (Nd)
in the expanding plasma decreases both the maximum
and minimum energies (E and E,;,) of theionsof the
lighter glass constituents, although E,,, and E,;, of the
ions of heavy elements (Nd) increase substantially.

The energy spectra of Si ions produced under laser
irradiation of Nd-doped and undoped glasses at laser
intensities of g = 100 GW/cm? are shown in Fig. 4. It
can be seen that the character of the energy distribution
does not depend on whether the glass has been doped or
not; in both cases, the ion energy spectra are broad and
have one maximum. The higher the ion charge number,
the larger the shift of the maxima toward higher ener-
gies. However, in the case of an Nd-doped glass, the
increase in q decreases the width of the energy spectra
of Si ions with a given charge number, shifts the spec-
trum maximatoward lower energies, and decreases the
E . a@nd E.;, values. The higher the value of g, the
larger the change in the energy spectra. Similar changes
in the energy spectra are observed for ions of the other
glass constituents (Li, O, Na, Al, K, and Cu). Theinflu-
ence of Nd ions on the formation of the spectra of the
glass constituents (Li, O, Na, Si, and K) is explicitly
seen when comparing the spectra from Nd-doped and
undoped glasses. At g = 9 GW/cm?, in either glass, the
energy spectra of al these ions have one maximum. In
an undoped glass, the maxima in the energy spectra of
the above ions occur a energies of 155 + 20 eV,
whereas in an Nd-doped glass, these energies decrease
(approximately by a factor of 2) and amount to 80 +
10 eV. This shift in the maxima of the energy spectrum
toward lower energies is accompanied by a decreasein
the maximum and minimum ion energies, E,, and
E.in. Figure 5 presents the energy spectra of singly
charged ions abtained by irradiating Nd-doped and
undoped glasses with laser radiation with an intensity
of g = 90 GW/cm?. It can be seen that Nd doping
changes the energy spectraof Li*, O*, Na*, Si*, and K*
ions. Thus, for Li*, O*, and Si* ions, the maximain the
spectraincrease by afactor of about 1.5-2, whereasfor
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Fig. 3. Typical mass and charge spectra of the ions from undoped glass for g = (a) 90, (b) 60, (c) 20, and (d) 9 GW/cm? at E/Z =
400 eV.
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Fig. 4. Energy spectra of silicon ions with charge numbers Z = (1) 1, (2) 2, (3) 3, and (4) 4 produced under laser irradiation of
(a) undoped and (b) Nd-doped glasses at q = 90 GW/cm?.
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Fig. 5. Energy spectraof the Li*, O*, Na*, Si*, and K* sin-
gle-charged ions from ga) undoped glass and (b) Nd-doped
glassat g = 90 GW/cm=.

E,. KeV
4 10 11
i 9
87
3F 6
| 5
4
2 L
3
i 2
| !
O 1 1 1 1 1 J

0 2 4 6 8 10
q % 1019, W/cm?

Fig. 6. Maximum energy E4 of (L, 6) Li*, (2,7) O%, (3, 8)
Na', (4,9) Si*, (5, 10) K*, and (11) Nd* ionsfrom (1-5, 11)
Nd-doped and (6-10) undoped glasses vs. laser intensity g.
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Na" and K* ions the maxima decrease by nearly the
same factor. Figure 6 presents the dependences of E,;
of the singly charged ions of the glass matrix elements
from Nd-doped (curves 1-5) and undoped glasses
(curves 6-10) on the laser intensity g. It is seen that Nd
doping reduces E,,, of the ions. Note that during the
expansion of the plasma that contains ions of different
masses, theions of heavy additive (Nd) undergo strong
acceleration (Fig. 6, curve 11); the higher the value of
g, the stronger the acceleration. Apparently, the strong
acceleration of the ions of heavy elements stems from
the increasing role of collision processes occurringin a
multicomponent plasma. As a result, the ions of light
elements transfer their energy to the heavy ions. The
increase in the laser intensity q intensifies the produc-
tion of the multiply charged ions, which, in turn, stim-
ulates collision processes among the ions. As a result,
the ions of heavy elements (particularly, Nd) are accel-
erated even more strongly.

Thus, we have found that Nd ions affect the thresh-
old intensity for laser-induced silicate glass destruction,
the degree to which the glassis destroyed, and the spec-
tra of multicomponent laser plasmaions. It is revealed
that, as the Nd ion concentration increases, the degree
of laser-induced destruction of silicate glass increases,
the threshold intensity for destruction decreases, the
maximum ion charge number Z,,, and the maximum
ion energy E,, decrease, and the energy spectra of tar-
get ions change. An anaysis of experimental data
obtained with Nd-doped and undoped glasses shows
that the observed effects are related to the presence of
the absorption bands that are characteristic of Nd ions
and that possibly overlap with the lasing lines of the
neodymium laser.
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Abstract—A synthesis method for ladder-type filters based on SAW resonatorsis described. SAW devices are
designed with modified equations for coupled waves. Nomograms for choosing the geometry of the filters on
ST, X-cut quartz and on 36° Y, X-cut LiTaO; substrates are presented. Theoretical results are compared with
experimental data. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In recent decades, designers of SAW filters have
concentrated on low-loss band-pass filters. One of the
best designs is ladder-type filters on SAW resonators
(SAW-R filters) [1]. They not only offer inherently high
band-pass performance, but aso extend the high-fre-
guency range of SAW devices.

Ladder-type filters with lumped inductances and
capacitances (LC elements) have proved to be efficient
at comparatively low frequencies[2]. Sincethe Q factor
of LC elements is low, ladder-type filters use quartz
bulk-acoustic-wave resonators at high frequencies (in
the megahertz range) [3]. However, such filters feature
good band-pass performance only up to severa tens of
megahertz. At frequencies above 100 MHz, SAW reso-
nators are the most appropriate. A number of manufac-
turers have recently developed and produced SAW-R
filters operating at up to 2.4 GHz, while some pilot
devices have reached operating frequencies as high as
5GHz[4].

At the same time, although the number of publica-
tions on the problem islarge (see[1] and refs. therein),
design methods for these filters have so far been inade-
quately studied. The design of SAW-R ladder-type fil-
tersis somewhat different from that of standard SAW
filters. To take advantage of the properties of the former
(low insertion loss, flat frequency response in the pass
band, and high off-band rejection), the geometry of the
resonators must be chosen very carefully.

This paper describes a method for synthesizing
SAW-R ladder-typefilters and provides nomograms for
choosing the geometry of these filters fabricated on
ST, X-cut quartz substrates and on 36° Y, X-cut LiTaO,
substrates. Modified coupled-mode equations (COM
equations) for SAW devices are proposed, and experi-
mental frequency responses of SAW-R ladder-type fil-
ters synthesized by this method are provided. The theo-

retical frequency responses are compared with those
found experimentally.

1. SYNTHESIS OF SAW RESONATORS

A ladder-type filter uses one-port resonators, each
having particular static and dynamic parameters. The
equivalent circuit of a resonator with an input admit-
tance Y near the resonance frequency (Fig. 1) includes
a static capacitance C,, dynamic capacitance Cp,
dynamic inductance Ly, and dynamic (active) resis-
tance Ry. The equivalent circuit in Fig. 1 describes both
SAW-based and LC resonators and thus allows us to
pass from the parameters of an LC resonator to those of
an SAW resonator.

A building block of aladder-typefilter isthe I -con-
nected resonators shown in Fig. 2, where Y, and Yg are
the admittances of the parallel and series arms, respec-
tively. More complex filters are constructed by series
connecting the building blocks (sections) in Figs. 2a
and 2b in any combination.

The parameters of the resonators inserted in the
series and parallel arms of the section must be selected
so that its input and output reactances be close to zero
inthefilter’s passband. The active component R, of the
impedance must be as small as possible, because it
specifiesthe Q factor of the resonator and insertion loss
of thefilter.
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O

Fig. 1. Equivalent circuit of an SAW resonator.
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SYNTHESIS OF LADDER-TYPE FILTERS

Thetheory of ladder-typefilterson LC resonatorsis
well developed. Given filter parameters, one can find
the inductances and capacitances, aswell asthe number
of sectionsin thefilter (see, e.g., [2]). Let us know cen-
ter frequency Fq; frequency band AF: = Fc — Fic,
where F,c and F;¢ are the upper and lower cutoff fre-
guencies; and bandwidth ratio Kg = (F5,, — F1.)/AF¢,
where F,, and F,,, are, respectively, the upper and
lower frequencies at which theinsertion lossisinfinite.
Then, from the theory of ladder-type LC filters, we can
find the equivalent parameters of an LC prototype for
the parallel section (Cyp, Cpp, and Lpp) and series sec-
tion (Cys, Cps, and Lps). Figures 3a and 4a show theo-
retical nomograms obtained with datain [2] that relate
Cp/C, to AR for several values of K.

Synthesis of an SAW-R ladder-type filter thus con-
sistsin establishing arelationship between the geomet-
rical parameters of the SAW resonator and the equiva-
lent parameters of the LC prototype.

Using the known expression for the static capaci-
tance of an interdigital transducer and for the dynamic
capacitance of an SAW resonator near the resonance
frequency [3], we can write the ratio between the
dynamic and static SAW resonator capacitances as

(Co/Co)po = 8K () Nro(h)/[TC(Nro(hy) + 1)], (1)

where k?(h,) is the electromechanical coupling factor
squared, h; is the electrode thickness, N is the total
number of electrodes in the transducer, rqy(h,) is the
absolute value of the reflection coefficient from an
inhomogeneity, and h, isthe height of the inhomogene-
ity in the reflecting structure.

Note that an inhomogeneity in the reflecting struc-
ture can have the form of metal strips (in thiscase, h, =
h,) or grooves (protrusions) etched on the piezoel ectric
surface. The coupling factor and the reflection coeffi-
cient depend on the thickness of interdigital transducer
electrodes and on the height of the inhomogeneity. The
dependences k?(h;) and ry(h,) are usualy empiricaly
approximated as

k*(hy) = K(hy = 0) + 2y (hy/A) + Lo(hy/A) + .., (2)

ro(hy) = ro(hy = 0) +ry(hy/A) + "2o(hz/)\)2 +...,(3)

where k?(h, = 0) and rq(h, = 0) are the values of the
respective parameters at the zero thicknesses of the
metal film h; and the discontinuity h,; A is the SAW
wavelength; and ,, {5, 1o, and ry, are empirical coef-
ficients.

Our method for synthesizing an SAW resonator for
aladder-type filter relies on formulas (1)—3). It is nec-
essary to find the geometrical parameters of the resona-
tor elements from empirical [5] or theoretical depen-
dences k?(h,) and ry(h,) for a particular piezoelectric
material. In certain cases, Eq. (1) in view of relation-
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Fig. 2. Elementary section of aladder-typefilter: () type-a
section and (b) type-b section.

ships(2) and (3) can be solved analytically. For the sake
of generality, this equation should however be solved
numerically with h; = 0 and h, = 0 asthe initial approx-
imation. For a particular piezoelectric material, EQ. (1)
does not necessarily have a solution for arbitrary
AF/F,and Kg. Therefore, for Eg. (1) to have asolution
for filters with both narrow and wide pass bands
AFJ/Fy, it is necessary to use piezoelectric materials

with low and high k?, respectively.

In a ladder-type filter, the resonance frequency of
the series-arm resonator is somewhat lower than that of
the parallel-arm resonator. Thevaluesof h; and h, given
by the solution to Eq. (1) are also lower for the series-
arm resonator. Therefore, one should first solve Eq. (1)
for the parallel-arm resonator and then use the resulting
value of h to calculate the parameters of the series-arm
resonator. Before solving Eq. (1), it is necessary to
specify an initial approximation. The number of elec-
trodes N will subsequently be refined by a more rigor-
ous analytical method (the COM technique).

Asfollowsfrom the theory of |ladder-typefilters, the
resonance frequency of the parallel resonator must cor-
respond to the frequency F,,,, while the antiresonance
frequency of the series resonator must correspond to
the frequency F,... Also, the antiresonance frequency of
the parallel resonator must equal the resonance fre-
guency of the series one. This requirement specifiesthe
period of interdigital transducers used in the filter.

Let thefilter employ areflecting structure consisting
of metal strips and a solution to Eq. (1) yield the thick-
ness h, for the parallel resonator and the corresponding
number Np, of electrodes. Then, the number of elec-
trodes in the series resonator is given by the expression
following from (1):

Neo = TC(Cp/Co)so/[8K*(h) { rohy)

i (@
X [1=TC(Co/Co)sl /[8K* ()]} -

With the numbers Ng, and Ny, of electrodes for both
resonators determined and the piezoelectric material
chosen, the apertures of the interdigital transducers can
be calculated as

W, = Co/(2C,Npy), ®)

Ws

Co/(2C;Nsy), (6)
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Fig. 3. Nomogram for determining the parameters of the resonator on a 36° Y, X-cut LiTaO5 piezoelectric.
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Fig. 4. Nomogram for determining the parameters of the resonator on a ST, X-cut quartz piezoelectric substrate. AF/Fg = 0.042%

and Kg = 2.5 isillustrated.

where C, is the capacitance of a pair of electrodes per
unit length.

Figures 3b and 4b show solutions to Eqg. (1) in the
form of nomograms for two conventional piezoelec-
trics: 36° Y, X-cut LiTaO; (Fig. 3) and ST, X-cut quartz
(Fig. 4). These nomograms help in selecting the geom-
etry of resonators incorporated into ladder-type filters.
The curves in Figs. 3b and 4b plot the resonator’s
dynamic-to-static capacitance ratio versus thickness of
the metal (in this case, auminum) electrodes in the
transducer and reflecting structure with the number of
transducer electrodes used as a parameter.

The maximum possible width of the relative pass-
band for aladder-type filter is defined by the maximum
value of k?(h) of a piezoelectric material. For 36° Y, X-
cut LiTaO; substrates, the maximum feasible value,
k2(h) = 12% [5], islimited by arapid increase in losses

dueto bulk wave excitation, starting with athickness of
the aluminum film for which h/A = 8% [1, 6]. The min-
imum relative passband width of a ladder-type filter
depends on the maximum Q factor of the piezoelectric
resonator. For 36° Y, X-cut LiTaO;, the feasible pass-
band widths are approximately 1 to 5%. The terms
“higher boundary” and “lower boundary” are a matter
of convention, because a ladder-type filter can be
designed with a narrower or wider passband but at a
sacrifice in the filter performance as described in Sec-
tion 4.

2. SELECTION OF SAW RESONATOR
PARAMETERS

Once the filter's relative passband width and band-
width ratio have been determined, it is necessary to find
TECHNICAL PHYSICS  Vol. 47
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the dynamic-to-static capacitance ratio for each of the
resonators. One can solve this problem similarly to that
for conventional LC ladder-typefilters[2] or use nomo-
grams (Figs. 3a, 44). Note that, when the number of
stages and the passband width are given, the bandwidth
ratio defines the off-band rejection.

The nomograms should be used as follows. From
given AF/F, and Kz, one determines the ratio C,/C,
for the parallel resonator (Fig. 3a or 4a). The values
chosen must be within the area of the nomogram. Oth-
erwise, the SAW equivalent of thefilter isunfeasibleor,
at least, the filter response may be inadequate. The fea-
sibility of afilter with parameters outside the area of the
nomogram will be discussed later.

Now, we find the thickness of the aluminum film as
the abscissa of a point of intersection between the line
of particular Cp/C, and a line which refers to a total
number of eectrodes in the SAW structure (Figs. 3b,
4b). As an example, Fig. 3 illustrates the choice of the
parameters for a filter with a center frequency of
392 MHz, bandwidth AF. = 185 MHz (AFJF, =
4.7%), and bandwidth ratio of 1.3. Feasible numbers of
electrodes in the interdigital transducer of the parallel
resonator found from Fig. 3a for C,/C, = 0.0643 are
plotted in Fig. 5 versus aluminum film thickness calcu-
lated from Eq. (1) or found from Fig. 3b.

The hatched region in Fig. 5 corresponds to h >
0.85 um (h/A > 8%). The values of hy, Ngy, and W,
found for the parallel resonator and Ng, and Wy, found
for the seriesresonator do not sufficeto design thefilter.
Moreover, since these values are calculated within the
simplified resonator model, whichisvalid near F, they
should be refined under the constraints

NpoWpo = const, @)
NgoWgo = const. (€]

Torefinethe h, N, and W values and to subsequently
choose the remaining parameters of the resonator, one
must use a more rigorous model that takes into account
the distributed nature of the resonator, for example, the
COM method.

3. MODIFIED COM METHOD

The conventional COM theory (see, e.g., [7]), which
implies the derivation of inhomogeneous differential
equations, greatly complicates the solution of the prob-
lem. In the framework of this theory, it is also difficult
to include such factors as the variable period of the
structure, apodization, and nonuniform distribution of
the surface charge over the electrodes. All these factors
are easy to take into account by the modified COM
method, which deals with an e ement of the structure
(an electrode of the interdigital transducer or the
reflecting structure). This method is also more promis-
ing for constructing more complex models of the struc-
ture. The parameters of the SAW structure as a whole
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Fig. 5. Number of transducer electrodes in the parallel res-
onator versus thickness of the aluminum film.

(interdigital transducer, reflecting structure, or their
combinations) are found by multiplying the P matrices
of individual electrodes (as is done in the standard the-
ory of two-port networks in terms of scattering matri-
ces). Thetimetaken to design an SAW structure with as
many as several thousands of electrodes with a modern
personal computer equals several seconds.

Let an SAW structure have the form of arbitrarily
spaced aternating-polarity electrodes that overlap. We
also assume that a source of asignal with an amplitude
U, is placed on the left. Consider the Kth electrode of
the interdigital transducer (Fig. 6a). Let R(x, w) and
S(X, w) be coupled inhomogeneous plane waves that
propagate in the electrode structure of the transducer in
the positive and negative X directions, respectively. Let
these waves be expressed as

R(x, ) = R(w)exp(-jkx), 9)

X w) = Sw)exp(+jkx), (10)

where R(w) and S(w) are the complex amplitudes of the
corresponding waves and k is the wave number.

Let the wave R¢(X, w) impinge on the Kth electrode
from the left and the wave S . 1(X, w), from the right.
Then, with allowance for reflection, transmission, and
transformation with a coefficient §y, the complex
amplitudes of the transmitted waves can be written as

Sc(w) = renacexp[—j(Ker —Ko) Pr] Re(w)

* N (L= 1) expl=j (Kt — ko) Pl S (@) (12)
+ & Nak XP[—] (Ketr — Ko) Px/2] Ug,

R+ 2(@) = N1k (L = |r|®) " expl—j (ke — ko) Pi] Rec(0)
+ 1Nk €XP[ =) (Ketr — Ko) Pc] Sk + 1(W) (12)
+ &N ok &XP[—] (Kett —Ko) Pi/2] U,

where r is the complex coefficient of reflection from
the Kth eectrode, ky; is the effective wave number of
the SAW, ky = 21Upk, P = X< +1 — Xk» &k 1S the SAW
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Fig. 6. Kth element of the interdigital transducer.

transformation coefficient at the Kth electrode, N« =
Wi /W, Nak = Wh/W, W, IS the widest aperture, and
W,k isthe electrode overlap. W, = W, when idle elec-
trodes are used; otherwise, W, = W.

The phase factors at the terms associated with the
wave reflection (transformation) define the phase
advance from the center of SAW reflection (transfor-
mation) to the corresponding boundary (x« for S¢(w)
and X . ; for R¢(w)). The center of reflection (transfor-
mation) is assumed to be at the center of the electrode.
Let the effective wave number be expressed as kg =
210 g = W[V + L(My — Vo)/p«] —Ja, where V; isthe
SAW velacity on the free surface, V,, isthe SAW veloc-
ity under the metallized surface, and a isthetotal prop-
agation loss of the SAW in the electrode structure per
unit length.

The current in the interdigital transducer varies
because of the transformation of forward and backward
waves and a voltage drop across the electrode capaci-
tance:

Al (@) = T(w) =1k, 4(w)
= +2&, exp[—] (Kes — Ko) Pr/2] Re(w)
+ 28 exp[—] (Kesr — Ko) P /2] Sc(w) + jo(C,/2)U,,.

Let us consider the terms associated with the SAW
transformation as the wave passes through the trans-
ducer eectrode (Figs. 6a, 6b) and take into account the
fact that the excitation is distributed. Assume that effi-
ciencies of direct and inverse SAW transformations at
the electrodes are equal, i.e., that the transformation is
reciprocal. Let the surface current distribution over the
electrodes, J(X), be given and let asmall area Ax, of the
electrode’s surface current transform the SAW in the
same manner asthe electrode as awhole. Then, we sum
the partia contributions to the SAW transformation
over the dectrode width and pass to the limit AX, — 0

Xk Xck XK +1 X
to obtain
Ly /2
&k = G, _[ J(x)exp[—j(w/Vy —ko)x]dX,  (13)
—Ly/2

where G, is the acoustic admittance of the radiation at
the synchronism frequency (see, e.g., [7]).

The distribution J(x) of the surface current over the
electrodes can be calculated by the technique reported
in [8], which alows for edge effects and the finite
length of the transducer, as well as disregards the back
reaction of a piezoelectric. Formulas (11)—13) can be
written in matrix form:

S(w) P11 Pio Pi3 Ry (w)
Ry + 1(w) P Py Pz || Sc+a(w) |- (14)
Al (w) P31 Pg Pas Uo

Then, the P matrix of theinterdigital transducer asa
whole can be calculated by multiplying the partial P
matrices for each of the electrodes. Using Egs. (11)—
(13) with arbitrary coefficients for two SAW structures
connected in series, we easily calculate the components
of the complete P matrix:

(P11)s = (P11)1 + (P12)1(P11)2(P21)1/Po, (15)
(P12)s = (P12)1(P12),/Po, (16)
(P1)s = (P3), (17)
+(P12)1[(P13)2 + (P11)2(P23)4] /Po,
(P21)s = (P21)1(P21),/Po, (18)
(P22)s = (P2)3+ (P21)2(P2)1(P12),/ Po, (19)
(P2)s = (P2); (20)
+(P21) 5[ (P23)1 + (P13)2(P2) 4] /Po,
TECHNICAL PHYSICS Vol. 47 No.8 2002
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(Pa)s = (Pa1);

(21)
+(P21)1[(Pa1)1 + (P11)2(P32)4]/Po,
(Px)s = (P3), 22)
+ (P12),[(P32)1 + (P22)1(P31) 5] /Po,
(P3s)s = (Pas); + (P3s),
+{(P32)1[(P13), + (P11),(P23)4] (23)

+ (P31),[(Pa3); + (P22)1(P13),l } /Pos

where Py = 1 — (Py;)2(P,,);. The subscripts S, 1, and 2
at the parentheses refer to the complete P matrix,
P matrix of the SAW structure on the left, and P matrix
of the SAW structure on the right, respectively. The
SAW structure can be viewed asan individual electrode
or a group of electrodes for which the complete P
matrix is known.

The P matrix of the reflecting structure can be
obtained from (11)—(13) under the additional condi-
tions&, =0, U, =0, and C, = 0. Note that the elements
P13, Pas, P31, Ps,, and P4, are zero.

When designing filters and resonators, we need to
know the P matrix for the gap between the transducer
and the reflecting structure or between two transducers.
The form of this matrix is well known. Therefore, we
only note that it can also be obtained from (11)—13)
under the conditions &, =0, U;=0,C,=0,r, =0, and
W = 0. In this case, only the P,, and P,; elements of
the P matrix are zero.

The above expressions can be used for calculating
the input admittance of the interdigital transducer in a
filter or resonator where the el ectrode spacing and el ec-
trode aperture vary arbitrarily along the transducer and
the reflecting structure with the surface current (charge)
distribution over the transducer electrodesisreal. Note
that the input admittance of the transducer depends on
the P3; element of the P matrix for the whole SAW
structure.

4. ANALY SIS OF SAW RESONATORS
BY THE COM METHOD

A still better optimization of a set of h, N, and W
obtained by solving Eqg. (1) (or from the nomogramsin
Figs. 3 and 4) under the conditions NyW = const and
NgyWg, = const can be made by analyzing the frequency
responses of the resonators and the filter as a whole
with the COM method. We used the modified COM
method to refine the geometry of the resonator ele-
ments. The frequency responses of the resonators and
filter were calculated for 3 or 4 possible pairs of h and
N that lie on the curve in Fig. 5 with the corresponding
aperture sizes W computed from formulas (4) and (5) to
find the best combination of h, N, and W for each of the
resonators of thefilter. The combination of choice must
satisfy the maximum condition for the Q factor and the
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Fig. 7. Frequency response of SAW resonators (modified
COM method).

minimum condition for the loss of the resonators, with
individual resonators connected asin thefilter. Figure 7
shows the frequency responses of the series resonator
on the 36° Y, X-cut LiTaO, substrate for three values of
Ns (the condition NgWg, = const is met). The table
summarizes the Q factors and minimal losses corre-
sponding to the curvesin Fig. 7.

Since the filter must provide good electrical perfor-
mance with the piezoelectric substrate size not too
small, we took Ng = 127, W5 = 17.8\, and h = 0.85 pum.
Other parameters of the resonator that must be chosen
as aresult of the rigorous analysis are the gap between
the transducer and reflecting structure and the ratio of
their periods. These parameters are selected so as to
make the frequency response as flat as possible, e.g.,
without spikes or dips. The number of reflectorsin the
reflecting structure depends on the total loss per unit
length a in the transducer. For an SAW traveling
through a reflecting structure, the most significant loss
factors are wave leakage [1, 6], reradiation into bulk
waves (for metal strips [1, 6] and grooves [9]), and
ohmic loss in metal strips. Also, with the number of
reflectors chosen properly, the frequency response of
thefilter isfree of regular ripple.

5. LADDER-TYPE FILTER
WITH A WIDER-THAN-OPTIMAL PASSBAND

The maximal bandwidth of a ladder-type filter
depends on the maximum possi ble coupling coefficient.
For materials with pronounced piezoelectric properties
like lithium niobate and lithium tantal ate, k?(h) depends
on the maximum permissible thickness of the meta
film at which a decrease in the insertion loss due to an
increase in k?(h) is not accompanied by an increase in
the loss due to higher leakage and efficiency of trans-
formation into bulk waves [1, 6]. For instance, for 36°
Y, X-cut LiTaO3, the maximum permissible thickness of
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Fig. 8. Frequency response of ladder-type filters and nor-
malized input admittances of their resonators, Y =
20{1og[IYl/Gq], for AFc/Fq = (8 4.7, (b) 57, and
(c) 8.6%.

thealuminum filmish = 8% [1]. Accordingly, the max-
imum feasible bandwidth is =5%. However, the reso-
nance frequency of the paralel resonator is equal, in
this case, to the resonance frequency of the series reso-
nator. Separating the resonance freguencies, one can
extend the filter's bandwidth without noticeably
degrading its performance. Then, the filter is designed

DMITRIEV

Frequency, MHz

Fig. 9. (1) Experimental frequency response of a five-sec-
tion SAW ladder-typefilter and (2) theoretical response cal-
culated by the modified COM method.

to have the maximum bandwidth corresponding to the
maximum permissible thickness of the metal film, and
the resonance frequencies of the series and paralel res-
onators are subsequently separated by an appropriate
amount. If the shift in the resonance frequencies is too
large, a dip appears at the center of the frequency
response.

By way of example, Fig. 8 shows theoretical fre-
guency responses of aladder-type filter with the above
electrical parameters. Five sections of thefilter are con-
nected in the order a—b—a-b-a (see Fig. 2). Here, the

normalized input admittances Y of the filter's resona-
tors as a function of frequency are also shown. These
plotsillustrate the possibility of changing the passband
width by separating the resonance frequencies. The

normalized input admittance is defined as Y =
20{10g,0[|YI/Gy]}, where G, = (4/T)k?(h,)wyNC,. For
the given bandwidth AF = 4.7%, the theoretical —3-dB
bandwidth is AF = 4.4% (Fig. 8a); for AF. = 5.7%,
AF = 5.1% (Fig. 8b); and for AF = 8.7%, AF = 6.9%
(Fig. 8c). The parallel transducer contains 81 electrodes
with an aperture size of 37.3\, the series transducer
contains 127 electrodes with an aperture size of 17.8A,
the thickness of the auminum film is 0.85 pm, each
reflecting structure contains 120 reflectors, and the loss
o' = 10log;o[exp(aA)] is taken to be 0.02 dB/A [1].
Functions k?(h) and r°(h) were obtained from the data
presented in [5].

Note that increasing the bandwidth to ~6% does not
produce a dip at the center of the response.

6. EXPERIMENTAL RESULTS

With the synthesis method proposed above and sup-
plemented by the modified COM technique, we
designed and fabricated a ladder-type filter consisting
of single-port SAW resonators with F, = 392 MHz,
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Table
. L Curve
Number of |Aperture Win Minimum

electrodes, Ng| wavelengths Q factor loss, dB number
inFig. 7

63 35.6 279 0.29 1

127 17.8 359 0.23 2

253 8.9 389 0.22 3

AF: =185 MHz, and Kg = 1.3. The filter had five sec-
tions connected in series in the order a—b-a—-tb-a (see
Fig. 2). The piezoelectric material used was 36° Y, X-cut
LiTaO;. For the parallel resonator, Cp/C, = 0.0643; for
the seriesresonator, Cp/C, = 0.0623. The transducers of
the parallel and series resonators contained, respec-
tively, Npy = 81 and Ng, = 127 0.85-pm-thick aluminum
electrodes with apertures Wy = 37.3\ and W5 = 17.8A.
The ratio between the period of the reflecting structure
and the transducer half-period was 1.03 for the parallel
resonator and 0.97 for the seriesone. The analytical fre-
guency response of the filter (the modified COM
method) and the experimental one are shownin Fig. 9.
The dlightly higher insertion loss at the center of the
passband is due to the inappropriate choice of the gap
between the transducer and reflecting structure in the
resonators. The small ripple in the passband is attrib-
uted to the interaction between the SAW and bulk
waves reflected from the back surface of the substrate
[7]. The gap width was equal to the half-period of the
transducer. The discrepancy in the shapes of the analyt-
ical and experimenta curves near F,,, stems from the
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inaccurately selected phase of the coefficient of reflec-
tion from the transducer electrodes.

CONCLUSION

The method described in this paper can be used for
synthesizing SAW-R ladder-typefilters based on low-k?
materials (such as quartz or langasite), as well as on
materials with pronounced piezoelectric properties
(lithium niobate or lithium tantalate).

REFERENCES

1. K. Hashimoto, M. Yamaguchi, S. Mineyoshi, et al., Proc.
|EEE Ultrason. Symp., 245 (1997).

2. O. Przesmycki, Filtry elektryczne (Wydawn. Komuni-
kacji i Laczno Sci., Warsaw, 1962; Svyaz', Moscow,
1968).

3. J. Zelenka, Piezoelectric Resonators and Their Applica-
tions (Elsevier, Amsterdam, 1986; Mir, Moscow, 1990).

4. S. Lehtonen, V. Plessky, M. T. Honkanen, et al., Appl.
Phys. Lett. 75, 142 (1999).

5. U. Roder, D. Cohrs, and A. Dietz, Proc. |EEE Ultrason.
Symp., 247 (1995).

6. S. N. Kondratiev, T. Thorvaldson, et al., Proc. IEEE
Ultrason. Symp. (1999).

7. S. V. Birykov, G. Martin, V. G. Polevai, et al., IEEE
Trans. Ultrason. Ferroelectr. Freq. Control UFFC-42,
612 (1995).

8. V. F. Dmitriev and B. A. Kalinikos, Zh. Tekh. Fiz. 59,
197 (1989) [Sov. Phys. Tech. Phys. 34, 118 (1989)].

9. V. F. Dmitriev, Zh. Tekh. Fiz. 65 (8), 111 (1995) [Tech.
Phys. 40, 809 (1995)].

Trandated by A. Khzmalyan



Technical Physics, Vol. 47, No. 8, 2002, pp. 1032-1037. Trandlated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 8, 2002, pp. 103-108.

Original Russian Text Copyright © 2002 by Dvoesherstov, Petrov, Cherednik, Chirimanov.

ACOUSTICS,
ACOUSTOELECTRONICS

New Optimal Orientationsfor Surface Acoustic Waves
in Langasite, Langanite, and Langatate Piezoelectric Crystals
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Abstract—Spatial regions and optimal orientations for surface acoustic wavesin langasite, langanite, and lan-
gatate piezoelectric crystals are analyzed. An objective function for the search for optimal orientations in the
piezocrystals is suggested. New optimal spatial regions and orientations that are promising for SAW-based
devices are found. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Langasite  (LaGaSiO;,, LGS), langanite
(LagGagsNby 5044, LGN), and langatate
(LasGag5Tay 5014, LGT) piezocrystals, which have the
trigonal structure (class 3 : 2), are promising substrate
materialsfor SAW-based acoustooptic devices. To date,
spatial regions where parameters of propagating SAWs
are optimal (specifically, high electromechanical cou-
pling coefficient K2, zero angle of energy flux (AEF),
appropriate anisotropy parameter y, and zero first-order

temperature coefficient of delay O(El)) have been found
in these crystals [1-4].

Any spatial orientationin acrystal can be described
with three Euler angles (¢, 8, and W). The optimal space
regions found in [1-3] are the following: —15° < @ <
+10°, 120° < 6 < 165°, and 20° < W < 45° for LGS;
-5° << +5° 130° < B < 150° and 15° < Y < 35° for
LGN and LGT. These regions are thermally stable in

terms of SAW propagation (0(51) < 10°%1/°C) only near
room temperature (t, = 25°C).
The aim of thiswork was to seek new optimal ther-

mally stable orientations for SAW propagation in LGS,
LGN, and LGT in a temperature range of 60 <t <

+60°C. Mathematically, this means that o = 0 and
the second-order temperature coefficient of SAW delay

a? (a!? ~102 1/°C?) isassmall aspossible.

Orientations that are optimal for SAW propagation
can be found only with numerical experiments. The
accuracy of an optimal orientation found by calculation
depends on the proper choice of the material constants
of a piezocrystal (tensors of elastic constants, Cjy;
piezoel ectric constants, pj; dielectric constants, €;;; lin-
ear expansion coefficients, 3;; aswell asthe densitiesp
at various temperatures t), which specify the crysta
behavior and are the input in the problem stated. The

published data for the material constants of the piezoc-
rystals considered in thiswork diverge[5-8]. The exist-
ing discrepancies affect the SAW velocity, K?, AEF,
and y insignificantly; however, the first- and second-
order temperature coefficients of delay change consid-
erably [9]. Thisis because the disagreements refer pri-
marily to the thermal constants (TC;;, Tpj T€;;, and
Tp) of LGS, LGN, and LGT crystals. When calculating
the SAW parameters in the spatial regions mentioned
above, we use the data reported in [1-3]. Namely, the
ranges of the Euler angles were ¢ = 0°-30°, 6 = 0°—
180°, and W = 0°-180°. The search for new optimal ori-
entations was accomplished by the technique described
in [10]. Having carried out the numerical experiments,
we found thermally stable orientations that are optimal
for SAW propagation in a wide temperature range.
Other SAW parameters also remained optimal.

SEARCH METHOD FOR OPTIMAL
ORIENTATIONS

The most efficient way of searching for spatial ori-
entations that are optimal in any SAW parametersor in
alinear combination of the parametersis global optimi-
zation [10-12]. It is only necessary that solutions for
SAWSs exist throughout the search domain [12]. The
SAW phase velocity can be directly calculated by the
well-known Farnell-Jones [4] and Adler [13] proce-
dures.

When using the method of searching for a global
extremum of a multivariable function [12], one should
write this function in the form of an objective function
(OF) and analyze the objective function to find an ori-
entation optimal for SAW propagation in a piezocrys-
tal. The objective function can be represented as alin-
ear combination of the wave basic parameters (K?, AEF,

o, al? | etc.) with expert coefficients a, which make

T 1+ Y1
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it possible to vary the contribution of each of the terms
to the OF:

OF(p, 6, Y) = min{a,AEF +a,a'? + a;a?

D
+a,y+1)+...}.

The search for orientations at which al the wave
parameters are optimal simultaneously is very prob-
lematic, since one cannot be sure that such an orienta-
tion will be found. It is easier to find the optimum of a
parameter that is of importance for a specific applica
tion or some trade-off between several of the parame-
ters. For example, setting all the expert coefficients in

(1), except for thoseat o' and a!? , equal to zero, one

can seek athermally stable direction in awide temper-
ature range by varying al the three Euler angles
between 0° and 360° with a preset step. Alternatively,
setting the expert coefficients, except for those at the

AEF, al” , and a'?, equal to zero, one can find ather-

mally stable direction for SAW propagation at which
the AEF issmall, etc. The time of searching for an opti-
mal orientation in the crystal is naturally proportional
to the number of parameters to be optimized (velocity
Vv, K2, AEF, o, oy, etc.). The Euler angles @, 6,
and W in (1) should be varied with a step as small as
possibl e to find the minimum of the OF. In this case, the
orientation found will be optimal in terms of the opti-
mal Euler angles @, 65, and W,,. The step of variation of
the Euler angles should also be optimized. If thestepis
large, one may miss a desired optimization during the
search; at avery small step, thetime of search increases
sharply. In thiswork, the Euler angles were varied with
astep of 2°.

In searching for an optimal orientation (g, 8y, W),
one must find the phase velocity of the wave on the
open, V,, and metallized, V,,, crystal surfaces for each
current orientation (¢, 6, and W). The other SAW

parameters (K2, AEF, a'”, a?, andy) are calculated
if the values of V, and V,,, of the SAW areknown in the
vicinity AW of a di rection chosen and in the interval
+At of a temperature selected. According to the Far-
nell-Jones technique, the SAW phase velocity isalso a
parameter in the search algorithm; therefore, the
method of global optimization [12] is also applied for
searching the SAW true velocity in agiven direction in
the crystal.

Thus, for each specific set of Euler angles (@, 6, W),
one must first find the minimum of the function F(V) of
boundary conditions [12], which is represented either
inthe form of the boundary condition determinant (Far-
nell-Jones technique) or as a function of effective per-
mittivity (Adler technigue), and then find the minimum
of function (1).
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SAW BASIC PARAMETERS

It isknown that the phase velocity of an SAW prop-
agating in somedirection in apiezocrystal can be deter-
mined by solving a set of coupled egquations from the
elasticity theory as applied to an anisotropic piezoelec-
tric medium [4]. Then, the other SAW parameters are
calculated. The electromechanica coupling coefficient
for an SAW is given by [4]

2 _ 2(Vo_vm)
K® = V—O, (2)

where V, and V,, are the SAW phase velocities on the
open and metallized (shorted) surfaces of a piezocrys-
tal, respectively.

The anisotropy parameter y, which relates the SAW

velocity and the angle W, B{/(LP) V(O)%Hy S

that is, diffraction losses of the wave due to crystal
anisotropy, is calculated from the formula [4]

_ d(AEF)
" Taw ©

where AEF is the angle between the energy flux direc-
tion and the wave normal. According to [4],
_ 1dv
AEF = arctanv qu- 4

In an optimal direction, AEF must be close to zero
andy=-1[4].

The sensitivity to temperature variations is a most
important characteristic of an SAW. For a given orien-
tation, SAW thermal properties are described by the
first- and second-order temperature coefficients of
delay, which are given, respectively, by

(v _ ldt _ o 1ldV @ _ g,
T _rdt_B th_[3 )
@ _ 11d’t
T - 2.[ dtz (6)
Here, 1 =1/Visthedelay time, | isthe SAW travel, B =

Vldl/dt isthe first-order linear expansion coefficient in

the wave direction, and a, ) js the first-order tempera-
ture coefficient of SAW vel ocity.

From (5), it follows that a'” is easy to calculate if
[ and the phase velocity of the wave in the temperature
interval £At are known. The mathematics that follow is
necessary to derive an expression from which 0((2’ can

be calculated. Let us differentiate the time delay T with
respect to temperature t once more:

d’t _ I[ldl 1dV+2[dVD

a2~ Vilge Vg v2HdiD

2 dvdl
[V dt dt}
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then, the second-order temperature coefficient of SAW
delay is

11d’ _ 11d% 11d%V v+ 1V 1dvd
21dt>  21dgi? 2V gt? ZDdtD “ivdtadt
or
a® = p@_q@+q@_p®, -
a, = I(2) (2) 0(1)0(\(,1),

where B@ and a'? are the second-order temperature

coefficients of linear expansion and velocity, respec-

tively.
On the other hand,
da;” _ _1drdr, 1d’
dt 2dtdt T g2’
hence,
1d T — % +a£1)2.
Tgt? dt
Then,
@ _ }ldzT _ 1rglay” +q0D
t 2T ¢t? T 20dt v

Since ol ~ 10%1/°C and a!? ~ 10°1/°C?, we

2
aways have 0((1) < aﬁz) and can use the simpler

expression for a?

€)
2 — 1d0(
T 3T ®
Similarly, the second order temperature coefficient

of SAW frequency, O(f , can be calculated by the for-
mula

2
q? = 11071 _
2f gt?
In the abridged matrix form, the material constants
of a piezoel ectric depend on temperaturet as [4]
Cii(t) = Cij(to) (1 + TCP(t—to) + TC(t—to)* + ...),

e;(t) = &;(t) (1 + Tel(t—to) + TelP (t—t)* + '"ZiO)
&;t) =

£yt (L + TeP(t—to) + TPt —to) "+ ...),
p(t) = pto) (1 + TP (t—to) + TpP(t—to)* + ...),

where TC{", Te{”, Te{", TC{?, Tel?, Tel?, Tp®,

ij |] ’ ij ij |] ’ ij
and Tp®@ are, respectively, the first- and second-order
temperature coefficients of the elastic, piezoelectric,

11d T w _ @ (1)
2Tdt at - GT (9)

DVOESHERSTOV et al.

and dielectric constants of a crystal (t, = 25°C is the
room temperature). The temperature coefficient of den-
sity Tp® is caculated by the formula [4] Tp® =
-2BY + BY), where Y and RS are the first-order
linear expansion coefficients on the X; and X; direc-
tions, respectively.

The thermal stability of SAWSs in a wide tempera-
turerangeisusually estimated through therel ative vari-
ation of the time delay (or the frequency) At/t, (Af/ fy)
in agiven direction of a piezocrystal:

T—T
AT - To00 - g Wt—ty) +a@(t—tg)*+ ... (11)

To To
It can be shown that At/t, = -Af/ f,.

When calculating aﬁl) near the room temperature
ty, one usually uses only the first-order values of the
temperature elastic, piezoelectric, and dielectric con-
stants; density; and thermal expansion coefficient [4].
However, as follows from (10), if the temperature dif-
fers considerably from the room valuet,, the factor (t —
ty) may be sufficiently large. Moreover, the second-
order temperature material constants can also be very
high. Therefore, the material temperature constants of
both orders should be taken into account in order to

more accurately evaluate a'” in a wide temperature

range. Below, we perform the necessary calculationsto
show how the value of At/t, can be evaluated with a
higher accuracy. From (5), it follows that (dt)/t = a.dt.
Integrating this expression fromt, to t yields

t

T
In— = Iatdt
To
or
Ia dt
T
— = expe
To
hence,
t
I—1 a.dt
0= exp -1

In practice, we always have ﬁoardt < 1; hence,

t
a.dt t

T

expo =1 +J’ardt,

to
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and eventualy

t
-1
S J'ardt.
To
tO

Expression (12) is more genera than (11), because
the former includes all orders of o, rather than just the
first and second ones. In calculating At/t by formula
(12), it is sufficient to know only the dependence a,(t),
whichiscalculated for all the temperature material con-
stants of the first, second, etc. order [see (10)].

Thus, with the formulas given above, one can eval-
uate the SAW basic parameters in a wide temperature
range and in any direction of a piezocrystal.

(12)

NUMERICAL EXPERIMENT

Using the above techniques, we analyzed various
spatial regions on LGS, LGN, and LGT piezocrystals
for the purpose of optimizing the SAW parameters. To
find a particular thermally stable direction of SAW
propagation, a family of isolines for the SAW parame-
ters in the space of the Euler angles 8 and W (with @
fixed) was calculated and constructed. Figures 1-3

show the respective isolines for 0(9) and AEF in the

ranges 0° < 6 < 180° and 0° < P < 180° (¢ = 10°) for
the LGS, LGN, and LGT crystals.

As follows from Fig. 1, the LGS crystal contains
previously discovered region 2 [1] and region 1 (¢ =
10°, 20° < B < 40°, 70° < Y < 85°), where the isolines
of zero o' are observed (Fig. 1a). Also, region 1 con-
tainsisolines of zero AEF (Fig. 1b). Asfor the value of
K? in this region, it is relatively high (0.1-0.2%). In
region 1, we looked for an orientation for which both
aﬁl) and AEF are zero. To do this, all the expert coeffi-
cients a, in objective function (1), except for a; and a,,
were set equal to zero. After the calculations, we found
a particular orientation in the LGS crystal (10°, 21.3°,
78.9°) for which the SAW parameters are as follows:

V = 2.935 km/s, K2 = 0.2%, AEF = 0.1°, a'” =-0.07 x
108 1/°C, and a'? = 95.6 x 10~ 1/°C2. For compari-

son, the SAW parametersin region 2 of the LGS crystal
with the orientation (0°, 141°, 25°) are V, = 2.743 km/s,

K2=0.35%, AEF =-0.8°, a'? =—1.75x 106 1/°C, and
al? =76.1x 109 1/°C2.

Theregion (¢=10°,15° <0 < 25°, 70° < Y < 85°)
of the LGN crystal (Fig. 2) also contains the isolines of
Zero aﬁl) (Fig. 24) and zero AEF (Fig. 2b). Inthisangu-

lar range, the electromechanical coupling coefficient K?
lies in the range 0.1-0.3%. The numerical search for a

specific orientation where both a'” and AEF are zero

gave the following angles: @ =10°, 6 =19.2°, and ¥ =
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Fig. 1. Isolines for (a) oy (><1O‘6 1/°C) and (b) AEF in the
LGScrysta (10°, 6, W).

79.4°. The associated SAW parameters were found to
be V,, = 2.799 km/s, V, = 2.804 km/s, K? = 0.278%,
AEF = -0.28°, a'” =-0.26 x 10°1/°C, and a'® =
—-264 x 107°1/°C2.

In the angular range (¢ = 10°, 5° < B < 20°, 70° <
Y < 85°), the LGT crystal (Fig. 3) also has the isolines
of zero a'” (Fig. 3a) and AEF (Fig. 3b). The Euler
angles specifying a new optimal orientation for SAW
propagation in the LGT crystal were found to be ¢ =

10°, 6 =10°, and W = 79.5°. In this direction, the SAW
parameters are the following: V,, = 2.609 km/s, V, =

2.612 km/s, K2 = 0.267%, AEF = 0.9°, a® = —0.239 x
1061/°C, and a'® =576 x 10 1/°C2. In the angular
range (@=10°,5° <8 <20° 70° < WY < 85°), the search
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Fig. 2. Isolines for (a) oy (><1O‘6 1/°C) and (b) AEF in the
LGN crystal (10°, 6, W).

for adirection with high K2 and zero a'" failed. More-
over, for the LGT crystal, the absolute values of a'? in

thermally stable (a!” = 0) directions are several times
higher than for the LGS and LGN crystals. This means
that the directions found in this crystal are thermally
stable in a narrow temperature range (near room tem-
perature, t, = 25°C).

The calculations showed that optimal orientationsin
the crystals are observed not only at fixed @ = 10° but
aso in theinterval 0 < ¢ < 30°. For example, the ther-
mally stable orientations and associated wave parame-
tersinthe LGT crystal areasfollows: (1) 9=0°, 6 =9.85°,

W =89.8°; AEF = 0.75% o' =-0.27 x 106 1/°C; and
K2 = 0.26%; (2) ¢ = 20°, 6 = 10.6°, W = 69.5°; AEF =

DVOESHERSTOV et al.

W, deg
180 (@)

160

140
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80
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40

20 —70

O Il

0 20

40 60 80 100 120 140 160 180
0, deg

Fig. 3. Isolines for (a) oy (><10‘6 1/°C) and (b) AEF in the
LGT crystal (10°, 6, V).

-0.54° o' =-0.06 x 10 1/°C, and K2 = 0.33%; and
(3) 9=30°, 6 = 11.5°, W = 59°; AEF = -0.58° a!” =
—0.17 x 1081/°C, and K2 = 0.39%.

When searching for athermally stable direction for
SAW propagation inthe LGN crystal in awide temper-
aturerange (all the expert coefficients, except for a, and
a;, were set equal to zero), wefound the orientation ¢ =
10°, 6 = 23.48°, W = 86.1°, which has the near-zero
value of a'? . The associated SAW parameters were as

follows: V,, = 2.767 km/s, V, = 2.771 km/s, K? =
0.295%, AEF = -18°, a'” =0.012 x 10 1/°C, a?
0.105 x 100 1/°C?, and y = —0.64. For this orientation

TECHNICAL PHYSICS Vol. 47 No. 8 2002
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(T—T)/T, X1076

oy, x10761/°C

Fig. 4. (1) At/tgand (2) a, vs. temperaturein the LGN crys-
tal with the orientation (10°, 23.48°, 86.1°).

in the LGN crystal, the temperature dependences of

AT/t (curve 1) and 0(9) (curve 2) intheinterval from—

60 to +60°C are plotted in Fig. 4. Thisdirection is seen
to be thermally stable in a wide range. Unfortunately,
the value of AEF isvery large, indicating a high anisot-
ropy inthisdirection.

CONCLUSION

The objective function for searching for optimal ori-
entations for SAW propagation in piezocrystals is sug-
gested. New spatial regions in LGS, LGN, and LGT
piezoelectrics where the SAW parameters are optimal
arefound. Inthe LGS crystal, anew spatial region opti-
mal for SAW propagation is bounded by the ranges
0° <<30°20° <0 <40° 70° <P <85 inthe LGN
crystal, 0° < @< 30°, 15° <0< 25°, 70° < W < 85° and
in the LGT crystal, 0° < ¢ < 30°, 5° < 0 < 20°, 70° <
W < 85° In the LGN crystal, an orientation thermally
stable in awide range is found.
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Abstract—High-temperature field emission of Re, Pt, Ta, and W is studied by field-emission methods. Metal
ions are found to evaporate mainly from the tops of thermal—field microprotrusions produced by high electric
fields and temperatures on the emitter surface. For field intensities of up to F = 1-2 V/A and temperatures of
1500-2000 K, theion currentsi are recorded from the entire emitter surface. They range from several tenths of
nanoamperes to several nanoamperes. The activation energies of field evaporation determined from the Arrhe-
nius plots logi = f(1/T) are found to be appreciably lower than those calculated within the charge exchange
model for known parameters of the process and the metal s evaporated. Reasons for such adifferencein the acti-
vation energies and mechanisms of ion evaporation at high F and T are discussed. © 2002 MAIK “ Nauka/Inter-

periodica” .

INTRODUCTION

No more than twenty works have studied high-tem-
perature field evaporation, while field evaporation at
cryogenic temperatures has been the subject of investi-
gation in more than athousand papers. Thelist of mate-
rialsstudied is still narrower; thesearelr, W, Pt, and Au
metals and several alloys (W—Hf, Mo—Hf, and W-Si),
although this phenomenon is of great scientific and
practical interest. High-temperature field evaporation
occurs under the simultaneous action of a strong elec-
tric field (the field intensity F for refractory metals is
usudly 1-2 V/A) and a high temperature, causing
intense surface metal self-diffusion. This is accompa:
nied by nontrivial physical phenomena on the metallic
tip surface. For example, under these conditions, the
effect of field crystalline growth has been discovered.
This effect consistsin the formation of large crystalline
outgrowths (macrooutgrowths) on close-packed faces
of thetip [1] and small microprotrusions on the vertices
and edges of a faceted tip. Specific features of the
dynamic growth and evaporation of macrooutgrowths
giverise to the effect of ring collapse [2] in the tip sur-
face image formed by evaporating ions. From the prac-
tical point of view, ion evaporation at high T and F
allowsthe design of continuous-operation ion and elec-
tron point sources offering high reliability and long ser-
vice time. Such sources can be successfully used in
nanotechnol ogy, surface examination, and in designing
radically new electronic devices.

EXPERIMENTAL TECHNIQUES

The results presented in this paper were obtained
largely for Re; some experiments were also carried out
for Ta, W, and Pt. Tipswith aradius of severa fractions

of a micron were prepared by standard electrolytic
etching [3]. The experiments were carried out both in
sealed diode microscopes containing the metal tips to
be studied and luminescent collecting screens and with
an instrument that combinesthe operating conditions of
electron, ion, and field desorption microscopes and is
equipped with a microchannel light amplifier. The tip
temperature T was determined by optical pyrometry
with an accuracy of 20°. Thevoltagesand currentswere
measured by digital voltmetersaccurateto 0.5-1%. The
electric field intensity F was determined from the slope
of the Fowler—Nordheim characteristics [4] under the
assumption that the work function ¢ = 5.0 eV for Re,
4.4 eV for W, 5.32 eV for Pt, and 4.1 eV for Ta[5].
Complicated processes, such as surface self-diffusion
and field crystaline growth, occurring on the emitter
surface during ion evaporation under strong fields and
high temperatures result in the complex dependence of
the field on applied voltage U and T. Here, two values
of F characterizing changes in the tip shape are of
importance: theinitia field, which should be applied to
the emitter in order to change its shape at agiven T for
a fixed time, and the final field F, which results when
the emitter takes any steady-state shape. The former
will bereferred to asthe processing field F,, and the lat-
ter, as the steady-state field Fy. The steady-state field
does not necessarily cause field evaporation. The
steady-state field Fy at which field evaporation takes
place will be called the evaporation field F,,. Static
electron images were photographed, while field-des-
orption images, rapidly varying with time, were
recorded by a streak camera. In the sealed devices, the
residual gas pressure was 10°-107 torr; in the setup
with the light amplifier, it was 1072 torr.

1063-7842/02/4708-1038%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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EXPERIMENTAL RESULTS

Thetechnique used in the experiments allowed usto
simultaneously measure the ion current from the emit-
ting tip, determine the values of F,, and observe the
emitter surface with a near-atomic resolution. The
dependences of the ion current i from the entire Re tip
surface on the emitter temperature T areshowninFig. 1
for different values of the voltage U applied between
the tip and the screen. The temperature dependences of
F., are shown in Fig. 2, where each curve F,,(T) corre-
spondsto different values of i but to the same U. Asfol-
lows from Fig. 1, the rise in the emitter temperature T
by =15% results in an increase in the ion current by a
factor of 10-15. The dependences i(T) can be divided
into two parts: the slow rise at low T and the steep rise
at high T. It should also be mentioned that i fluctuates
appreciably at constant T and U: from tens of percent to
several times. Therefore, the values of i measured are
time-average val ues.

The dependence F,(T) isshown in Fig. 2 for differ-
ent U. The values of F varies with T only dlightly and
nonmonotonically. Asarule, F varies noticeably in the
middle of the T range rather than at its extremes. If we
take F,, as the mean between the maximum and mini-
mum values of F throughout the range, for U = 10 kV,
we have Fo, = 1.15 + 0.18 V/A; for U = 11 kV, Fq, =
152 + 0.12 V/A; and for U = 13 kV, F,, = 1.92 *
0.08 V/A. It is seen that the growth F, is not propor-
tional to the applied voltage U.

The reasons for such dependences of i and F,,
become clear from field-emission images of the Re tip
surface subjected to high F and T (Fig. 3). The initia

surface of the Re'tip oriented in the [1120] direction is
shown in Fig. 3a, where the (1120), (1010), (1011),

and (1122) faces are reveal ed on the surface. The most
close-packed (0001) faces are on the top and bottom of
the image. In the case of refractory metals, the tip of
such a shape cannot emitionsat F, = 0.3-0.6 V/A usu-
aly used in the experiments. However, the simulta-
neous action of high T and F onthetip leadsto the well-
known phenomenon of the thermal—field reconfigura-
tion of thetip [6]. Figure 3b shows the tip reconfigured
inthefield; Fig. 3c, thefully reconfigured tip, wherethe
surface is made up of close-packed faces separated by
edges and vertices. For the fully reconfigured tip, ion
emission can aready be observed because the acting
field increases from initial F, = 041 V/A to F, =
0.95 V/A for the fully reconfigured tip. For such values
of F, Reions may evaporate at T = 1800 K. The early
portion of the dependencei(T) correspondsto the emis-
sion from the fully (or almost fully) reconfigured tip or
from the fully reconfigured tip with several micropro-
trusions (Fig. 3d). For high values of i, the next stage of
thermal—field reconfiguration is observed, i.e., the for-
mation of macrooutgrowths on the close-packed faces,
with their vertices and edges covered by microprotru-
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Fig. 1. lon current from the entire surface of the Retip asa
function of the emitter temperature. U = (1) 10, (2) 11,
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Fig. 2. Temperature dependence of the evaporating field.
The values of U arethe same asin Fig. 1.

sions. This shape of thetip isshown in Fig. 3e; the last
figure in this series, Fig. 3f, shows the tip surface after
the smoothing of the microprotrusions by short-term
heating at moderate temperatures, T = 1000 K. The
macrooutgrowths are seen on all the close-packed
faces. Aswas shown in [2], in spite of the macroscopic
sizes, the macrooutgrowths are unstable: they evaporate
though ion emission from the tops of the microprotru-
sions and then appear again. These aternating pro-
cesses of growth and evaporation of the macroout-
growths covered by the microprotrusions lead to appre-
ciable fluctuations in the ion current. Thus, the field-
emission images suggest that the ions are emitted
mainly from the tip surface covered by the macroout-
growths and microprotrusions. These shapes obtained
at different T and the same U differ dlightly. This fact
explains the minor change in F,, with T in Fig. 2. The
sharp growth in F with increasing T at constant U takes
place only when the initially smooth annealed tip
reconfigures its shape.
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Fig. 3. Field electron images of the Retip surface subjected to high F and T simultaneoudly. (@) Initial anneal ed shape, (b) tip recon-
figured in the field, (c) fully reconfigured tip, (d) fully reconfigured tip with several microprotrusions, (€) tip surface with many
microprotrusions grown on the vertices and edges of macrooutgrowths, and (f) tip surface after smoothing microprotrusionsat T =
1000 K (macrooutgrowths are seen on the close-packed faces of Re).

The same behavior is typical of the other metals
studied. The initial shape of the annedled Ta tip is
shown in Fig. 4a, and the shape with the microprotru-
sions covering the macrooutgrowths is illustrated in
Fig. 4b. The microprotrusions generate the Taion cur-
renti =0.5nA at T=1800K and Fy, = 1.27 V/A. The
initial field factor of thetip 3 = F/U increases from 3 =
4995 1/cm for the annealed shape (Fig. 4a) to B =
12656 1/cm (Fig. 4b). Accordingly, F increases from
the initial value for the annealed shape, F,, = 0.51 +
0.02V/A, to F,, = (1.24-1.27) + 0.02 VV/A for the shape
shown in Fig. 4b. In the experiments with W, we man-
aged to measure i from a single microasperity. For T =

Fig. 4. Field electron images of the Tatip surface subjected
to high F and T simultaneously. (@) Initial annealed shape
and (b) tip surface with microprotrusions on the tops of
macrooutgrowths.

1600 K and F = 1.5V/A, theion current usually varied
between 10713 and 1012 A.

Measuring i at different T and the same U, one can
determine kinetic parameters of high-temperature field
evaporation, such asthe energy of activation Q, and the
preexponential v,. According to Forbes[7], theion cur-
rent is given by

I = nhrVOexp(_Qn/kT)i (1)

where n,, is the number of surface atomsin the “high-
risk” position: in other words, the number of active
emission centers on the surface.

In the case of low-temperature field emission, ny, is
the number of atoms near kinks, whilein our case, itis
the number of microprotrusions on the surface, because
the ions evaporate from the tops of the microprotru-
sions. The dope of the Arrhenius plot logi = f(1/T)
defines the value of Q,; the current intercept, n,v,. To
construct the plot, the values of | were measured at dif-
ferent T and the same U, since the value of i is a mea-
sure of the rate of evaporation from thetip surface. The
Arrhenius plot for the Retipisshownin Fig. 5at U =
12 kV. Here, F,, variesfrom 1.9to 2.1 V/A: i.e, Fy =
2.0+ 0.1V/A throughout therange of T, whichiswithin
the experimental error for appreciable fluctuations of i.
The slope of the plot yields Q, = 2.6 £ 0.34 eV and the
preexponential n,,v, =7 x 10 |/s. Here, the frequency
factor isvy = 7 x 10%® |/s since the number of micropro-
trusions on the emitter surface n,, is usually about 107,
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Thevaluesof v, =10'-10|/saretypica of field evap-
oration, as pointed out by Muller long ago [8]. The
Arrhenius plot for Reat U = 13 kV and F,, = 1.92 +
0.08 V/A givesQ,=2.6+0.18 €V, n,vo = 6 x 102 /s,
Vo ~ 10% I/s, while at U = 10 kV, we have Q, = 3.7 +
0.75eV and v, ~ 10% I/s.

TheArrhenius plot constructed for field evaporation
from the Pt tip in the range T = 14001700 K at F =

1.1+ 0.14 V/IA gave Q, = 3.05 + 0.1 eV and the fre-
quency factor vy~ 3 x 10% I/s.

DISCUSSION

The relatively low experimental values of Q,, are of
prime interest. According to the generally accepted
charge exchange model [9], Q, is given by

Q, = Ao+ 3,1, —nd —3.8./nF +0.0345aF>, (2)

where A, isthe heat of evaporation, Z, |, isthetotal ion-
ization potential of a multiply charged ion, nistheion
charge, and a is the atom polarizability.

When expressed intheform of (2), Q,isfoundineV
if F and o are defined in units of V/A and A3, respec-
tively. Since the value of a for Re atoms is unknown,
we takeits value for an Ir atom on the (110) face of W,
a = (8 + 1) A3[10], and use the tabulated values of A,
l,,and ¢ for Retofind Q,=7.64 eV for Fo, = 1V/A and
Q,=7.05eV for Fo, = 2.0V/A, i.e., valuesmuch higher
than those found experimentally (2.6-3.6 eV).

The value of Q,, was calculated on the assumption
that only singly charged Re ions evaporate; i.e., n = 1.
Generally speaking, the charge state of ions evaporat-
ing at high temperaturesis poorly understood: it isonly
known from experiments that the ion charge rapidly
decreaseswith increasing T [11]. One can reason asfol-
lows. The current of differently charged ions depends
on Q,. The temperature does not influence the charge
state of an ion because it does not influence the param-
eters entering into Q, if the temperature dependence of
¢ is neglected. This dependence is first weak and, sec-
ond, the samefor differently charged ions, sinceit char-
acterizes not an ion but a surface from which an ion
evaporates. A growth of T necessitates a decrease in F
for the evaporation rate to remain constant. At the same
time, adecrease in F reduces the ion charge according
to Eq. (2). In the absence of an externa field (purely
surfaceionization), singly charged ions alone evaporate
asarule because Q= Ao+ 1, —¢, Qo =Ag+ 1 + 15—
20, and Q, — Q; =1, —¢ in this case. The values of Q;
arealwayslessthan Q, for all elementssincel,>10eV,
while ¢, on the contrary, is aways less than 10 eV.
Thus, the presence of an external field and the Schottky
term in Eq. (2) are responsible for multiply charged
ions, and the higher F, the higher the charge of an evap-
orating ion. At the field evaporation of Pt at T = 78 K
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Fig. 5. Arrhenius plot logi = f(1/T) for high-temperature
field evaporation of Reat U = 12 kV. lon current i is given
in the number of ions evaporating in a second; temperature
TisgiveninK.

and F = 4.8V/A, we are dedling with Pt*2, Pt*3, and Pt*
ions (in order of decreasing intensity [3]), while at the
field evaporation of Pt at T> 1000 K and Fo, = 1.2 V/A,
singly charged Pt ions dominate [12]. Note, however,
that multiply charged ions can aso be produced by the
postionization mechanism. Calculations carried out for
this case [13] show that doubly charged Re ions
account for several tenths of a percent for afield F =
1.0V/A. Evenfor F = 2.0V/A, their contribution to the
total current is less than 10%. For F = 1 V/A, doubly
charged ions that contribute appreciably to the current
are those of Ba, Ca, V, La, and some rare earths. More-
over, under the assumption that doubly charged Reions
evaporate at the second ionization potential valuel, =
24.5 eV, the activation energy becomes unrealistically
high, Q, = 25-26 eV.

With Q,=7.64 and 7.04 eV substituted into Eqg. (1),
the corresponding currents at T = 1700 K must equal
i ~102* and ~10% A instead of the measured values
i ~10° A for the same preexponential; i.e., they must
be less by many orders of magnitude. What is the rea-
son for such agreat discrepancy between the calculated
and measured values of i and Q,? In [14], where such a
difference was observed for W evaporation, it was sug-
gested that the ionization potentials I, may be smaller
than the tabulated data, since I, for small clusters may
be smaller than for asingle atom. Infact, in[15], where
the ionization of small Sb clusters was studied, the
value of |, was shown to decreasefrom 7.6t0 7.1 eV as
the number of atomsin acluster increased from 4 to 36,
while for asingle Sb atom, I,, = 8.7 eV. If Re and other
metals evaporated clusterwise, the question of cluster
ionization potential and the still unclear question of the
heat of cluster evaporation would actualy arise. The

pulsed evaporation of W3>, Re;®, and Mo,° dimers at
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T=1000K and F = 1.8 V/A was observed in [16]. The
dimers were only triply charged, while atomic ions
were mainly singly charged and the number of the
dimers was much less than that of singly charged ions.
For Pt, Ni, and Rh, cluster ions were absent. A detect-
able number of Si cluster ions alone was observed.
Therefore, it seems unlikely that cluster evaporation
may contribute appreciably to the ion current in this
case too, and microprotrusions cannot be considered as
small clusters.

A changein the value of ¢ dueto astrong field may
also be a factor. As was pointed out in [9], a positive
field, when penetrating deep into a metal, causes a
decrease in the electron density near the surface, thus
increasing ¢. According to [9],

br = ¢o+neFk, 3

where k isthe field penetration depth.

However, if Eq. (3) isvalidtheincreasein ¢ is0.5—
1.0 eV for F = 1.02.0 V/A and k = 0.5 A, which is
much less than the difference between the calculated
and measured values of Q.

Let us aso consider a possible error in determining
thefield F. In fact, we determine this value based on the
Fowler—Nordheim theory, which implies that the field
at the emitter surface is uniform. However, it was indi-
cated (see, eg., [17]) that an electron tunneling from
the emitter surface “sees’ this surface as flat starting
with tip radii r > 500 A. For much lesser r, which isthe
case for microprotrusions, such an approach fails.
Therefore, applying the Fowler—Nordheim theory to
microprotrusions, we must substitute some effective
emitter with a uniform field for a real emitter with a
nonuniform field. In this case, the values of F and cur-
rent density i for the effective emitter are always less
than for thereal one[18]. It was shown [17] that | of the
real emitter with r = 100 A is 1020 times higher than
j of the effective emitter. In view of the exponential
dependence of | on F, thismeansthat the actual value of
F is higher by 15-20% (at ¢ = 5.0 eV for Re), which
changes Q, insignificantly.

It remainsto consider thelast quantity in Eqg. (2), the
heat of evaporation Ay, which always corresponds to
atom evaporation from a kink. Evaluating A, from
Eq. (2) with Q, = 3.42, 2.64, and 3.70 eV for U = 12,
13, and 10 kV, respectively, wefind that A, = 4.75, 4.35,
and 4.8 eV, relatively; these values are much lower than
the heat of evaporation for Re, Ay = 8.3 eV. What is the
reason for the twofold decrease in Ay? This cannot be
associated with the effect of the strong field, as was
suggested in [9], where even an approximate expres-
sion for the field dependence was derived:

)\F = }\O_bF (4)

(bisaconstant).

Such a dependence is attributed [9] to field penetra-
tion into ametal and a decrease in the electron density
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near the surface, which loosens atom—surface bonds.
However, this assumption has not been corroborated
experimentally. Thereisonly onework [19] confirming
the dependence of A, on F, where Rh evaporated in the
field F = 4.8V/A at T = 78 K. However, the value of Ar
turned out to be appreciably higher than the heat of
evaporation of rhodium (by 0.7—1.2 eV for different Rh
faces). Subsequently, high-resolution atomic probe
studies into the cryogenic field evaporation of Pt, Rh,
Fe, Ni, Co, and W at F = 3.5-5.7 V/A did not reveal any
F dependence: A\, was always equal to Ag. In our case,
the fieldswere much lower: F = 1.0-2.0V/A; therefore,
it would be unreasonabl e to expect a strong dependence
of AgonF.

Aswas mentioned above, the heat of evaporation A,
always refersto atom evaporation from akink, where a
Re atom in the hep structure has six short-range-order
neighbors and three long-range-order neighbors [22].
For the case of high-temperature field evaporation, the
atom evaporates not from akink but from the tops of the
microprotrusions, where it has three short-range-order
neighbors and three long-range-order neighbors; i.e.,
the binding energy of the atom on the microasperity top
must be roughly half aslarge as A,. During the steady-
state evaporation, atoms are continuously delivered to
the microasperity top via the mechanism of surface
migration. Thus, instead of Ay, the values of Q, mea

sured include the quantity A§ , which is considerably
smaller than that corresponding to the bonding energy
at a kink. The evaporation from the microprotrusions
can also be limited by the energy of migration activa-
tion in the electric field an (strictly speaking, this
energy may be associated not only with migration but
also with the formation of a microasperity as a crystal-
line body; for simplicity, we will consider Qf,l alone).
If A\§ < Qf, < Ao, the evaporation is limited by the
value of Qf,. Thevaue of Q;, for Reis unknown; for

metals close to Rein properties, Q; equals2.36 eV for

W [23], 2.0 eV for Mo [24], and 1.9 eV for Ta[25] at
field strengths F = 0.1-0.8 V/A. In our case, the value

of Q}, isapparently also below A} ; hence, the evapo-
ration from the microprotrusions is a * bottleneck” for
the process of high-temperature field evaporation and
definesthe evaporation rate, i.e., theion current. There-

fore, not A, but much smaller A5 hasto enter into the
energy of activation for this process Q,, which is deter-

mined from the Arrhenius plot. Substituting A5 for A,
inEqg. (2), wewill eliminate the differences between the
calculated and measured values of Q, and, correspond-
ingly, the ion currents. In the case of Pt evaporation,
where the experimentally found value A = 2.90 eV is
also much lower than the tabulated value of the heat of
No. 8
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evaporation A, = 5.3 eV, the differences can be
explained in asimilar way.

Thus, high-temperature field evaporation involves
the evaporation of atoms from the tops of thermal—field
microprotrusions. The atoms are delivered to these tops
by surface migration and leave the surface mainly in the
form of singly charged ions. The energy of activation
Q,, determined from the Arrhenius plot logi = f(1/T)
depends not on the heat of evaporation A, but on the
binding energy of an atom on the microasperity top,
i.e.,, on the heat of evaporation from a microasperity

AG -

CONCLUSIONS

High-temperature field evaporation of Re, Pt, Ta,
and W was studied intherange T = 1500-2000K at F =
1-2 V/A.. For such values of T and F, the ion current i
from the entire emitter surface range from severa
tenths of a nanoampere to several nanoamperes.

lons evaporated mainly from the tops of micropro-
trusions growing on the emitter surface under the
simultaneous action of high T and F.

The evaporating field F, is a complicated function
of T and the applied voltage U, which reflects the com-
plex reconfiguration of the emitter during high-temper-
ature evaporation.

The energy of activation of high-temperature field
evaporation Q, was determined from the temperature
dependencei = f(T). The experimental values of Q,, are
much lower than those calculated within the charge
exchange model.

The difference between the calculated and experi-
mental values of Q, can be explained as follows. For
high-temperature field evaporation, the expression for
Q, hasto include not the total heat of metal evaporation

Ao but the considerably lower value A} , which corre-

sponds to the binding energy of an atom on the top of a
microasperity from which ions evaporate.
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Abstract—L aboratory tests of alaser speckle velocimetry technique are reported. The use of integral statistics
inthe space-time planeis discussed. Preliminary experimental results are compared with data obtained by other
speckle velocimeter methods. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The purpose of thiswork wasto develop aprecision
vel ocimeter for aself-powered robotic vehicle designed
for operation in the Antarctic Regions.

This problem seemsto betopical because velocity is
difficult to measure with appropriate accuracy under
slip conditions and in the absence of reliable reference
points over vast snow or ice fields. Speckle velocimetry
is expected to provide fairly accurate measurements
under Antarctic conditions.

The results of early theoretical and experimental
studies on the problem are very encouraging.

THE HISTORY OF THE PROBLEM

The use of the speckle effect in velocimetry has
been repeatedly discussed by the scientific community.
Several approachesthat rely on both time and space sta-
tistics have been suggested. Differential and integral
(with respect to time) intensity functions have been
used.

In 1980, Fercher [1] suggested using the temporal
differential statistics of the differential (with respect to
time) intensity function. He succeeded in gaining fairly
accurate results for the velocity of motion of an object
made of plexiglass. The velocities were varied from
1 pm/sto 1 mm/s. Fercher used simple and descriptive
formulas that relate the velocity measured and statisti-
cal values found experimentally:

R.(0
2 _ Ad i(0) (1)
8 R,(0)
without the coherent reference beam and
» _ AR(0) T, )
= B R) Oora V) &)

with the coherent reference beam. Here, R, (t) = I(t)I(t +
10 IO@(E + DGR, (1) = O ()1 (¢ + )00 (60 (¢ +

1O I(t) is the intensity, | (t) is the derivative of the
intensity with time, |, is the intensity of the reference
beam, A isthe wavelength, d isthe laser beam diameter
inthedirection of motion, and Av isthe Doppler broad-
ening of the scattered light.

However, the quantities appearing in formulas (1)
and (2) are very inconvenient for calculation; therefore,
Fercher suggested using analog computers.

Inworks devoted to vibration analysis (e.g., [2]), the
temporal statistics of the differential function was used
in a somewhat different manner. However, the state-
ment of the problem in those works differed from ours,
therefore, we will not enlarge upon it.

The use of the spatia statistics of the integral (with
respect to time) intensity function was described in [3].
A smple expression was derived that relates the rms
spatial deviation of the speckle intensity function
within thetime of averaging, the time of averaging, and
the characteristic correlation time:

I nitte S Iy
Eye

where gy is the rms spatial deviation of the speckle
intensity function within the time of averaging, T isthe
time of averaging, and 1. is the correlation time. The
correlation time hereisthetimethat directly definesthe
velacity of motion of speckle-producing diffusers.

Subsequently, this method was refined both mathe-
matically and experimentally [4—-7]. Its basic advantage
is its simplicity and clearness of information gained.
With this method, one can easily estimate the spatial
distribution of diffusers and find regions where the
velocity of motion is higher or lower. In addition, the

-
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Fig. 1. Schematic diagram of the laboratory setup.

mathematical apparatus devel oped providesarelatively
high accuracy.

A disadvantage of the method isthat it isimpossible
to determine the direction of object motion. Moreover,
one cannot establish whether translational motion is
observed or vibration. However, this disadvantage nat-
urally becomes an advantage when the velocity of
motion of aliquid is found (in this case, diffusers are
arranged randomly instead of being regularly spaced).
This method is successfully used in medical diagnos-
tics; however, it can hardly be considered optimal as
applied to our purpose.

Fig. 2. Speckle photograph. Resolution 512 x 512 pixels.
The vertical scale divisionis 1 mm.
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STATEMENT OF THE PROBLEM

From the aforesaid, it follows that speckle velocim-
etry has proved itself a promising technique but calls
for additional investigation in order to be applied in
determining the velocity of a self-powered vehicle.
Thiswork will hopefully shed more light on the poten-
tiality of speckle velocimetry.

Speckle velocimetry offers a sufficiently high accu-
racy and can be applied when a reference point is
extremely difficult (if possible) to select. Thevehicleis
supposed to have two, speckle and Doppler, velocime-
ters, so that comparative analysis of the two measuring
techniques can be carried out.

In this work, we developed software tools for flat-
screen speckle velocimetry and performed tentative
laboratory experiments (Fig. 1).

SOLUTION OF THE PROBLEM WITH THE USE
OF INTEGRAL STATISTICS

Figure 2 shows a speckled image of an object made
of foamed plastic, whose surface closely simulates the
surface of ice.

Consider now the time-resolved image, where only
the space coordinateisleft (Fig. 3). Clearly, thevelocity
of the object is determined from the slope of timetraces
for each speckle. This gives a chance to find the veloc-
ity directly without statistical calculations. However,
the distinct separation of the traces of individual speck-
les for subsequently determining the slopeis a nontriv-
ial procedure even in Fig. 3, which was obtained under
nearly perfect laboratory conditions. Moreover, even

400

20013k

0

Fig. 3. Time-resolved speckle picture. On the axes, the
number of pixels are plotted. v = 0.732 mm/s.
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Fig. 4. Time-resolved speckle picture. On the axes, the
number of pixelsare plotted. vy = 0.732 mm/s. Vibrationin
the orthogonal direction.

insignificant noise, inevitable under vibration (Fig. 4),
may become catastrophic for such a “direct” method.
That is why this simplest approach has not received
wide recognition.

Let us apply the statistical method to our problem.
Preference was given to the analysis of the integra
speckle intensity function because it is more stable
against intense noise, which may arisein our case. The
data represented in Fig. 3 (with a full set along the y
coordinatein the general case) sufficeto perform Briers
analysis, i.e, to find a set of rms deviations of the
speckle intensity function for a set of times of averag-
ing and then, having calculated 1., find the desired
velocity. In so doing, however, we lose some data used
inthe direct method. Therefore, wewill dightly modify
the analysis of theintegral statistics. Namely, instead of
severa averagings over different periods T, it is pro-
posed that the averaging be done over one period and
over aset of anglesin the space-time plane[8]. Such a
procedure is similar to the Radon transformation [9]
with the fixed limit in the quasi-uniform plane (Fig. 5).
Each straight line along which we perform averaging
will have normal coordinates (s, ¢); that is, we find the
function

Tv,

9(s9) = [ 15c0s(e) - psin(e),
@

S dn(g)+ 2
/- Sin(@) + = cos(@) fip.

ALIVERDIEV et al.

¢, deg
180

160

140

120+

s, pixel

Fig. 5. Radon transform of time-resolved speckle picture.
Vo = 0.732 mm/s. Vibration in the orthogonal direction.

Here, the parameter sisan analog of a space parameter
over which one can calculate the spatial rms deviation
of the speckleintensity function:

0o(9) = Ho(s @) - (s 9L (5)

Thermsdeviationis maximal for the angle that cor-
responds to the object velocity being measured:

v = votanB(0)a) 5 ®)

where v, is the time-to-spatial resolution ratio of aTV
camera (v, = 0.732 mm/sin our case).

The vaue of v, specifies a measuring range of
velocity with a fairly good accuracy. Roughly, this
range spans the interval from 0.1v, to 10v,,. At high v,
the tangent tends to infinity and the accuracy drops. At
very low velocities, the relative error increases because
of a decrease in the absolute value appearing in the
denominator.

Thus, to improve the accuracy at very high or very
low velocities, one should either decrease the spatial
resolution (it is bounded from below by the size of a
speckle, which must exceed that of a pixel) or increase
the time resolution (it is limited by the parameters of
the TV camera and real-time computing systems).

EXPERIMENTAL SETUP

The schematic diagram of the experimental setup is
shown in Fig. 1. A beam from Siemens LGK 7621
TECHNICAL PHYSICS  Vol. 47
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Tablel Table 2
Number of 1 2 4 Number of 1 2 4
averagings N | Without averaging averagings N | Without averaging
Y 0.877 0.868 0.849 Y 0.371 0.882 0.846
€, % 2.7% 1.7% 0.5% €, % 56% 3.3% 0.8%
Table 3
; Without : i 2 4
Number of averagings N Ithout averaging
(x 1) tx) (x 1) (t, %) (x 1) (t, %)
Y -0.51 1.253 0.88 0.883 0.844 0.848
€, % 160% 47% 3.1% 3.4% 1.0% 0.7%
| @y, 1) + B, x — 270(0) deg 68.5 0.1 0.2

(Q-4001-K7 654) He—Ne laser 1 reflects from mirrors 2,
passes through lens 3, and strikes moving object 4. The
object, a screen made of foamed plastic, is mounted on
a support, which is capable of displacing the object in
three directions with a micrometer accuracy.

The light scattered by the screen is incident on
lens 5, which projects it onto JVC-TK-S350EG video
camera 6, coupled with an IBM-compatible computer
viaan IMAQ PCI-1408 grabber. The acquisition, stor-
age, and preliminary data processing are performed
with a dedicated C**-based software package using
IMAQ Lab VIEW libraries (National Instruments).

The experiments simulated motion; that is, al dis-
placements were made in steps and were recorded sep-
arately. It was assumed that the frame frequency meets
the TV standard: 25 frames per second. Since speckles
are defined by their position and do not depend on time
and velocity, such asimulation is adeguate to the situa-
tion and the vel ocity can be estimated from the param-
eters given very accurately.

The total experimental error in this case is the sum
of the relative accuracy of displacement (associated
with the displacing tools) and the relative accuracy of
displacement measurement by the TV camera. It varied
from 0.1 to 0.5%.

RESULTS AND DISCUSSION

In the experiments, we varied the object velocities,
screens, and experimental conditions (the amplitude
and freguency of orthogonal vibration, etc.).

The general results are as follows: for velocities up
to 2.5 mm/s (0.1-mm displacement per frame), the rel-
ative measurement error was less than 1% without
vibration and less than 2% when severe orthogonal
vibration (exceeding really possible valuesfor the vehi-
cle by severa orders of magnitude) was simulated; for
a velocity of 12.5 mm/s (0.5-mm displacement per
frame), the error was less than 5%.
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The error for a velocity of 12.5 mm/s (and for
greater velocities, 5-10 cm/s) can be decreased in rea
experiments (this relatively large error is due largely to
the scarcity of temporal data gathered in thislaboratory
experiment because of the restrictions associated with
the micrometer displacing means). A further increasein
the velocity to be measured is related to arise in the
time resolution. In practice, good real-time results are
expected for velocities of up to several meters per sec-
ond.

Consider a number of experimental findings in
greater detail.

(i) Thereal velocity measured was v,y = 2.5 mm/s;
spatia resolution, 512 pixels/15 mm; time resolution,
25 pixels/s. Thus, v =0.732 mm/sand v, /vy = 3.413.

In addition, we averaged the data over 32 straight
lines orthogonal to they axis. After processing the data
with the above technique, we found v,,,/v, = 3.508.

The accuracy of the measurements was 2.7%. This
value exceeds the experimental error but remains quite
appropriate for applications.

To improve the measurement accuracy, we modified
the data processing algorithm by introducing spatial
averaging along the x axis and thereby shrinking the
spatial resolution. Averaging was performed over two
and four points. The results are summarized in Table 1.

Upon averaging, the spatial resolution drops and v,
grows. As was mentioned before, the accuracy is the
highest at v/v, = 1, therefore, the velocities in Table 1
aregivenintermsof unity for the number of averagings
N = 4 (it was assumed that N = 4 will provide the best
accuracy), and all the relative velocities measured are
given in the same units (V = v/vyN/4). Thereal relative
velocity was 0.853. It can be seen from Table 1 that the
error after the fourth averaging is no more than 0.5%,
i.e., does not exceed the experimental error.

(ii) In another experiment, the velocity of another
part of the screen was measured (Table 2). The rea
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Table 4
NUMDer of |\ 2 4
averagings N averaging
v 0.371(0.769) | 0.692 (0.849) | 0.87 (0.869)
g, % 48% (8.4%) | 16% (0.4%) | 1.7% (1.6%)

velocity was the same as in experiment (i). Without
averaging, the measurement accuracy drops drastically.
The reason becomes clear if we construct the depen-
dence of o, on angle @for eachy (Fig. 6). For anumber
of y, spurious maximaat zero ¢ are higher than maxima
due to the measured velocity.

In this case, the measurement accuracy can be
improved by modifying the maximum search proce-
dure. It is necessary to perform the same integral trans-
formation but with the mirror-symmetric choice of the
coordinates x and t and comparetheresults. It iseasy to
check that maxima on the associated diagrams in the
(x, t) and (t, X) coordinates obey the condition

900 +0(1X) = o1 U

Maximathat do not meet this relationship (spurious
maxima) must be rejected.

In Tables 1 and 2, the averages of the velocities cal-
culated in the coordinates (t, X) and (x, t) are given.
Table 3 lists the velocities obtained in the coordinates
(x, t) and (t, X) separately (their averages are listed in
Table 2).

Fig. 6. ogvs. ¢ (degrees) and y (pixels) for example (ii).

ALIVERDIEV et al.

Since the calculation procedures for the coordinates
(x, t) and (t, X) are nearly the same, they can (and must)
be combined into a single calculation cycle. This will
improve the accuracy of final results and reject arti-
facts, without requiring much computational resources.

(iii) Consider one more experiment illustrated in
Fig. 3.

The velocity was the same as in the two previous
experiments, but the moving screen vibrated in the
direction orthogonal to its plane with a frequency of
0.20 £ 0.05 relative frequency units and an amplitude of
1 relative amplitude unit (in other words, the velocity in
the orthogonal direction was five times higher than the
velocity measured). The associated data are summa-
rized in Table 4 (results obtained after rejecting spuri-
ous maxima according to (4) are given in parentheses).

Table 4 indicates than even severe vibration deterio-
rates the accuracy insignificantly. The value of 1.6% is
quite appropriate for applications.

CONCLUSION

Thus, our experimental data proved to be promising
for practical use. We are going to design a field model
of the velocimeter and perform a series of field tests.

Some remarks concerning the measurement of the
angular velacity: it can be determined by the time aver-
aging of the spatial contrast on thefull (x, y) plane (Bri-
ers method). In the case of trandational motion, the
spatia contrast on the full image is uniform (does not
depend on spatial coordinates). In the presence of rota-
tion, the velocity of different object points is different.
One can first estimate the angular velocity w and then
calculateit with agreat accuracy by comparing with the
trandational velocity.
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Abstract—Solid-phase reactions taking place in Al/B3-Co/MgO(001) and Al/a-Co/MgO(001) film systems
under conditions of self-propagating high-temperature synthesis (SHS) are investigated. In both systems, SHS
products exhibit the single CoAl superstructure, which epitaxialy grows on the MgO(001) surface in the Al/B-
Co/MgO(001) structures and has afine-dispersed disordered structure in the Al/a-Co/MgO(001) films. It appears
that the difference in the reagent structure has an effect on the energy of activation but does not change the SHS
initiation temperature and the temperature at which theinitial phase involved in the reaction products nucl eates. It
is shown that the SHS initiation temperature in the Al/3-Co/MgO(001) and Al/a-Co/MgO(001) systems coin-
cides with the temperature of CoAl superstructure ordering. © 2002 MAIK “ Nauka/Interperiodica” .

Thin-film components are a building block of
today’s microelectronic devices. During fabrication
and operation, these components are subjected to tem-
perature effects, which cause solid-phase transforma:
tions and thus change the performance of the devices.
That is why solid-phase reactions in thin films have
been the subject of extensive investigation [1-3]. It has
been repeatedly shown that upon heating bi- and multi-
layer films, theinitial (first) phase of reaction products
appears at some temperature. As the temperature is
increased further, new phases form sequentialy (so-
called phase sequence) [1-3]. Grain-boundary diffu-
sion is believed to be the basic mechanism of solid-
phase reactions. Therefore, the energy of activation and
the rate of a solid-phase reaction must depend on the
film structure and crystallographic orientation. For
example, early in NiAl,O, spinel formation at the NiO—
single-crystal Al,O; interface, the orientation of the
Al,O5 substrate specifies the energy of activation, rate,
and even kinetic law of the process [4, 5].

At high heating rates, theinitial stage of many solid-
phase reactions in thin films has been shown [6, 7] to
proceed under SHS conditions. In thin films, SHS may
be considered as a surface combustion wave and is
characterized by the initiation temperature T,. The
effect of reagentswith different polymorphic modifica-
tions on the reaction product structure, the formation of
the first phase, and the SHS initiation temperature is of
great scientific and applied interest.

In this work, we study solid-phase reactions under
the SHS conditions in Al/B-Co/MgO(001) and Al/a-
Co/MgO(001) film systems. The total thickness of the
films was no more than 100 nm. It is known that the

low-temperature hexagona structure of bulk a-Co is
stable up to 420°C. Above this temperature, it trans-
forms into the fcc phase of B-Co by the martensitic
mechanism. However, in cobalt thin films and nanoc-
rystals, the 3-Co phase is also stable at room tempera-
ture under various process conditions[8]. The structure
and modification of Co films on the MgO(001) surface
depend strongly on the substrate temperature T, For
Ts = 220-240°C, the high-temperature fcc cubic phase
of B-Co grows epitaxially on the MgO(001) surface.
The first constant of magnetic anisotropy was found to
be K; = (6-7) x 10° erg/lcm3. Diffraction reflections
(Fig. 1a) and the arrangement of the easy axes show
that the (3-Co film and the MgO substrate form an epi-
taxial system [100](001)B-Co]|[100](001)MgO. The
situation changes radically when the substrate temper-
ature risesto T, = 370400°C. Asfollows from diffrac-
tion reflections (Fig. 2), an a-Co layer grows in this
case so that its (110) planeis paraldl to the (001)MgO
surface. The reflections (110)a-Co and (110)B-Co
coincide. Electron microscopy studies [9] indicate,
however, that Co films grown at high temperatures con-
sist of a-Co grains with their ¢ axis aligned with the
[100] and [010] directions in MgO. The effective con-
stant of bilayer magnetic anisotropy for these films is
Kt = (1.1-1.3) x 106 erg/cm?. The magnetic anisotropy
energy per unit volume E,, of the hexagona crystal
(with the in-plane anisotropy neglected) is given by
[10] E,, = K;sin%d + K2sin%d + ..., where K; = 4.3 x
106 erg/cm?® and K, = 1.2 x 108 erg/cm? for hexagonal
cobalt (¢ is the angle between the ¢ axis and the mag-
netization vector).

1063-7842/02/4708-1049%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Diffraction patterns from the Al/3-Co/MgO(001) film structure (a) before and (b) after the passage of the SHS front. Crys-
tallographic epitaxial relations of the MgO(001) substrate and the initial 3-Co phase and the CoAl phase of the reaction product are

shown on the right of the figure.

Assuming that the a-Co grains whose ¢ axes are
aligned with the [100] and [010] directions of MgO
experience exchange coupling and their volumes are
the same, we calculated the effective bilayer magnetic
anisotropy of such a film system and found that Ky =
K,. The coincidence between K4 and K, found experi-
mentally al so confirmsthe formation of the a-Co grains
on the MgO(001) surface. An aluminum layer with a
thickness equal to that of the Co film was deposited on
the initial 3-Co/MgO(001) and a-Co/MgO(001) film
systems. The absence of aluminum reflections from the
as-prepared Al/Co/MgO(001) structures (Figs. 1a, 2)
implies that the aluminum film is amorphous or fine-
grained. The Al/B-Co/MgO(001) and Alla-
Co/MgO(001) samples were heated to the SHS initia-
tion temperature T, with a rate of 20 K/s at a pressure

of 10 Pa. The appearance of the SHS front was
observed visually. The initiation temperature T, lay in
the 750780 K interval. The discrepancy in the T, val-
ues is associated with heat removal into the substrate,
which depends on the substrate thickness and heating
rate. However, the values of T, for the AIl/B-
Co/MgO(001) and Al/a-Co/MgO(001) systems coin-
cide within the experimental error. To exclude the
Headwall effect, we experimentally checked that solid-
phase transformations and o == [3 transitions in the
initial B-Co and a-Co films do not occur before the ini-
tiation temperature. The reaction products from the
Al/B-Co/MgO(001) system contain the ordered AlCo

phase that grows epitaxialy on the MgO(001) surface
(Fig. 1b). This phase has a cubic lattice with spacing
a = 0.286 nm. The lattice mismatch between MgO and
AlCo is the smallest if the orientation relation is
(001)[100]AIC0||(001)[110]MQO (Fig. 1b). After SHS
in the Al/B-Co/MgO(001) system, the AlCo phase may
grow with its (110) plane parallel to the (001)MgO sur-
face, athough such cases are untypical. In the Al/a-
Co/MgO(001) system, diffraction reflections after SHS
are absent. However, phase analysis of bi- and multi-
layer polycrystalline Al/Co filmsindicates the presence
of the AlCo phase alone in the reaction products. From
the aforesaid and the equality of the initiation tempera-
tures, it follows that the SHS products in the Al/a-
Co/MgO(001) system also contain the AlCo phase that
grows randomly on the (001)MgO surface and is amor-
phous or fine-grained. The different crystal structure of
the SHS products in the Al/a-Co/MgO(001) and Al/B-
Co/MgO(001) systemsimpliesdifferent reaction mech-
anisms, which are governed by the crystallographic
planes containing the reagents.

The results obtained lead us to conclude that poly-
typic forms of the reagents play an insignificant rolein
the formation of thefirst phase during solid-phase SHS.
The energy of activation E, of the solid-phase reaction
must include the binding energy and the energy of
reagent transfer. In the reactions considered, the trans-
fer energies are the same. Hence, the difference in the
energies of activation of the solid-phase SHS reactions
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Fig. 2. Diffraction patterns from the Al/a-Co/MgO(001) film structure before the SHS reaction. Crystallographic epitaxia relations
of the MgO(001) substrate and the initial a-Co phase are shown on the right of the figure.

taking place in the Al/B-Co/MgO(001) and Al/a-
Co/MgO(001) systems equals that in the binding ener-
giesof cobalt in the hexagonal and cubic modifications.
This difference is insignificant because the enthalpy
AHP - @ = 220 cal/mol is small [11]. The SHS front
velocity V; depends on the temperature T, by the near-
Arrheniuslaw: V; ~ exp(-E/KT,); therefore, achangein
the energy of activation will insignificantly influence
only the temperature dependence of the front velocity.
This means that the low-energy difference in the
reagent structures affect the SHS basic parameters in
thin films (initiation temperature and the formation of
the first phase) only dightly. Specifically, the SHS
parameters in amorphous films may not differ from
those in polycrystalline and single-crystal layers, since
the enthal py of amorphous—crystalline transition islow
(=1000 cal/mol for most aloys). These conclusions
agree with those drawn in [12], where the solid-phase
reaction at the titanium—aluminum interface was shown
to form a single TiAl; phase irrespective of whether
fine- or coarse-grained aluminum was used as a sub-
strate. The formation of the TiAl; phase was also insen-
sitive to the sequence of layer deposition in the Ti/Al
bilayer system.

The prediction of the onset of the first phase (or of
the SHS initiation temperature T,) is of great impor-
tance for applications. At the initiation temperature,
solid-phase transformations are accompanied by bond
breaking and atomic rearrangementswith the formation
of new bonds. Therefore, as the annealing temperature
rises, a phase having the lowest temperature of solid-
phase transformation must appear first at the interface
between reagentsin a bilayer system. For example,ina
S/Fe bilayer system, the temperature T, of initiating the
solid-phase reaction producing FeS iron monosulfide
and the temperature of metal—insulator phase transition
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were shown to coincide [13]. In Cu/Au thin bilayer
films (the Cu—-Au system is a model system for study-
ing ordering in aloys), the SHS initiation temperature
T, was shown [14] to coincide with the Kurnakov tem-
perature Ty of the CuAu ordered alloy, whichisareac-
tion product: To(CwAuU) = T¢(CuAu). Later [15], this
equality was confirmed for Al/3-Co/MgO(001) and
other bilayer systems having superlatticesin their reac-
tion products.

Thus, the study of SHS in Al/hexagonal Co and
Al/cubic Co bilayer structures revealed the following.

(2) In the thin films, the polytypic modifications of
the reagents and the low-energy difference in their
structures do not influence the SHS initiation tempera-
ture and the first phase of the reaction products.

(2) In the film reagents, the SHS initiation tempera-
ture correlates with the Kurnakov temperature of the
phase forming in the reaction products provided that
there are no solid-phase transformations preceding the
order—disorder transition.

(3) Synthesis mechanisms, which are responsible
for the reaction product microstructure, depend on the
crystal orientations of reacting pairs.

ACKNOWLEDGMENTS

Thiswork was financially supported by the Russian
Foundation for Basic Research (grant no. 99-03-
32184).

REFERENCES

1. Thin Films: Interdiffuson and Reactions, Ed. by
J. M. Poate, K. Tu, and J. Meier (Wiley, New York, 1978;
Mir, Moscow, 1982).



1052

2. U. A. Clevenger, B. Arcort, W. Ziegler, et al., J. Appl.
Phys. 83, 90 (1998).

3. M. Zhang, W. Yu, W. Wang, et al., J. Appl. Phys. 80,
1422 (1996).

4. P G. Kotulaand C. B. Carter, Phys. Rev. Lett. 77, 3367
(1996).

5. P. G. Kotula, M. T. Johnson, and C. B. Carter, Z. Phys.
Chem. 207, 39 (1998).

6. V. G. Myagkov and L. E. Bykova, Dokl. Akad. Nauk
354, 777 (1997).

7. V. G. Myagkov, V. S. Zhigalov, L. E. Bykova, et al., Zh.
Tekh. Fiz. 68 (10), 58 (1998) [Tech. Phys. 43, 1189
(1998)].

8. H. Sato, O. Kitakami, T. Sakurai, et al., J. Appl. Phys. 81,
1858 (1997).

9. A. S. Komaov, Candidate's Dissertation (Inst. Fiz.,

Krasnoyarsk, 1970).

10.

11.

12.

13.

14.

15.

MIAGKOV et al.

S. V. Vonsovskii, Magnetism (Nauka, Moscow, 1971;
Wiley, New York, 1974).

Thermodynamic Constants of Substances (Nauka, Mos-
cow, 1972), No. 6.

X.-A. Zhao, F. C. T. So, and M.-A. Nicolet, J. Appl.
Phys. 63, 2800 (1988).

V. G. Myagkov, L. E. Bykova, G. N. Bondarenko, et al.,
Dokl. Akad. Nauk 371, 763 (2000) [Dokl. Phys. 45, 157
(2000)].

V. G. Myagkov, L. E. Bykova, G. N. Bondarenko, et al.,
Pis'ma Zh. Eksp. Teor. Fiz. 71, 268 (2000) [JETP Lett.
71, 183 (2000)].

V. G. Myagkov, L. E. Bykova, G. N. Bondarenko, et al.,
Zh. Tekh. Fiz. 71 (6), 104 (2001) [Tech. Phys. 46, 743
(2001)].

Trandated by V. saakyan

TECHNICAL PHYSICS Vol. 47 No. 8 2002



Technical Physics, Vol. 47, No. 8, 2002, pp. 1053-1057. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 8, 2002, pp. 126-129.

Original Russian Text Copyright © 2002 by Shutov.

BRIEF

COMMUNICATIONS

Generation of Electronydrodynamic Waves
at the Liquid—Vacuum I nterface

A. A. Shutov

Karpov Ingtitute of Physical Chemistry (Obninsk Branch),
Obninsk, Kaluga ablast, 249030 Russia

e-mail: fci@meteo.ru
Received October 26, 2001; in fina form, January 31, 2002

Abstract—The linear electrodynamic problem of the stability of aviscousliquid surface at the liquid—air inter-
faceis studied in view of the surface charge kinetics. The electric field critical intensities which break the sta-
bility of the plane interface are determined. Conditions for generating sustained waves at the interface are

found. © 2002 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

The electrostatic approximation describing the
behavior of perfect conductors and insulators is also
applicable to anonviscousliquid [1, 2]. In contrast, the
problem of the motion of a finite-conductivity liquid
should be considered in the viscous statement. Charges
generated at theinterface cause interfacial tangent elec-
tric forces, which must be compensated for by viscous
tensions. The surface charge has to match convective
fluxesand ohmic currents. In this case, not only the val-
ues of the currents may be of great importance, but also
the nature of the ohmic coupling between the interface
and charge sources. In particular, experiments [3, 4]
yield different critical intensities of plane-surface
destabilization depending on the way in which the volt-
ageisapplied (an abrupt or gradual increasein thefield
intensity). Here, theinstability istreated asthe response
of aliquid system to a small perturbation of the inter-
face with the resulting spontaneous growth of the per-
turbation and emission of some amount of the liquid
from the free surface. The analysis of the interface
between liquids with equal kinematic viscosities
revealed the presence of unstable and decaying pertur-
bations [5]. It turns out that under certain conditions a
viscous system may excite sustained surface waves. For
instance, in an electric field tangentia to the plane
interface, a standing wave is excited at an intensity
much smaller than critical [6].

We consider the problem of the stability and gener-
ation of sustained wavesin afield perpendicular to the
interface. In contrast to [3, 5], the interface is assumed
to beinitially charged.

THEORY

The kinematic equation for a surface charge of den-
sity o on asurface g; = f(q;, Oy, t) hasthe form [7]

0 0 0
a(cv 0:0,) + a—ql(cvl«/g_z) + a_qz(O-VZ/\/g_l)

+ ,/0192(AExn— A Eg,) = 0,

where the orthogonal curvilinear coordinate system
(01, 02, gs) On the interface is chosen such that the unit
vector of the coordinate g is directed along the normal
to the surface from medium 1 to medium 2, and g, and
g, form an orthogonal grid.

The charge density is defined in the conventional
electrodynamic form through the volume charge den-

Sity pe
f+d

Peh3dgs;.

f-o8

0O =

Here, the metric coefficients of the surface are related
to the Lamé coefficients h; of Cartesian-to-curvilinear

coordinate conversion as g;(, o) = h? (G, O, Gz =),
i =1and2. Inthisrelationship, V; and V, arethe g, and
g, components of the liquid velocity at the interface; A,
and A,, the conductivities; and E;,, and E,,,, the normal
components of the electric field intensity on both sides
of theinterface. Consider the plane motion of theliquid
occupying the lower half-space in the Cartesian coordi-
natesx and zin auniform electric field. The free surface
isdescribed by the equation z=f(x, t). The gravity forceg

1063-7842/02/4708-1053%22.00 © 2002 MAIK “Nauka/ Interperiodica’



1054

is directed oppositely to the z axis. The field intensity
over the liquid is E,y. We assume that charge transfer
occurs in the absence of the volume charge. The prob-
lemisstated as

dV/at + (V )V = —Oplp+VAV +g, OOV = 0,
2

Ad,, =0 (©)

(A isthe Laplacian operator) with the conditions on the
boundary z=f

of/ot—w+udf/ax = 0O, 4

(01 + £2)/9t + 3(oU)/dX—AE, 41+ £ = 0, (5)
¢, =9, enldd ;—nlld , = alg,, (6)
Py = NTEY(L+ A +F,, )

E. = (DpEy—Di1,Eq) — (D,E, — D;Ey)N/2,

Z—> 0] EZZ HEzo.

The components of the velocity V are denoted in
view of the correspondence (u, w) — (X, 2). The den-
sity, kinematic viscosity, surfacetension, and permittiv-
ity are designated by p, v, T, and €, respectively. The
viscosity, density, pressure, and conductivity of the
medium above theliquid are zero. The electric potential
isdenoted by ¢; E =—[¢ ; and D =¢egyE, whereg,isthe
absolute dielectric constant. Equation (5) for the sur-
face charge results from Eq. (1) and takes into account
both convective charge transfer over the surface and the
ohmic current of the liquid. Subscripts 1 and 2 at the
potential correspond to the values inside and outside
theliquid, respectively. Thevector n isthe outer normal
to the liquid, and prime means differentiation with
respect to x. The vector p,,; in boundary condition (7) is
the viscous stress vector. Relation (8) isthe surface den-
sity of the electric force [8].

Equations (2)—(8) admit the following solution for
the planeinterface z= 0:

Vo=0, fy=0, ¢, =-Exz 9)
¢1O = ZEzoeXp(—t/T)/S,

Po = —P9z—Ex(1—exp(-2t/1)/e)/2,  (10)

0o = &Ex(1—exp(-t/T1)),

where T = ggy/A.

We assume that the charge relaxation time far
exceeds the characteristic time of the hydrodynamic
instability development. On such a time scae, the
potential and surface charge density are also dowly
varying functions. The unperturbed intensities outside,
E,o, and inside, E,, the liquid are assumed to be con-
stant in the statement of the perturbed problem. The

SHUTOV

potential inside the liquid, surface charge density, and
pressure are given by

b0 = —Eg0z,
Po = —pQZ—(Ego—SEio)/z-

Consider problem (2)—(8) in the case of very viscous
liquids, when the inertial termsin (2) can be neglected.
The perturbations are defined as follows:

A=A+ A

0o = &(Ex—¢€Ey),
(11)

where A, is any quantity in (9) and (11) and A isaper-
turbation.
The linearized problem has the form

Op = pAvV, divv =0, Ap,,=0
with the boundary conditionsat z= 0
w = df/dt, 0a/dt+ oy0u/ox—AE, = O,
bo—0; = (Ex—Eyp)f, enld ,—nld , = o/,
—p+2p0w/0z+ pgf —TT" = g,ExxE,, —€€0E1nE1,,
H(0u/dz+ ow/dx) = gy(ExEs—€EpELy)
+ f'eq(Ed — €E20)/2.

Here, 1 istheliquid viscosity and the bar at the pertur-
bations is omitted. Assuming that the x and t depen-
dences of each of the variables have the factor exp(st +
ikx), we find the following dispersion relation:

Q%(e+1)+aQ+b = 0, (12)
a=(e+1)&+C*+H—-(e—1+C),
b= (C*+H)E (13)

—(2(e—=1+C)H + (¢ —1)(3C*-2C) + C*/2¢,
C = OyleEr, Q = 2usleEs, H = 2uMN/EaEs,
£ = (@ HY4+y)ly, a = (pgTeg/u®A%)™,

y = Tkig,Es. (14)
Here, H is the electrical analogue of the Hartmann

number. We choose y = aH = (4pgT)¥2/eE5, as an

instability parameter. Theinequalitiesa=0ndb=0are
the stability conditions for quadratic equation (12). In
view of (13) and (14), we find

a(e—1)(e—1+2C—C?

> =
y—yl 8(G(8+1)+1) ] (15)
A%+ 20g((e=1)(3C*=20)+CH-A
yoy,=d (£-DEC =20+ Ch-A (1
whereA=aeC2—-g+1-C.
TECHNICAL PHYSICS Vol. 47 No. 8 2002
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Tablel
Liquid p x 1073 g/m? T x 103, N/m 3 A Qtmt i x 103 Pas

1 0.88 28.9 2.28 10716 0.65

2 1.59 27 2.24 4x10716 0.97

3 0.88 29.8 2.25 10712 17.3

4 0.88 24.8 4.87 5x 1077 0.73

5 1.25 322 10.4 3x10°8 0.9

6 0.95 36.8 36.7 1.8x10° 1.0

In the limiting cases of an uncharged perfect insula-
tor (C=0,H — 0, and a — o) and a perfect con-
ductor (C=1,a — 0,and H — =), Eq. (12) yields

pg+ Tk, (e—1)°

Q= , 17
Bk e+ D) (17)
2
Q=-PItTK 4 (18)
€oExk

Periodic solutions of Egs. (17) and (18) exist only in
theform of standing wavesat Q =0. IntherangeQ < 0,
the solutions are damped aperiodic functions.

Thevaluesa <1 (H> ) anda > 1 (H < 1) cor-
respond to highly and poorly conducting liquids,
respectively. The onset of instability is defined as the
minimum field intensity violating either of inequalities
(15) and (16). Asisseenfrom (10), C variesin therange
[0, 1]. Thethreshold intensities breaking the stability of
the interface depend on the liquid properties and means
of potential increase.

Let us consider two cases of instability excitation.
At an abrupt increasein theintensity to the threshold, C
can take al the values from the range [0, 1]. The mini-
mum intensity is specified by the maximum of y from
(15) and (16):

Ys = mgX(vl, Ya)- (19

At a gradual increase in the intensity, the surface
charge density is close to its maximum value C = 1. In
this case, we have

Yg = max(y1(C = 1),y,(C = 1)). (20)

As is seen from (9) and (10), the electrohydrody-
namic system under consideration has asingle equilib-
rium state corresponding to the maximum charge of the
interface. The gradual increase in the voltage keeps the
system in the near-equilibrium state. When the voltage
grows abruptly, the charge can vary from zero to the
equilibrium value. Here, it is assumed that the charge
relaxation process is quasi-equilibrium. This means
that in the nonequilibrium state, arapid hydrodynamic
response to any slow variation of the surface charge

TECHNICAL PHYSICS Vol. 47 No.8 2002

takes place at any time. In terms of the characteristic
times of the process, the quasi-equilibrium condition
has the form st > 1.

The figure shows the critical field intensity as a
function of the conductivity according to (19) and (20).
Thethreshold intensity for real liquidsis always higher
than that for a conductor (see (18)). At the same time,
the critical field of a perfect insulator, Eq. (17), is
unachievable even for a very poor conductor. Criteria
(19) and (20) yield different instability excitation
curves. The threshold intensity in the case of abrupt
increase in the voltage is always lower than that in the
gradual case. It isworth noting that in the former case,
the instability takesplaceat C < 1.

We will study the wave propagation in the case of
gradual increase (C = 1). Asis seen from (12), these
waves can propagate under the conditions a = 0 and
b>0:

_e-1-H

pg+TK
SoEgok

pg+TK 2H+1
goEpk 2(H+1)

(22)

The alowable values of the wave numbers are given
by Eqg. (21), which can be recast in the form

H(_s—l—HSOqu]er

e+1 210 T
- (23
_@—1—H80E2q] -0
Oe+1 21U '
This equation has a solution if
oa(e—1) (24)

ys1+(s+1)o('

Comparing (24) with stability condition (20), we
conclude that the only case when the waves can propa-
gate is that when (24) is an equality. Then, the wave
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Threshold intensity as a function of the liquid conductivity.
The dashed line corresponds to the gradual increase in the
voltage. € = (1) 2, (2) 5, (3) 10, and (4) 40.

number is determined from (23):

= (B9
-

Thiswave number isindependent of thefield and is
expressed through the capillary constant of a liquid.
Substituting (25) into (22), we find the condition for
wave propagation

H < A/3+228—3.

This relation shows that the generation of sustained
wavesispossible only in liquidswith € > 3.

(25

(26)

RESULTS AND DISCUSSION

The destabilization of the liquid surface under vari-
ous conditions was studied in a cylindrical glass cell.
The level of the liquid was adjusted by the movable
conducting grounded bottom. The potential was
applied to the planar electrode placed at a distance of

Table 2

Liquid EZO\;‘/#OJG’ a H v
1 25 22x10° | 26x1071° | 057
2 2.9 47x108 | 1.2x10° | 056
3 25 83x10° | 71x10° | 058
4 1.9 0.36 26 0.92
5 22 6.6 0.14 0.93
6 2.0 9.2x 1072 12 11

SHUTOV

0.5-2 cm fromtheliquid surface. Thetypical instability
field strength was =20 kV/cm. Sinusoidal ripples from
the source voltage were about 5% of the mean value.
The total error in the dimensionless quantities mea-
sured was within 10%. In the experiments, the voltage
at which aliquid jet was emitted from the surface was
measured. Under conditions of gradual increase, the
potential grew stepwise with the delay time equal to the
charge relaxation time 1. At an abrupt increase, the
potential was applied instantly and was kept for the
time t. If the emission did not occur, the experiment
was repeated at a higher voltage after the liquid had
been discharged.

The lower instability intensity was observed in the
|atter regime. In theformer case, theintensities were 5—
20% higher. The properties of the liquids studied are
listed in Table 1.

The liquids were 1, benzene; 2, carbon tetrachlo-
ride; 3, transformer ail; 4, butyl acetate; 5, dichloroet-
hane; and 6, dimethylformamide. The measured param-
eters of these liquids are presented in Table 2. The
parametersy and H were cal culated at the critical exper-
imental value of E,, for an abrupt increase in the volt-
age. The values of y(a) from Table 2 agree with the cal-
culated data shown in the figure within the experimen-
tal error. For liquids 4-6, the charge relaxation time is
comparable to the time of setting the source voltage.
Therefore, these liquids destabilize in the intermediate
(between abrupt and gradual) regime. Nevertheless,
instability appears at the near-threshold intensity for the
regime of abrupt increase. The measured intensity
turned out to be lower than the threshold. Thisis prob-
ably dueto thefact that the system experiences the peak
field intensity, which is higher than the measured effec-
tive value.

Theliquidsin Table 1 with low € = 2 are customarily
regarded as good insulators. However, our results indi-
cate that their behavior differs essentially fromthat of a
perfect insulator. The interface is charged in the course
of measurement, and even a poor conductor does not
achieve the dielectric limit

_ (e=1)°
v = g(e+1)

which corresponds to dispersion relation (17). The sur-
face of such liquids becomes unstable at y = 0.5.

Of the liquids presented, only dichloroethane can
generate sustained waves. In the experiment, a stable
two-dimensional system of surface standing waves is
generated at field intensities somewhat lower than the
critical one. This effect depends drastically on the lig-
uid purity. A small amount of impurities raising the
conductivity results in the violation of (26), and the
waves disappear. Although butyl acetate and dimethyl-
formamide have € > 3, their parameters do not satisfy (26),
and sustained waves are not generated.

TECHNICAL PHYSICS  Vol. 47

No. 8 2002



GENERATION OF ELECTROHYDRODYNAMIC WAVES 1057

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research (project no. 01-01-96002) and
the Administration of Kaluga oblast.

REFERENCES

1. Ya. |. Frenkel’, Zh. Eksp. Teor. Fiz. 6, 347 (1936).
2. E. K. Kopeikina, Magn. Gidrodin., No. 3, 142 (1970).

3. J. R. Melcher and C. V. Smith, Phys. Fluids 12, 778
(1969).

4. J.R. Melcher, Field-Coupled Surface Waves (MIT Press,
Cambridge, 1963).

TECHNICAL PHYSICS Vol. 47 No.8 2002

5.

6.

D. F. Belonozhko, A. I. Grigor’ev, and S. O. Shiryaeva,
Izv. Akad. Nauk, Mekh. Zhidk. Gaza, No. 6, 116 (1998).

J. R. Melcher and G. |. Taylor, in Annual Review of Fluid
Mechanics, Ed. by W. R. Sears and M. Van Dyke (Palo
Alto, California, 1969), Vol. 1, pp. 111-146.

A. A. Shutov, N. M. Alontseva, and V. Ya. Shkadov, in
Proceedings of the Regional Contest of Projectsin Nat-
ural Sciences (Eidos, Kaluga, 2000), Vol. 1, pp. 67-88
(ISBN 5-938810-006-2).
I. E. Tamm, The Principles of Theory of Electricity
(Nauka, Moscow, 1976).

Translated by M. Fofanov



Technical Physics, Vol. 47, No. 8, 2002, pp. 1058-1060. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 8, 2002, pp. 130-132.

Original Russian Text Copyright © 2002 by Petrov, Razuvaeva.

BRIEF

COMMUNICATIONS

Kinetics of Pore Healing and Copper Hardening
upon Uniform Compression

A.l.Petrovand M. V. Razuvaeva

| offe Physicotechnical Institute, Russian Academy of Sciences,
Politekhnicheskaya ul. 26, . Petersburg, 194021 Russia
e-mail: An.Petrov@pop.ioffe.rssi.ru
Received November 29, 2001, in final form, January 31, 2002

Abstract—X-ray diffraction is employed to determine the dependence of the mobile dislocation density on the
strain arising upon healing porous copper subjected to a hydrostatic pressure of up to 1500 MPa. The mean free
path of dislocationsis estimated as a function of the compression strain, strain rate under pressure, rate of dis-
location generation, and mean velocity of their motion. © 2002 MAIK “ Nauka/Interperiodica” .

According to [1], the healing of pores in crystals
under hydrostatic pressure at moderate temperaturesis
associated with astationary dislocation ensemble form-
ing near the pores. The pore size stabilizes when shear
stresses produced by an applied pressure are balanced
by oppositely directed stresses due to dislocations gen-
erated previously. In [1], the pore size was related to an
applied pressure and the number of dislocation loops
emitted by asourcein thevicinity of pores. Experimen-
tal data (mostly for alkali halide crystals) support the
basic ideas of the didocation mechanism of healing
under pressure [1]. However, the pressure-induced
change in the dislocation density near pores has not
been estimated.

In this study, we investigate the effect of a hydro-
static pressure on the dislocation density in porous met-
als and elucidate the role of dislocations surrounding
pores on pressure hardening observed in [2].

Porous copper samples were obtained by evaporat-
ing out zinc from brassin vacuo at 1073 K for 8 h. The
samples resulted measured 30 x 3 x 1 mm and had an
initial porosity of 12%. A high-pressure camera was
used to subject the samplesto a hydrostatic pressure of
up to 1500 MPa. Dilute silicone oil (one part petrol per
two parts oil) served as a pressure-transmitting
medium. The porosity before (W) and after (W) the
action of a pressure up to 1500 M Pawas determined by
density measurements and optical microscopy. Thelon-
gitudinal compression strain dueto the pore contraction
was estimated as € = 1/3(W, —W). The dislocation den-
sity p was caculated from the physical broadening of
X-ray diffraction lines 3 according to the expression [2]

p = pcot’6/2b%, (1)

where b is the Burgers vector and 0 is the diffraction
angle. In order to find the contribution of physical fac-
torsto the broadening of the linesin the porous copper,
we performed a preliminary analysis of the broadening

for the (111) and (222) reflection lines. Applying the
approximation technique [3], we established that the
broadening is due largely to dislocation-induced
microstrains; the broadening associated with the size of
blocks turned out to be insignificant.

Now, let us consider the results obtained in more
detail. Figure 1 (curve 1) shows the longitudinal strain
dependence of the density of mobile dislocations,
which provide for plastic flow of the materia into
pores. The nonlinear character of the dependence under
hydrostatic pressure is evident. According to the well-
known expression

€ = pbL, 2)

this suggests that the mean free path L of dislocations
varies as the samples are strained under pressure. Fig-

ure 2 indicates the linear decreasein L with the plastic
strain.

L et us estimate the influence of increasing the dislo-
cation density under pressure on the hardening of
porosity copper. As follows from the microhardness
measurements of the healed samples (Fig. 3, curve 1),
an increase in the density of mobile dislocations hard-
ens the porous copper samples.

It is interesting to compare our results with those
published previously. For example, the data obtained in
[4, 5] indicate that the mean free path of dislocationsin
fcc metalsissensitivetothe strainrate. In particular, the
free path is essentialy smaller when dynamic, rather
than static, loading isused (Fig. 4). Comparing the data
for fcc metals presented in Fig. 4 with the values of L
obtained in this study, we see that the rate of plastic
flow near pores under hydrostatic pressure is no less
than € = 10' s. From this value of € and the expres-
sion for the mean rate of plastic strain € = s/tp, onecan
estimate the time of pressure action at 10~ s or less;

1063-7842/02/4708-1058%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Strain dependence of the mobile dislocations density
for (@) porous copper, (0) pore-free copper, and (x)
brass[5].
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Fig. 3. Hardening increment versus the mobile dislocations
density. Notation isthe same asin Fig. 1.

then, the mean velocity of didocations determined
from the Orovan equation § = € /bp amounts to approx-

imately 1 x 10 m/sand therate of their generation p =
p/t,=5x 10" m7s.

The above estimates show that the plastic strain built
up near pores under the pressure corresponds to
dynamic, rather than static, loading conditions. Bearing
thisin mind, let us compare our data obtained under the
hydrostatic pressure with the results of testing the sam-
ples subjected to pulsed dynamic compression. Figure 1
(curve 2) and Fig. 3 (curve 2) [5] show, respectively, the
strain dependence of the mobile dislocation density and
the p dependence of the hardening increment for pore-
free copper and brass (70% Cu + 30% Zn) samples sub-
jected to shock loading with apul se duration of 2 usand
at pressures of up to 20 GPa. It isindicated by Fig. 1
that the dependences of p on € are very close to each
other at small €. The discrepancy at large strain values
may be associated with the pressure-induced decrease

TECHNICAL PHYSICS  Vol. 47
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Fig. 2. Strain dependence of the dislocation mean free path
upon pore healing in copper.
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Fig. 4. Mean free path of dislocations in fcc metals versus
the strain rate: (o) copper and (o) nickel [4, 5].

in L (under pulsed loading, the value of L is strain-
independent and equals 2.8 x 1075 m). The effect of the
initial (before the tensile test) dislocation density is
practically the same for both loading methods (Fig. 3).
The minor discrepancy between curves 1 and 2 and
may be due to the differencein the dislocation distribu-
tion, which is uniform over the sample in the case of
pulsed loading but has a peak near pores when hydro-
static pressure is applied.

A possible reason why L decreases with increasing
g isthefollowing. The optical microscopy study of met-
allographic sections made on the porous copper
revealed one distinct dislocation dip system in the
vicinity of the pores at low pressures. However, as the
pressure rises, other dip systems are involved in the
deformation process. The interaction of dislocations
lying in different planes must result in the formation of
Lomer—Cottrell sessile dislocations. Based on the See-
ger concept [6], one can infer that barriers forming in
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dlip planes as a result of dislocation interactions may
decrease the mean free path of dislocations when the
degree of pore healing increases.

CONCLUSIONS

(1) The degree of pore healing under hydrostatic
pressure is related to the density of dislocations gener-
ated in the vicinity of pores.

(2) The dislocation mean free path decreases with
pressure.

(3) The copper hardening depends on a pressure-
induced rise in the dislocation density near pores.
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Abstract—In terms of the Blonder—Tinkham—Klapwjik theory, the differential conductivity of Ho(NiB),C/Ag
point contacts is explained by the coexistence of magnetic ordering and superconductivity in holmium boron

carbides. © 2002 MAIK “ Nauka/lnterperiodica” .

The measurement of the differential conductivity in
normal metal—superconductor junctions is a sensitive
method for studying superconductor properties [1-3].
It was applied to study the order parameter symmetry in
cuprate semiconductors [4, 5], aswell as the properties
of recently discovered semiconductor MgB, [6]. Inves-
tigation into the superconducting properties of exotic
boron carbide—(boron nitride—) based semiconductors
of the RTBC(N) class, where R is arare-earth element
and T = Ni, Pd or P, isalso of great importance for the
elucidation of a microscopic mechanism of supercon-
ductivity in these compounds [7]. Point contact spec-
troscopy of boron carbides is needed for the detailed
study of the order parameter symmetry and is also dic-
tated by the coexistence of superconductivity and mag-
netism in magnetic boron carbides. Andreev spectros-
copy of Y(La)(NiB),C nonmagnetic boron carbides
gives peak values at the gap value of the order parame-
ter [3]. Similar behavior was observed in
Dy(Er)(NiB),C magnetic boron carbides. The com-
pound with Dy exhibits superconductivity in the pres-
ence of antiferromagnetic ordering at a temperature
Ty = 10.5K and is the only boron carbide-based com-
pound with the Néel temperature exceeding the super-
conducting transition critical temperature, Ty > T, =
6 K. In the Er-containing compound (the critical tem-
perature T, = 10.8 K), antiferromagnetic ordering takes
place below Ty, = 5.9 K. Ho(NiB),C compounds have a
more complex magnetic structure. Here, antiferromag-
netic ordering arises below the Néel temperature Ty =
5K and is associated with a commensurate magnetic

structure modul ated a ong the z axis with awave vector
Qar = ¢* = 217/c. Other magnetic structures were dis-
covered in the temperaturerange Ty < T<T,=6 K. In
this interval, an incommensurate phase helical along
the z axis with a wave vector Q. = 0.91c* and an
incommensurate phase modulated along the x axis
with a vector Q, = 0.55c* form. The reentrant or
almost reentrant behavior of superconductivity was
detected in the magnetic ordering range [8].
Ho(NiB),C/Ag point contacts were experimentally
studied in [9], but the suppression of Andreev features
remained unexplained. In thiswork, we concentrate on
the effect of the helical structure on the differential con-
duction in Ho(NiB),C/Ag point junctions, invoking the
Blonder—Tinkham—KIlapwjik (BTK) formalism [10].

First, let usturn to the effect of the helical structure
on the superconductivity. For the first time, this point
was considered by Morozov in [11]. Recently, he has
extended his approach for holmium boron carbides
[12]. Applying the Bogoliubov transformation, one can
show that the gap parameter in the quasi-particle spec-
trum becomes highly anisotropic and disappears at the
line of intersection between the Fermi plane and Bragg
planes, which are generated by magnetic ordering. The
conventional BTK theory for isotropic semiconductors
can be generalized for the anisotropic case by introduc-
ing the dependence of the gap on the momentum A(k)
into the expressions for the Andreev reflection proba-
bility A(e, A(k)) and normal tunneling probability
B(g, A(k)). Then, the normalized zero-temperature con-
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ductance of a point junction is given by

Gys _ 0lng/0V
Guy  0lw/oV

01V [y {1+ A(e, AK) - B(e, a0} D
B 0/0V [d*kv {1211+ 2

where v, is the velocity positive component normal to
the NSinterface and Z is the potentia barrier height at
the interface. In this approximation, the proximity
effect can be neglected athough the effect of the sur-
face on the order parameter is significant in purely d-
wave and p-wave superconductors.

The differential conductivity for N/d-wave super-
conductors was calculated in [13] with Eq. (1). Similar
calculations for ferromagnet/d-wave structures were
carried out in [14]. The dependence of the intragap
structure on the orientation of the d wave with respect
to the interface was found. Of interest also are calcula-
tions performed within the same approach for Sr,RuQ,
in view of the p-wave symmetry of the order parameter
[15]. For the UPt; heavy-fermion system, the oddness
of the order parameter was taken into account [16]. In
all the cases, the anisotropy of the order parameter
causes the plateau in the (-4, A) interva to transform
into atriangular peak of the conductanceinside the gap.

As was shown by Morozov [11, 12], the order
parameter in the presence of the helical structure is
given by

Ak, T) = (ug—v)A(T),

where
1/2

0 (sc=8iq) O @

2 2
uk_vk =0 2 2
EKsk_sk+Q) +1

| is the exchange integral, Sis the averaged spin, €, is
the dispersion relation in the paramagnetic phase,

w

(1) = [ 020)
0

g2+ A%(T)

(e ds w-vi)
DI (21‘[)3 |Owee] O
MFS

€, isanew dispersion relation, and n, is the Fermi dis-
tribution function. Equation (4) correspondsto the con-
ventional BCS equation with the effective parameter of
interaction in parentheses. The dependence A(T)
depends on the Bogoliubov coefficients and on the
Fermi surface dope. Since anomalies of the vector
dependence are observed near the intersections of the
Fermi surface with Bragg planes, the difference
between the actual interaction constant and its effective

ASKERZADE, TANATAR

value AN =\ — A 4(T) can be expanded in unitsof ISE.
The difference AN was estimated at AAA = 0.12 [17]
from the data for the band structure of boron carbides.
Thisvalue was used to explain the reentrant behavior of
the upper critical field in holmium boron carbides.

Experimental data [9] indicate the insensitivity of
the curve G4 V) to the orientation of the contact plane
with respect to crystallographic axes. Thisfact supports
the isotropy of the electronic structure of these com-
pounds. Thus, the possibility of d-wave or p-wave pair-
ing in helicoidal superconductors should be excluded;
otherwise, the current—voltage characteristic would be
sensitive to the contact plane orientation.

The evolution of the Gyg(V) shape with the barrier
height is analyzed in the BTK theory [10]. Clearly, the
intragap plateau in the absence of the barrier changesto
peaksfor +A asthe barrier grows. For Ho(NiB),C/Ag at
T < 5K, where the helicoidal structure transforms into
the antiferromagnetic phase, the current—voltage char-
acteristic has two peaks.

However, in the temperature interval 5< T < 8.1 K,
which is equivalent to AT/T = 3/4 = 0.4, the gapless
behavior is observed (note that this parameter equals
0.2 for Er(NiB),C compounds). In our opinion, the
broadening and the gapless behavior are due to the
decline of the order parameter when the helical struc-
ture is present in the system. As was noted [17], the
decrease in the interaction constant to AMA = 0.12 is
insufficient for the order parameter to be suppressed
completely. On the other hand, when calculating the
differential conductivity, we must include the addi-

tional factor u? — vZ . Since this factor is less than

unity, we have one more channel for suppressing the
order parameter.

Thus, the broadened gapless behavior of Gy(V) for
Ho(NiB),C/Ag point contacts at near-critical tempera
tures can be explained by the order parameter suppres-
sion. In experiment [9], the suppression is incomplete
because Ho(NiB),C samples were extrapure. It was
shown [18] that nonmagnetic impurities heavily
destroy superconductivity in helicoidal systems. We
can thus conclude that helicity “retards’ the emergence
of two peaksin the GyqV) curve.
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Abstract—The geometric inductance of a single-junction interferometer at which quantum fluctuations sup-
press interference and the Coulomb blockade of Cooper pairs is observed is found. © 2002 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

Quantum effects in small Josephson junctions have
recently become the subject of great interest [1, 2].
Quantum fluctuations basically show up in so-called
macroscopic quantum phase tunneling through the
energy barrier of a Josephson junction with current [3].
An increase in quantum fluctuations at low tempera-
tures causes another effect—Coulomb blockade in
small Josephson junctions[4, 5]. The condition for this
effect to occur in asingle small Josephson junction has
theform [6]

min[Aw, iwg] < E;, Q)

where w, = (2el JAC)Y2 is the plasma frequency; wy, =
2el R/t is the characteristic electron frequency of a
Josephson junction with critical current |, normal
resistance Ry, and capacitance C; and E; = il /2eisthe
Josephson energy. In terms of resistance, condition (1)
isrecast as

Ry<Rq; Rq = #i/4¢, )

where the constant R, = 1 KQ is the quantum unit of
resistance. Conditions for Coulomb blockade to take
place depend on the environment of a Josephson junc-
tion and junction parameters. In this work, we analyze
these conditions as applied to asingle-junction interfer-
ometer.

BASIC EQUATIONS

For small Josephson junctions with current that are
subjected to a small voltage (eV < A), where A is the
energy gap of a superconductor), the Hamiltonian has

the form

H = O%2C + E,(1 - cosg)
—fil2e(1(t) — (X)) + He(X),

where H, and x are the electronic Hamiltonian and the
set of internal degrees of freedom of a thermostat with
which the junction is coupled through the “normal”
current | of quasi-particles. The general theory of the
Josephson effect applies if

Eo <E, Eq = Q%2C. (4)

Inthiscase, electrical charge Q and Josephson phase
¢ can be considered asclassical variables. Intheinverse
limit (Eq > E;), such an approach fails and Q and ¢
should be viewed as noncommuting operators[7], with
@ meeting the condition

Q = —2€i(0/09). (5)

If the external current is small, the junction has been
shown to be described with asimple equation for quasi-
chargein terms of the resistive model [8]:

Q = I(t) - V(Q)/Ry + 1&(t), (6)
where V(Q") = dE/dQ" and I(t) is the fluctuation cur-
rent. For | < e/R\C, Eg. (6) may have a quasi-static
solution. In the inverse limit, the energy, voltage, and
current oscillate (so-called Bloch oscillations) with a
frequency

©)

wg = Te(l - LVORY). (7)

Thus, with conditions (2) and (4) met, quantum fluc-
tuations not only merely grow but give rise to new phe-
nomena.

It has also been shown [9] that the properties of the
small junction depend on the impedance of its environ-
ment. Only if the resistance of the environment (leads)

1063-7842/02/4708-1064%$22.00 © 2002 MAIK “Nauka/Interperiodica’



SUPPRESSION OF INTERFERENCE BY QUANTUM FLUCTUATIONS

is high, Ry > R,, can Coulomb blockade not be
removed by charge fluctuationsin the leads. In asingle
junction, these effects are difficult to detect because of
interference. Since a high-frequency SQUID and asin-
gle-junction interferometer as its basic component are
well shielded from external fields and interference [6],
it is of interest to see how the smallness of the junction
influences the properties of a single-junction interfer-
ometer. To thisend, we consider the Coulomb blockade
conditionsin a Josephson junction shaped into a super-
conducting ring. In addition, it is of interest to trace the
effect of the junction environment.

It is well known that the state of a single-junction
interferometer is described by the equation

e+lsng = @, (8)

where @, = 2P/ P, is the external magnetic flux nor-
malized to the magnetic flux quantum, and | = 21l /D,
is the normalized geometrical inductance of the ring.
Quantum fluctuations render @ a quantum variable,
which satisfies the Heisenberg uncertainty relation

AQAQ> 2e. 9

To analyze the operation of a single-junction inter-
ferometer under Coulomb blockade conditions, it is
necessary to consider the Hamiltonian

(- @H
21 O

H = Q"/2C+ E,HL - cosg+ (10)

A solution to the problem in terms of the
Schrodinger equation can be found only in limiting
cases. Obvioudly, a large inductances, when

(90— @)°
2l
single junction. In this limit, the quadratic potential is
small compared with the periodic potential, and Cou-
lomb blockade shows up in the same way asin asingle
junction. To quantitatively estimate the geometrical
inductance, we will reason as follows. The current in
the interferometer is a classical quantity; that is, it can
be determined exactly. To be more precise, its uncer-

tainty is extremely small:

A<y,
I

< (1--cos), theinterferometer behavesasa

(11)

wherel, = is the current at the edge of Coulomb

_&
R.C
blockade in the I-V characteristic of the small Joseph-
son junction. At a fixed time instant, the phase uncer-
tainty Ag can be expressed from equation (8) of state of
an interferometer as

A = 21iLAl/ D, (12)
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In view of (12), inequality (11) can be recast in the
form

L/CRy > R,. (13)
It is assumed in (13) that the phase uncertainty in
Eqg. (11) ison the order of 21T

DISCUSSION

In (13), Ty = R\C isroughly equal to the period of
Bloch oscillations. It is known that, within this time
interval, the mere discharge of a capacitor produced by
the electrodes takes place. When the quasi-charge on
the capacitor plates approaches an odd number of the
elementary electron charge, the superconductor current
arises and a Cooper pair is transferred from one elec-
tron to another. The transfer occurs very rapidly, so that
Ty Virtually defines the period of this process, that is,
the frequency of Bloch oscillations. The left-hand side
of (13) describes theimpedance of the ring at the Bloch
oscillation frequency. If the inductance of the interfer-
ometer is large, condition (13) is readily fulfilled,
because the junction behaves as a single junction, as
follows from equation (8) of state of an interferometer.
Hence, the condition of high environmental impedance
for Coulomb blockade to occur is also valid for a high-
inductance interferometer.

For low-impedance interferometers, quantum fluc-
tuations may also be of prime importance. If the induc-
tance is low [6, 10], it shunts the Josephson junction,
and thermal fluctuations are thus removed from the
junction. Then, at low temperatures, quantum fluctua
tions begin to play adecisiverole and suppressinterfer-
enceinthering if the inequality [6]

L/CRy > RY/Ry (14)

iS met.

Thus, as in a single Josephson junction, quantum
interference is suppressed by quantum fluctuations and
the Coulomb blockade of Cooper pairs arises if the
impedance of the interferometer ring is high.
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Abstract—Thin (50200 A) films of iron have been prepared on (100) gallium arsenide substrates by thermal
evaporation at a deposition rate of 3-30 A/s and a pressure of ~107° torr. Dependences of the saturation
magnetization, cubic and uniaxia planar anisotropy constants, and the ferromagnetic resonance linewidth
on thefilm thickness were studied by ferromagnetic resonance at 9.8 GHz. It has been found that the parameters
of thermally deposited Fe/GaAs (001) films are comparable to those achieved with molecular-beam epitaxy.
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INTRODUCTION

The magnetic properties of thin films of iron grown
on galium arsenide are being extensively studied
because of possible applications of such structures in
integrated microelectronic devices [1, 2] and spin-
dependent nanoelectronics [3], on the one hand, and
because of interest in fundamental problems of magne-
tism [4], on the other. Lattice constants of these materi-
alsdiffer by less than 5%, making possible the oriented
growth of Fe films. Using molecular-beam epitaxy
(MBE), it is possible to grow on GaAs substrates Fe
filmsof orientations (110) [5] and (100) [6-8]. At thick-
nesses of t ~ 30-200 A, these films have a high crystal-
line and magnetic quality that showsup, for example, in
the ferromagnetic resonance (FMR) linewidth of AH =
20 Oe, which isas narrow asin the bulk material. Also,
epitaxial Fe/GaAs films grown by ion-beam sputtering
were reported [9], which had AH = 20 Oe only at rather
large thicknesses, in excess of 700 A. Properties of
thermally deposited Fe/GaAs have not been investi-
gated asyet. In thiswork, the possibility has been dem-
onstrated of preparing by thermal vaporization
Fe/GaAs(001) films of a thickness of t = 50200 A,
which have properties comparable to films of the same
thickness grown by MBE.

Note that, to our knowledge, the properties of ther-
mally deposited iron films have been discussed in only
two publications. In [10], an MgO substrate was used,
and the FMR linewidth of afilm 700 A thick, the thin-
nest of those studied, was about 40 Oe. In [11], deposi-
tion onto a cleaved surface of alithium fluoride single
crystal was carried out; the best result for afilm 900 A
thick was 85 Oe. Properties of Fe films of lesser thick-
ness have not been reported at all. Meanwhile, thin
films are of interest not only with regard to their appli-
cations, but also as an object in which the effect of the

film surface and the interface on the formation of mag-
netic properties can be studied [6, 8]. In Fe/GaAsfilms
produced by MBE, thiseffect ismost clearly seeninthe
dependence of the constant of uniaxial planar anisot-
ropy K, and parameter AH on film thickness t. The
problem of interest here appears to be identifying the
combination of thermal sputtering parameters permit-
ting detection of the effect of theinterface ontheforma-
tion of the properties of evaporated Fe/GaAs (001) at
pressures of about 107 torr in the presence of residual
oil vapors.

EXPERIMENTAL

Fe films were prepared in aVUP-5 general-purpose
vacuum installation providing avacuum not worse than
107 torr. Preliminarily degassed Fe powder was uni-
formly spread over atantalum boat positioned in such a
manner as to ensure normal incidence of the Fe atoms
onto the GaAs substrate. The boat temperature in the
evaporation process did not exceed the iron melting
point (1536°C) to maintain a sublimation regime. The
4 x 3 mm substrates were cut out of commercial semi-
insulating GaAs (100) wafers with a class 14 surface
finish. The samples were cleaned of organic matter by
washing in an akaline solution and distilled water fol-
lowing a procedure described in [7] and clamped in a
holder, that could be heated by Joule heat for degassing
or maintaining the operating temperature. Close to the
holder, a quartz plate was placed whose resonance fre-
guency was measured before and after the sputtering
and, using aknown method of thickness measurements
[12], the film deposition rate was verified and its thick-
ness determined.

The sputtering process was carried out as follows.
The substrate was degassed for 5 min at a temperature
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Fig. 1. Dependence of the saturation magnetization 41tV ogs
on film thickness.

of 550°C and then left to cool down. Meanwhile, the
boat was heated to a working temperature, its attain-
ment being judged both by the power consumed and
visually, by observing through a sight glass the appear-
ance of an evaporated layer on the polished shutter sur-
face. At the selected substrate temperature (reached
either in the cooling process or by heating the holder),
which was controlled by a thermocouple, the shutter
was opened for acertain period of time so that the sput-
tered iron atoms could reach both the substrate and the
guartz plate. Magnetic parameters of the films were
determined by FMR at a frequency of =9.8 GHz with
the magnetic field modulated at a frequency of 30 kHz.
The FMR linewidth was determined as the distance
between the extrema of the observed dependence of the
derivative of reflected power on the magnetic field, the
midpoint between the extrema giving the value of the
resonancefield H, . From comparison of the experimen-

K, 100 elrg/(:m3

04Fr

0.2

1 M 1
0 100 200 t A

Fig. 2. Dependence of the uniaxial anisotropy constants K,
on film thickness.

VESELOV et al.

tal and calculated dependences of H, on the angle 6
between the direction of the external constant magnetic
field Hy, applied tangentially relative to the structure
surface and the [100] axis, values of the effective satu-
ration magnetization 41iM,; and constants of the cubic
K; and uniaxia K, anisotropy were determined asin [7].

RESULTS AND DISCUSSION

In Figs. 1-4, dependences of 4y, Ky, K, and
AH on the film thickness obtained under different con-
ditions are shown. Curves 1 and 2 were obtained for
evaporations on substrates that were allowed to cool
after degassing and then, before opening the shutter,
heated to ~50 or ~150°C; we refer to these procedures
as regimes 1 and 2, respectively. Curves 3 were
obtained in the case where the shutter was opened as
the substrate cooled to a temperature of ~150°C after
degassing (regime 3). For comparison, results obtained
with MBE growth [7] are given (curves4). Notethat the
variation of magnetic parameters with film thickness
corresponds in general to datain [5-7].

It is seen in the figure that with the technological
regime 2, the best quality films are obtained. Saturation
of the 4mMy(t) (Fig. 1) dependence takes place
aready at thicknesses of about 80 A, comparableto val-
ues for the MBE growth (curve 4) though with
ATM g = 16 KG lower by 10%. The reason for this s,
apparently, the greater content of foreign inclusionsin
the lattice because of aworse vacuum. In regime 1, the
substrate temperature rises from the beginning of sput-
tering due to thermal radiation from the boat. Because
no special measures were taken to stabilize the temper-
ature in the sputtering process, the temperature rise
stopped only when a thermal equilibrium had been
reached with the surrounding armature at =150°C
(Fi%; 5). Probably, thisisthe reason why films less than
90 A thick, which grew in the constantly changing con-

K, 10° erg/cm’
04

0.2

1 1
0 200 t, A
Fig. 3. Dependence of the cubic anisotropy constants K; on
film thickness.
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Fig. 4. Dependence of the FMR linewidth AH on film thick-
ness.

ditions, had such an imperfect structure that they could
not be studied by the FMR method. Note that in regime 2
the substrate temperature stayed practically constant.

The results obtained are remarkable in that the film
quality was found to be dependent not only on the sta-
bility of the substrate temperature but also on its ther-
mal prehistory. ItisseeninFig. 2 that athough the sub-
strate temperatures for sputtering inregimes 2 and 3 are
the same, the K (t) curves differ considerably. Curve 2,
except for a local maximum at t = 100 A, in general
demonstrats a stable and low value of this constant,
which is evidence of the high degree of cubic symme-
try, whereas K, for regime 3 increases appreciably with
decreasing thickness as it does at t < 100 A in MBE
technology (Fig. 3, curves 3 and 4). At the same time,
the cubic anisotropy curves (curves 2 and 3 in Fig. 3)
have similar shapes, although at equal thicknesses,
curve 2 corresponds to higher K; values.

Let us discuss possible causes of the different
behavior of the K, (t) curves for films evaporated in
regimes 2 and 3. In [6], the increase of uniaxia anisot-
ropy with decreasing film thickness was attributed to
the effect of the nonequivalent crystallographic direc-

tions [110] and [110Q] in the GaAs (100) substrate,
which, in turn, determined the preferred growth direc-
tion of islands at the initial stages of film growth. The
authors indicated that this effect can be the largest for
Ga or As-stabilized surfaces of GaAs (100). It is pos-
siblethat thiswas precisely the casein our experiments:
in regime 3 as a result of evaporation (during degas-
sing) of the more volatile arsenic, formation of alayer
rich in gallium could take place, leading to the emer-
gence of uniaxial anisotropy, whereasin asubstrate that
cooled before the evaporation, the equilibrium between
gallium and arsenic could be restored due to diffusion
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Fig. 5. Variation with time of the substrate temperature for
sputtering in regime 1.

processes. So, the advantage of regime 3, which elimi-
nates readsorption of residual gases at the substrate sur-
face, turns out to be a hindrance to the growth of cubic
anisotropic crystals but can be useful where films with
strong uniaxial anisotropy are required.

Figure 4 shows the dependence on thickness of the
FMR linewidth. It isseen that, regarding this parameter,
the regimes corresponding to curves 2 and 3 also yield
better results than regime 1; AH values in a thickness
range of 70 <t < 200 A do not exceed those achieved
with MBE while displaying a monotonic rather than
resonant character of the dependence on thickness.

CONCLUSION

Thus, it has been demonstrated that thin (50-200 A)
films of iron with a narrow (2060 Oe) ferromagnetic
resonance linewidth can be grown on gallium arsenide
(100) substrates by thermal sputtering. Technological
regimes of sputtering have been identified, which yield
dependences of the saturation magnetization and cubic
and uniaxial anisotropy constants on thickness close to
those of films grown by MBE. It was shown that the
emerging anisotropic properties of iron films are
affected not only by the substrate temperature, but also
by its thermal prehistory.
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Abstract—The spatial structure of aluminous cloud near a hydrogen pellet sublimated in atokamak plasmais
investigated experimentally. The luminous cloud has the form of a constant-intensity plateau extended along
the magnetic field and is surrounded by an exponentially fading halo. The cross size of the plateau is determined
by the boundary of theionization region of atoms|eaving the pellet surface. The plateau length isapproximately
determined by the balance between the pressures in the luminous cloud and the bulk plasma. Taking into
account the structure described isimportant for the correct interpretati on of the signalsfrom al pha-particle diag-
nostics by charge-exchange neutral fluxes, because these signals depend on the characteristic dimensions of the

cloud. © 2002 MAIK “ Nauka/Interperiodica” .

A method for injecting pellets consisting of cooled,
solid-state hydrogen isotopesinto aplasma[1] isdevel-
oped in order to create an efficient system for delivering
the fuel to the plasmacorein tokamaks and stellarators.
A neutral plasma cloud produced due to the sublima-
tion of the pellet acts asa screen for thermal fluxesfrom
the plasma onto the pellet and, thus, determinesthe sub-
limation rate. The structure of the radiating cloud was
studied in anumber of papers. Photographs of the cloud
were obtained over a wide range of plasma and pellet
parameters. From the results of spectroscopic measure-
ments of an optically thin cloud, it was found that the
luminous region was in local thermal equilibrium, the
el ectron density was about 10'-10%* cm3, and the el ec-
tron temperature was 14 eV [2-5]. At the same time,
only afew attempts were made to experimentally study
the spatial distribution of the cloud radiation intensity
[6].

An important parameter that influences the results
of calculations of the sublimation rate in the plasma
screening models[7, 8] istheionization radius of atoms
in the luminous cloud. The authors usually comparethe
calculated ionization radius with the full cross size of
the luminous cloud observed experimentally. At the
sametime, the spatial distribution of the cloud radiation
intensity is not considered.

In this paper, photographs of luminous clouds
obtained during the injection of hydrogen pellets into
the T-10 tokamak [6] are analyzed and an attempt is
made to explain physical mechanismsfor the formation
of the cloud structure.

Figure 1 shows a typical intensity distribution of
optical radiation of a cloud produced from a 0.05-cm-
radius hydrogen pellet moving toward the center of the
plasma with a velocity of V, = 710 m/s. The plasma

electron temperature at the point of the pellet location
was 500 eV, and the plasma density was 3.5 x 10% cm 3.
The figure shows the contour lines of the intensity on
the logarithmic scale. During an exposure time of 5 x
10 s, the pellet moving at an angle of 15° to the obser-
vation axiswas displaced by 0.9 mmintheimage plane
of the photographic camera, which was much less than
the cloud size. Consequently, the particle displacement
during the exposure time can be ignored.

In photographs, a narrow cigar-shaped plateau
region in the center of the cloud is seen. The intensity
of this plateau is nearly constant. The cross size of the
plateau 2r is about 2-4 mm, which is larger than the
distance 0.9 mm, by which the cloud is displaced dur-
ing the exposure time. The longitudinal size of the pla-
teau L, is about 4 cm. The plateau is surrounded by a
halo in which the intensity falls exponentialy away
from the plateau both along and across the magnetic
field.

The cloud structure calculated by the model [9] for
typical experimental conditions of the T-10 tokamak is
shown in Fig 2. The density and the temperature are
determined by the gas-dynamic expansion of the neu-
tral cloud. The degree of ionization and the intensity of
emission in the H, line are calculated in the local ther-
modynamical equilibrium model. In the experiment,
the total visible radiation from the cloud was recorded
onafilm. TheH, line comprisesaconsiderablefraction
of the visible radiation from the cloud. That is why, for
estimates, we restricted ourselves to calculating the
intensity of the H, line.

According to calculations, the luminous cloud
formsahollow shell nearly 4 mmin diameter. Sincethe
light is integrated along the line of sight, this shell
around the pellet isrecorded on the photograph asapla-

1063-7842/02/4708-0935%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Intensity distribution of optical radiation from apellet cloud: L isthe length of a plateau where the intensity is nearly con-
stant, r isthe plateau radius, L isthe full length of the cloud observed, Ry isthe radius of the cloud observed, and A, A arethe

transverse and longitudinal widths of the exponential halo.

teau (with a nearly constant intensity) surrounded by a
fading halo. The 4-mm diameter of the spherical lumi-
nous shell predicted by the model [9] nearly coincides
with the plateau cross size observed in the experiment.

InFig. 2, it is seen that, because of the large temper-
ature gradient in the cloud, there is a sharp ionization
boundary, which lies near the maximum-luminosity
region. Therefore, the position of the ionization bound-
ary can be determined from the photograph as aregion
where the plateau transformsinto the exponential halo.

A simple estimate for the ionization radius r,,, can
be obtained from the balance between the energy
absorbed by the cloud and the energy required for the
heating and acceleration of the cloud and the dissocia-
tion and ionization of neutrals[7],

1 [8T
EdN/dt = 2nri20n(1)zlne /ﬁzzTe.

Here, dN/dt is the sublimation rate and E . = 0.011 €V +
leV +1eV +2¢eV + 13.6 eV isthe energy expended on
sublimation, the heating of the cloud, its acceleration,
dissociation, and ionization; the temperature T, is in
energy units. Based on the results of measurements,
which showed that the temperature in the maximum-
luminosity region is Ty = 1.0-1.5 eV [4, 5] and the
cloud expansion velocity is vy = 10° cm/s [2] (which
corresponds to an energy of 1 eV), the energy of the
directed and thermal motion of the cloud atomsiis esti-
mated at 1€V + 1 V. The model [9] also gives T, =
1.0-1.5eV (Fig. 2) and v4 = 10° cm/s. We ignore the
radiation |osses because, in the local thermodynamical
equilibrium, the rates of radiative processes are lower
than those of collisional ionization (recombination) and
excitation (de-excitation) [10].

(1)

To estimate the ionization radius by formula (1), it
is necessary to independently cal culate the sublimation
rate. In what follows, Parks scaling [11] is used for this
purpose.

Figure 3 shows theionization radius iy, ;) cal cul ated
by formula (1) for the pellet sublimation in the T-10
shot no. 49968 and the plateau radiusr, measured from
the photographs as functions of the minor radiusr. The
figure also shows the profile of the calculated sublima-
tion rate dN/dt in the T-10 tokamak. Asis seen, the esti-
mates for the sublimation boundary agree well with the
measured plateau size. For minor radii of 12 <r <
16 cm, we observed the stratification of the cloud,
namely, the separation of the cloud in the poloidal
direction. For this reason, we obtained an overesti-
mated value of the cloud radiusin this region.

Calculation of the ionization boundary from the
power balance provide only alower estimate, because
the energy lost before the plasma flow reaches the most
luminous region is ignored and it is assumed that the
plasma hesat flux arriving at this region is completely
absorbed there. However, the fact that calculations by
formula (1) describe well the size of the ionization
boundary allows usto conclude that it isthe most lumi-
nous region where the energy ismainly lost. The spher-
ica model [9] alows us to adequately describe the
expansion of the cloud up to the ionization boundary.
The model can also be used to calculate the neutral
screening, because this screening occurs in a thin
spherical shell near the pellet surface. It turns out that
the model predicts a reasonable transverse size of the
cloud, but it cannot adequately describe the cloud
expansion after ionization.

Let us consider the longitudinal expansion of the
cloud after ionization. From photographs and measure-
TECHNICAL PHYSICS  Vol. 47
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ments carried out in [2, 5, 10], it is evident that the
intensity of cloud radiation changes only dightly over
several centimeters along the plateau. We assume that
the electron density and temperature are equalized
along the plateau surface. This is because the main
source of the plateau radiation is the sharp ionization
boundary extended along the magnetic field. The decel-
eration of the transverse expansion of theionized cloud
resultsin the elongation of the cloud along the magnetic
field in such away that the plasma parameters (temper-
ature, density, and expansion velocity) at the plateau
boundary nearly coincide with the values predicted by
the spherical model for the ionization boundary.

Let us estimate the pressure inside a homogeneous
cylindrical cloud of length L, and radius r

] dN/dt
P Lyv o

pl

pcl = NcITcI = (2)

Here, the values of r, and L, are determined from pho-
tographs, the sublimation rate is calculated by Parks
scaling [11], and the temperature Ty = 1 €V and the
expansion velocity v, = 10° cm/s are assumed to be
constant during the entire sublimation process (their
valueswerefound experimentally in [2]). Theresults of
calculations of different phases of the pellet sublima-
tion are shown in Fig. 4. It turns out that, under T-10
conditions, the pressure py in the luminous cloud is
close to the pressure in the external plasma pg, = nT; +
n.T, in al the phases of pellet sublimation, i.e., over a
wide range of pellet sublimation rates and pressures py
and Pey.-

The presence of a cigar-shaped plateau surrounded
by a halo in which the intensity falls exponentialy is
typical not only of radiation from hydrogen clouds, but
also of various ionization states of impurity clouds,
e.g., for carbon clouds in plasmas of the T-10 tokamak
[6] and the Wandelstein-AS stellarator [12]. For the
application of pellet injection to, e.g., the pellet diag-
nostic of fast plasma particles [13] (which is based on
the charge exchange of fast particles in the sublimation
cloud with the following detection of these particles by
a neutral particle analyzer), the characteristic parame-
ters of the cloud are the characteristic lengths on which
theradiation intensity falls, rather than thevisible cloud
dimensions. Below, we will show that, taking into
account thisfact, itispossibleto refinethe results of the
measurements of the energy spectrum of high-energy
alpha-particles[14].

To determine the energy spectrum of high-energy
alpha-particles from the measured energy dependence
of the count rate of charge exchange neutrals, it is nec-
essary to know the cross size of the pellet cloud. In[14],
the cross size of a Li* cloud (in which, presumably,
most charge-exchange events occur) was estimated at
several centimeters. Apparently, this estimate was
obtained from the width of the visible part of the cloud
(Fig. 5). The figure is taken from [14] and shows an

TECHNICAL PHYSICS Vol. 47 No. 8 2002
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Fig. 2. Profiles of the cloud temperature T and the total
atom and ion density N calculated by the mode! [9] for the
following sublimation parameters: an H, pellet, ry =
0.05cm, T, = 500 eV, g = 3.5 x 103 cm3, dN/dt = 1.7 x
1022 atom/s (r isthe distance to the pellet, Ny is the electron
density, and IH, is the intensity of the Hy line).
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Fig. 3. Sublimation rate and the cloud cross size vs. minor
radius in the T-10 tokamak (shot no. 49 968): an H,, pellet,

rp =0.056 cm, V, = 710 m/s, T(0) = 770 eV, ng(0) = 4.7 x
10'3 cm3, and max(dN/dt) = 2.2 x 1023 atomn/s.
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Fig. 4. Pressures in the luminous cloud and in the external
plasma, py (circles) and pg (dashed curve), vs. minor
radiusr in the T-10 tokamak (shot no. 49 968).

example of the singly ionized part of a lithium pellet
cloud in TFTR (shot no. 52197, ny(0) = 6.8 x 103 cm3,
TJ(0) = 2.3 keV). For reasons listed below, we believe
that in [14] the cross sizery of the Li* cloud was over-
estimated and that r , was really on the order of several
millimeters.

(i) In the photographs of the pellet cloud [6]
obtained during the sublimation of carbon pelletsin the
T-10 plasma, it is seen that both characteristic cross
sizes of the carbon cloud (the plateau size and the ion-
ization length) lie in the millimeter range.

(if) In order to estimate the cross size of the lithium
cloud for TFTR (shot no. 52197), let us caculate the
length over which Li° atoms are singly ionized,

r.ion(2) = CsTion! (3)
where
— 5Tc|
Cs = 3m,

KUTEEV et al.

is the expansion velocity of sublimated atoms, T, ~
1 eV isthe cloud temperature near the surface of the Li
pellet, m, isthe mass of an Li° atom,

1
NeRy(Te)’

ne (cm~3) and T, (eV) are the electron density and tem-
perature in the ambient plasma,

| o T
Ru(Te) = J;Ea.mse x 10 8|n5|—1%
e

2 n
+ Zoﬁln E%E Hom?rs]

isthe single-ionization rate, |, = 5.39 eV, 1, = 2.78 x
107, B1, =-1.583 x 10%, and 31, = 5.465 x 10°[15].

In Fig. 6, the cloud cross size riq,, estimated as an
ionization length is shown as afunction of the effective
minor radiusin TFTR.

(iii) The cloud cross sizein TFTR (shot no. 52197)
was estimated also from energy balance equation (1),
where the energy expended per lithium atom was
assumedto beE,=2.089eV +1eV +1eV +0eV +
5.39 eV and the sublimation velocity dN/dt was cal cu-
lated by the neutral and electrostatic screening model
[16]. AS ion1), We chose the largest of two vaues—the
value defined by formula (1) and the pellet radius. The
resulting profile rigq) is shown by the solid line in
Fig. 6. It can be seen that, for shot no. 52197, the cloud
cross size estimated from either the energy balance or
the length of ionization ison the order of onemillimeter
and is one order of magnitude higher than the estimate
obtained in [14].

In [14], the apha-particle energy distribution func-
tion in TFTR (shot no. 86 297) was measured with the
help of a pellet diagnostics of fast particles. The result
isshown by dark squaresin Fig. 7 (Fig. 15in[14]). The
measured magnitude of the distribution function was
one order of magnitude lower than that calculated the-
oretically by the FPPT code (Fig. 7, solid line); how-

Tion -

60 cm

Toroidal field direction

Fig. 5. Image of aLi* cloud in the 548.5-nm linein TFTR (shot no. 52197) [14].
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Fig. 6. Crosssize of aLi* cloud in TFTR (shot no. 52197)
vs. minor radiusr.
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Fig. 7. Comparison of the measured and calculated energy
spectra of fast alpha-particlesin TFTR (shot no. 86 291).

ever, the shapes of the experimental and theoretical
energy spectra were the same. We suggest that one of
the causes of this discrepancy is the overestimated
value of the area S of the cloud region from which
charge-exchange atoms detected by a neutral particle
analyzer (NPA) are emitted. In the TFTR experiment
analyzed in[14], theradius of the spatial region viewed
by the analyzer around the pellet was ryps ~2.5cm. In
[14], it was assumed that the cross size of the cloud sur-
rounding a boron pellet exceeded 2.5 cm and the area
of the visible region of the cloud was estimated as S=
T(ryp)? = 20 cm?. From estimates similar to those
above, the cross size of the cloud region contributing
mainly to the NPA signal (r, = 1 mm) ismuch lessthan
ruea- Therefore, the effective cloud area from which
neutral s are collected depends on the cloud crosssize as
S=4r4rym =1 cm?. The count rate of particlesinacertain
energy range is proportional to the visible cloud area
Hence, if S= 1 cm?istaken instead of S= 20 cm?in cal-
culating the energy distribution from the neutral count
rate, then, for shot no. 86291, we obtain the curve shown
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inFig. 7. This energy spectrum almost coincides with the
theoretically caculated spectrum (Fig. 7, solid line).

Therefore, the structural analysis of hydrogen
clouds in the T-10 tokamak has shown that the ioniza-
tion boundary in the transverse direction iswell defined
and nearly coincides with the region where the radia-
tion intensity is maximum. The size of this region can
be measured from the cloud photographs. These mea-
surements allow oneto check the results of calculations
by the codes that account for the transverse decelera-
tion of the cloud by the j x B force, arising when the
ionized cloud moves across the magnetic field.

The ionization boundary in the longitudinal direc-
tion approximately corresponds to the balance of the
pressures in the expanding cloud and the bulk plasma.

The characteristic cloud cross size, which is on the
order of 1 mm, istypical not only of hydrogen, but also of
light-impurity pellets. When the characteristic cloud struc-
ture is taken into account, a better correspondence can be
achieved between the energy spectra of fast dpha-parti-
cles measured with the pdlet diagnostics in the TFTR
tokamak [14] and those calculated theoretically.
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Abstract—An approach to the reconstruction of the electron energy distribution function (EEDF) as the sum
of the second derivative of the electron current to the probe and some value proportional to itsfirst derivativeis
proposed (hereafter we mean derivatives with respect to voltage). Solutionsto model problemsfor typical elec-
tron distributions in a plasma show that this approach lowers the systematic error of EEDF reconstruction by
several times in comparison with the conventional techniques using Langmuir and diffusion probes.
The approach is applicable in awide range of the ratio of the probe radius to the free path of electrons. It can
be used for the determination of fast nonequilibrium electron distribution in neon discharge afterglow and also
for the evaluation of the Maxwellian electron temperature in the low-energy range of nitrogen discharge after-

glow. © 2002 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

At present, probe techniques[1] are widely used for
the determination of the electron energy distribution
function in a plasma. Those based on the evaluation of
the probe current derivatives as a function of the probe
potential V have enjoyed the widest application. The
method that employs the second derivative is used at
low pressures of aneutral gas when the probe radius a
is much shorter than the free path A of electrons (Lang-
muir probe). The one using the first derivative [2] is
valid at high pressures of aneutral gaswhen a > A (the
diffusion method).

To date, various approaches to finding the deriva-
tives have been devel oped. Among them are methods of
numerical differentiation, probe current modulation,
and differentiation with amplifiers [1]. These offer a
high time resolution, accumulate the desired signal, and
separate it out of noise. The determination of the probe
current derivatives provides information on the high-
energy part of the EEDF at potentials exceeding the
potential V,, of an isolated probe. This is because the
derivative of the probe |-V characteristic isgoverned by
the electron current in a wide energy range V > V,,
where the current of positive ions virtually saturates
and, therefore, depends weakly on V. Thisisan obvious
advantage of the differential method for EEDF determi-
nation over the integral method in which the EEDF is
found immediately from the integral equation relating
the EEDF with the electron current to the probe. In the
|latter case, the EEDF determination at V > V,, is practi-
cally impossible.

However, the methods of EEDF determination from
the first and second derivatives of the probe current suf-

fer from unavoidable systematic errors associated with
thefiniteratio a/A in area experiment. The errorswere
analyzed for different forms of the EEDF and values of
a/A [3]. It was shown that the greatest distortions of the
EEDF arise near the plasma potential and in the non-
equilibrium high-energy part of the EEDF.

To diminish the systematic error, it was proposed
that the EEDF from integral equations relating the
EEDF and the probe electron current befound [4]. Such
a procedure belongs to the class of ill-posed problems
that can be solved by regularization techniques. In this
casg, it isdifficult to relate the solution and the random
error of a measurement.

Another approach to the error problem is to intro-
duce corrections to the second derivative [5, 6]. In
many cases, thisway allows oneto find the EEDF with-
out considerable distortions and to avoid the need for
regularization agorithms. However, such an approach
is valid only for /A < 1 and for EEDFs decreasing
monotonically with increasing energy.

In this paper, we suggest a method for finding the
EEDF from the first and second derivatives of the probe
electron current. Its efficiency is demonstrated by solv-
ing model problemsfor various forms of the EEDF in a
wide range of a/A. The method can be used for the
determination of the EEDF in neon and nitrogen after-
glow, where conventional techniques distort the EEDF
considerably.

METHOD FOR FINDING THE EEDF

In[3], aformulathat relates the probe electron cur-
rent to the EEDF was derived on the basis of the kinetic
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Table
3
Model EEDF 2
qJ 1:—‘Lll‘d“\1 f sz f3:fl+f2
Vdv d(Vv)

Maxwell EEDF 0.2 0.871 0.142 0.047

1 0.676 0.440 0.133
Y = const 5 0.388 0.782 0.162
Step 2 0.715 0.711 0.307
Maximum 10 1.347 1571 0.402
Maxwell EEDF in nitrogen, W(Ty) =05 0.682 0.388 0.108
T.=0.6eV

approach. It was obtained for the condition A, > a + d,
where A, isthe energy relaxation length, a is the probe
radius, and d is the space charge thickness. In the prac-
tically important case of thin space charge, a > d, this
formula has the form

" (e—eV)f(e)de
evl +p(ef -2 eVD

je(eV) = D

where C, = (81e)/(3n¥y,) is the normalization factor;
e and m are the electron charge and mass, respectively;
and V isthe probe potential with respect to the plasma.

The value of yy(a/\) decreases monotonically asthe
argument increases and varies in the range 4/3 = y, =
0.71. This quantity takes the asymptotic valuesy, = 4/3
at a << A (Langmuir probe) and y, = 0.71 at a > A (dif-
fusion probe). The probe diffusion parameter is ) =

ac; /Yy, where ¢; = 1 for asphereand ¢; = In%TE fora

cylindrical probe of length |. It was also shown [3] that
formula (1) includes both the Langmuir and the diffu-
sion limits.

A formula analogous to (1) was derived in [7] from
the qualitative analysis of a probe-induced plasma dis-
turbance. A similar expression was obtained in [8] by
solving the moment equation for the EEDF. These for-
mulas differ from each other only in values of the coef-
ficient y,.

Adding the first and second derivatives of Eq. (1)
yields

(V) = g[Irm-rwy]
: @
e f(e)de

2eif(e)de U
V{[s(lw)—wwz’

{[s(lw)—wws

where eV isreplaced by V for brevity.
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The first two terms in (2) are a combination of the
Langmuir and diffusion limits, which relate the EEDF
and the derivatives of the probe current. In fact, follow-
ing the qualitative reasoning in [7], one can split the
space around the probe into zones of free-transit and
diffusion motions of electrons. The boundary between
them lies approximately at a distance r = A from the
probe surface. In the first approximation, the contribu-
tions of both zones to the prabe current are additive. If
¥ < 1 (Langmuir probe), free-transit el ectronsreaching
the probe from the region r < A play a dominant role.
The contribution of these electrons is described by the
first term in (2). Electrons coming from distancesr > A
“seg” the probe at a small space angle; therefore, the
contribution of the diffusion component, described by
the second term in (2), is small. As the pressure of the
neutral gas grows, the ratio a/A becomes greater than
unity; then, from adistancer = A, the probeisseen at a
sufficiently large space angle. In this case, the diffusion
component increases, while the free-transit component
decreases. This change is reflected by a growth of ¢ > 1
with increasing pressure. Thus, one can conclude that
the difference between the integral termsin (2) refersto
electrons reaching the probe from the layer r = A. These
electrons experience single collisions and are neither
free-transit nor diffusion. In many cases, their contribu-
tion is minor and we have

V=g IV -Ivg ] ©

Consider first the simplest case Y = const. To some
extent, this situation occurs for example, in neon at € <
20 eV and in helium at € < 4 eV. In this case, for the
Maxwell EEDF, it is possible to derive analytical
expressions for j" and j' [9]. Substituting them into (3),
one can easily see that the right-hand side of the ine-
quality tendstof(V) ay < land ¢ > 1. Maximum dis-
crepancies from the actual EEDF take placeat V < T,
where T, isthetemperature of Maxwellian electrons. To
quantitatively compare the EEDFs reconstructed with
the help of the conventional differential techniques and
with formula(3), we used the mean relative reconstruc-
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Fig. 1. Solutions to model problems of EEDF reconstruc-
tion. (a) Step EEDF (Y = 2), (b) EEDF with maximum (y =
10); and (c) Maxwell EEDF for aplasmaof molecular nitro-
gen (Te= 0.6 eV, W(T) = 0.5). (1) fieq: (2) New technique,

(3 (), and (4) (-4")-

tion error

)
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E(Y) = szfeJ
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f mod(e)

(4)

where f .4 isamodel EEDF and f; is the EEDF recon-
structed with different techniques.

The reconstruction errors for the Maxwell EEDF in
the range from 0.1T, to 5T, are listed in the table. The
function f; was reconstructed in accordance with the
diffusion theory (the second term in (3)); f,, from the
second derivative; and f3, using formula (3). It is seen
that the technique proposed reconstructs the EEDF
with smaller errors in a wide energy range and at any
value of Y. It is especially effective in the intermediate
situation between the Langmuir and diffusion limits at

Y= 1.

Now, consider nonequlibrium distributions at | =
const. It was shown [3] that a step EEDF is distorted
most strongly by the conventional techniques in the
range 0.5 < | < 5; an EEDF with a maximum, at 2 <
Y < 20.

Figure 1a demonstrates a solution for a model step
EEDF (g = 2). The second derivative is seen to under-
estimate the EEDF at low energies and becomes nega-
tiveat € <3 eV.Agreement isobserved only in therange
of EEDF fast decrease. Thefirst derivative, conversely,
overestimates the function at low energies and underes-
timates at high energies. The combination of the deriv-
atives by formula (3) reconstructs the EEDF with much
lesser distortions. Similar results are observed in
Fig. 1b for the EEDF with a maximum (g = 10).

The simulation carried out in the wide range of
shows that our technique decreases the error in EEDF
reconstruction by several timesin comparison with the
conventional approaches. For the Langmuir probe
(P < 1), the correction dueto thefirst derivative dimin-
ishes appreciably the reconstruction error at low ener-
gies. For the diffusion probe () > 1), the correction due
to the second derivative decreases the reconstruction
error at both low and high energies.

The simulation also shows that our technique is
effectivein the case when s depends on energy. We will
illustrate this by reconstructing the Maxwell EEDF in a
plasmaof molecular nitrogen (Fig. 1c), wherethetrans-
port collision cross section has a resonance character
withamaximum at € = 2 eV [10]. We simulated the sit-
uation for the pressure P = 0.3 torr and T, = 0.6 €V. In
this case, Y(T,) = 0.5[11]. Asfollows from Fig. 1c, in
the range where eectron—electron collisions prevail
(e < 1.7 eV), the second derivative greatly distorts the
EEDF. The characteristic scale of decrease in the inter-
val from 0.6 to 1.7 eV, as determined from the second
derivative, is 1.5 times greater than for f,4. At higher
electron temperatures, measurements based on the sec-
ond derivative make no sense. However, the new
approach alows one to reconstruct the EEDF even
under these conditions (Fig. 1c). The systematic error
of T, determination intherangefrom 0.6to 1.7 eV does
not exceed 7%.
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APPLICATION OF THE NEW APPROACH
IN EXPERIMENT

Consider the reconstruction technique using a com-
bination of the first and second derivatives for recon-
structing the nonequilibrium part of the EEDF in neon
afterglow and the Maxwellian part of the EEDF in the
thermal energy range in nitrogen afterglow.

Recently [12, 13], the electron temperature relax-
ation in a diffusion plasma of neon afterglow has been
measured and associated theoretical calculations have
been carried out. In the experiment, T, differed from the
atom temperature T, under quasi-steady-state condi-
tions of EEDF formation. Under these conditions, T,
does not depend on the initial discharge temperature
and thermal electrons are heated by fast electrons gen-
erated in the chemical ionization reaction involving two
metastable neon atoms. When comparing the cal culated
and experimental values of T,, Brauer et al. [12]
hypothesized that the chemical ionization reaction gen-
erates low-energy electrons, which is contrary to fact
[14]. In [13], the heating of Maxwellian electrons was
considered in terms of the nonlocal formation of the
EEDF fast part. In particular, it was noted that the wall
potential should be taken into account for the correct
description of the interaction between Maxwellian and
nonequilibrium fast electrons.

It is noteworthy that in [12, 13] the fast part of the
EEDF, f4(¢), was not measured and its formation
remained unclear. However, the evaluation of the sec-
ond derivative of the probe current by numerical differ-
entiation [ 13] was made in the energy range of the non-
equlibrium EEDF. Under these conditions, ¢ = 2 and
the second derivative reconstructs the EEDF with large
systematic distortions. Using our approach, we recon-
structed the EEDF based on data from [13]. The result
is shown in Fig. 2. The measurements were performed
at adelay T = 100 s after the current pulse had been
switched off. The total electron concentration was n, =
2 x 10° cm3, and the electron concentrations on the
most populated excited states were Ne(®P,) = 4 x
10 cm2 and Ne(®P;) = 10 cm3. Figure 2 also shows
the theoretical results for f4(€) in different approxima-
tions described in detail in [13]. Here, we give only
qualitative explanations.

To describe f«(€), it is necessary to know the spec-
trum of fast electrons generated and an energy relax-
ation mechanism. The spectrum of electrons generated
in reactions with the participation of metastable states
in inert gases was studied by the method of plasma
electron spectroscopy [14]. It was shown that the char-
acteristic width of the energy spectrum of arising elec-
tronsis D, = 1 eV, which is much less than the energy
giving rise to fast electrons. Therefore, in calculations,
a source of electrons can be represented in the form of
the delta function at an energy €, = 11.6 eV. Under the
conditions considered, f4(¢) forms in the nonloca
regime [15]. However, under free diffusion conditions,
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Fig. 2. EFDE in neon. (1) Experimental data (j") and
(2) EEDF reconstructed with the new technique. Calcula-
tion: (3) a near-wall discontinuity in the potential ¢, =
9.5 eV, (4) local calculation, and (5) EEDF under free diffu-
sion conditions.

only fast electrons with an energy exceeding the wall
potential can reach the walls. The rest of the electrons
will be confined in the potential well, and their energy
relaxation will occur in the volume viacollisions. Inits
turn, the steady-state wall potential is set when the fast
electron current toward the wall and that of positive
ions equal each other (the latter current depends on the
rate of ambipolar diffusion). If the number of fast elec-
trons is sufficiently large, a discontinuity in the wall
potential may arise in afterglow [16]. Thismeansthat a
potential drop in the electron sheath greatly exceedsthe
value (3-5) T,, which is typical of the Maxwell distri-
bution. The wall potential under these conditions is
shown to be ¢, = 9.5 eV at atemperature T, = 0.05 eV
of the mgjority the electrons. The analytical result for
f«(€) is shown by curve 3. It isin good agreement with
the EEDF obtained with the new approach at € > 3 eV.
The discrepancy at low energies stems from the fact
that the measurement systematically overestimates the
EEDF at € <3eV.

Figure 2 aso depicts f4(€) calculated in the local
approximation (curve 4), which overestimates the
EEDF. The assumption of free diffusion of fast elec-
trons (curve 5) strongly underestimates the EEDF at
low energies. Figure 2 clearly demonstrates how differ-
ent approachesto f4(€) calculation affect the heating of
Maxwell electrons. In [17], it was shown that the effec-
tive energy transferred to them from fast electrons
dependsontheintegral of thefast part of the EEDF. The
difference in heating may reach two orders of magni-
tude. Only the calculation allowing for a discontinuity
in the wall potential provides agreement with the tem-
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Fig. 3. EEDF in nitrogen. E/N= 0.4 (a) and 1.7 Td (b).
(1) Experimental data (f"), (2) EEDF reconstructed with
the new technique; and (3) approximation of the EEDFs
reconstructed with the new technique at low energies.

perature T, measured experimentally [13]. Datafor the
concentrations of electrons and excited atoms [12]
imply that a potentia jump in afterglow may exist.
Ignoring this factor in the theoretical calculation prob-
ably led to the disagreement between the theory and the
experiment.

Let us apply the new approach to the determination
of the low-energy electron temperature in nitrogen
afterglow with the electron distribution close to the
Maxwellian one in the range € < 1.5 €V, where elec-
tron—electron collisions prevail. In [11], large system-
atic distortions in the EEDF determined from the sec-
ond derivative made it impossible to find the tempera-
ture of therma Maxwellian electrons heated by an
electricfield pulse. In Fig. 3, we show the EEDF recon-
structed with the new approach at € < 5 €V. Obviousdly,
the new method allows the determination of T..
Namely, in aheating field E/N = 0.4 Td, the temperature
T.equals0.54 £ 0.11 eV; i.e, it istwice as high as the
temperature of vibrational distribution T,,, to which the
scale of EEDF decrease in the energy range 1.5 < € <
3 eV corresponds. This contradicts the theoretical cal-
culations in [11, 18], which gave T, = T, for the same
value of E/N. It should be noted that the calculationsin
[11, 18] were carried out assuming the Boltzmann dis-
tribution of molecules over vibrational levels of the
ground state. At T, = T,, the rates of electron impact
excitation and de-excitation of vibrational levels are
equal to each other. Then, if the rate of vibrational—
vibrational exchange (VV processes) for higher levels
exceedstherates of vibrational—translational relaxation
(VT processes) and diffusion loss at the tube walls, the
Treanor distribution over vibrational levels setsin. This
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distribution has a denser population of higher vibra-
tionally excited states than the Boltzmann distribution.
For thefirst eight vibrationally excited levels, the value
of T, calculated with the technique described in[11] for
the Treanor distribution (T, = 0.26 €V, the gas temper-
ature Ty = 300 K) was found to be T, = 0.64 €V, which
agrees with the experiment within the measurement
error.

With the Treanor distribution over vibrational lev-
els, thevariation of thefield strengthupto E/N=1.7 Td
has aminor effect on the electron energy balance on the
assumption that the EEDF is Maxwellian. This assump-
tion isvalid because the electron gas is heated by colli-
sions with vibrationally excited molecules and not by
the electric field. However, the experiment (see Fig. 3b)
reveals a considerable transformation of the EEDF in
the thermal energy range. In our opinion, thisis due to
the nonlinear properties of the electron—electron colli-
sion integral | .. Using the known approximations [20]
lee = Ag(E/ TV ey Where Ay(e/T,) = 0.385¢/ T at /T, < 2.6
and Ay(e/T) = 1 at &/T, = 2.6, one can see that agrowth
of T, reduces the effect of electron—electron collisions
at low energies (€ < 1.5 eV). A characteristic plateau in
the thermal energy range, observed in the experiment,
is in qualitative agreement with the EEDF calculation
neglecting electron—electron collisions and assuming
the Treanor distribution of molecules over vibrational
states [21].

CONCLUSION

We presented a technique for EEDF reconstruction
using a combination of the first and second derivatives
of the probe |-V characteristics. The technique does not
require regularization algorithms to find the EEDF
from the measured derivatives. This simplifies appre-
ciably the interpretation of the measurements as com-
pared with the method of EEDF reconstruction from
the integral equations relating the EEDF to the deriva
tives. Our technique reduces the systematic error in
EEDF measurements by several times in comparison
with the traditional Langmuir approach and the diffu-
sion probe method. Except for the range of low energies
(as compared with the electron mean energy), the error
does not exceed 20% for any ratio of the probe radius
to the free path of electrons. The reconstruction of non-
equlibrium EEDFs from probe measurementsin heavy
inert gases calls for special consideration.

ACKNOWLEDGMENTS

The authors are grateful to N.B. Kolokolov and
L.D. Tsendin for valuable discussions.

Thiswork was supported by the Russian Foundation
for Basic Research (grant no. 00-02-17662).
TECHNICAL PHYSICS Vol. 47

No. 8 2002



10.

11.

DETERMINATION OF THE ELECTRON ENERGY DISTRIBUTION

REFERENCES

V. |. Demidov, N. B. Kolokolov, and A. A. Kudryavtsev,
Probe Methods for Low-Temperature Plasma Study
(Energoatomizdat, Moscow, 1996).

Yu. B. Golubovskii, V. M. Zakharova, V. N. Pasunkin,
and L. D. Tsendin, Fiz. Plazmy 7, 620 (1981) [Sov. J.
Plasma Phys. 7, 340 (1981)].

N. A. Gorbunov, N. B. Kolokolov, and A. A. Kudryav-
tsev, Fiz. Plazmy 15, 1513 (1989) [Sov. J. Plasma Phys.
15, 881 (1989)].

R. R. Arslanbekov, A. A. Kudryavtsev, and N. A. Khro-
mov, Fiz. Plazmy 17, 855 (1991) [Sov. J. Plasma Phys.
17,500 (1991)].

A. . Lukovnikov and M. Z. Novgorodov, Kratk. Soob-
shch. Fiz.,, No. 1, 27 (1971).

N. L. Bashalov, LeVan Kh'eu, V. M. Milenin, et al., Zh.
Tekh. Fiz. 64 (10), 66 (1994) [Tech. Phys. 39, 1012
(1994)].

J. D. Swift, Proc. Phys. Soc. London 79, 697 (1962).

L. M. Friedland and Yu. M. Kagan, J. Phys. D 12, 739
(2979).

A. M. Devyatov and M. A. Mad’kov, |zv. Vyssh. Uchebn.
Zaved., Fiz., No. 3, 34 (1984).

L. G. H. Huxley and R. W. Crompton, The Diffusion and
Drift of Electronsin Gases (Wiley, New York, 1974; Mir,
Moscow, 1977).

N. A. Gorbunov, N. B. Kolokolov, and F. E. Latyshev,
Fiz. Plazmy 27, 1143 (2001) [Plasma Phys. Rep. 27,
1079 (2001)].

TECHNICAL PHYSICS Vol. 47 No.8 2002

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

945

T. Brauer, S. Gortchakov, D. Loffhagen, et al., J. Phys. D
30, 3223 (1997).

N. A. Gorbunov, N. B. Kolokolov, and F. E. Latyshev,
Zh. Tekh. Fiz. 71 (4), 28 (2001) [Tech. Phys. 46, 391
(2001)].

N. B. Kolokolov and A. B. Blagoev, Usp. Fiz. Nauk 163
(3), 55 (1993) [Phys. Usp. 36, 152 (1993)].

L. D. Tsendin, Plasma Sources Sci. Technol. 4, 200
(1995).
V. |. Demidov, N. B. Kolokolov, and O. G. Toronov, Fiz.
Plazmy 12, 702 (1986) [Sov. J. Plasma Phys. 12, 402
(1986)].

A. B. Blagoev, Yu. M. Kagan, N. B. Kolokolov, and
R. I. Lyagushchenko, Zh. Tekh. Fiz. 44, 339 (1974)
[Sov. Phys. Tech. Phys. 19, 215 (1974)].

N.A. Dyatko, I. V. Kochetov, and A. P. Napartovich, Fiz.
Plazmy 18, 888 (1992) [Sov. J. Plasma Phys. 18, 462
(1992)].

Nonequilibrium Vibrational Kinetics, Ed. by M. Capi-
talli (Springer-Verlag, Berlin, 1986; Mir, Moscow,
1989).

Yu. B. Golubovskii, Yu. M. Kagan, and R. I. Lyagu-
shchenko, Zh. Eksp. Teor. Fiz. 57, 2222 (1969) [Sov.
Phys. JETP 30, 1204 (1970)].

F. Paniccia, C. Gorse, J. Bretagne, et al., J. Appl. Phys.
59, 4004 (1986).

Trandlated by N. Mende



Technical Physics, Vol. 47, No. 8, 2002, pp. 946-954. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 8, 2002, pp. 13-20

Original Russian Text Copyright © 2002 by Bogdanov, Kolobov, Kudryavtsev, Tsendin.

GAS DISCHARGES,
PLASMA

Scaling Laws for Oxygen Dischar ge Plasmas

E. A. Bogdanov*, V. I. Kolobov*, A. A. Kudryavtsev**, and L. D. Tsendin**
* CFD Research Corporation, 215 Wynn Drive, Huntsville, AL, USA

** Q. Petersburg State Technical University,
Poalitekhnicheskaya ul. 29, . Petersburg, 195251 Russia

e-mail: akud@ak2138.sph.edu
Received February 8, 2002

Abstract—A fluid model is used to simulate ICP discharges in oxygen for a wide range of conditions under
which commercial plasma-chemical reactorstypically operate. Simple scaling laws are constructed with which
different parameters of discharge plasmas in electronegative gases can be readily estimated from the given
external parameters—the specific input power W and the product pL of the gas pressure and the characteristic
plasmadimension. © 2002 MAIK “ Nauka/Interperiodica” .

Increased interest in studying discharges in elec-
tronegative gases is associated with their wide use in
present-day plasma technology [1]. In this context, an
important practical task isto construct scaling laws that
would make it possible to readily estimate different
plasma parameters and to predict how they will change
depending on the external conditions. It has been estab-
lished that, in the presence of negatively charged parti-
cles, diffusion processes, which determine the profiles
of the plasma density and other plasma parameters,
have some important specia features [1, 2]. For this
reason, the scaling laws known for electropositive
plasma [3] do not apply directly to electronegative
plasma and thus require significant modification.

In recent years, several papers have been written [4—
12] that used a volume-averaged global model [4], in
which the density profiles for different plasma compo-
nents are assumed to be given (a flat profile for elec-
trons and parabolic profiles for ions). The assumption
of equilibrium Boltzmann densities not only for elec-
trons but also for negative ions, which is an underlying
assumption of the global model, was severely and out-
spokenly criticized in [13, 14]. In addition, in [15, 16],
it was pointed out that taking into account exclusively
ion—on recombination while neglecting theloss of neg-
ativeions dueto electron detachment limitsthe applica-
bility of the global model [4—10] to only the range of
low pressures (pL < 0.1 cmtorr). In turn, the results that
were obtained in some papers [4-12] in studying dis-
charges in the same gas with the help of the global
model differ significantly from each other. Thus, Gud-
mindsson et al. [12] arrived at the following result: in a
chamber with the radius R = 15.2 cm and height H =
7.6 cm, ion—ion recombination is the main loss mecha-
nism for negative ions only at pressures of p < 5 mtorr,
whereas the loss of negative ions at higher pressuresis
dominated by electron detachment. The conclusion that
electron detachment predominates over ion—ion recom-

bination at such low pressures raises doubts about the
results obtained with the hel p of the global model in [4—
10], in which only the loss of negative ions due to
recombination was taken into account, while electron
detachment was neglected. The version of the global
model used in [4-12] also has asignificant drawback in
that it yields complicated formulas;, moreover, in [4—
12], these formulas are sometimes written with an
unreasonably high accuracy (see below). In our opin-
ion, the approach developed in [2] on the basis of the
results of the earlier paper [17] is more systematic and
attractive. The essence of this approach consists in
determining the spatial profiles of the densities of
charged particles from the analysis of the correspond-
ing density balance equations under different condi-
tions, in which case the ionization rate K, isto be ana-
lyzed as an eigenval ue of the problem and the rate con-
stants of the remaining processes involving electrons
are assumed to be given. In[17], it was established that
the digtinctive feature of discharges in electronegative
gasesisthe presence of an external el ectron—ion plasma
region (shell), whichisessentially free of negativeions.
Asit isusualy thin, the shell plays afundamental role
in the discharge because it traps negative ions in the
plasma volume. As a result, at the boundary between
the plasma and the wall sheath, the Bohm velocity of
theionsis equal to that in the conventional electropos-
itive plasma:

Vg = JT/M. )

Inturn, if we takeinto account the effect of negative
ions at the boundary between ion—ion and electron—on
regionsin the plasmavolume, we arrive at the modified
Bohm velocity of theions,

VBH/VS = /\/nnTn/(neTn + nnTe)’ (2)
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which is substantially lower than the Bohm vel ocity Vg
(1) even when the degree of electronegativity a = n,/n,
of the plasma is about severa units. Since there are
essentially no negative ions at the boundary between
the plasma and the wall sheath, the appeal to expression
(2) seems to be unnecessary.

Recall that the scaling laws for the main parameters
of an electropositive plasma can be readily obtained
from the known discharge characteristics, namely, the
pressure, the geometry of the discharge volume, and the
sort of gas (see, eg., [3]).

The main parameters of the corresponding problem
are the product pL (wherepisthegaspressureand L is
the characteristic dimension of the plasma region) and
the specific power W fed into a unit volume of an elec-
tron gas (W = P/V). Recall that, in diffusion problems,
introducing the effective plasma dimension L = V/S
allows the discharges to be treated approximately in
plane-parallel geometry (x = 0, L). Thus, for a cylinder
of radius R and height H, we have L = V/S= RH/2(R +
H) [1].

It iswell known (seg, e.g., [3]) that the scaling laws
for discharges in electropositive gases follow from the
balance relations for charged particles and electron
energy. From the condition for the discharge to be
steady, it follows that the ionization rate and the diffu-
sivelossrate at the walls are the same:

Ki(Te)NT(Te) = 1, ©)

where K, istheionization rate constant and N isthe gas
density.

Thetimet,of electron and ion lossesto thewall can
be estimated from the interpolation formula

TS = Ta+TB1 (4)

where 1, = L?1?D, isthe characteristic ambipolar diffu-
sion time, during which the electrons escape to the wall
in the fluid model in the limiting case A, T/LT,> 1. In
the opposite limiting case A, T/LT, < 1, expression (4)
for 1, passes over to

T = L/Vg, )

where V,, is Bohm velocity (1).

In the case of a Maxwellian electron distribution
function (EDF) inan arbitrary gas, the quantitiesK; and
T, are functions of the electron temperature T,, so that
condition (3) makes it possible to determine T, as a
function of pL. In the general case, both of these quan-
tities are determined by the heating electric field,
namely, the longitudinal electric field in the positive
column and the RF electric field in RF discharges. In
what follows, we will restrict ourselves to the simplest
case of aMaxwellian EDF.

If the specific input power W and the electron tem-
perature T, are known, then we can determine the elec-
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tron density n, from the balance relation for the electron
gas energy,

W = nEZSjvj, (6)
j

whereg; isthe electron energy lossin the jth elementary
process with the rate constant vj(T,). The electron
energy balance is dominated by all possible inelastic
processes, in which case the sum on the right-hand side
of the balance relation (6) is usualy only weakly
dependent on T.. Consequently, as was mentioned in
[16], the electron energy balance equation (6) is practi-
cally inapplicable for determining the el ectron temper-
ature. It is more convenient to determine T, from condi-
tion (3), because the dependence K,(T,) of the ioniza-
tion rate on the electron temperature is strong (usually
exponential). As for balance relation (6), it serves to
determine the electron density from the specific power
fed into the discharge (or from the external current in
the case of DC discharges). In[1, 4-10], the right-hand
side of balance relation (6) was normalized to the ion-
ization rate constant K; through the introduction of the
energy cost £.(T,) of the production of one electron—on
pair in the form W = n£v;. However, keeping in mind
the strong dependence of K; on T, we think that this
way ishot very promising because the quantity K, isnot
known a priori.

The goal of our study is to construct scaling laws
that are as simple as possible in order to provide simple
and rapid estimates of the parameters of electronegative
plasmas. Since dischargesin electronegative gases have
an additional degree of freedom (the degree of elec-
tronegativity), to construct the desired scaling laws
requires the specification of one more parameter in
additiontoWand pL. Therole of thisadditional param-
eter is played by the ratio of the electron attachment
timeto the time of the diffusion of electronegative ions
at electron temperature [2, 17]; however, this ratio
reducesto the parameter pL. Werestrict ourselvesto the
case that is of primary interest from a practical stand-
point, specifically, the case of low pressures (pL <1 cm
torr) and/or low degrees of ionization (n/N < 1074), cor-
responding to classical condition (3) for the Schottky
column, in which the diffusion mechanism for the
losses of positive ions predominates over the recombi-
nation mechanism.

We consider a cylindrical ICP reactor with the
dimensionsH = 7.62 cm and R = 15.42 cm and assume
that the working gas is oxygen. This is a typical test
reactor for most studies with the global model [4-12].
Following [4-16], we assume that the EDF is Max-
wellian. Unfortunately, this assumption is in no way
justified for the hydrodynamic (collisional) regime of
the electrons, in which the electron mean free path is
Ae < L. The EDF can be expected to be nearly Max-
wellian only under the conditions of the Langmuir par-
adox, i.e., only in the free-fall (collisionless) regime of
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Fig. 1. Spatia profiles of the charged-particle densities
(1) ny, (2) np, and (3) ne for p=20 mtorr and W= 15W. The
dotted curve shows the results of calculations from expres-
sions (17) and (21).
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Fig. 2. Sameasin Fig. 1, but for p= 200 mtorr and W=25W.
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Fig. 3. Sameasin Fig. 1, but for p =600 mtorr and W= 15W.

the electrons, inwhich A, > L (see[18] for details). The
set of theion balance equations, written in the drift—dif-
fusion approximation, was solved numerically with the
help of commercial software developed at the CFD
Research Corporation (Huntsville, AL, USA) [19-21].

BOGDANOV et al.

Theion mobility was calculated from the Langevin for-
mula, and the corresponding diffusion coefficient was
calculated from the Einstein relationship. As in most
simulations [4-12], we assumed that the mobilities of
the positive and negative ions are the same. Note that,
at low pressures (p < 200 mtorr), thedrift vel ocity of the
ions is higher than their thermal velocity. As a result,
the ion diffusion coefficients and ion drift rates
obtained in our simulations are higher than the corre-
sponding tabul ated values cal culated from their thermal
velocities (see, e.g., [2, 22] for details). Thus, in our
simulations, the ion diffusion coefficient was D, =
291/p cm?/s (where the gas pressure is in mtorr). The
processes and their rate constantsincorporated into our
model correspond to those used in [4-12]:

(Ye+0O, — 2e+ Oy,

K, =9 x 106 T2 exp[—12.6/TJ;

(ii)e+ 0, — 20, K,=52x105/T,;
(iii)e+ 0, — O0+0, K;=88x10Yexp[-4.4/Ty;
(iv) O+ 0; —= O+ O,

K, = 1.5 x 1073(300/Ty)¥3;

(v)e+0O, —e+20, Kg=7.1x10exp[-8.6/T;
(Vi)O+O — O, +€, Kg=2 x 10°15(300/T "2
(vile+O, —e+ 05, K,=17x10exp[-3.1/Ty;
(Vi) O+ O} —=e+0+0, (O =0,aM),
Kg = 3 x 10716(300/T,) 2

In the energy balance equation for the electron gas,
we took into account electron energy transport by ther-
mal conduction and thermal diffusion. The electron
density was determined from the quasineutrality condi-
tion. The numerical scheme for solving the set of
hydrodynamic equations was described in detail in
[19], and examples of how this scheme is used to solve
some plasma problems can be found in [20, 21].

We simulated discharges in oxygen for wide ranges
of pressures, p = 20-1000 mtorr, and specific powers,
W = 10°-3.6 x 10* W/m3. Asin [10-12], the gas tem-
perature was set equa to 600 K. The representative
results and profiles that were obtained in our simula-
tionsareillustrated in Figs. 1-11.

In a plasma with a single ion species, the electron
and ion density profiles coincide. In contrast, in a
plasma with negative ions, the spatial density profiles
for electrons and for positive and negative ions are dif-
ferent (see, eg., [1, 2]). In simulations, we obtained
three main types of density profiles for charged plasma
particles (Figs. 1-3). At low pressures (Fig. 1), theion
density profiles are parabolic and the electron density
profileisflat (it istheflat profile that is used in the glo-
bal model [4, 5]). At higher gas pressures, the ion den-
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sity profiles become flatter (Fig. 2), which corresponds
to the flat-top profiles of the ion and electron densities
[13, 14]. Along with these two well-known types of
profiles, we obtained interesting profiles of the third
type: the density of negative ions is minimum at the
center and increases toward the periphery (Fig. 3). Ear-
lier, analogous nonmonotonic profiles were observed
experimentally in [23, 24].

As the pressure increases, the electron temperature
T, decreases for any W vaues, al other conditions
being the same (Fig. 4). In turn, the dependence T(W)
is weak (Fig. 5). This weak dependence, which was
pointed out in all of the papers [4-16], agrees qualita-
tively with the well-known profiles for electropositive
gases.

The profiles n(W) are nearly linear (Fig. 6), and the
dependences n(p) are far weaker (Fig. 7), which also
agrees with the previously known results [4-16]. In
Figs. 4 and 7, the triangles are for the experimental
results obtained in [11] for discharges at low pressures
in the reactor under consideration. One can see that
there is good agreement between modeling and experi-
ment.

Notably, as a function of pressure, the degree of
electronegativity n,/n, has a maximum (Fig. 9). An
increase in n/n, at low pressures corresponds to the
data obtained in [12], in which the degree of electrone-
gativity n,/n, was found to increase monotonically with
decreasing pressure over the entire pressure range (p <
100 mtorr) under investigation. Our simulations show
that, at higher pressures, the degree of el ectronegativity
n./n, decreases. When the pressure is fixed, the degree
of electronegativity n,/n., decreases with increasing
specific input power (Fig. 8).

In order to explain the profiles obtained in our sim-
ulations and the scaling laws of interest to us, we turn
to the formulation of the problem used in [4-16]. In
plane-parallel geometry (x = 0, L), the equations of the
drift—diffusion approximation and the Boltzmann elec-
tron distribution E=-T,[On/n, yield thefollowing basic
set of equations (dn/dx = n'):

—D,(n, + knyne/ne)' = ving—K,n,n,, (7
_Dn(n;1_knnn:e/ne)I = Vane_vdnn_K4nnnp1 (8)

n, = n,+n,. 9

p
Here, v, = K5N is the attachment rate in process (iii),
Vg = KgNy + KgNj is the detachment rate in processes
(vi) and (viii), and K, is the rate constant of ion—on
recombination (iv). In our approach, these three rate
constants are assumed to be given. The ionization rate
v; = K;N in process (i) is hot known a priori: it is the
eigenvalue of the boundary-value problem (7)—9).
Since, in the case of a Maxwellian EDF, al rate con-
stants depend on T, the electron temperature can be
found from the condition for the discharge to be steady.
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Fig. 4. Electron temperature T, vs. pressure at different
specific input powers: W = (1) 430, (2) 860, and
(3) 2153 W/m?®. Curves 4 and 5, computation by (21), (22);
curve 6, computation by (17).
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Fig. 5. Electron temperature T, vs. specific power deposited
in the discharge at different pressures: p = (1) 20, (2) 80,
(3) 200, and (4) 600 mtorr.
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Fig. 6. Electron density ng vs. specific power deposited in
the discharge at different pressures: p = (1) 20, (2) 80,
(3) 200, and (4) 600 mtorr.
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Fig. 7. Electron density ng vs. pressure at different specific
input powers: W = (1) 8600, (2) 4300, (3) 1720, (4) 860,
(5) 603, and (6) 430 W/mq.
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Fig. 8. Degree of electronegativity n,/ne vs. specific power
fed into the discharge at different pressures: p = (1) 20,
(2) 80, (3) 200.
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Fig. 9. Degree of electronegativity n,/ne vs. pressure at dif-
ferent specific input powers: W = (1) 430, (2) 860, and
(3) 2153 W/m?®.

The boundary conditions to Egs. (7) and (8) have the
form|[1, 2]

n, =n, =dny/dx = 0 for x = %L,

(10)
dn,/dx = dny/dx = 0 for x = 0.

Since there are no fluxes of negative ions to the
walls, balancerelation (6) yieldsthefollowing relation-
ship for the densities (n), averaged over the cross sec-
tion of the discharge [1, 2]:

VaNe = Vg, + Kynon,,. (11)

The set of equations (7)—9) was investigated in [1—
16] under different simplifying assumptions. These
studies established the formation of different spatial
distributions of the charged-particle densities over the
discharge cross section (Figs. 1-3). Essentially all neg-
ative ions occur in theinner ion—on plasmaregion (the
thickness of this region, which will be denoted by the
index 0, isx = X,). The outer plasma region (which will
be denoted by the index 1) consists of electrons and
positive ions and contains practically no negative ions.

Historically, in the late 1950s, Oskam [25] and
Tompson [26] virtually simultaneously proposed two
simple relationships between the charged-particle den-
sities and their gradientsin steady-state discharge plas-
mas in electronegative gases. Oskam [25] postulated
that the electron density profile and the negative-ion
density profile are similar:

Ongne = Ony/n,,  ng(x)/ny(x) = const, (12)

Tompson [26] asserted that not only n, but also n,
should obey a Boltzmann distribution:

T.OnJ/n, = TOn,/n,,. (13

Condition (13) yields the relationship ng(x)/n,(0) =
nL(x)/n,(0)Y%, which is highly sensitive to the tempera-
tureratio k = TJT and coincides with profile (12) only
inthe particular casek = 1. Sincein discharges the tem-
perature ratio is k > 1, condition (13) implies that the
electron density profileisnearly flat, ny(x) = ny = const.
Conditions (12) and (13) are meaningful only for the
inner plasmaregion, which isdenoted by 0. The criteria
that allow these conditions to be satisfied in real dis-
charges and are based on the approach developed in
[2, 17] were discussed in detail in [27] and will be con-
sidered below.

The simplest way to determine the structure of the
solution to Egs. (7)—9) isto turn to the equation intro-
duced in[2, 17]. Specifically, summing up Egs. (7) and
(8) divided by the corresponding diffusion coefficients
yields the equation

—2n/k—ny = nJ1z—2n,/kI?, (14)
which isvalid for k > 1 and has the following charac-
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teristic spatial scalesl.and |,

112 = 112 + 112
e on 2a , (15)
= Vi/Dgp + Vo/Day = ToWi/L" + T,V /L7,

12 = 115+ 1112, = vg/2D, + K, /Dy, a8
= rnvd/L2+TnpK,np/L2,

where Dy, o, = Dy, p(k + 1) and D, = 2D,D/(D,, + Dp)
are the electron—-on and ion—on ambipolar diffusion
coefficients and the corresponding characteristic time
scales are denoted by T = L4/D;.

The scale |, determines the maximum possible
thickness of the outer region 1 [17]. In this region, the
density of negative ionsislow, n,(x) = 0, because they
are expelled by the ambipolar field to the inner plasma
region, so that we have ng(x) = ny(x).

The distribution of charged particle densities in the
inner plasma region depends substantially on the rela-
tionship between the characteristic dimension L and the
distancel,, over which negative ions diffuse during their
lifetime before they disappear in internal processes
[2,17]. When |, > L (whichisthe case at low gas pres-
sures), a negative ion can diffuse across the entire dis-
charge volume. In order for negative ions to be trapped
inthe discharge, their density in theinner region should
obey Boltzmann distribution (13) (as is the case with
electrons). From Egs. (7)—9), it follows (see, e.g., [28]
for details) that the diffusion of negative ions usualy
dominates (I, > L) when the product of therate of their
ambipolar diffusion (ion diffusion at electron tempera-
ture) and the attachment rate is much smaller than
unity, T,v, << 1. Since, in this approximation, Schottky
condition (3) is satisfied, the last inequality passes over
to the condition K; = K;, which indicates that the ion-
ization rate exceeds the attachment rate and, for aMax-
wellian EDF, leadsto the condition T, > T, for the el ec-
tron temperature. The temperature on the right-hand
side of this condition was introduced in [15] and is to
be determined from the equality K;(Ty) = Ks3(Tg). For
the rate constants of processes (i)—(viii), we have T, =
2.2¢eV (Fig. 4, curve4). In[15], it wasrightly noted that
T, is the lowest possible temperature in the global
model [1, 4-10]; thisindicates that the global model is
inapplicable to such discharge conditions for which
simulations based on it give T, < Tg.

At low pressures (1,,V, << 1, which corresponds to
electron temperatures T, > T.), the electrons and nega-
tive ions both obey Boltzmann distribution (13). Recall
that, under these conditions, the electron density profile
intheinner region at k > 1isflat, ny(x) = ng. Thefield-
driven flux of negative ions and their diffusive flux are
of roughly equal intensity and are oppositely directed.
Consequently, the two terms on the right-hand side of
Eq. (7) for n,(x) are approximately equal and should be
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Fig. 10. Rate constants of reactions in the balance of ng:
(1) Ry, (2) Rs, (3) Ry, and (4) Rg + Ry.
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Fig. 11. Rate constants of reactions in the balance of T
(D) &7R7, (2) €5Rs, (3) €1Ry, and (4) €3Rs.

summed, so that, in the case n,(0) > ny(0), in which we
are interested here, Eq. (7) becomes —2D,n;; = ving.
This gives a parabolic profile of the ion densities [17]
(for details, seeaso [1, 4-7]):

n.(x) = no(1-x/L%),

I’]nO/neO = ViTm-

(17)

Tg = Tyt Tp.

By analogy with expression (4), profile (17) was
derived using the interpolation formulafor the charac-
teristic losstimesfor charged particles. The only differ-
enceisthat the expression for the diffusion time t,, con-
tainstheion diffusion coefficient 2D, whilethe expres-
sion for T, contains the Bohm velocity of the ions
(including the negative ions); i.e., we have T, = L%/4D,
and 1, = L/V,, [cf. expression (4)]. Since the sdll
(region 1) isthin and the sell thicknessis highly sensi-
tive to changes in the parameters (see [28] for details),
we simplified the approximate analytic approach to the
problem by setting X, = L in expressions (17). Note that,
in order to achieve profiles (17) in practice, it is suffi-
cient to satisfy the condition 1,v, << 1 (or T,> Ty). In
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this case, the internal losses of negative ions [see the
right-hand side of relationship (11)] may occur via
either the recombination (v4 < K4n,) or the attachment
(Vg > K4ng) mechanism.

In the opposite limiting case 14V, > 1 (i.e., a high
gas pressures), we havel, <1, < L for the typical values
n,/Nn, < k=100. In this case, in the basic set of equa-
tions (7)—(9), we can neglect the terms describing ion
diffusion (as was done in [13-16]) and approximately
set X, = l.. Since the ion fluxes are dominated primarily
by the electric field, the fluxes of positive and negative
ions with nearly equal densities (n = p) in the inner
region I, < x < L — I, have the same intensity and are
oppositely directed; i.e., we have[2, 17]

[ o/by=—T /b, (18)

Because of the equality of the flux divergences (18),
the left-hand side of Eq. (14) in the central region I, <
x< L -l issmall, reflecting the local balance between
the plasma-chemical processes of production and loss

of theions, n/12 = 2n,/kI2, which corresponds to the
condition [2, 17]

(Vi/Dp + v, /Dy)ne = vyn, /D,
+Kyn,(n, +n)/(1/D, +1/D,).

In contrast to the case of low gas pressures, the
charged-particle density profiles at high pressures may
be different depending on the mechanism that domi-
nates the loss of negative ions [i.e., on the relationship
between the two terms on the right-hand side of condi-
tion (19)]. Thisleadsto different relationships between
the ionization rate and the rates of other process (and,
accordingly, to different electron temperatures T,).
When the recombination mechanism is dominant
(Vg < K4np), condition (19) yieldsthe relationship [ng/n, =
Ony/n, + Ony/n, = 20n./n, [2, 17], in which casg, in
contrast to profiles satisfying condition (12), the ion
profiles are flatter than the electron profile (see [28] for
details). From Eq. (7), relationships (11) and (18), and
condition (19), we obtain the estimate

Ki = K+ (1+Dy/Dp)K3Ney/Neg
=K3+ (1+Dy/Dy) (L —Xo)/ %= Kg,

i.e., K; = Kjs. Here, Ny = Ng(L —Xg) and Ny = NgpX, are
the averaged (over the discharge cross section) electron
densitiesin regions 1 and O, respectively. Hence, in the
recombination regime, the electron temperature T, is
close to the constant value T, (as was pointed out
in[15]).

In the detachment regime (v4 > K4ny), for flat spatial
profiles that were adopted in [2, 13-18] for oxygen
atoms O and metastable oxygen molecules O3 partici-
pating [detachment processes (vi) and (viii), respec-
tively], condition (19) immediately yields condition

(19)

(20)
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(12), which correspondsto flattened density profilesfor
electrons and ions. For the electron density n,(x) in the
inner region, we obtain from Eq. (7), relationships (11)
and (18), and condition (19) the following profile,
which decreases dightly toward the periphery (see
[2, 17] for details):

ne(x) = neOSin(/\/ViTan/VaX)- (21)

Since the loss of O atoms and O; metastables is

dominated by diffusion, the profiles of their densities
are not flat but decrease toward the walls; in plane
geometry, they are proportional to ~sin(tx/L). Accord-
ing to condition (19), the resulting decrease in the rate
of electron detachment from the negative ions toward
the periphery in reactions (vi) and (viii) leadsto alocal
increasein their densities.

From relationship (18), we obtain the following
relationship for the ionization rate in the detachment
regime[2, 17]:

K1:(Dp/Dn) K3Ne1/Ne0 = (Dp/Dn)K3(L - XO)/XO; (22)

i.e., the number of electrons attached in the outer region
is equa to the number of atoms ionized in the inner
region. Relationship (22) isinconvenient for estimates,
because it requires knowledge of and is sensitive to the
shell thickness. If we use electron density profile (21)
in relationship (22) (see[2, 17] for details) and turn to
relationships (11) and (18)—(21), then we can obtain the
following more convenient expressions for the ioniza-
tion rate:

VT, = V/vy for  JTv.>V.i/vy, (23)
ViTagy = JValan fOr  JTVa<Vi/Vg. (24

Expression (24) was also obtained earlier in
[28, 29].

According to expressions (23) and (24), we have
VT4, > 1 in the detachment regime at hand; this indi-
cates that the ionization rate is higher than that deter-
mined from Schottky condition (3) for a conventional
plasma. Accordingly, the electron temperature is also
higher than the temperature obtained from condition (3).

Theresults of our analysis show that the parameters
of the plasmain an el ectronegative gas depend substan-
tially on a new parameter—the quantity t,,v, which,
however, cannot serve as a new scaling parameter,
because it is determined by the product pL.

Hence, considering regimes dominated by one or
another process makes it possible to obtain simple the-
oretical relationships for the calculation of the plasma
parameters of dischargesin electronegative gases. This
approachisillustrated by Fig. 10, which showstherates
of different processes incorporated into the balance
equations for the charged-particle densities in oxygen
discharge plasmas in the ICP reactor under investiga-
tion. From Fig. 10, we can see that, at low pressures
(p < 200 mtorr), the most intense processisionization,
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i.e., reaction (i). Thiscorrespondstothecase1,v, << 1,
inwhich the condition T, > T, holds and the Boltzmann
equilibrium condition for negative ions is satisfied. In
this case, theion density profiles are parabolic, and the
electron density profile is flat. Parabolic profile (17),
which is plotted by the dotted curvein Fig. 1, isseento
agree well with the calculated results. At low pressures,
the negative ions disappear mainly in recombination
process (iv).

At higher pressures (p > 200 mtorr), the condition
TV, > 1 is satisfied and the ionization rate is lower
than the attachment rate (Fig. 10). Thissituation is gov-
erned to alarge extent by the mechanism for the inter-
nal losses of negative ions. For vy < K4n, (when nega-
tive ions disappear due to the recombination mecha-
nism), the condition K; = K3 should hold (thisindicates
that the ionization rate is equa to the attachment rate
and that T, = T). In oxygen, this is not the case,
because, at high pressures, the inequality t,vy > 1
implies a transition to the detachment regime of the
losses of negative ions (v4 > K np). In this case, theion
and electron densities obey a kind of flat profiles. the
ion densities either dlightly decrease or dightly
increase toward the periphery (Figs. 2, 3). The dotted
curvesin Fig. 4 show the electron density profiles n,(x)
calculated from expression (21) with allowance for
condition (19) in which the negative-ion density profile
n,(x) is given by expression (21). We can see that the
dotted curves agree well with the numerical results.

The electron temperature T, is determined by the
rel ationship between the ionization rate and the rates of
other processes that govern the steady plasma state. At
low pressures (such that t,,v, < 1), the T, values agree
well with those obtained from expressions (17) (Fig. 4,
curve 6). At higher pressures (1,,1, > 1), the numerical
values of the electron temperature agree well with those
obtained from expressions (21) and (22) (Fig. 4, curve5).
Since expressions (17), (21), and (22) do not contain
the specific input power W, the dependence T(W) is
weak (Fig. 5).

By analogy with Fig. 10, Fig. 11 illustrates the rela
tionships that determine the energy balance of an elec-
tron gas. We can see that the rates of the governing pro-
cesses, specifically, dissociation process (v) and pro-
cess (vii) of the excitation of metastable states, are
substantially higher than the ionization rate. Recall that
the el ectron energy balance equation is practically inap-
plicable for determining the electron temperature.
However, this balance equation yields simple formulas
for estimating the electron density n, from the specific
power fed into the discharge. From energy balance
eguation (6) and from Fig. 11, we obtain the relation-
ship W = (K5 + €,K;)n,; for the weak dependence
T«(W), thisrelationship yields the direct proportionality
W ~ n,, indicating that the electron density n(W) as a
function of specific input power increases essentially
linearly (Fig. 7).
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The degree of electronegativity n,/n, can be esti-
mated from global balance relationship (11) for nega
tiveions. At low pressures (1,,/v, < 1), when the nega-
tive ion density n, decreases because of the ion-on
recombination, the degree of electronegativity n./n,
increases with pressure. At higher pressures (1,,v,> 1),
i.e., in the detachment regime, the degree of electrone-
gativity n,/n, decreases with pressure (Fig. 8).

Hence, we have simulated | CP dischargesin oxygen
with the help of commercia software developed at the
CFD Research Corporation. We have abtained simple
scaling laws that make it possible to readily estimate
different parameters of discharge plasmasin electrone-
gative gases from the given externa parameters pL
and W,
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Abstract—Subcritical microwave streamer discharges are investigated using a two-dimensional model that
describes gas-dynamic processes in the ideal gas approximation and a self-consistent electromagnetic field in
the wave approximation and takesinto account the minimum required number of Kinetic processes (such asion-
ization, attachment, recombination, diffusion, and electric conduction). The initial conditions imitate the initi-
ation of a discharge from a small cavity with a reduced gas density and an arbitrarily small degree of gasion-
ization. The possibility of describing streamer discharges without reference to ionizing hard radiation is con-

firmed. © 2002 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

In traditional physics, the phenomenon of break-
down followed by the onset and development of a gas
discharge has been studied for a long time because it
has a broad range of applications. Being driven by an
electromagnetic field of an arbitrary frequency in dif-
ferent ranges (from the frequency range corresponding
to constant currents to the laser frequency range), the
gas discharge develops in very different ways. The
development of the discharge initiated by an electro-
magnetic field with a wavelength ranging from milli-
meters to decimeters is most peculiar. Progress in the
technique for generating high-power microwave radia-
tion made it possible to achieve fairly high microwave
energy densities in the focal region. Spark gas dis-
charges were initiated by breakdown in the focus of a
centimeter-wavelength radiation beam at moderate
pressures (up to apressure of 0.3 atm) [1, 2] and at high
pressures (up to several atmospheres) in an open micro-
wave cavity [3].

A dischargein the beam focus occursin the form of
a complicated system of very thin plasma filaments,
which occupy the entire focal region and propagate
toward the source[1, 4]. Such discharges are rather dif-
ficult to investigate in detail because of their compli-
cated spatial filamentary structure. In contrast, dis-
chargesin thefocal region of acavity occur asaregular
solitary formation—a bright thin filament that is
stretched out along the electric field vector and whose
length is close to half of the radiation wavelength [5].
Such a simple geometric structure offers expanded
opportunities for studying the physics of the phenome-
non in question.

Since microwave discharges can develop in regions
inwhich the unperturbed electric field strength is below

the threshold for breakdown, it was supposed that the
streamer mechanism plays a leading role in the dis-
charge process. In [6] and in some subsequent papers,
attempts were made to construct an elementary model
of a high-frequency streamer in an overcritical field in
the quasisteady (rather than wave) approximation.
Since under conditions of an overcritical field the
streamer develops at a significantly faster rate than the
gas-dynamic processes, the latter can be neglected in
describing the initial stage of the streamer evolution.
However, in asubcritical field, atime scale for the dis-
charge evolution is comparable to that of the gas
dynamic processes, which ensure the conditions
required for the development of the streamer—namely,
the reduction of the gas density in the streamer channel
[7]. For the first time, this situation was described the-
oretically by Khodataev [8], who constructed a rela-
tively simple numerical model of adevel oping streamer
with a length comparable to the radiation wavelength
and took into account the reduction in the gas density
during gas heating. He showed that, under the electro-
dynamic resonance conditions (when the streamer
length becomes equal to half of the radiation wave-
length), the field energy is resonantly absorbed by the
streamer plasma. He also demonstrated that, in contrast
to the common practice [1], the propagation of the
streamer can be described without reference to theion-
izing ultraviolet radiation from the plasma in the
streamer channel. Inthisway, it is sufficient to take into
account only electron diffusion, which is free in the
range of low electron densities. Inthe region in front of
the streamer head, where the field amplitude exceeds
both its unperturbed value and the threshold for break-
down, the electron density decreases abruptly away
from the head and becomes so low that the ambipolarity
effect turns out to be insignificant. In this case, the

1063-7842/02/4708-0955%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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growth rate of the streamer is determined by the sum of
the ionization rate in the electric field and the attach-
ment rate and by the coefficient of free electron diffu-
sion [9]. The results of our investigations confirm this
conclusion.

Our efforts to construct a more adequate theoretical
model of a streamer ran into significant difficulties. Of
course, the model should be capable of describing elec-
tron-balance processes such as electron impact ioniza-
tion, recombination, attachment, and electron diffu-
sion. The model to be constructed is intended to
describe spark streamer discharges observed in a
microwave field at gas densities higher than about 0.1
of normal density. Under such conditions, the electron
transport collision frequency v,, exceeds the angular
frequency w of thefield, and the electrical conductivity
o of a partially ionized gas is dominated by electron
collisions and is thus determined by the transport colli-
sion frequency v, and electron density n.. The current
density and the electric field are related by Ohm'’s law:

j = oE. (1)

The microwave-driven electric current rapidly heats
the streamer plasma and thus gives rise to intense gas-
dynamic processes. In this case, the ionization and dis-
sociation coefficients are assumed to be small, which
makes it possible to use the model of an ideal gas with
the adiabatic index vy.

The development of an electricaly conducting
plasma formation greatly perturbs the initial electro-
magnetic field distribution, so the streamer effect
comes into play. Since the length of a developed
streamer is comparable to the radiation wavel ength, the
self-consistent electrodynamic problem is to be solved
in the wave approximation. In actual experiments, the
initial microwave field is generated by a monochro-
matic source and the characteristic time scale of the
process is much longer than the field period; conse-
quently, it is natural to formulate the problem in terms
of the Helmholtz equation with the Sommerfeld condi-
tion at aremote boundary.

MATHEMATICAL MODEL

The development of astreamer dischargeinamicro-
wave field is described by the set of equations consist-
ing of the gas-dynamic equations for an ideal gas,

an onVv,
FI ox, 2)
anVB+Dp/M +9MVeVa _ =0, p=(y-1)Mne,
ot 0Xq
(©)
onw . 0 _ 2 _ \LZ
5t a—xava(p/M+nw)—q0|E| , W=g+ 2,(4)
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theionization balance equation for the e ectron density n,,
on, 9 ong
—5T +axa%eVG_Def(n! |E|1ne)axu|] (5)
ne[Vi(n1 |E|) _Va(na |E|) - Brne]
(wherea, B =1, 2, 3); and the Helmholtz equation for
the microwave field amplitude E,
2 .4T[q] _
Ox] xE—k %lﬂTDE =0,
o (6)
o= k=9 - /1

mv,, C

Here, nisthe gasdensity, Visthevelocity, pisthe pres-
sure, € istheinternal energy per unit mass of the gas, M
isthe mean mass of amolecule, yisthe adiabatic index,
v; and v, are the ionization and attachment rates, 3, is
the recombination coefficient, n. isthe electron density,
o istheelectrical conductivity, E is the complex ampli-
tude of the microwavefield, D isthe coefficient of free
electron diffusion (in a plasmaregion with a high elec-
tron density, it passes over to the ambipolar diffusion
coefficient [9]), and m and e are the mass and charge of
an electron.

As the measurement units for the gas density and
gas pressure, we adopt their values [n] and [p] in an
unperturbed gas. We also express the velocity in the
units of [V] = {[p]/M[n]}Y2. Since the length of afully
developed streamer is comparable to the radiation
wavelength, it is convenient to choose [x] = 1/k and
[0] = w/4m as the units of length and conductivity, in
which case the units of time and electron density are
[t] =[x]/[V] and [ng] =[omv,/€7]. It isalso expedient to
normalize the dectric field to its critical value [E] = E,
in an unperturbed state; in turn, the critical value of the
field is determined from the condition v;([n], [E]) —

vo([n], [E]) = 0.
In the dimensionless variables, Egs. (2)—6) take the
form

an onv, _
ET X, 0. "
onvg aanva _ _

5 TP+ % 0, p=(y-1ne, (8
onw, 0 _ 2 _ \_)_2
'ET*'E;(—QVG(D””W) = qolE[", w=¢+ > 9

an
3t o, S heva=D(n.E, ”e)axD (10)
= n[nF(n, [E[) - fng,

O0X] xE—(1+i6)E =0, o = % (11)
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where

q = [o][EI*[t/[p],

f = BindItl, (12)
F(n, [E]) = Fo[exp(b(1—n/[E[)) - A(n, [E])],
Fo = vu([n], [EDI], (13)
A(n, |E|) = \7\%[—(%—'% (14)
i :
D(n,E,n,) = 25— F (0 IE]

+ i)
i JMFE (15)

Do = De([n], [E], 0)[] K.

n
F(n ) + 54

Dependence (12) approximates the experimental
data on ionization and electron attachment (see, e.g.,
[10]). The function A(n, |E]), which is used to model
dissociative attachment, has a dlightly pronounced
maximum at the point (n = 1, |E| = 1), a which it is
equal to unity. Model expression (15) relates the free
electron diffusion coefficient to the ambipolar diffusion
coefficient at the ionization front [9]. In model (7)—
(15), an important role is played by the function
nF(n, |E]), which is the total dimensionless rate of ion-
ization and attachment. Note that this function is posi-
tivefor n < E and is peaked about n = |E|/b.

Equations (7)—(11) were solved in cylindrical coor-
dinates (r, 2 under the assumption that the discharge
configuration possesses both axial symmetry (9/0¢ = 0)
and symmetry with respect to the z= 0 plane. The com-
putationregionwas (0<r <R, 0< z< Z), with the obvi-
ous symmetry conditions at the axes. The sides of the
computation region, R and Z, were chosen to be large
enough for the gas-dynamic perturbations not to reach
the boundaries of the computation region during therun
time of the code. Helmholtz equation (11) was solved
with the Sommerfeld asymptotic condition at infinity:

E OE® + C(r/|r])exp(ilr])/Ir|. (16)

The algorithm used to solve Helmholtz equation
(11) with regard to the diffraction by athin object was
described in [11].

Our numerical simulationswere carried out for con-
ditions prevailing in the laboratory experiments
described in [2-5]. Specifically, we simulated dis-
charges driven by microwave radiation with a wave-
length of 8.9 cmin air at a pressure of 152 torr at room
temperature. Under such conditions, the measurement
units and the constants are equal to

[r,Z] = 142cm, [n] = 48x10% cm™,
TECHNICAL PHYSICS  Vol. 47
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2x10° erg/cm®, [V] = 2.88x 10" cms,
[t] = 49 ps,
[E] = 20 esu (6 kV/cm), F, = 800, f = 25,
D,= 016, q=166, y =14, b=53.

Theinitial conditions require a separate discussion.

In studying discharges in an overcritical field, it is
natural to use initial conditions corresponding to an
immobile homogeneous gas medium withn=1, v =0,
w =1, and g = 0. The externa field is specified as a
standing wave in which the nonzero amplitude of the
axial field component is expressed in terms of the zero-
order Bessel function, E® = EgJy(r). In order to initiate
the dischargewhen E® > 1 (i.e., |E| > n), it is sufficient
to create an arbitrarily small region with an arbitrarily
low degree of ionization. In this case, the condition
nF > 0 holds everywhere, so that nothing can prevent
avalanche ionization followed by the development of
the discharge. However, we are interested here in the
opposite situation, namely, in dischargesin asubcritical
field, E;< 1. Inthiscase, wehave |E| < nand nF <0, so
that the electron density in the initial stage should
decrease. However, the discharge generally continues
to devel op because the heating source (described by the
term qo|E[?) creates an excess pressure, which expels
the gas from the central region. Sincethe gasdensity in
this region can significantly decrease (i.e., fall below
|E]), the function F may become positive and the num-
ber of electrons may start to increase. The higher the
initial electron density, the earlier the situation changes.
However, when the initial electron density in a local
regionislow, thetimeinterval after which the situation
changesis so long that the avalanche ionization practi-
cally does not come into play. That is why, in order to
initiate a subcritical discharge, it is necessary either to
increase the electric field to an overcritical level by
inserting ametal initiator into alocal region or to create
(e.g., by laser breakdown) alocal cavity with areduced
gas density at the minimum of which the breakdown
condition n < E, is satisfied.

[p]

InS

Fig. 1. Time evolutions of both the logarithm of the total
number of electrons and the growth rate of this number

([1] = 49 p).
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Fig. 2. Contours of constant gas density at t = 0.15: n =
(1) 0.07, (2) 0.2, and (3) 1.5 ([r, Z = 1.42 cm, [n] = 4.8 x

108 cm3).

Fig. 3. Contoursof constant field amplitudeatt =0.15: [E| =
(1)0.5,(2)1,and (3) 1.5([r,Z] =1.42cm, [E] =20 esu, [t] =
49 ns); thevalues of [r, Z] and [t] also refer to Figs. 4-8.

n, |E|

2.5

2.0

1.5

1.0

0.5

Fig. 4. Profiles of the gas density and field amplitude along
the zaxis(r = 0) att = (1) 0.1 and (2) 0.2 ([n] = 4.8 x
108 cm3, [E] = 20 esu).
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Here, we consider precisely the latter way of initiat-
ing discharges and adopt the initial conditions corre-
sponding to alocal cavity (alocal region with areduced
gas density) in the vicinity of the origin of coordinates.
The time during which the gas density in the cavity is
low is restricted by conventional heat conduction and,
thus, can be sufficiently long. On the other hand,
recombination quickly reducesthe electron density to a
low level. Because of this, theinitial electron density in
the cavity is assumed to be low.

The avalanche ionization condition is equivalent to
the condition for the zero solution to Eg. (10) to be
unstable. A rough estimate based on the solution to this
equation for constant values of D and nF yieldstheine-
quality

D <nFL? (17)

where L is the characteristic dimension of the region
with F > 0. We thus arrive at the familiar breakdown
condition [10].

If, in the region of areduced gas density, inequality
(17) issatisfied and o issmall, then, the only processin
the initial discharge stage is electron production. The
gas remains immobile and the field is unperturbed. As
the electrical conductivity begins to increase, the gas
and the field both start to evolve.

Theresults of simulations described in the next sec-
tion were obtained for the following initial conditions,
which satisfy inequality (17): the amplitude of the
external field istwo times smaller than the critical value
(Eo = 0.5), and, in a cavity with dimensions of about
r, z< 107, the gas density and electrical conductivity
aen<05and o~ 107,

CALCULATED RESULTS
In presenting the numerical results, we start with the
analysis of the integral parameter S = ﬁ[ N, 21rdrdz,

which isthe total number of electrons. The time evolu-
tion of this parameter isillustrated in Fig. 1. A linear
increase in the function InS(t) indicates an exponential
increasein thefunction St), the characteristic exponen-
tial index (the growth rate) being X = d(InS)/dt. Theval-
ues of the growth rate (which is also shown in Fig. 1)
allow us to see that the discharge process proceeds in
the following four stages.

In the first stage (0 < t < 0.02), we have x = 1000
(thisvalue, however, is beyond the frame of the figure).
The electrons are produced in the way described above,
and the gas state changes insignificantly.

The second stage (0.02 <t < 0.07) isin asense a
transition stage. Asaresult of theinitial heating, the gas
starts to expand, giving rise to a shock wave. The char-
acteristic growth rate drops abruptly to x = 70.

In the third, fairly long, stage (0.07 <t < 0.23), the
processes of the formation of the ionization front, rar-

TECHNICAL PHYSICS Vol. 47 No. 8 2002
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Fig. 5. Dynamics of the compressed gas layer (n > 1.3) at thetimest = (a) 0.19, (b) 0.21, (c) 0.23, (d) 0.25, and (e) 0.27 from the

timeinterval t = 0.19-0.27 ([n] = 4.8 x 108 cm™).

efaction wave, and shock wave all cometo an end. The
shock wave slows the discharge evolution: the growth
rate X reducesto 20. The representative distributions of
the gas density and electric field in this stage are shown
in Figs. 2 and 3, respectively. The gas density distribu-
tion, represented by the contoursn = 0.07, n= 0.2, and
n= 1.5, aswell as by two heavy curves corresponding
to the boundaries of the compressed gas layer, is still
seen to keep its original elliptically symmetric shape.

The electric field distribution represented in Fig. 3
by the contours [E| = 0.5 and |E| = 1 differs radically
from the gas density distribution. The electric field is
seen to have the maximum [E| = 1.5 at the z-axis. Due
to the presence of this maximum, the conducting
plasma cloud extends slowly in the z direction.

Figure 4 shows profiles of the gas density and elec-
tric field along the z-axis at thetimest = 0.1 and 0.2. It
may be said that the n profile “follows’ (approaches
from below) the |E| profile in such a way that the
parameter |E|/n tendsto unity and theionization rate nF
fallsto zero. Note also that, by thetimet = 0.2, thefield
perturbation overtakes the shock wave.

The successive positions of a compressed (n > 1.3)
gas layer during the time interval fromt = 0.19 to 0.27
areshown in Fig. 5, which illustrates the dynamics of a
transition from the third to the fourth discharge stage.
Thefourth stage beginsat thetimet = 0.23, at which the
gas in the layer compressed by the shock wave breaks
through the layer boundary near the z-axis to redistrib-
ute the discharge configuration. During the same time
interval, the propagation vel ocity of theionization front
(shown by the contours ¢ = 1 in Fig. 6) increases
abruptly.

The distribution of the current flowing through a

cross section z = const is illustrated in Fig. 7, which
shows profiles of the real and imaginary parts of the

current amplitude 1(2) = I o E,21rdr at two times. The

real parts are everywhere positive, and the imaginary
parts are almost everywhere negative. Time evolutions
of the real and imaginary parts of the amplitude of the
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current flowing through the cross section z= 0 are given
inFig. 8, which also shows how theionization front Z(t)
(o = 1) propagates along the z-axis. From this figure,
we can again see that the discharge process changes
radically at the timet = 0.23: the propagation velocity
of theionization front increases by one order of magni-
tude (from 1 to 10).

We may say that only after reaching this stage did
the discharge and breakdown actually happen. That the
discharge process intensifies after breakdown is also

z
1.0

0.1

0.1

|
r

1
02 03
Fig. 6. Positions of the ionization front (¢ = 1) during the
time interval t = 0.19-0.27 at the same times as in Fig. 5
([o] = w/4m).
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Fig. 7. Profiles of the real (curves 1, 2) and imaginary
(curves 1', 2) parts of the current amplitude 1(2) =

oE2mrdr ([0] = w/4T, [E] = 20 esu). Curves1and 1' were

calculated for t = 0.23, and curves 2 and 2' were calculated
fort=0.27.
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Fig. 8. Time evolutions of the real (curve 1) and imaginary
(curve 1) parts of the amplitude(2) = joE,2rrdr of the cur-

rent flowing through the cross section z = 0 and change in
the position Z(t) of the ionization front (curve 2) with time
([o] = wl4, [E] = 20 esu)

clear from Figs. 1 and 8, which show the time evolu-
tions of thetotal number of electrons §t) and of the cur-
rent amplitude I,(z, t) in the cross section z= 0. In par-
ticular, during the last (fourth) timeinterval, the growth
rate X sharply increases to 40.

Asthetota length of the streamer approachestheres-
onant value (equal to half of the radiation wavelength), al
discharge processes becomefaster and theinduced current
increases in a jumplike manner, so that the streamer will
soon explode as a result of rapid hesting. However, this
discharge stage is beyond the scope of our studly.

CONCLUSION

We have developed a mathematical model that takes
into account the minimum possible number of required
factors. The model not only confirms to the results
obtained thusfar but also promotes a better understand-
ing of dischargesin a subcritical field (in particular, at
aqualitative level).

VOSKOBOINIKOVA et al.

From our investigations, it is possible to draw the
following conclusions.

The results obtained confirm the streamer nature of
microwave discharges in gases at comparatively high
pressures and prove that microwave discharges can
develop in a subcritical field (i.e., in a field whose
strength is below the threshold for breakdown).

Our results also confirm that, in describing the
development of a subcritical streamer discharge, it is
possible to dispense with ionizing hard radiation from
the streamer channel, which is not regarded now as a
necessary factor.

It isshown that, in order to initiate a microwave dis-
charge in a subcritical field, it is sufficient to create a
local cavity with a radius larger than a certain radius
and with a reduced gas density at the minimum of
which the condition of positive electron balance in an
unperturbed field should be satisfied.

The wings of the streamer develop mainly at the
expense of an increase in the field at the streamer ends
and also, but only later, because of the plasma heating
in the streamer channel. The hot region of the streamer
is markedly shorter than its conducting shoulders.

As the streamer wings develop, the spherical shock
waveoriginating intheinitial stage evolvesintoacylin-
drical shock wave. Intheregion in front of the streamer
head, there is no shock wave.
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Abstract—The potential and polarization distributionsin a planar emitting layer of PLZT-9/65/35 ferroelectric
ceramic with aset of conductive strip electrodes on the emitting side and a continuous el ectrode on the opposite
side are studied by numerical methods. The state arising immediately after polarization switching at theleading
edge of an applied voltage pulse (i.e., before the polarization charges are screened by free charges) is consid-
ered. When the pulsed field strength far exceeds the double coercive field, regions with alternating polarization
are found to form in the surface layer between the strips. The normal component of the polarization at its max-
ima s close to saturation. The electric field on both sides of the surface varies as the polarization vector and
reaches 200 kV/cm. At surface microirregularities, the electric field strength is much higher. This means that
field emission is responsible for electron escape from the ferroelectric ceramic during pulsed polarization

switching. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Although electron emission from ferroelectric
ceramics has been studied for along time, its nature still
remains unclear. It has been established [1] that this
phenomenon is related to spontaneous polarization
switching under the action of an electric field pulse.
Clearly, to gain a better understanding of the emission
mechanism, one has to study the distribution of the
potential near the surface of the ferroelectric ceramic
emitter at the instant the pulsed emission starts. The
pulseis observed immediately after the leading edge of
an applied field pulse, i.e., until the free charges of the
ceramic neutralize the polarization charges.

The aim of thiswork is a self-consistent calculation
of this potential. The field-pulse-switched polarization
is assumed to be dependent on the field strength in the
form adopted in [2] (the Preisach statistical model [3]).

MODEL AND CALCULATION
OF POTENTIAL

We assume that the half-space y > 0 (hereafter,
domain I) is occupied by the ferroelectric ceramic and
the half-space y < 0 (domain 1) is a vacuum. In the
boundary planey = 0, an array of thin conducting strips
that are infinitely long in the z direction and have a
width b in the x direction is arranged. Let the period of
the array in the x direction be equal to 2b for simplicity.
We also assume that the potential of the strips equals
zero and that domain | is subjected to a pulsed electric
field, which can be viewed as uniform away from the
boundary:

E, = E, y>b. D

A sufficiently high field strength E, switches the
polarization, causing volume and surface (in the plane
y = 0) polarization charges to appear. The field respon-
sible for the polarization is the sum of the applied field
and the self-field of the nonuniform polarization. When
calculating the fields, one must take into account the
effect of the grounded conducting strips. The field
strength—polarization relationship is nonlinear [2];
therefore, a self-consistent solution to the problem of
potential distribution can be found only numerically
within our model.

We will use the method of successive approxima-
tions. At each step, the potentia is calculated by the
finite-difference approach combined with the Fourier
transformation [4—6]. Then, the electric field strengthis
found by numerical differentiation and the polarization
vector is determined by the technique reported in [2].
The norma component of the polarization vector
between the strips specifies the surface polarization
charges. The volume polarization charges are calcu-
lated by numericaly differentiating the polarization
components. The field sources thus found are subse-
quently used to calculate the potential in the next
approximation.

POTENTIAL DUE TO THE APPLIED
FIELD STRENGTH

The origin is placed in the middle of the strip spac-
ing. In the plane x0y, we choose a square mesh with a
step d = b/M so that the edge of the strip corresponds to
x = dM/2, where M is even. The symmetry of the prob-
lem allows us to calculate the potential only in the
region0<x<bh.

1063-7842/02/4708-0961$22.00 © 2002 MAIK “Nauka/Interperiodica’



962

For the potential at the domain boundary that is
specified at points x,,=md (m=0, 1, ..., M), we write
the discrete Fourier transform

M-1
N N Tikm
= + —_
Vi = Vol2 Evkcos,vI Vw/2cosTiM, @

m=012,..M,

M/2-1

Ve = 2/MD/0/2+ z v cos—”H

(©)
m=2012,..M

Expression (3) for the Fourier coefficients takesinto
accountthat v,,=0am=M/2,M/2+1,...,M(i.e, a
points on the grounded strip).

Using the method of separation of variables [4], we

write the solution to the L aplace difference equation for
the potential at the pointsx,=md (m=0, 1, 2, ..., M)

andy,=nd(n=0,1, 2, ...) of domain|:
M-1 k
Vi, = Vgl2+ z vkcosnMm e ™"
k=1 (4)
+ U\, /2cosiMe " Mn—Eond,
and at the pointsx,=md(m=0, 1,2, ..., M) and y,, =
-nd(n=0,1,2,...) of domainII:
Vim = Vol2+ Z vkcos@e e
©)
+ VMIZCosnMe
By = arccosh% cos K] (6)

The potentia given by (4) and (5) meets the conti-
nuity condition at the boundary between domains| and
Il1. To satisfy the continuity condition for the normal
component of the electric induction between the strips,
we write the expression for the y component of the
field:

M-1

Eyom = Eo+d™ Z ¥\ B, COS—— :\(/Ime B
(7)
+d 70 ,/2By costMe *
M-1
Vil _ -1 TIKm _—Bn
Eyom = —d I(Bkcos—
K=1 (8)

—dv,,/2B, costMe ™
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The boundary condition for the normal component
of the induction,

Vi VII
€Eynm—Eynm = 0, )

m=0,12,..,M/2-1
(where ¢ is the ceramic permittivity unrelated to the

spontaneous polarization), givesrise to the set of equa-
tions for the Fourier coefficients of the potential:

M-1
z \‘/kBkcos%m + v \y/2B,,costtm = —¢/(e + 1)dE,,

k=1 (10)
m=012,..,M/2-1.
Set (10) should be supplemented by the set
M-1 km
~ ~ TU A
Vol2+ . cos—— + V7 ,/2cosiM = 0,
0] kzl k M M (11)

m= M/2,M/2+1, ..., M,

which is derived by equating the potential across the
conducting strips to zero. A solution to sets (10) and
(11), together with expressions (4) and (5), defines the
potential in both domains in the absence of the sponta-
neous pol arization.

The numerical solution thus constructed is a solu-
tion of the simple problem. It can also be solved analyt-
ically by conformal mapping. Then, the potential across
the boundary planeis given by

v = 21 'Egbarccosh[2¥cos(tx/2b)].  (12)

However, the problem of potential due to polariza-
tion charges is solved only by the difference method. It
is therefore of interest to evaluate its accuracy by con-
trasting with the result obtained analytically. In the
model of indefinitely thin strips, the electric field
strength obtained analyticaly grows infinitely at the
strip edge, which is easy to check by differentiating
expression (12). The solution found by the difference
method does not possess such a property.

The solutions at the strip edges are inaccurate in our
model aso because of the fact that real electrodes have
afinite thickness. From the following, however, it will
be seen that the model describes adequately the typical
behavior of the potential and polarization between the
strips and, hence, sheds light on a possible emission
mechanism.

The potentialsin the middle of the strip spacing that
are found numerically and analytically differ by 7% for
M = 8. Thisis quite sufficient for qualitative estimates.
The discrepancy decreases fast with increasing M.

Note also that the factors B, in finite-difference
expressions (7) and (8) for field strength should be
replaced by sinhf,. However, the factors (3,, which
appear when continuous Fourier series are used, pro-
vide a better accuracy, as follows from a comparison

TECHNICAL PHYSICS Vol. 47
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between the results obtained by the difference and ana-
lytical methods.

POTENTIAL DUE TO POLARIZATION
CHARGES

To solve the difference Poisson eguation, from
which the potentia in domain | is found, one usually
uses double discrete Fourier transformation [5]. In this
case, the potential and its Fourier coefficients are
related as

N-1 M
= z Z sm@cosw (13)
oy M
N-1 M | k
x = 4M‘1N‘lz Z'U'n*msin%]cos%, (14)
n=1m=0

where primes at the signs of summation over k and m
mean that the weighting coefficient of the terms with

the numbers 0 and M is 1/2. The volume density p;.,, of
the polarization space charge and its Fourier coefficient
P« arerelated by expressions similar to (13) and (14).

When calculating the potential and the space charge
in the ceramic, we, according to the procedure adopted
here, will specify the potential at (N + 1) pointsin they
direction. However, it is known from the electrody-
namic theory [7] that the array appreciably disturbs a
uniform electric field normal toitssurface only at adis-
tance on the order of its period. One can therefore
expect that effectsrelated to the polarization nonunifor-
mity show up also within this distance; that is, we need
only take N = 2M. The validity of such aselection of N
is supported by subsequent results.

The Fourier coefficients of the potential and charge
density relate as [5]

O = Pid’/(ggoh), (15)

where

i TIK
A = 4- 2cos|\I _ZCOSM

are the eigenvalues of the difference Laplacian.

Equalities (13)—(15) define the potential vanishing
at the boundary between the domains. To construct a
solution satisfying the nonuniform boundary condi-
tions

(16)

| U, M=01,..,M/2-1
UOm =

= 17
. m= M2 M2+, ..M, (17)

we take advantage of the equivalent charge method [6].
To thisend, we rel ate the equivalent charge p},,, and the
TECHNICAL PHYSICS Vol. 47
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real charge p,,, by the equality
g = Pm R =L g

Pom: N#1,

which provides the fulfillment of the nonuniform
boundary conditionsfor the potential Ugm weareinter-
ested in.

It is convenient to introduce the Green difference
function

2N 1M
i Y ZA
l=1k=

Tikm . 7in' nkm

X cos—y=SIN=gF cos—u=,

which relates the potential in domain | and its sources:

G(n,m; n',m) = nln

(19)

N-1 M

S 3 G m ey,
n=1m=0
M/2-1

+d? 5 G(n,m; 1, m)u,.
mZO
The potential in domain |1 that takes boundary con-
ditions (17) is defined by (2)—«(4), where u,, and 0, are
substituted for u,, and 0, , respectively.

U = (€€0)~
(20)

The y components of the electric field are repre-
sented through the difference derivatives of associated
(volume for domain | and surface for domain I1) Green
functions with respect to n:

N 1M
G,(n,m;n',m) = z Z)\|ksnm coszd—n
l=1k= (21)
x cosTKMg, TN cosT[—krn
M N M’
g,(m; m) = Z B cosnkmcosw (22)
" dM Y M’
N-1 M
Eym = ~(€80)" 5 Y Gy(n mi 1, m) oy
n=1m=0
M/2-1 (23)
~d? 5 G, (n,m; 1, mu,,
2,
M
Eym = —d7 3" ga(m; mh)uy. (24)

The continuity condition for the normal component
of the electric induction, including the switchable part
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of the polarization, between the strips,
EEOE%m_SOE;J(;:n = —Pyom
m=012,..,M/2-1

givesriseto aset of equationsfor the potential u,, at the
boundary:

(25)

M/2-1
z' {d'g,(m; m)—ed?G,(0, m; 1, m)}
m=0
N-1 M
= & Pyonte y Y Gu(0.m N, m)pyy, (26)
n=1m-=0

m=20,1,..,M/2-1.

In (25) and (26), the polarization component —P, is
the surface density of charges related to the switchable
part of the polarization.

Once set of equations (26) has been solved, the
potential in domain | is calculated with expression (20),
where the potential matrix is supplemented by the row

Uy, according to (17) and the row of zeros, Uy, = O.

In domain Il, the potential U!. is calculated with
expressions similar to (3) and (5).

POLARIZATION AND POLARIZATION
CHARGES

The potential produced by an applied field and the
switchable polarization is represented as the sums VLm
+ Up, and Vo, + Upny. Thetotal field strength, which
is necessary for calculating the switchable part of the
polarization, is determined by numerically finding the
potential gradient. We usethe central differences except
for the boundariesn = 0 and n = M, where ordinary dif-

ferences are used. At the boundariesm=0 and m= M,
the array symmetry is taken into account.

According to [2], the polarization vector is given by
0, E<2E

P = E(E/E)(PSIB){erf[(E—EC)/(Zmoi)]
El—erf[EC/(Zmoi)]}, E>2E,

where erf(x) is the error function [8], P is the sponta-

neous polarization, E, is the coercive field, and oiz is
the internal field variance.

The volume density of the polarization charges is
calculated by the formula

p = —divP.

(27)

(28)

Numerical differentiation here isaccomplished sim-
ilarly to the potential differentiation. In calculating the

IVANOV, RABKIN

Fourier coefficients of the space charge p;, with an
expression like (14), the space charge densities at the
boundariesn=0and n=N areignored. Thismeansthat
the total polarization charge, responsible for the poten-
tial, isother than zero. To eliminatethe arising error, the
matrix elements p,,, are replaced by p;, + Por/2 and the
matrix elements Py _ 1. m BY Pn_1, m+ Pnnd 2 Prior to sub-
sequent calculations. Then, as may be easily checked,
the condition of charge conservation is fulfilled if the
above numerical differentiation formulas are used.

METHOD OF SUCCESSIVE
APPROXIMATIONS

The calculation sequence described above is one
step of the method of successive approximations. The
potentia V,,, in the absence of polarization charges is
taken asthe zero approximation. The mere repetition of
steps does not provide the convergence of the method;
therefore, after each ith step, the refined approximation
651',11 of the charge density matrix is calculated through

the matrix pﬂr)n calculated at this step by the formula

Prm = apum+ (L—0)Phn (29)
where the constant parameter a is taken so that it pro-
vides the highest rate of convergence; in other words,
the modified Newton—Kantorovich method [9] is
applied.

Thetentative value of the parameter a isdetermined
from the first several steps by the formula for conver-
gence acceleration [9]:

— Ii+1_|i
@ lio=20 + 1 (30)
where lower harmonics of the space charge matrix, for

example, p') , are taken asthe linear functional ;.

RESULTS OF CALCULATION

The potential and polarization were calculated for
PLZT-9/65/35 ferroelectric ceramic. Its permittivity € =
4650 [10]. The parameters entering into expression
(27) were caculated in [2]: at 20°C, P, = 74 uClcm?,
E.=3.73kV/cm, and g; = 11.4 kV/cm. The width b of
the conducting strips is taken to be 0.2 mm. As the
applied electric field, we took the field at which intense
electron emission was observed [11]: E, = 10 kV/cm.

Electrons are emitted from the ceramic surface
between the strips; therefore, in what follows the field
characteristics are given for this part of the ceramic.
Recall that the origin isin the middle of the strip spac-
ing, the x axisliesin the plane normal to the strips, and
they axisis directed inward to the ceramic.

Figure 1 shows the calculated potential U and the
field componentsin avacuum, E,, , and in the ceramic,

TECHNICAL PHYSICS  Vol. 47
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E,., onthe surfacey = 0 in the gap. The normal compo-
nents E,. and -E,, differ insignificantly; hence, they are
produced largely by surface polarization chargeswith a
density —P,. The x dependence of the tangential field
component E, on the surface (omitted in Fig. 1) also has
an oscillatory character. Its extremaare closeto and lie
between those of the norma components.

Such dependence of the field isrelated to the distri-
bution of the switchable part of the polarization, asfol-
lows from Fig. 2, which demonstrates the directions of
thisvector near the surface in the middle part of the gap.
In the immediate vicinity of the surface, the polariza-
tion directions alternate. On the surface, the polariza-
tion reaches a maximum: P¢/3{1 — erf[E/(2Y%0))]} U
18 uC/cm?, asfollows from (27). At adistance equal to
onevariation of x from the surface along they direction,
the polarization drops by one order of magnitude. The
field of the vector E in the ceramic is similar to that of
P but drops significantly with y at a distance half as
large asthat for P.

The reason for the polarization alternation isthat in
a uniform external field somewhat exceeding 2E,, the
near-saturation polarization produces a depolarizing
field far exceeding 2E,; therefore, the polarization can-
not be uniform. In other words, the reason is akin to that
causing domain nucleationinasinglecrystal. However,
in the ceramic, alarge number of domainsis supposed
to exist in either of the regions (I and Il) according to
the Preisach model [2], within which expression (27)
has been derived in [2].

The nonuniform distribution of the polarization over
the ceramic surface is likely to be due to the nonuni-
form boundary conditions because of the presence of
the strip array. To check this assumption, we studied the
polarization in a uniform structure. Let a semi-infinite
ceramic sample be subjected to auniform external field
produced by unlike charges uniformly distributed over
thefree surface placed at infinity. With theuniformfield
taken astheinitial approximation, layersthat are paral-
lel to the surface and have an alternating-direction
polarization normal to the surface appear. If the initial
approximation is disturbed by a periodic harmonic per-
turbation of the surface potential, successive approxi-
mations converge to a solution where regions similar to
those existing in the ceramic with the strips and having
the associated period will be observed in the surface
layer. Such aregular structure apparently has a number
of equilibrium states, each with its own local energy
minimum, and iterations converge to one of them
depending on the initial approximation chosen.

L et us now discuss the admissible number M of par-
titions (mesh steps). The number M defines the number
of Fourier components involved in the solution and the
maximal number of the variations of the solution in the
x direction.

It was shown that, as M grows, the number of varia-
tions increases in proportion while the surface layer
TECHNICAL PHYSICS  Vol. 47
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Ux102V; Eyv x 1073, V/em; EyC x 1073, V/cm
33

0 0.02

0.06  0.08

1
0.10
X, mm
Fig. 1. Distributions of (1) the potential U and electric field

components (2) in vacuum E,,, and (3) in ceramic E,; over
the ceramic surface.

1
0.04

thickness decreases in inverse proportion. The field,
polarization, and stored energy density in thislayer are
high but their maximal values remain virtualy
unchanged. It appears that the solution corresponds to
the least possible electrostatic energy for a given M.
However, such an assumption isvalid if the ceramic is
highly uniform. Actually, it consists of crystallites sep-
arated by the nonpolar glassy phase. One can expect
that crystallites (up to 10 um in size) are highly polar-
ized regions. Therefore, in the calculations (Figs. 1, 2),
we put M = 32, although the numerical method retains
stability at M twice as large. With such M, the applica-
bility condition for the Preisach model and, accord-
ingly, expression (27) are fulfilled: the domain size
(1 pm in the ceramic) is much smaller than the charac-
teristic length of the electrostatic problem.

RESULTS AND DISCUSSION

Thus, if apulsed electricfield of strength far exceed-
ing the double coercive force is applied to a PLZT-
9/65/35 ferroelectric ceramic emitter, regions of alter-
nating-direction polarization arise in the near-surface
layer between the strips. The polarization is normal to
the surface and approaches the saturation value in the
maximum. Near the surface (both inside and outsidethe
ceramic), an electric field of strength reaching
200 kV/cm appears. Its direction varies consistently
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Fig. 2. Polarization vector field near the surface in the middle of the strip spacing.

with the direction of the polarization vector. Note that
thisfield in the ceramicis comparabl e to the breakdown
value but, being concentrated in the thin surface layer,
only bends the bands and causes carrier avalanche mul-
tiplication by impact ionization. In alayer of thickness
on the order of 10" cm, the carrier concentration was
estimated as 10% cm= [12, 13]. It can be expected that,
as in barium titanate [12], carrier sources here are
impurity levels (such asF centers of oxygen vacancies)
or surface levels.

The calculated value of the field strength in the sur-
face layer sheds additional light on electron emission
from ferroelectric ceramics observed in experiments
and suggests that there is a fundamental similarity
between this emission and the emission from insulators
due to the injection of electrons with energies ranging
from 0.2 to 0.5 MeV [14, 15]. Emission from insula-
tors, called critical or explosive, arises when the charge
accumulated in the surface layer produces a surface
field on the order of 100 kV/cm. An emission pulsewith
aduration of several to severa tens of nanoseconds and
acurrent density of several tensto several thousands of
amperes/cm? gjects the injected charge and then the
process of charge accumulation/gjection may repeat
many times. The similarity with emission from ferro-
electric ceramics is also in that a plasma resulting in

vacuum discharge under certain conditionsis generated
on the insulator surface.

Taking into account the qualitative and quantitative
similarity of these two types of electron emission, we
believe that approaches to the devel opment of a unified
emission theory put forward in [15] apply to emission
from ferroelectric ceramics. Specifically, it can be
argued that microirregularities on the ceramic surface
(surface roughness and surface structure nonunifor-
mity) are responsible for the high current density. It
seems likely that a local field enhancement by one or
two orders of magnitude at a surface irregularity causes
intense field emission.

To further develop the quantitative theory of emis-
sion from ferroelectric ceramics that arises during
polarization switching, it is necessary to elucidate
changes in the electron subsystem of an imperfect
ceramic during polarization switching.
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Abstract—A physical mechanism of cratering on the surface of solid targets exposed to intense charged parti-
cle fluxes is suggested. According to this mechanism, the craters form due to surface gravitational waves and
Richtmyer—Meshkov instability of the plasmatorch free surface [1-4]. The crater sizes and shapes predicted
theoretically agree well with experimental observations. It is shown that the stresses arising in the target are the
highest under the crater, which explains the localization of structure modification observed in the experiments.

© 2002 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

Materia irradiation by intense charged particle
beams is widely used in various technologies for
improving the properties of the surface layer. Resulting
defects and surface films improve the strength, as well
aswear and erosion resistances, of the material surface.
The disadvantage of such a surface processing is the
formation of craters and other surface features, making
the surface rough. Cratering is a complex physical pro-
cess. Its study is of interest both for applications (i.e.,
for controlling the beam processing of structural mate-
rials) and from the scientific point of view. In this arti-
cle, our goal is (1) to construct physical and mathemat-
ical models of cratering and (2) to perform anumerical
experiment to derive basic conditions for cratering on
the surface and relationships for stress fields in the
target.

PHYSICAL MODEL OF CRATERING

Before constructing a model of cratering, we will
recall some experimental data for this phenomenon
foundin [5, 6]. In the works cited, the beam ion energy
was E = 250 keV; shot duration t, 50 ns; and beam cur-
rent density j,,, 50-200 A/cm?. Carbon ions and protons
accounted for 70 and 30% of the beam. The number of
shots N was between 1 and 10. Targets were thin
(0.3 mm) plates made of different materials. The sur-
face to be irradiated was electrochemically polished.

In[5], craters were observed on al the samplesirre-
spective of the current density even if the surface tem-
perature was bel ow the melting point. Their sizesvaried
over awide range. The craters were always centrosym-
metric and had an annular structure. Central symmetry
may be somewhat violated, i.e., by the nearest neigh-
bor. Thering-like structure may be both well developed

and lack peripheral rings. Because of this, the craters
apparently exhibit awide variety of forms. The centra
part of the crater may contain both a recess and a pro-
trusion.

In general, the craters are randomly arranged on the
surface. However, one can distinguish regions where
small craters (d = 0.1-2.0 um) of density n = 5 x
10 m=2 dominate, regions with small and medium-
size craters (d = 3-10 um, n = 10° m2), and those with
large craters(d > 10 um, n< 10°-108 m2). Large craters
concentrate, as a rule, near the beam center, where the
radiation energy density is the highest. Small ones pre-
vail over the periphery of theirradiation area. From the
crater size distribution for nickel, it follows that small
craters are associated with alow current density. A frac-
tion of large craters increases grows as the current den-
sity rises. For molybdenum, the situation is similar [5].
The positions of the craters do not correlate with grain
boundaries and shear tracers, that is, to the material
structure under the surface. As the number of shots
increases from 1 to 10, the typical sizes of the craters
risefrom several micronsto several tens of micronsand
their density drops fromn =15 x 108to 4 x 10’ m=.
The depth of the craters was no larger than 1.5-2.0 um.

Images of thetarget surface[5, 6] show well-defined
high-contrast craters and many diffuse craters of much
lower contrast. It was assumed [5, 6] that the distinct
craterswere produced by the last shot, whilethe diffuse
ones were produced by preceding shots and then were
smoothed out by surface melting, evaporation, and
plasma cloud condensation.

From the experiments, it also follows that protective
films and structure defects form most intensely near the
craters. The surface inside and near the cratersis cov-
ered by afilm about 100 nm thick. Away from the cra-
ters, thefilms either do not form at all or their thickness

1063-7842/02/4708-0968%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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isno more than 10-20 nm. At low current densities (j =
5 x 10° A/m?), the dislocation density in the surface
layer is high (10 m~) near the craters and low away
fromthem. Atj = 2 x 106 A/m?, the dislocations are uni-
formly distributed with a density of (2-5) x 10 m>;
however, the concentration of structure defects near the
cratersis even higher.

Bearing in mind the experimental results [5, 6], we
suggest the following mechanism of cratering. When
striking a solid target, intense charged particle beams
with a power density of more than 10 W/m? heat it up
heavily, producing a plasma torch with a temperature
T=(1-5) x 10° K and a strongly nonuniform concen-
tration. Experiments and calculations (see, e.g., [7])
have shown that the plasma front velocity becomes as
high as ~10° m/s for the shot duration 100 ns and the
plasma front acceleration reaches ~10° m/s?>. With
such acceleration values, gravitational waves may be
excited on the surface irradiated [1]. Nuclei (emitters)
of the gravitational waves are local microprotrusions or
microrecesses on the surface. Their height (depth) may
bevery small (from several tenthsto several hundredths
of amicron).

It will be shown below that gravitational wavesorig-
inating at a localized perturbation are annular waves.
The size and number of their rings depend on the size
and shape of the perturbation, as well as on the value
and time period of acceleration. By the time the shot is
off, a gravitational wave produces a protocrater whose
amplitude is smaller than the amplitude of the initia
perturbation. Such a protocrater, however, may possess
aconsiderable kinetic energy.

When the beam current is switched off, the plasma
spreads without energy delivery. Its acceleration
decreases very quickly and may even change sign. In
the absence of acceleration, the kinetic energy stored by
aprotocrater causes Richtmyer—Meshkov instability to
arise[3, 4, 8]. The second stage of cratering setsin, dur-
ing which the protocrater deepens and transforms into
afull crater several microns deep. The resulting crater
has the same radius and annular structure as the proto-
crater.

When the gravitational waves propagate and the
instability develops, not only the surface but also near-
surface layers of the material become disturbed. As a
result, the processes on the plasma surface deform the
liquid phase—plasma interface. Further solidification of
the liquid phase freezes the deformation, giving rise to
the relief observed on the surface with the craters. The
depth of each crater depends on the kinetic energy
stored in the associated protocrater (i.e., on the phase of
the gravitational wave when the acceleration drops
abruptly) and on the time period from the onset of insta-
bility to liquid phase crystallization.
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MATHEMATICAL MODEL
OF CRATERING

In the general case, one can distinguish three phases
in thetarget irradiated (Fig. 1): the plasma phase, from
which the material |eaves the surface; the liquid phase,
which crystallizes on the target surface upon cooling;
and the solid phase. Note that the plasma phase may be
absent if the irradiation intensity is low. Gravitational
waves arising on the free surface deform areas adjacent
to the surface. However, we neglect the disturbance of
the liquid—solid interface, assuming that the gravita-
tional waves and the instability occupy alayer of finite
depth. Flows associated with the free surface deforma-
tion will be described under the assumption that the
plasma and liquid phases of the material constitute a
unified plasma-like medium [9, 10].

The problem will be solved for the axisymmetric
cylindrical geometry (Fig. 1). The axis Oz is directed
along the normal to the undisturbed free surface. The
medium is assumed to be incompressible in the first
approximation. Consider a layer of an incompressible
liquid bounded by the flat boundary z=—H. Theliquid
moveswith avariable acceleration, i.e., isin an externa
potentia field G(r, z, t) = —g(t)z If theinertial forcesare
directed inward to the medium (g < 0), gravitational
waves appear on the free surface [1]; otherwise, Ray-
leigh—-Taylor instability develops[2, 3].

Let us write a set of equations that describe the
dynamics of the free surface z = Z(r, t), that of the
plasma-iquid interface z= Z(r, t), and the pressure at
the solid-iquid interface (z=—H). For a potentia lig-
uid flow, we write the incompressibility condition

Ad(r,z,t) = 0, (D)

whered(r, z,t) isthevel ocity potential; Bernoulli equa-
tion,
0(r, Z,t) , 1[[@52 L 9 }

ot 2 EBrDZ(r, 1) EaZDZ(r,t) (2

—g(t)Z(r,t) = 0;

Fig. 1. Geometry of the problem: 1, plasma; 2, liquid phase;
and 3, elastic medium.
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kinematic condition for the free surface,

0z(ny _ 90 _@¢g  0Z(rY. g
ot EBZDZ(r,t) |:Brljz(r,t) or

and the impermeability condition for the lower bound-
ary,

29 _
So(r,-H, 1) = 0. 4)

In the general case, nonlinear set (1)—(4) is difficult
to solve. It has been shown [8] that this set can be
reduced to a closed set of equations for the free surface
by eliminating flows in the volume. Unfortunately, one
must know strain fields and pressures in the volume of
the material when describing cratering.

The linear theory has been demonstrated to be valid
in many practical cases. If the velocity and displace-
ment of the liquid are assumed to be small, one can
neglect the second-order terms in Z(r, t) and [ in
Egs. (2) and (3) to arrive at alinearized set that is solved
by the method of separation of variables.

For alayer inthecylindrical coordinates, an elemen-
tary solution to Laplace equation (1) that satisfies con-
dition (4) is

0(r,zt) = C()(E+e 2N Jo(kr), (5

where Jy(kr) isthe zero-order Bessel function.

This solution corresponds to the elementary profile
of the free boundary Z(r, t) = a(t)Jy(kr). For the ampli-
tude of such a perturbation, the Taylor formulais given
by [1-3]

d’a(t)
dt?

For g(t) = —g,, where g, is a positive constant, the
perturbation amplitude experiences harmonic oscilla

tions with a frequency w = ,/goktanh(kH); that is,
gravitational waves set in the system. In this case, the
inertial forcestend to stabilize the system, i.e., to return
it to the equilibrium (plane) shape. In atraveling gravi-
tational wave, the perturbations propagate with agroup
velocity [1]

= g(t)ktanh(kH)a(t). (6)

d(K)

Vg ok
1 g kH [ @)
== |20 AL
= 2R 1K+

If the acceleration of the system (and hence, the
inertial forces) vanishes at atimeinstant t = t,, the per-
turbation amplitude starts growing with a constant rate
da/dt (t = ty), as in the case of Richtmyer—Meshkov
instability [3, 4], and the perturbations do not propagate
over the surface. Actually, the dependence g(t) is rather
complicated, so that it is difficult to establish a strict
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line of demarcation between the conditions of gravita-
tiona wave propagation and instability conditions.
Therefore, in real situations, the solution can be found
only numerically.

Integration of the velocity field [¢ with respect to
time yields the displacement of the liquid in the vol-
ume. The Z component of the displacement at a depth
z= —h defines the crater shape Z(r, t) (Fig. 1). If the
plasma-iquid interface is perfectly flat at t = O, then

—kh kh —2kH

Zy(r,1) = (a(t)—a(O))g—i—_“;——zk—H—Jo(kr). )

Let usfind the pressure field due to the processes on
the free surface. The linearized equation of motion in
the layer has the form

o (r,z,t) _ 0OP(r,z1)
T ORI O

Let P(r, z,t) = Py(z, t) + Py(r, z t), where Py(z t) =
pg(t)zand P,(r, z t) isdefined by the free surface defor-
mation. Taking the constant of integration such that
Po(Z(r, t), t) + Py(r, Z(r, t), t) = 0, wefind in view of (3)

kz + e—kz— 2kH

Py(r,2,t) = —pg(t)a(t)ehﬁao(kn.

(10)

In the linear range, it is easy to describe the evolu-
tion of a perturbation of arbitrary shape. In a circle of
radius R, an arbitrary function Z(r, t) is expanded in
Bessel functions:

Z(r, 1) = 5 an(t)Jo(kar), (11)
n=1

where k, = /R and , is the nth zero of the Bessel
function.

Each of the elementary perturbations a,Jy(k,r) will
develop independently. Adding the elementary pertur-
bation, we obtain from (8)

Z(r, 1)

—k,h k,h—2k,H ( )

- e" —e
= Z (an(t) —an(0)) —=77—Jo(kar).

ot l-e

Similarly, from (10), we derive the pressure on the
rigid wall:

Py(r,=H. 1) = 5 Pado(kar),
net (13)

—k,H

n

2e
Pr = —pg(t)a,(t) ————.
l1+e "

Let us find the applicability domain for the linear
theory. In a layer of finite thickness, two criteria of
smallness must be fulfilled ssimultaneously: a(t)/H < 1
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and a(t)k < 1. Nonlinear effects are essential when
either of the left-hand sides approaches unity. It has
been found experimentally [6] that the crater depth
does not exceed 1.5-2.0 um. The depth H of the molten
surface layer depends on the particle range in the target
and the thermal conductivity of thetarget. For the beam
used in [6], H = 3 um. The value of H can be obtained
from the temperature fields in the material, which are
found by numerically solving the equations of contin-
uum mechanics. Thus, the criterion a(t)/H < 1ismet for
most craters. The second criterion, a(t)k < 1, imposes
restrictions on the wave number range: k < 106 m™=.
Thus, nonlinear effects are essential only for very deep
and very shallow craters.

In the nonlinear range a(t)/H ~ 1 or a(t)k ~ 1, the
solution to Eq. (1) can be represented in the form

q)(r, z, t) — C(t)(eﬂL(r, z,t) + e—(Z+2H)/L(r,Z,t))JO(kr),(14)

where L is some effective depth of perturbation. The
substitution of (14) into (1) yields an equation for L.
From (14) and (5), we find that L = 1/k in the linear
range.

To approximately calculate the effective depth of
perturbation L(r, t) and the evolution of the plasma sur-
face profile, we used the nonlinear approach described
in [8]. The crater shape and the pressure fields in the
nonlinear range were evaluated with Egs. (8) and (10),
where k in the exponents was replaced by 1/L(r, t) cal-
culated with the nonlinear approach.

To describe the evolution of a perturbation of arbi-
trary shape in the nonlinear range, k, in the exponents
in (12) and (13) should be replaced by 1/L,,, whereL, is
the effective depth of perturbation for the nth compo-
nent.

The generalization of thetheory [8] for the evolution
of an arbitrary perturbation yields L, = L(r, t)k/k,. In
the linear range, L = 1/k; and accordingly L, = 1/k..

ACCELERATION OF TARGET SURFACE
EXPOSED TO INTENSE CHARGED PARTICLE
FLUXES

The interaction between an intense charged particle
beam and a target can be described in terms of a set of
equations including the kinetic equation for fast parti-
cles, equations of continuum mechanics, and an equa-
tion of state that provides a stable solution in a wide
range of thermodynamic parameters.

The off-diagonal components of the target stress
tensor were found within the elastoplastic model [11].
Beyond the solid, the shear modulus was set equal to
zero. The diagonal components of the stress tensor
were calculated with the wide-range equation of state
suggested in [12]. Equations of continuum mechanics
were solved with the technique suggested in [13],
which yields a stable solution in a very wide range of
thermodynamic parameters of a medium. This tech-
2002
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nique also applies to liquid—vapor equilibrium states,
for which approaches involving artificial viscosity are
associated with certain difficulties. The essence of this
techniqueisthat an analytical solution found for asmall
volume element and a short time interval is applied for
the description of the behavior of the whole system.

For the beams with power densities <10* W/cn?,
the radiative thermal conductivity is much smaller than
the electron thermal conductivity and can be neglected
[14]. The electron thermal conductivity was calculated
within the plasma model of metal [9, 10] over a wide
range of material parameters. The heat evolution dueto
the beam was taken into account by adding the energy
release function to the right-hand side of the equation
for internal energy.

The energy release function, which equals the dose
rate per unit mass of the material, was found by solving
the problem of charged particle transfer with the semi-
analytic method suggested in [15]. In evaluating the
electron transfer, we took into consideration energy
loss fluctuations, multiple electron scattering, and the
production of secondary electrons. Theion transfer was
evaluated in the continuous decel eration approximation
with multiple scattering ignored. The energy losses for
the ions were calculated according to [16].

The accel eration of the surfaceirradiated was cal cu-
lated by the formula

z
o) = ——S[e@ Vv, (2 0z

(15)
.[9 (z,t)dz *

Here, z is the coordinate of the plasma torch surface,
z isthe coordinate of the plasma—solid interface, and z,
is the coordinate of the surface inside the solid that has
been reached by the perturbation by the time instant t.
Results given below were obtained for aflat target irra-
diated by the flux moving in the positive direction along
the 0z axis. Therefore, the target plasma spreads in the
negative z direction.

The properties of a plasma generated by intense
charged particle beams striking a target depend prima-
rily on the energy release function D(2) [17]. Our
numerical experiment implies that the width of the
energy release region is specified by the particle range
in the target. Under electron irradiation, this region is
two orders of magnitude larger than that under irradia-
tion by protons of the same energy. Since the range of
carbon ions in a material is much smaller than that of
protons, the presence of ions in a carbon beam
increases the energy release in surface layers of the tar-
get. A rise in the particle energy increases largely the
volume irradiated but changes insignificantly the
energy being released.

Consider first the dynamics of the surface acceler-
ated by apowerful electron beam with parameters used
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Fig. 2. Time variation of the target surface acceleratlon
under electron acceleration. j, = 10 (1) and 100 kA/cm? (2).
Ec=0.3MeV, 1=100ns.
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Fig. 3. The same asin Fig. 2 for irradiation by low-energy
ion beams containing protons (P) and carbon i |ons (©).E,=
0.5 MeV; j, = 100 (1, 2, 4, 5) and 200 A/cm? (3). T = 50
1,34 and 100 ns (2, 5). (1-3) Pand (4, 5) 0.7C + 0.3P.

in experiments carried out in [18]. Figure 2 shows the
time variation of the surface acceleration. The surface
starts to move noticeably within several nanoseconds
after the beginning of irradiation. Then, within 10—
15ns, the acceleration declines because the energy
delivered is spent on target melting and evaporation.
The further increase in the acceleration is associated
with a pressure rise in the plasma due to heating by the
beam.

For the target irradiated by the powerful ion beam,
the surface dynamicsis more complex (Fig. 3). Atalow

VOLKOV et al.

ion current density (~106 A/m?) and a shot duration of
50 ns, the acceleration of the target surface changes to
itsfast decel eration when theirradiation ends (curves 1,
3, 4). This is explained by evaporation energy losses
when the medium expands (the volume irradiated isin
liquid—vapor equilibrium). As the shot duration grows,
the negative accel eration diminishes considerably. Note
that when the target is irradiated by alow-energy elec-
tron shot of nanosecond duration, the pulsed accelera-
tion response is similar to curve 1 in Fig. 3 but has a
lesser amplitude and accordingly is longer. For exam-
ple, when acopper target isirradiated by a40-keV elec-
tron shot with a current density of 5 x 10° A/m? and a
duration of 10° s, the maximal acceleration reaches
=5 x 108 m/<?. In this case, the durations of the acceler-
ating and decelerating phases are roughly the same,
=4 x107s,

For low irradiation intensities, the distributions of
the density and temperature of the spreading plasma
show that the plasma density remains high (=0.7p,,
where py istheinitial density of the medium), and the
temperature drops to the crystalization temperature
within 100 ns after the beginning of irradiation. Such a
high rate of temperature drop isrelated primarily to the
high electron thermal conductivity: a =18-um-thick
layer is heated for the time interval mentioned above.

A rise in the irradiation intensity or an increase in
the energy delivery by changing the beam composition
causes intense sputtering of the irradiated part of the
target. The acceleration of the surface grows consider-
ably (Fig. 4), and the decelerating phase is absent. The
density of the spreading plasma decreases by severa
orders of magnitude compared with the initial value.
The temperature of the medium also rapidly drops with
time. In this case, this is due to both the high thermal
conductivity and internal-to-kinetic energy conversion.

RULES OF CRATERING: NUMERICAL
EXPERIMENT

To elucidate general rules of cratering, we per-
formed calculations for amodel accel eration response:
g(t) =—gofort<tyandg(t) = Ofor ry<t< Ty + 1. Here,
T4 is the duration of the pulsed acceleration response
(which can be found from Figs. 2-4), and 1. isthetime
to liquid phase crystallization after the shot has been
switched off (which can be estimated from the variation
of the temperature field).

In simulating the effect of N shots, the acceleration
cycle was repeated N times. The profile of the liquid
boundary Z(r, t = 14 + 1) obtained in the preceding
cycle wastaken astheinitia perturbation of the plasma
surface Z(r, t = 0) in the next cycle. With such an
approach, the smoothening of the crater due to the
removal of the materia evaporated is taken into
account. We used the weakly nonlinear approximation;
that is, the plasma surface profile was determined in
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Fig. 4. Thesameasin Figs. 2 and 3 for irradiation by high-
energy ion beams containing protons and carbon ions. Ey, =
0.5 MeV. j, = 200 Alcm? (3). 1 =50 (1) and 100 ns (2, 3).
(1,20.7C+03Pand (3) P

terms of the nonlinear theory [8], while the liquid
boundary profile was calculated by formula (12). Fig-
ure 5a demonstrates various initia perturbations of the
surface; Fig. 5b, resulting craters after N = 6 shots
(curve 1 refers to smoothed microprotrusion; curve 3,
torings; and curves 2, 4, and 5 refer to steps of various
radius). Theirradiation conditionsare g = 3 x 101 m/s?,
T,=50ns, 1, =100 ns, h=2 pm, and H = 4 um. At the
maximum of the pulsed accel eration response (=60 ns),
the plasma is till near the surface, which justifies the
order of magnitude for h and H. The mechanism con-
sidered is seen to provide the evolution of asmall local-
ized perturbation into a crater whose parameters and
shape (structure) meet those observed in experiments.

Of specia noteisthe weak dependence of the crater
shape (structure) on the shape and size of aninitial per-
turbation. Initial perturbations with different shapes
and sizes transformed into virtually identical annular
structures, which are specified by the narrow spectrum
in the expansion in Bessel functions. For variousinitial
perturbations, the typical value of k is k = (3.3-3.8) x
10° m™. Since kH > 1, expression (7) for the group
velocity of thewaveissimplified. Inthiscase, the crater
radius can be estimated as

R= R, +0.5,/do/KTyN,
where R, isthe radius of theinitial perturbation.

In (16), it istaken into account that the perturbation
propagates along the radius only as a gravitational
wave.

If the second term in (16) much exceeds the first
one, the crater radius depends on irradiation conditions,
i.e., on the duration and amplitude of the pulsed accel-
eration response. Otherwise, the crater size depends on

(16)
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Fig. 5. Initial perturbations and associated craters formed
under the action of model acceleration.

the initial perturbation. In our case, the radius of the
perturbed region grows to 40-45 um through the prop-
agation of gravitational waves; therefore, the crater
radius depends on the initial perturbation only dlightly.
Thus, the annular structure and the crater radius in this
case depend on the irradiation conditions and condi-
tions at the plasma surface.

Figure 5 depicts the crater shapesfor the case where
the initial perturbations are protrusions. The craters
formed also have a protrusion at their center. If the ini-
tial perturbation is a recess, the associated craters will
also have recesses at the center with the annular struc-
ture retained.

It should be noted that the cratering mechanism sug-
gested in this work includes also the mechanism of fil-
tering of the initial perturbation spectrum. Indeed, for-
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Fig. 6. Crater growth function vs. k.

mulas (7) and (12) imply that short-wave perturbations
make a smaller contribution to cratering than long-
wave ones, because the former propagate with a lower
velocity and decay with depth faster. However, accord-
ing to the Taylor formula[3], long-wave perturbations
have a greater time to onset of instability. Thus, for a
specific beam-target system, thereis a certain range of
wave numbers that specifies the crater profile. Quanti-
tatively, this fact can be described with the crater
growth function Fy(K). It is defined as the ratio of the
crater amplitude (i.e., the amplitude of the solidified
boundary of the liquid) after the action of one shot to
the initial amplitude of an elementary perturbation for
a given k. Within our model of acceleration, the crater
growth function is found analytically by integrating
Taylor formula (6) in view of (8):

e—kh _ e—2kH +kh

—2kH

Fy(k) =

x[cos(&gy) + Tr./goktanh(kH)sin(&,) — 1],
&y = JYoktanh(kH)ty,

where & is the phase of the gravitational wave at the
instant the pul se acceleration response is completed.

The crater growth function is uniquely specified by
irradiation conditions. For our model, the absolute
value of the growth function vs. k (for k < 10 m™) is
shown in Fig. 6 (curves 1-3). Under irradiation, only
those harmonics of theinitial perturbation spectrum for
which |Fy(K)| > 1 grow. Harmonics with the largest
IF4(K)| (i.€., for k=3.5x 10° m™in our case) grow most
rapidly. Thefiltering efficiency of one shot islow: local
peaks (at k = 1.5 x 10° m™ and k = 8 x 10° m™) with
roughly equal heights are observed; however, the
dependence [F4(K)]™ for N > 1 has a distinct peak in a
rather narrow range of wave numbers. Even at N = 6,
the growth function peaks sharply at k = (3-4) x 10° m™.
Because of this, the annular structure of the crater

(17)
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depends on the initial shape of the perturbation insig-
nificantly (Fig. 6, curves 2 and 3).

Now consider the crater growth under the action of
an actual pulsed acceleration response. The function
g(t) is rather complicated; therefore, the growth func-
tion is found by integrating Taylor function (6) for the
plasma surface profile jointly with the equation

dt dt g _ g2

a.(0) = 0,

for the boundary of theliquid. Here, a, isthe amplitude
of the perturbation at the liquid—plasma interface.
Equation (18) follows from (8). Because of the plasma
spread, the depths h and H continuously vary. Within
the model of incompressible liquid, these variations for
the liquid—plasma system areimpossibleto consistently
takeinto account. However, one can refine the model by
formally substituting into Egs. (6) and (18) the time-
varying functions H(t) and h(t) for the constants. The
model refined includes the compressibility of the
medium as a whole in the course of the basic process,
which causes gravitational waves and instability.

As has been shown above, the dependence of the
irradiation-induced acceleration of the medium on the
energy delivered has astrongly nonlinear character. We
consider two irradiation regimes with greatly differing
functions g(t) (Figs. 3, 4). Figure 7 shows the absolute
values of the growth function for two actual accelera-
tion regimes. Curve 2 reflects the case of an ion beam
with a large energy (the associated function g(t) is
depicted by curve 1 in Fig. 4), and curve 3 refersto a
small-energy ion beam (the associated function g(t) is
depicted by curve 3 in Fig. 3). The total time from the
beginning of the shot action to crystallization is 1y +
T. =150 ns. In evaluating these crater growth functions,
the above time dependences were taken into account:
h(t) was derived from one-dimensional calculations
(the coordinate of the front surface of the target) and
H(t) was set equal to h(t) + h,,., Wwhere ., isthe con-
stant thickness of the liquid layer.

It follows from the plots that conditions for crater
growth exist in both cases. For the low-energy beam,
crater smoothening due to the plasma spread is absent.
This partially compensates for a small acceleration.
However, the crater growth functions are small: only
relatively large initial perturbations (0.1-0.3 pm in
size) can transform into a crater. For this reason, low-
energy beams generate asmaller number of cratersthan
high-energy ones (in the latter case, a perturbation even
=0.01 pm deep may give rise to a crater).

For the high-energy beam, the peak acceleration is
one order of magnitude higher than g, in the above
model case. However, the sharp but not instantaneous
drop of the acceleration and the inclusion of the time
dependence of the depths result in amuch smaller cra
ter growth function.

(18)
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For the high-energy beam, the absolute value of the
growth function is maximal at k = 3.3 x 10° m™. How-
ever, this peak is not so sharp as for the model acceler-
ation. Therefore, the sensitivity to an initial perturba-
tion in this caseis higher. For the low-energy beam, the
crater growth function almost saturates at k> 3 x 10° mr*
and the crater shape and radius are completely defined
by an initial perturbation. Such irradiation conditions
deepen the crater nucleus without regularly structuring it.

If the growth function is known, the final expression
for the crater profile after the action of N shots in the
linear range is given by

Z(rnt=N+10) = » 2n(0) (Fg(kn))" Jo(Kal),
(19)

n=1

where a,(0) isthe initial perturbation spectrum.

Thus, we found the profiles of the actua craters
(Fig. 7) that were formed under the action of the high-
energy shots (N = 10). Theinitial perturbations had the
form of recesses 0.01 um deep with a radius R, = 10
(curve 1), 30 (curve 2), and 1 um (curve 3).

All the craters have nearly the same parameters of
the annular structure, k = (3.0-3.5) x 10° m™ (the val-
ues close to the maximum of the absolute value of the
growth function). Vertical lines indicate the position of
the rings of the crater described in [5], wheretheirradi-
ation conditions were the same as in this work but the
targets were made of molybdenum aloys. Neverthe-
less, our calculations are seen to be in good agreement
with the experimental data.

Thus, under the irradiation conditions used in [5],
the crater radius depends strongly on that of the initial
perturbation. The increase in the crater radius because
of the propagation of gravitational wavesis as small as
10-30 um. Large craters (R = 10 um) with a developed
annular structure may arise only from sufficiently large
initial perturbations; for this reason, afraction of large
craters is low if the surface was prepolished. As for
local perturbations with Ry < 1 um, they giveriseto a
large number of small craterswith R< 10 um.

STRESS FIELDS IN A SOLID
DUE TO CRATERING

According to formula (13), gravitational waves
originating on the plasma surface exert pressure on the
solid surface. The higher the instantaneous accel eration
and the crater amplitude, the higher the pressure. The
pressure deforms near-surface layers of the metal and
produces a stress field. This field is the subject of the
subsequent discussion.

We assume that the deformations are elastic and
quasi-static. Since their range is typically =k ~ 3 um
and the velocity of sound is=3.3 x 10° m/s, the relax-

ation times are on the order of 10~° s. The geometry of
the problem is the same as in Fig. 1 with the only dif-
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Fig. 7. Crater profiles under actual acceleration conditions.

ferencethat the origin is shifted downward by H so that
z = 0 corresponds to the solid surface. Balance equa-
tions for elastic medium in the cylindrical geometry
have the form

lszzur ,10u o°u, uf

Oor? ror o7 r
%y, 9°u,0
2 2 r Z, —
(@ Ctr)gg W;% =0,
(20)
[p%u, 10u, o0°u
d 1
Dor> ror o0
2 2
H(E-c 1 Tl g

070
where ¢, and ¢, are the longitudinal and transverse

velocities of sound, respectively, and u,(r, z) and ur, 2)
are the displacement vector components.

Boundary conditions for the stresses are

rdz r oz

0,(r,2=0) = = PrJo(kir),
n=1

0,(r,z=0) =0, 0,(r,z=-x) =0, (21)
O,,(r,z=-w) = 0.

Jointly solving (20) and (21),we find the displace-
ment field:

© 0
0(r,2) = =3 —L2 (1~ 20) + k2) 3y (k).
n=1 npctr
T (22)
0 2) = =5 —2d"((2-20) ~k,2) (ko).
n:12knpctr
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Fig. 8. Stressfields under the crater in the solid part of the target.

where 0 is Poisson’s ratio and J;(k.r) is the first-order
Bessal function.

The components of the desired stressfield are

0,(1,2) = =3 Ple™(1-ki2) Jo(ka),
n=1
0.(r2) = - P‘n’[ek"z(u k.7) Jo(K,1)
n=1
—e™((1-20) + knz)‘]ll((k;‘r)},
) ’ (23)
Opp(r,2) = _z Pg[ek”ZZGJO(knr)
n=1
+€((1-20) + knz)W},

02 ==y Pk ze "3, (k.r).
n=1

Taking into account the time dependence of the per-

turbation spectrum Pg(t), one can trace the stress

dynamics in the quasi-stationary approximation. Figure 8
shows the stress fields for the peak acceleration after
the tenth high-energy shot (the situation corresponds to
curve 2 in Fig. 6). It is seen that the stresses are local-
ized by depth and by radius (they concentrate in athin

surface layer about 10 pm thick and under the crater,
respectively). The stressamplitudeis one order of mag-
nitude higher than the yield point = (for copper, = =
6.85 x 107 Pa). However, this value is the highest
throughout the irradiation time.

The high stresses in the metal under the crater
explain an experimentally observed high concentration
of structure defects near craters.

As follows from (13), when the acceleration disap-
pears, so does the pressure on the surface and, hence,
the quasi-stationary deformations. The energy of defor-
mation is converted to standing cylindrical Rayleigh
waves. They are also localized near the surface. Even-
tually, the total energy is accumulated in the surface
layer and is spent on the formation of structure defects.

CONCLUSION

We studied the physical processes responsible for
cratering on a solid surface exposed to intense charged
particle beams (shots). Physical and mathematical cra-
tering models were constructed. The reason for crater-
ing is gravitational waves and the instability of the
plasma torch free surface. The crater sizes and shape
found in the numerical experiment are in good agree-
ment with experimental findings. During cratering, the
stress fields arise under craters, which are responsible
for structural changesin the target.
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Abstract—znS : Cu films are prepared with a chemical nonvacuum technique by joint pyrolysis of zinc and
copper dithiocarbamates at a substrate temperature between 260 and 300°C. It is shown that the films have the
hexagonal lattice and are polycrystalline, with grains oriented mostly in the [00010direction. The luminance—
voltage characteristics, charge-voltage characteristics, brightness waveforms, € ectroluminescence spectrum,
and degradation characteristics of the phosphors are investigated. A mechanism of el ectroluminescence and the
degradation type are discussed. It is concluded that the MOCVD technique is promising for fabricating
ZnS: Cu electroluminescent films. © 2002 MAIK “ Nauka/I nterperiodica” .

INTRODUCTION

ZnS: Cuisawidely used blue- and green-emitting
powder electroluminescent (EL) phosphor. At the same
time, thin-film EL phosphors of this composition pre-
pared by conventional vacuum technology have been
until recently regarded as inappropriate for practical
use because of their fast degradation. The poor perfor-
mance of these thin-film EL structuresis due to copper
ion migration and the recombination mechanism of
emission. However, copper-doped high-luminance sta-
ble SrS and ZnS phosphors prepared by advanced vac-
uum technology [1, 2] have proved to be promising
phosphor materials. Importantly, in these structures,
electroluminescence is excited by the impact mecha-
nism, which is the most efficient for films. This has
given impetus to the search for new thin-film materials
and methods.

Over the past years, MOCVD has become common
inpreparing EL phosphorsbased on ZnS: Mnfilms[3].
The most simple yet efficient version of this technique
is chelate CVD [4-6]. From these precursors, many
thin-film components and devices, including high-
luminance EL ZnS : Mn-based phosphors, have been
made [5, 6]. The films were deposited on a substrate
kept at a temperature T, = 240-300°C by the joint
pyrolysis of zinc and manganese dithiocarbamates
taken in a given proportion.

In [7], we reported our pioneering experiments on
depositing blue-, green-, and yellow-emitting ZnS : Cu
films. They were obtained by the same technique asthe
ZnS: Mnfilms, that is, by thejoint pyrolysisof zinc and
copper dithiocarbamates. The films thus produced have
a more ordered structure and smoother surface than
those prepared by the conventional electron-beam
evaporation (EBE) in vacuo. The good results obtained
in [7] have stimulated us to further refine the chemical

technique and study the properties of the films under
various preparation conditions. The deposition of ZnS::
Cu films from the dithiocarbamates is very different
from their fabrication by the EBE method: copper is
introduced without a coactivator and a large amount of
free sulfur and oxygen is present. Because of this, the
probability of the Cu,S (or ZnO) phase and Cu,S-ZnS
heterojunctions occurring rises. In this case, the undes-
ired injection mechanism of electroluminescence can-
not be excluded.

In the light of the aforesaid, the elucidation of an
el ectroluminescence mechanismin these films seemsto
betopical, because this mechanism specifiesthe quality
of ZnS: Cu films and their suitability for practical use.
In this work, we study the structure, as well as the EL
and electrical performance, of ZnS: Cu films prepared
by the joint pyrolysis of zinc and copper dithiocarbam-
atesin order to establish an electroluminescence mech-
anism and estimate their promise for EL phosphors.

EXPERIMENTAL

The objects of the investigation were metal-insula-
tor—semiconductor—insulator-metal  (MISIM)  struc-
tures on glass and ceramic substrates. These phosphor
structures had various materials of their auxiliary layers
and various directions of emission extraction. In the
direct-type structures (glass substrate), the emission
was extracted through the substrate; in the inverse-type
ones (ceramic substrate), through the upper transparent
electrode. Samples were multilayer thin-film EL struc-
tures, which are usually used in EL studies. Here, the
emitting ZnS : Cu layer is sandwiched in two elec-
trodes, one of which istransparent and servesto extract
the emission. In the direct-type structure, the electrodes
were made of 1n,0O5 and Al, while the insulators were
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SiO,, Al,O3, and SIO, + Al,O;4 films. The total thick-
ness of theinsulatorswas roughly equal to the thickness
of the EL layer (=0.5 um). The conducting and insul at-
ing films were deposited by EBE or thermal evapora-
tion in vacuo. In the inverse-type structures, one of the
insulators was a thick (=40 um) layer of BaTiO; ferro-
electric ceramic applied by the special technique[8] on
the metalic electrodes of the ceramic substrate. A
semi-transparent gold film was used as the second elec-
trode.

The ZnS : Cu films were obtained by spraying a
0.1 M pyridine solution of zinc and copper dithiocar-
bamates onto substrates kept at 260-300°C as in [7].
This method provides relatively high film growth rates,
40-120 nm/min, and allows for the introduction of
dopants in any proportions immediately during the
growth.

The crystal structure of the films was studied by
X-ray diffraction analysis with a DRON-3M diffracto-
meter (CuKa radiation). The surface morphol ogy of the
films was examined with a NanoScope Illa atomic
force microscope (AFM) (Digital Instruments). Elec-
troluminescence was excited by a sine-wave voltage of
frequency 2 kHz. The spectrawere recorded photoel ec-
trically by means of a KSVU spectral complex. The
emission intensity was measured with an FP4-BPU
photometer. Charge-voltage curves were taken with the
Sawyer—Tower scheme [3].

RESULTS

Figure 1 shows a typical diffraction pattern for
ZnS: Cu films prepared from zinc and copper dithio-
carbamates. The films are polycrystaline and have the
hexagonal lattice. Diffraction maxima indicating the
presence of the ZnS cubic phase, Cu,S phase, or ZnO
phase were absent.

The surface morphology was studied for the
ZnS: Cu films simultaneously deposited on the glass
and ceramic substrates. The grain size distribution for
thefilms of both typesisillustrated in Fig. 2. Theinsets
in Fig. 2 are AFM images of the low-temperature
(260°C) ZnS: Cufilms. Different feature heights corre-
spond to different colors; the highest points, 200 nm
over the surface, are colored white.

The photoluminescence and EL spectra were taken
from the ZnS : Cu films deposited on the different sub-
strates under various process conditions.

The luminance (B)—voltage dependences for the EL
structures on the glass and ceramic are depicted in
Fig. 3 (curves 1, 2). Both have a threshold, a region of
steep rise, and a saturation region. The variations of the
luminance-voltage curves with operating time for the
ZnS: Cufilmsontheglass substrate are showninFig. 3
(curves 2—4). The exciting voltage frequency is 2 kHz,
i.e., more than 30 times higher than the usual operating
frequency (60 Hz). The heavy-duty operating condi-
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Fig. 1. Diffraction patterns for ZnS : Cu films on glass at
Ts= 280°C (continuous line) and hexagonal ZnS (dashed
line).
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Fig. 2. Grain size distribution for ZnS : Cu films on
(1) BaTiOz and (2) glass and AFM images of the film sur-
face.

tions, which exploit the fact that the degradation rate
increases with frequency superlinearly [9], were taken
to minimize the effect of environmenta moisture onthe
unpackaged samples by cutting the exposure time.

The charge-voltage curves Q(U), or the dependence
of the carrier concentration on the exciting voltage, are
shownin Figs. 4aand 4b for both EL structuresfor two
cases. before the onset of el ectroluminescence (voltage
Uy, B = 0) and under the operating conditions.

Brightness waveforms for the ZnS : Cu EL struc-
tures excited by a sine-wave voltage U are depicted in
Fig. 5.
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DISCUSSION

From the X-ray diffraction spectra taken from the
films, it follows that they are polycrystalline and have
the hexagonal lattice. In the diffraction patternsfor both
the ZnS: Cu films and polycrystalline ZnS powder, the
ratio between the (0002) reflection intensity and that of
other reflectionsis very high. Thismeans that grainsin
the films are oriented mostly in the [0001C]direction.
Such a crystal structure of the ZnS films prepared by
the method suggested was also observed in [10-12],
where the process conditions were similar. Additional
phases, such as Cu,S or ZnO, were not detected. There-
fore, the films can be assumed to be homogeneous in
composition, so that electric field nonuniformities,
causing high-rate degradation of the EL properties, are
absent. One could thus expect that degradation pro-
cesses in these homogeneous films are slow.

The surface morphologies of the films deposited on
the glass and ceramic substrates (Fig. 2) at 260 and
300°C are different. Unlike those obtained at T, =
300°C [7], the lower temperature (260°C) films consist
of unfaceted grains loose against each other. The AFM
images of the films deposited on the glass and BaTiO,
show differences in their structure.

The surface of the ZnS : Cu films on the ceramic
contains nanocrystallites about 25 nm in size, which
form conglomerates of size ranging from 70 to 400 nm
(hereafter, by grain size we mean that of the major
diameter of an ellipse closely approximating the grain
shape). It was found that the number and shape of the
conglomerates to a great extent depend on the surface
relief of the BaTiO; substrate, which consists of micro-
crystallites 7-9 um in size. On the nearly horizontal
surface of individual ceramic crystallites, nanocrystal-
lites of ZnS: Cu filmsform small symmetric conglom-
erates about 70 nm in size. On the slopes of ceramic
grains, ZnS nanocrystallites produce conglomerates

logB, arb. units

2,

u,v

-1

1 1 1
100 200 300
Fig. 3. Luminance—voltage characteristics of the films on
(2) ferroelectric and (2-4) glass. (2) as-prepared structure,
(3)inlh,and (4)in4h.
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extended across the slope. Thisis apparently due to the
creegping-down of precursor molecules (and hence the
film) along the slopes of substrate (ceramic) grains. The
surface of the ZnS film covering the flat surface of a
substrate grain has a roughness R, = 8-13 nm, which
was estimated by the well-known formula[13].

The polycrystaline surface of the ZnS : Cu films
applied on the glass substrate consists of 80- to 300-nm
grains and isfairly uniform. The grain size distribution
shows that 150 and 250 nm are the most typical sizes.
The surface roughness hereis roughly twice aslarge as
that of the films on the ceramic (23 nm on average).
This difference in surface morphology stems from dif-
ferent thermodynamic parameters on the surfaces of the
substrates. Accordingly, mass transfer and growth pro-
cesses in the plane of a growing film proceed in a dif-
ferent manner.

The photoluminescence and EL spectra also depend
strongly on the type of the substrate (for the same acti-
vator concentrations and substrate temperatures). The
yellow band (A, = 570 nm) dominates for the ceramic
substrate, whilethe green band (A ., = 520 nm) prevails
for the glass substrate. The presence of blue (420, 445,
and 485 nm), green (520 nm), and yellow (570 nm)
emission bands specifies the nearly white (yellowish
green) color of the emission from the thin-film EL
structures.

The structure and emission properties of the EL
films correlate. The ZnS : Cu films consisting of fine
crystallites are largely yellow-emitting phosphors. In
those with more perfect coarser grains, conditions for
higher energy green and blue emissions are provided.
The different ratios of the band intensities in the emis-
sion spectra may also be associated with the difference
in crystal structure of the films deposited on the ceramic
and glass. The differencein grain size and shapefor the
films deposited on the different substrates resultsin dif-
ferent conditions for copper incorporation, the appear-
anceof EL centers (structural defects) that may neutral-
ize the charge of a copper ion (Cu*), and various exci-
tation conditions.

The shape of the luminance-voltage curvesin Fig. 3
(the presence of athreshold voltage, as well as sharply
rising and saturation regions) istypical of conventional
EL structures with the impact excitation mechanism
[3]. For our structures on the ceramic and glass, the
threshold voltage is 20 and 110 V, respectively. Their
electric strength margins, which characterize the stabil-
ity of the EL structures and show up in the extent of the
maximal brightnessregion, also differ. Asfollowsfrom
curves 1 and 2, the EL films on the ceramic, unlike
those on the glass, have alarge electric strength margin
(=150 V). For the as-prepared structures on the glass,
the brightness saturation region is absent. It appears
only after the structures have been trained under heavy-
duty conditions for several hours (curves 3, 4).

From curves 3 and 4 (Fig. 3), it is also seen that the
luminance-voltage curves shift toward higher voltages
No. 8
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within the first severa hours of operation. Subse-
guently, this trend becomes less pronounced. The
curves taken of our ZnS: Cu films are smilar to those
obtained for widely used ZnS: Mn and ZnS: Tb EL
phosphors [3] and indicate that the training does not
cause the degradation of the structures; on the contrary,
it stabilizestheir characteristics. Thus, thefeasibility of
ZnS: Cu-based stable EL phosphorsis obvious.

The charge-voltage characteristics Q(U) of the
ZnS: Cu films deposited on the ceramic and glass
(Figs. 4a and 4b, respectively) change drastically after
the onset of electroluminescence. An extended ellipse
for the ceramic and a straight line for the glass change
to parallelograms. Note that the slope of the Q(U) curve
defines the total capacitance of the structure in the sub-
threshold range and the capacitance of the insulatorsin
the above-threshold range (the slope of the curve is
higher). The Q(U) curve for the structures on the
ceramic (the presence of charge before the onset of
luminescence) suggests the existence of leakage
charge. This may be related to the use of the ferroelec-
tric as an insulator or to defectsin the EL structure.

Thetwo different voltage dependences of the charge
(in the subthreshold and above-threshold ranges for the
luminance curve) can be explained in terms of equiva
lent circuits for these two states. In the subthreshold
range, the voltage dependence of the charge passing
through the structure is linear and its slope yields the
integral capacitance of the structure. The associated
equivalent circuit can be represented as the capacitance
of the insulators, C;, series-connected with that of the
ZnSfilm, C,,.c. Because of the difference in permittiv-
ity €, C; > C,s. This difference is especialy large for
the films on the ceramic, since € for ferroelectricsis as
high as 1600 (for traditional insulators, € = 8-10). In
this case, the equivalent circuit is akin to a capacitive
voltage divider. Therefore, the voltage across the EL
layer is much higher for the films on the ceramic sub-
strateif the applied voltage is the same. This causesthe
threshold voltage of this structure to shift toward lower
voltages although the field strengths for both structures
remain roughly equal to each other, (4-7) x 10° V/cm.
From the capacitance measurements, it follows that the
EL layer does not contain field concentrators due to the
presence of abarrier (e.g, Mott—Schottky) layer or con-
ductive phase (Cu,S or ZnO) inclusions.

The luminance-voltage and charge-voltage curves
correlate: both the luminance and the charge increase
with voltage. However, the former curve is steeper.

The brightness waveforms (Fig. 5) for the films on
the glass suggest that the emission is amost in phase
with the voltage. The constant brightness component
AB, results from the overlap of the brightness peaks
because of their slow decay within the voltage half-
period. Such brightness waveforms are typical of con-
ventional ZnS: Mn EL film phosphors, where the emis-
sonisexcited by the impact mechanism [3]. In ZnS: Cu
powder EL phosphors, where electroluminescence is
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Fig. 5. (1) Brightness waveform for the EL structure on
glass and (2) exciting voltage waveform.

initiated by the recombination mechanism, two, instead
of one, brightness peaks are observed within the volt-
age half-period: one is in phase with the voltage peak,
while the other is in phase with the zero value of the
voltage.

To summarize, the EL characteristics of the thin-
film structures strengthen the supposition that Cu* ions
are excited by the hot-electron impact mechanism.

CONCLUSION

Thus, the study of the structure and also the el ectri-
cal and EL performance of ZnS: Cu films prepared by
the chemical method (that is, by the joint pyrolysis of
zinc and copper dithiocarbamates) shows that they are
homogeneous in composition and do not contain field
concentrators. As follows from the EL characteristics,
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the mechanism of electroluminescencein thesefilmsis
hot-electron impact excitation of emission centers,
because the emission appears at electric fields as high
as 5 x 10° V/cm. The luminance-voltage characteristic
has a threshold and a region of steep rise. The lumi-
nance and the carrier concentration vary with voltagein
asimilar manner. The emission startsimmediately after
the EL layer has been excited. Thetraining of the struc-
tures causes the EL characteristics to shift toward
higher voltages, which is aso typical of conventional
ZnS: Mnand ZnS: Tb EL structures made by vacuum
techniques. Thus, one can conclude that ZnS: Cu films
prepared by the chemical method studied are promising
for EL displays.
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Abstract—The absorption spectra of silicate glass CdSe; _,S, composite as afunction of temperature are stud-
ied. At the early stage of thermal treatment, a shift in the absorption edge toward longer waves is associated
with an increase in the density of critical nuclei. A further shift of the spectrais due to the growth of semicon-
ductor nanocrystallites. © 2002 MAIK “ Nauka/Interperiodica” .

The optoel ectronic performance of semiconducting
composites (SCs) (semiconductor inclusionsin an insu-
lating matrix) have recently become the subject of
much interest. In these materials, the size quantization
of the electron and hole energy spectrum may occur
depending on inclusion dimensions. The optical behav-
ior of SCscontaining elementary and binary semiconduc-
tor inclusions has been investigated el sawhere [1-3].

In this work, we report the growth kinetics of
CdSe, _, S, microcrystalitesin silicate glass. The trans-
mission and absorption spectra of the SCs were mea-
sured at various stages of microcrystallite formation,
and kinetic features were elucidated from a shift in the
optical absorption edge.

CdSe, _,S—glass composites were prepared by the
conventional glass foundry process. CdSe and CdS
semiconductor phases with concentrations of about
1wt % were added to the initial charge. The foundry
temperature was between 1350 and 1400°C. The con-
centration of the semiconductor phase depends on the
limiting solubility of the semiconductor in the glass at
the foundry temperature and was found to be several
tenths of percent [1]. Upon fast cooling of the melt, a
supersaturated solid solution of the semiconductor in
the glass forms. At room temperature, this metastable
phase can exist infinitely long. At higher temperatures,
however, it decays and semiconductor microcrystallites
nucleate by the fluctuation mechanism. Subsequently,
they grow viathe diffusion of the semiconductor from
the supersaturated solid solution.

Samples used were 1-mm-thick plane-parallél
plates that were polished on both sides. The transmis-
sion spectra were taken at wavelengths ranging from
200 to 700 nm with a KSVU-23 general-purpose opti-
cal computing complex.

As-prepared CdSe, _,S—silicate glass composites
were heat-treated in air. It was found that even long-
term treatment below 400°C changes the transmission
spectra insignificantly. The heat treatment at tempera-

tures above 400°C shifts the absorption edge toward
longer wavelengths. As the heat treatment time
increases at a given temperature, the shift slows down
and eventually ceases. The spectrum can be shifted fur-
ther only by increasing the treatment temperature.

To elucidate the role of the glass matrix in the spec-
trum transformations, we recorded the transmission
spectraof the silicate glassfree of semiconductor inclu-
sions. Figure 1 shows the transmission spectra for the
glass (curves 1-3) and the CdSe,; _,S—glass composite
(curves 4-9) vs. thermal treatment time.

It was found that the long-term treatment of the
glassat 570°C may cause the transmission edge to shift
to 340-350 nm. In the range 350-700 nm, the glass
matrix isvirtually transparent. Therefore, it can be con-
cluded that the shift of the absorption edge at wave-
lengthslonger than 350 nm is due to the presence of the
semiconductor phase in the glass. At treatment dura-
tions shorter than 40 min, the transmission spectrum of
the composite exhibits along tail (Fig. 1). At durations
greater than 40 min, thetail shortens and the absorption
edge becomes distinct (curves 6-9).

We believe that the early stage of thermal treatment
produces CdSe, _,S, solid solution inclusions of size
such that the band structure of the semiconductor
affects the optical properties of the material.

To determine the absorption edge, we found the
spectral dependence of the absorption coefficient a =
a(hw). It is known that a ~ (7w — Ey)¥2, which corre-
sponds to allowed direct transitions. With this approxi-
mation, we determined the absorption edge related to
the energy gap of the semiconductor solid solution. The
shift of the absorption edge of the SC is associated with
the presence of the semiconductor microcrystallites in
the matrix, which form when the supersaturated solid
solution decays. Here, three steps of the phase decay
are distinguished: nucleation, diffusion growth, and
coal escence of semiconductor crystallites[1].

1063-7842/02/4708-0983%$22.00 © 2002 MAIK “Nauka/ Interperiodica’



984

Transmission, arb. units

0.8

0.6

0.4 r

02r
200 2I50 360 3I50 4I00 450 500 5I50
A, nm

Fig. 1. Transmission spectra of (1-3) silicate glass [heat
treatment temperature T = 570°C; heat treatment timetis0
(1), 2 (2), and 60 min (3)] and (4-9) CdSe; _,S,silicate
glass composite [T = 450°C; t =0 (4), 15 (5), 40 (6), 60 (7),
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Fig. 2. Mean radius of CdSe; _,S, nanocrystallites vs. heat
treatment time.

We assume that the shift of the transmission spec-
trum at the early stage of thermal treatment (<40 min)
is related to nucleation, while the subsequent shift is
associated with the diffusion growth of nuclei [4].

The presence of the nucleation step isalso supported
by the fact that the absorption edge of the composite
heat-treated at 550°C shifts from 380 to 600 nm within
several minutes. Such a high rate is untypical of diffu-
Sion Processes.

According to [5], the crystallite radius R grows dur-
ing diffusion by the law

2Dt(C,—C.)7¥2
(Ccr_Ce) i| ,

where C, is the initial semiconductor concentration in
the matrix, C, is the equilibrium semiconductor con-
centration in the matrix, C,, is the semiconductor con-
centration in a crystallite, D is the effective diffusion
coefficient, and t istime.

In semiconductor nanocrystallites, the size quanti-
zation of the electron and hole energy spectrais known
to take place, which shifts the absorption edge toward

R(t) = [

PETROSYAN, GRIGORYAN

shorter waves relative to that in a bulk crystal. Assum-
ing that size quantization is also responsible for the
shift of the optical transmission spectrum observed in
our experiments, we can find the mean radius of the
nanocrystallites by the formula[6]

ATt
J2u(ho,—Ey)

where m, and m, are the el ectron and hole mass, respec-
tively; u=mgmy/(m, + m,) isthe reduced mass, Ejisthe
energy gap; and # is the Planck constant. Here, we
assume that the hole and electron bands are parabolic
and ignore electron—hol e interaction.

R =

Now, we can derive the dependence of the mean
radius of CdSe, _,S, crystallites on heat treatment time
(Fig. 2). The energy gap of bulk CdSe, _,S, was found
from the transmission spectra taken from similar sam-
ples subjected to long-term thermal treatment at higher
temperatures (e.g., at 570°C). In this case, it can be
assumed that the semiconductor inclusions grow to the
point wheretheir characteristic size exceedsthe de Bro-
glie wavelength for CdSe, _,S,, so that the size quanti-
zation effect can be neglected. The associated energy
gap of bulk CdSe, _,S, isE, = 2 eV. In [7], the energy
gap of CdSe, _, S, solid solution vs. composition depen-
dence was found to be

E, = 1.89+0.16x + 0.41x". (1)

From expression (1), we have x = 0.36 for E; =2 eV.
Early in the crysdlization, the inclusion radius
depends linearly on the square root of the heat treat-
ment time: R = R(t) can be described by the empirical
relationship R= (16 + 0.9t¥2) A, wheret is measured in
minutes. This means that the initial size of anucleusis
16 A and then it grows by the diffusion mechanism. The
deviation from the radical dependenceis observed after
alapse of much time (morethan 4 h). Thereason for the
deviation may be that the heat-treated matrix becomes
depleted and can no longer be considered as the solid
solution, for which the radical dependence R = R(t) is
valid. After the long heat treatment at 450°C, the
nucleus size was estimated at 32 A.

As was shown [1], at the initial stage of the phase
decay, the mean size of the stable particles virtually
equals the critical one and does not change, but their
number increases.

The shift of the transmission edge toward longer
wavelengths at small treatment times can be explained
in terms of the Maxwell-Garnett theory. Within this
theory, the long-wave shift of the transmission curve
upon annealing is explained by increasing absorption as
the volume fraction of the microcrystallites grows[8].

In the Maxwell-Garnett theory, the dependence of
the absorption coefficient a(t) on the annealing timeis
TECHNICAL PHYSICS  Vol. 47
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given by
_18mer’f £,
o= A 2, .2
(8, +2e,)" +¢;

)

where g; and €, are the real and imaginary parts of the
permittivity of semiconductor microcrystalites, €, is

the permittivity of the matrix, f = (4/3)TN(t) R} is the
volumefraction of the microcrystallites, N(t) isthe den-
sity of the nuclei, and R, is the mean radius of critical
nuclei.

In[7], the dispersion curves for the refractive index
n and absorption coefficient a in the range 350-600 nm
for CdSe, _,S, solid solution were found. At x = 0.36,
these curves can be closely approximated with the
empirical relationships

N = 249+ 0202095 o = 712_856JX.

From the expressions €; = n> —a? and €, = 2na, we
determined the spectral dependences of the real and
imaginary parts of the permittivity (Fig. 3).

Under the assumption that the shift of the transmis-
sion spectrum is initially associated with the growing
number of critical nuclei (with their size remaining
unchanged), the experimental curves were approxi-
mated by the expression | = 15(1 — R)e® (in experi-
ments, R < 1), where a is defined by (2). From this
approximation, the density of the nuclei asafunction of
heat treatment time was determined (see table).

At the stage of diffusion growth of the nuclei (i.e.,
immediately after the nucleation stage), the density of
critical nuclel does not change but their size increases.
If it is assumed that an increase in the volume fraction
of the microcrystallites (with the concentration of the
nuclel unchanged, N, = 6.8 x 10> cm) is responsible
also for the shift of the absorption edge to the long-
wave part of the spectrum at the second step of heat
treatment, then the radius of the microcrystallites vs.
treatment time can be approximated by a similar rela-
tionship (the values of R are aso listed in the table).
Since we suppose that the crystallites grow by the dif-
fusion mechanism at the second stage of heat treatment,
the radical dependence of the inclusion radius on heat
treatment time must be observed. Figure 4 shows the
dependence R= R(t), which isbest approximated by the
empirical expression

R = (16.74+0.6./t) A.

Thus, the dependences of the nucleus radius on heat
treatment time derived above are well approximated by
the radical curve, which is typica of the diffusion
growth of the microcrystallites.

The shift of the transmission curves toward longer
waves upon annealing can be explained by both size
guantization in nanocrystallites and the enhancement of
the absorption as the volume fraction of the microcrys-
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Fig. 3. Spectral dependences of thereal, €1, and imaginary,
€5, parts of the permittivity for CdSe; _,S, (x = 0.36).

tallites grows. We believe that both mechanisms are
responsible for the shift. At the nucleation stage, where
the crystal structure of the semiconductor has not yet
formed, clustering changes the effective permittivity,
shifting the transmission edge to the long-wave part.
After theinitial stage, wherethe crystal structure of the
clusters has already formed, the spectral shift is due to
the absorption in coarse crystallites.

The relative contributions of these two mechanisms
were evaluated by comparing the dependence of the
absorption coefficient on heat treatment time obtained
experimentally for A = 450 nm with analytical expres-
sion (2) (Fig. 5). At theinitial stage of thetreatment, the
curves are close to each other. This means that, at the
first stage, the shift of the transmission edge can be
explained by an increase in the volume fraction of the
crystallites in the matrix. At times exceeding 40 min,
the curves diverge; hence, the absorption in the crystal-
lites should al so be taken into consideration.

The sizes of the CdSe, _,S, microcrystallites were
determined by the low-angle X-ray scattering method.
Thetypical size of the microcrystallites in the samples
heat-treated at 450°C for 4 hwasfound tobe R, = 42 A.

Aswas shown in [6], the X-ray sizes of the microc-
rystallites are always larger than the mean value,
because microcrystallites of size smaller than average
take a minor part in scattering. According to [6], the

actual average size of the microcrystallites is R =

Table

t, min N, cm3 R A

0 3.2 x10® 16

15 5.2 x 10%° 16

40 6.8 x 10%° 16

60 6.8 x 101 21

120 6.8 x 10%° 23

180 6.8 x 10%° 24
280 6.8 x 101 255
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Fig. 4. Mean radius of CdSe; _,S, nanocrystallites vs. heat
treatment time (Maxwell-Garnett theory).
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Fig. 5. Absorption coefficient vs. heat treatment timefor A =
450 nm: (1) experiment and (2) theory.

0.86Ry, where Ry isthe value obtained by X-ray mea-
surements in the monodisperse approximation. In our

case, R = 36 A, whichisin close agreement with the
value given by empirical expression (1).

The results obtained indicate that, at the second
stage of the heat treatment, the shift of the transmission
spectrum is basically due to size quantization. If, how-
ever, it is assumed that the shift depends totally on the
size quantization effect, the average size of the microc-

PETROSYAN, GRIGORYAN

rystallites must be smaller than the actual value that
was observed in our measurements.

Thus, the shift of the absorption edge for
CdSe, _,S—silicate glass semiconductor composites at
theinitial stage of heat treatment (<40 min, T = 450°C)
is associated with the increase in the number of critical
nuclei 16 A in size. Subsequently, the spectrum shifts
because of the growth of semiconductor nanocrystal-
lites.
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Abstract—The effect of the layer thickness on the magnetic properties of {Co/Tb},, {Co/Th},/Co, and
{ColTh} /Co/Cu/Co multilayer filmsis studied. The dependence of the hysteresis and magnetoresistive prop-
erties of { Co(1 nm)/Tb(1 nm)} /Co(5 nm)/Cu(L¢,)/Co(5 nm) structures on the thickness of the { Co/Tb} , layer
and copper spacing are obtained. The feasibility of spin-valve structures based on { Co/Th},, multilayer films
with in-plane anisotropy is demonstrated. © 2002 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

A change in the mutual orientation of the magneti-
zations of ferromagnetic layers separated by a conduc-
tive nonmagnetic spacer under the action of a magnetic
field may change the conductivity of the layered struc-
ture. This effect is called giant magnetoresistance
(GMR) [1]. To date, GM R-based devices, such as read-
ing heads for magnetic recording systems or position-
and/or velocity-sensitive detectors, have been designed
and implemented. By convention, multilayer systems
exhibiting GMR can be subdivided into two groups:
Fe/Cr superlattices, where magnetic layers are antifer-
romagnetically ordered through a nonmagnetic spacer
[2], and so-called spin-valve structures, where a differ-
ence in the coercive forces of the layers or the presence
of unidirectional anisotropy (magnetic biasing) in one
of the layers causes |ayer-by-layer magnetization rever-
sal [3, 4]. Unidirectional anisotropy is provided by the
use of additional (pinning) layers of antiferromagnetic
or magnetically hard materials [1]. Of the former, NiO
insulator seemsto be the most promising for spin-valve
structures. It ensures a high blocking temperature, i.e.,
the temperature at which exchange interaction between
theferromagnetic and antiferromagnetic layersbeingin
contact disappears. Of the high-coercivity materials used
for the pinning layer, amorphous ThCo ferrimagnetic
films have shown great promise. Along with the high coer-
civeforce H, they provide a high blocking temperature
in FeNi/Cu/FeNi/TbCo and FeNi/Cu/Co/TbCo spin-
valve structures [5, 6]. The high coercive force
observed in [5, 6] was achieved by using magnetic
compositions exhibiting magnetic compensation at
room temperature. However, such films have perpen-
dicular magnetic anisotropy. Moreover, in the films
with strictly perpendicular anisotropy, adjacent ferro-

magnetic layers did not show magnetic biasing. For the
biasto exist, at |east alow magnetization in the plane of
the ThCo layer isnecessary [5]. Th/Co multilayer films,
which aso exhibit magnetic compensation and offer
high H; [7], are an alternative to TbCo amorphous
films. In thiswork, we show the feasibility of producing
spin-valve structures based on Co/Tb multilayer films
with in-plane anisotropy and study the dependence of
the hysteresis and magnetoresistive properties of
{CalTh} /Co/Cu/Co structures on the thickness of the
{ColTh}, layer and copper spacing.

EXPERIMENTAL

The multilayer films were prepared by successively
depositing layers on glass or silicon substratesin argon
with rf ion—plasma sputtering. The deposition rate was
predetermined on thicker uniform films with the Tolan-
sky method and low-angle X-ray scattering. It was
found to be 2.5 nm/min for cobalt layers and 5 nm/min
for terbium and copper layers. The filmswere deposited
in a constant magnetic field of 100 Oe parallel to the
substrate plane. This field is necessary for the easy
magnetic axis (EMA) to lie in the film plane. In the
{CalTh} /Co/Cu/Co spin-valve structures, the thick-
nesses of the “free” (separated by the Cu spacing) and
“pinned” (being in contact with the Th/Co structure)
cobalt layers were fixed (5 nm). The thicknesses of the
cobalt and terbium layers in the {Co/Tb} , multilayer
film were also kept constant (1 nm). The number n of
periodsin the multilayer film was varied between 8 and
60, and the thickness L, of the copper spacing ranged
from1to 5 nm.

As afree ferromagnetic layer, we used a Co film of
thickness L, = 5 nm. Its coercive force varied from

1063-7842/02/4708-0987$22.00 © 2002 MAIK “Nauka/Interperiodica’



988

15 (a)

T

M, arb. units
o

-10

T

-15

—_

—_

o

o
T

ainEE

109.5F & |

107.5 ==1_
~1000 100

S josst
X

107.5 —#Lg;

1

-200 0
H, Oe

1

-400 200 400
Fig. 1. (8) Magnetometric and (b) magnetoresistive hysteresis
loops for the { Co(1 nm)/Th(1 nm)} 1¢/Co(5 nm)/Cu(2.5 nm)/
Co(5 nm) structure. The inset shows the partial magnetore-
sistive loop measured between —150 and 150 Oe.

sample to sample within 35 and 40 Oe. Magnetization
reversal fields for cobalt films are usually higher than
those for Permalloy films; however, the former provide
a higher value of the magnetoresistive effect [8]. The
thickness L, =5 nm was also taken so asto providethe
maximum possible GMR [1, 9].

A {Co(1 nm)/Tb(1 nm)} , multilayer film composi-
tion was used as a pinning composition. As follows
from preliminary experiments, these films have in-
plane anisotropy. The spontaneous magnetization
increases monotonically in the temperature range 90—
370 K, which suggests the ferrimagnetic nature of this
layered structure. The coercive force of the films
exceeds 200 Oe at room temperature. It should also be
noted that if thethickness of thelayersislessthan 1 nm,
the multilayer films have a normal magnetization com-
ponent. For much thicker layers incorporated into the
films, the magnetization varies with temperature non-
monotonically.

The magnetic properties of the films were studied
with the Kerr magnetooptic effect, atorsional magnito-
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meter, and a SQUID magnetometer (Quantum Design
Co). The magnetoresistance was determined with a
bridge circuit made of 12 x 2-mm strips. The current
passing through the sample was 15 mA. The GMR
value AR/R is defined as (R, — R))/R,, where R, and R,
arethe respective resistances of the spin-valve structure
with the antiparallel and paralel mutual orientation of
the magnetizations in the free and pinned Co layers.

RESULTS AND DISCUSSION

The magnetic pinning of one of the layers is an
important stage in producing spin-valve structures. In
our case, the pinning was accomplished through
exchange coupling between the relatively thin Co layer
and the Th layer completing the multilayer structure
{Co(2 nm)/Tb(1 nm)} . In essence, the Co layer and the
{Co(1 nm)/Tb(1 nm)},, structure can be viewed as two
films with different coercive forces that interact via
direct exchange. Such an approach alows us to esti-
mate the critical thickness t., below which magnetiza-
tion reversal in the coupled films follows a single hys-
teresis loop. The critical thickness is found from the
relationship [10]

t.=TT ';
“ MS(HCZ_ Hc1)1

where A, M, H,, are the exchange interaction constant,
saturation magnetization, and coercive force of the
magnetically soft (Co) film, respectively, and H, isthe
coercive force of the magneticaly hard
({Co(1 nm)/Tb(1 nm)},) film.

Putting A= 1 x 1078 erg/cm, M= 1400 G, and (H,, —
Hc,) = 200 Oe, we havet,, = 60 nm. Thus, the thickness
of the Co film selected (5 nm) must provide the forma-
tion of the {Co(1 nm)/Tb(1 nm)},/Co(5 nm) substruc-
ture that behaves asaunit in amagnetic field. The coer-

civeforce H ?‘b of such asubstructure must lie between

the coercive force of the Co(5 nm) film and that of the
{Co(1 nm)/Tb(1 nm)},, multilayer film. The experi-
ments confirmed these estimates.

Figure 1la shows a hysteresis |oop obtained with the
SQUID magnetometer for the fully formed
{CalTh} 1¢/Co/Cu(2.5 nm)/Co. The magnetic field was
aligned with the EMA. The sharp changes in the mag-
netizations that are observed on the loop correspond to
magnetization reversal in the free and pinned Co layers,
which takes place at fields of 40 and 170 Oe, respec-
tively. The magnetoresi stive loop measured on the same
film with the magnetic field and the current aligned
with the EMA isdepicted in Fig. 1b. From Figs. laand
1b, one can conclude that when the mutual orientation
of the magnetizations in the free and pinned layers
changes, so doesthe structure resistance; i.e., the GMR
effect isrealized.
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Theinset in Fig. 1b demonstrates the partial magne-
toresistive loop measured at fields lower than the rever-
sal field for the pinned layer. The loop is somewhat
shifted along the field axis relative to H = O, reflecting
the coupling between the free and pinned Co layers
through the copper spacing. A similar shifted magneti-
zation reversal loop for the free layer was observed
when the Kerr magnetooptic effect was employed in the
measurements. The reversal field for the free layer is
the sum of the coercive force and the biasfield H,,. The
coupling of the magnetic layers through the copper
spacing can be accomplished both viamicroholesin the
spacing and magnetostatically as a result of the layer
roughness. The bias H, is a measure of such coupling.
In the presence of thisinteraction, magnetization rever-
sal in the layers cannot take place separately, and the
magnetizations in adjacent layers are not strictly anti-
paralel; hence, the GMR diminishes. It would be natu-
ral to expect that the degree of coupling will increase
with decreasing copper spacing thickness L. Figure 2a
shows the dependence Hy(Le) for the
{CalTh} 4o/Co/Cu(Lc,)/Co. At L, =5 nm, H, is low
and increases asL ¢, decreases. For L, = 1 nm, the cou-
pling between the Co layers becomes so strong that the
spin-valve structure behaves as a unit and the magneti-
zation is reversed in the entire structure under high
fields. The change in the magnetic properties of the
structure affects its magnetoresistive properties.
Figure 2b shows the dependence of AR/R on the copper
spacing thickness for samples with differing numbers
of periods in the {Co(1 nm)/Tb(1 nm)}, structure.
When L, issmall, the GMR isabsent. As L, rises, this
effect shows up only if the magnetizations in the free
and pinned layers are reversed separately. The further
increasein L¢, decreases AR/R (curve 1) because of the
shunting effect of the spacing and also because of elec-
tron scattering in the spacing. In combination, these
observations indicate that a significant increase in L,
with the aim to decrease H,, is inappropriate, since the
GMR drops in this case. In our structures, the optimal
thickness of the copper spacing was between 1.7 and
2.5nm.

The { Co(1 nm)Tb(1 nm)},, pinning film aso has a
shunting effect and, thereby, affects the value of AR/R.
Obviously, the number of periods n should be
decreased in order to weaken the shunting effect. On
the other hand, when n is small, the coercive force of
the {Co(1 nm)Tb(1 nm)}/Co(5 nm) substructure
diminishes, as is shown in Fig. 3 (curve 1). The

decrease in Hi“b reduces the difference in the reversal

fields for the free and pinned layers. As a result, mag-
netization reversal taking place in the free layer does
not provide the strictly antiparallel orientation of the
magnetizationsin these layers; consequently, the shape
of the magnetoresistive loop and the value of AR/R
change. Specifically, the plateau on the magnetoresis-
tiveloop (Fig. 4a) at n = 60 convincingly indicates that
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Co(5 nm)/Cu(2.5 nm)/Co(5 nm) spin-valve structure vs. the
thickness of the { Co(1 nm)/Tb(1 nm)} , film.

magnetization reversal proceeds separately. At n = 8,
the magnetoresistive loop (Fig. 4b) has avery different
shape. The sharp peak implies the absence of adistinct
antiparallel arrangement of the magnetizationsin adja-
cent layers. Because of the two competing trendsin the
GMR variation with the thickness of the
{Co(2 nm)/Tb(1 nm)}, pinning layer, the dependence
of AR/R on nis nonmonotonic (Fig. 2, curve 2).

The difference between the reversal fields, which

affects AR/R, depends not only on Hi“b but also on the
efficiency of coupling through the copper layer, as fol-
lows from the AR/R vs. L, curves taken for various n
(Fig. 2b). The smaller the value of n, the thicker must
be the spacing for magnetization reversal inthefreeand
pinned layersto proceed separately and the GMR effect
to occur. Eventually, we can achieve the same val ues of
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AR/Rfor different combinations of { Co(1 nm)/Tb(1 nm)} ,,
and Cu spacer thicknesses.

CONCLUSION

Thus, we demonstrated the feashility of
{Co(1 nm)Tb(1 nm)}, multilayer ferrimagnetic films
with in-plane anisotropy and spin-valve structures on
their basis. It was found that the thicknesses of the
{Co(1 nm)Tb(1 nm)},, layer and copper spacing have
an effect on thereversal field in the magnetic layersand
on the magnetoresistive properties of the
{Co/Th} /Co/Cu/Co spin-valve structure. The highest
value of the magnetoresistive effect (2.8%) was
obtained with the {Co(1 nm)/Th(1 nm)} ,¢/Co(5 nm)/
Cu(2.5 nm)/Co(5 nm) multilayer film.
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Abstract—Nonlinear optical parameters (nonlinear refractive indices and nonlinear absorption coefficients) of
solutions of polyvinylpyrrolidone doped by cobalt to various concentrations are measured at the lasing and sec-
ond-harmonic wavelengths of a picosecond Nd: YAG laser (A = 1064 and 532 nm, respectively, and T = 35 ps).
Data on optical limitation in these solutions are presented. The absence of nonlinear absorption in the IR spec-
tral range and its significant effect in the visible range are demonstrated. Optical limitation at a wavelength of
1064 nm is related to defocusing, whereas at 532 nm, this effect is caused by two-photon absorption and par-
tially by inverse saturated absorption and defocusing. Nonlinear optical parameters of metal—polymer com-
plexes are reported. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The search for new mediafor optical limitation and
laser frequency conversion necessitates extensive stud-
ies of nonlinear optoel ectron materials. Recently, poly-
mers, especially those with conjugated tbonds (in par-
ticular, polyphenylvinylene and polyvinylpyrrolidone)
and delocalized electrons, have become the subject of
much investigation. Molecules with delocalized elec-
trons exhibit large transition dipole moments and an
increased nonlinear optical response.  Nonlinear
absorption with a substantial deviation from the Lam-
bert law is typical of films made of such materials.
Materials with optical limitation properties that com-
bine pronounced optical nonlinearity and stability
against high and medium levels of laser irradiation are
of prime importance. It has been demonstrated that the
nonlinear susceptibilities of a number of organic com-
pounds with conjugated double bonds are comparable
to the resonance nonlinear susceptibilities of atoms
[1, 2]. Note that the delocalization of Tt electrons in
fullerenes (Cq,) is the reason for their high nonlinear
optical susceptibility observed in the processes of har-
monic generation [3-5] and phase conjugation [6].

Systematic studies of metallorganic molecules con-
taining metal s such as ruthenium, gold, and nickel, and
metal clusters have been dictated by high second- and
third-order nonlinearities in these substances. Some of
these systems exhibit inverse saturable absorption
(ISA), which also makes them promising for optical
limiters. Being incorporated into polymer molecules,
metals change both optical and nonlinear optical

parameters of these systems [7, 8]. Pan et al. [7] used
metal—polymer complexesfor optical switching and the
optical limitation of nanosecond pulses. Qureshi et al.
[8] studied porphyrin polymers doped by zinc as an
optical-limitation medium. It was demonstrated that
these polymers effectively limit laser pulses with a
duration T = 500 ps and awavelength A = 532 nm. Note
that polymer—metal complexes have been employed for
optical limitation primarily in the visible spectral range.

Below, we report data for the optical limitation of
picosecond IR (A = 1064 nm) and visible (A = 532 nm)
radiations in solutions of polyvinylpyrrolidone (PVP)
doped by cobalt at various concentrations of the metal.
Nonlinear optical parameters of the polymer (nonlinear
refractive indices, Kerr nonlinear susceptibilities, and
nonlinear absorption coefficients) were measured.

EXPERIMENTAL

In the absence of a solvent, PVP can incorporate
various molecules and atoms without deteriorating its
originaly high optical properties (in particular, a low
level of scattering). PV P can also be used as a stabilizer
in metal nanoclusters. This enables one to employ the
polymer for preparing stable suspensions used in non-
linear optical studies[9]. At the sametime, the thermal
response of the compound to long (nanosecond or
microsecond) radiation pulses may lead to effects det-
rimental to its nonlinear optical parameters. In particu-
lar, the interface between cold and heated areas may
cause stresses in the polymer matrix. In this case, the

1063-7842/02/4708-0991$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Absorption spectra of PVP agueous solutions with
cobalt concentrations of (1) 2.0, (2) 5.3, (3) 6.2, and
(4) 13.5%.

Fig. 2. Experimental setup for Z-scan experiments: 1, focus-
ing lens; 2, quartz cuvette with the solution of the metallor-
ganic polymer; 3 and 4, FD-24K photodiodes; 5 and 6, V4-
17 digital voltmeters; 7, iris; and 8, deflector.

refractive index will change both because of variations
in the density of the medium and because of birefrin-
gence due to stresses arising in the area of interaction
between the laser beam and the polymer (elastooptical
effect). By dissolving metallorganic systems, we elim-
inate this effect and can thus take into account only
therma expansion effects in the medium (for long
pulses) and high-frequency Kerr effect (for short
pulses).

In experiments, we used aqueous solutions of PVP
doped by cobalt at concentrations of 2.0, 5.3, 6.2, and
13.5%. The solutions were prepared by dissolving 1 g
of the polymer in 100 ml of distilled water at room tem-
perature. The solution had a typical red color. With an
SF-26 spectrophotometer, we measured the spectral
parameters of PV P. Figure 1 showsthe absorption spec-
tra of the solutions near the absorption peak at 525 nm.

The conventional Z-scan method [10] was used to
measure the nonlinear optical parameters of the solu-
tions at wavelengths of 532 and 1064 nm (for details,
see[11]). A Nd:YAG laser generated trains of picosec-
ond pulses of durationt =35 psand energy E=2mJ. A

GANEEV et al.

pul se selected from the train was focused by lens 1 with
afocal length of 25 cm (Fig. 2). The diameters of the
beam waists were 150 and 100 pum for the fundamental
and second harmonics, respectively. Theradiation max-
imum intensity at A = 1064 nm reached 8 x 10'* W/cm?.
The energy of the laser pulses was measured by
FD-24K calibrated photodiode 4 and detected by V4-17
digital voltmeter 5. Calibrated neutral density filters
attenuated the laser radiation. Micropositioner 8 moved
1-mm-thick quartz cuvette 2 with the polymer along the
optical (Z) axisthrough the focal area.

An iriswith a limiting diameter of 1 mm transmit-
ting about 1% of the incident intensity was placed at a
distance of 150 cm from the focal spot. The signal from
FD-24K photodiode 3 was applied to V4-17 digital
voltmeter 6. To eliminate the effect of fluctuations in
the laser output, we normalized the signal detected by
photodiode 3 to the signal detected by photodiode 4.
The scheme with the limiting iris enables one to deter-
mine both the sign and the value of the nonlinear refrac-
tive index n, and Kerr nonlinear susceptibilities x©® of
the solutions. To determine the nonlinear absorption
coefficient 3, we took away diaphragm 7 and measured
the transmittance of the solution vs. the position of the
cuvette relative to the focal point (the open-iris
scheme). To measure the transmittance vs. laser inten-
sity, we placed the detector at a distance from the
cuvette such that the entire transmitted radiation could
be detected. In the open-iris experiments, the decrease
in the transmittance was thus related to the nonlinear
absorption of the metalorganic polymer. Particular
attention was given to avoiding optical breakdown. The
optical breakdown intensities for the polymer struc-
tures were found to be 4 x 10t and 10* W/cm? for the
fundamental and second harmonics, respectively,
whereas the working intensities were no more than 8 x
10%° and 10 W/cn??, respectively.

RESULTS AND DISCUSSION

Below, we present the experimental results for the
nonlinear optical properties of cobalt-doped PVP
obtained by the Z-scan method and in the process of
optical limitation. Figure 3a shows data points for the
normalized transmittance at a wavelength of 1064 nm
for the variously doped metallorganic polymers. Each
point isthe result of averaging over five measurements.
Figure 3b shows associated data obtained at 532 nm.
The experiments were carried out at laser intensities of
4 x 10°°W/cm? (A = 1064 nm) and 3 x 10°W/cm? (A =
532 nm). The Z-scan technique allows for the immedi-
ate determination of the sign of the nonlinear refractive
index and the character of the nonlinear process. In the
given case, the sign is negative and self-defocusing is
observed. Note the constancy of the sign and of the con-
centration dependence of the nonlinearity at the two
wavelengths. It can be seen that the transmittance T(2)
increases with cobalt concentration. This may be
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related to stronger defocusing at higher concentrations
of cobalt. The datafor purewater and undoped PV P did
not yield the typical nonlinear dependence T(Z).

We neglected the thermal lens effect. It is known
that this effect is associated with the propagation of an
elastic wave. On the order of magnitude, the character-
istic time taken to establish the steady-state density dis-
tribution is given by the ratio between the radius of the
beam cross section (d) and the speed of sound in an
insulator (3 sung):

d

T = . 1
19sound ( )
For our experimental conditions (d = 75 and 50 pm
for the fundamental and second harmonics, respec-
tively, and 8, = 1500 m/s), the characteristic times
are 50 and 33 ns, respectively. The pulse duration was
shorter by three orders of magnitude (35 ps). Note also
arather low repetition rate of laser pulses (0.4 Hz) and,
accordingly, the absence of the thermal lens, which is
related to the cumulative effect. Hence, the effect

observed depends on the Kerr nonlinearity.

To determine the nonlinear optical parameters of
PVP (x® and n,), we used the relationship [10]

a

where AT, _, is the normalized peak-to-valley differ-
ence in the transmittances T(Z) for the limiting-iris
scheme, |, is the intensity at the focal spot, Sis the
transmittance of the iris (a fraction of the intensity
detected by the photodiode), A is the wavelength, L is
the sample length, and a is the linear absorption coeffi-
cient.

The Kerr nonlinear susceptibility of the cobalt-
doped PVP solution is represented as[12]

Ngn
P =3 3

where n, is the linear refractive index of the agueous
solution of the metallorganic polymer. The nonlinear
refractive index and the Kerr nonlinear susceptibility
for the solution of PV P doped by cobalt with a concen-
tration of 13.5% were found to be—3 x 102 and 4.7 x
1073 esu, respectively.

In the open-iris scheme, all the samples exhibited
nonlinear absorption at a wavelength of 532 nm
(Fig. 4). No detectable nonlinear absorption was
observed at 1064 nm in spite of the high intensity
levels.

In the open-iris scheme, the normalized transmit-
tanceisgiven by [13]

T@) = 1--% 0

2.2
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Fig. 3. Normalized transmittance at (@) A = 1064 nm and
lg= 4% 10" W/cm? and (b) A = 532 nm and I = 3 x
10° W/cm? versusthe position of the cuvettein thelimiting-

iris scheme for cobalt concentrations of (1) 2.0, (2) 5.3,
(3) 6.2, and (4) 13.5%.

for |go| < 1, where

. - plll=epCaL)
0 (20704
0

Here, 7, = kw§/2 is the diffraction length of the laser
beam, k = 217\ isthe wave number, and wy istheradius
of the beam waist. Having determined the minimum
normalized transmittance at thefocal spot (z=0) for the
open-iris scheme and using expressions (4) and (5), we
can find the nonlinear absorption coefficient. In each of
the experiments, the position z = 0 was determined
from the lowest normalized transmittance with allow-
ance for the symmetry of the curve T(Z) in this scheme.
The decrease in the transmittance at 532 nmislikely to
be related to inverse saturated absorption, which istyp-
ical of such metallorganic and polymer structuresinthe
visible spectral range[14]. The nonlinear absorption in

)
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scheme.
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Fig. 5. Normalized transmittance at (a) 1064 and (b) 532 nm
versus the incident intensity for the solutions of the metal—
PV P complexes with (1) 2.0 and (2) 13.5% of cobalt. Solid
lines are theoretical curves.

the PV P solution with a cobalt concentration of 13.5%
was 9.4 x 10-1°W/cm. Apparently, the wavel ength 1064
nm does not fall into the two-photon absorption band,

GANEEV et al.

which explains the absence of nonlinear (in particular,
two-photon) absorption at thiswavelength. The level of
shot-to-shot fluctuations in the normalized transmit-
tance was no greater than 3%. Hence, the upper limit
for the nonlinear absorption at 1064 nm did not exceed
101t W/cm.

Thetable lists the nonlinear refractive indices, Kerr
nonlinear susceptibilities, and nonlinear absorption
coefficients for the solutions of the metallorganic poly-
mersinvestigated.

Consider the data on optical limitation in PVP with
various concentrations of cobalt. The effect of optical
limitation is very promising for protecting eyes and
sensitive detectors against high-intensity radiation. The
mechanisms of optical limitation are varied. ISA dueto
high cross sections of absorption from excited levelsis
responsiblefor optical limitation in metal colloids[15],
fullerenes, and phthal ocyanines [16]. Intense nonlinear
refraction gives rise to optical limitation in inorganic
clusters [17]. Two-photon absorption is the reason for
optical limitation in semiconductor structures [10]. As
was mentioned, | SA isahighly effective nonlinear pro-
cess. Tutt and McCahon [18] treated ISA in terms of a
five-level model. A medium exhibits ISA if (i) the cross
section of absorption from an excited level is greater
than that from the ground state and (ii) the lifetime of
the excited level islong (as compared with the excited
pulse duration). Recently, it has been demonstrated that
some metallorganic and organic substances, such as
metallorganic clusters [19], porphyrins[8], metal phth-
alocyanines [20, 21], and fullerenes [11, 22, 23], meet
these criteria. It would be natural to expect that the
structures studied in this work also exhibit ISA (along
with the other mechanisms of optical limitation).

We studied optical limitation at two wavelengths:
532 and 1064 nm. In spite of the absence of nonlinear
absorptioninthe IR range, metal—PV P compl exes dem-
onstrate the pronounced defocusing effect. This sug-
gests that optical limitation in the IR range is due to
self-action (in particular, self-defocusing).

Figure 5a shows the normalized transmittance of the
PVP solutions with various concentrations of cobalt
versustheincident intensity for thelimiting-iris scheme
(A = 1064 nm). The cuvettes were located in the area of
the lowest transmittance, i.e., in the region correspond-
ing to the valley in Fig. 3. Note good agreement with
the theoretical curves constructed from the measure-
ments of X©.

At awavelength of 532 nm, the situation is quite dif-
ferent (Fig. 5b). In this case, the optical limitation
depends both on self-defocusing (which played the
decisive role for the IR radiation) and, to a greater
extent, on nonlinear absorption. The nonlinear absorp-
tion can berelated to two-photon processes and 1SA (at
high intensities). The lack of data for the spectral char-
acteristicsand lifetimes of the excited singlet and triplet
states of the metal complexesinvestigated gives no way
of establishing arelationship between the contributions
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Material A, nm n,, esu x®, esu B, cmtwt
PVP (2% Co) 1064 -45x 10713 -6.78 x 10714 -
PVP (5.3% Co) 1064 —73x101 -11x1013 -
PVP (6.2% Co) 1064 —9.1x1013 -1.38x 10713 -
PVP (13.5% Co) 1064 -1.3x 1012 -1.97 x 10713 -
PVP (2.0% Co) 532 —7.6x10713 -1.18 x 10713 2.1x1071°
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Abstract—An expression for asignal at the ultrasonic frequency from a photodetector arising when diffraction
waves at the cathode mix is obtained for the case when the optical and acoustic beams are space-limited and
Bragg angles are small. The aternating current generated when the scattering medium is crossed by afocused
3-MHz ultrasonic beam and illuminated by a cw He—Ne laser is measured. Satisfactory agreement between
experimental results and those calculated from the formulas obtained indicates that our model treating acous-
tooptical interaction in the medium in terms of Raman—Nath diffraction is valid. Conditions for measuring the
alternating current (which is a parameter of acoustooptical imaging) that are optima from the viewpoint
of maximizing the signal and signal-to-noise ratio are predicted theoretically and corroborated experimentally.

© 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Optical tomography relies on changesin the charac-
teristics of light passed through a scattering medium.
High-contrast and high-resolution optical imaging of
inhomogeneities present in scattering media has been
the subject of much investigation [1]. Acoustooptical
imaging, aversion of coherent optical imaging, isbased
on analysis of light passed through a medium crossed
by an ultrasonic beam [2, 3]. In this case, the transmit-
ted optical radiation is frequency-modulated at the
ultrasonic frequency. The higher the ultrasonic fre-
guency, the higher the spatial resolution of this method.
However, arise in the frequency enhances the attenua-
tion of the acoustic wave in the medium. Therefore, in
the deep (up to 10 cm) sounding of agueous, including
biological, media, ultrasonic frequencies of 1 to
10 MHz are used [4, 5] in order to avoid strong attenu-
ation and, at the same time, provide a sufficiently high
spatial resolution. The properties of the scattering
medium sounded by crossed optical and acoustic
beams can be analyzed by measuring the spatial distri-
bution of the modulated transmitted light over the
sounded area and by subsequently recovering the char-
acteristics of the medium from this distribution.

As a cause of the modulation, this paper considers
the diffraction of light by an elastic acoustic wave.
Since the diffracted field is produced in the region
where the optical and acoustic beams intersect, this
field carries information on the state of the medium in
this region and, therefore, on the presence and proper-
ties of optical inhomogeneities. At low acoustic fre-
guencies, the diffraction angles are small and the dif-
fracted beams overlap, as aresult of which the unmod-

ulated and diffracted signals are hard to spatially
separate. In this case, to study the modulation charac-
teristics of the light leaving the medium, it is conve-
nient to use an alternating current with the ultrasonic
frequency that arises from mixing diffracted waves in
the photodetector. The phase difference between these
fields becomes important, because the alternating cur-
rent depends on experimental conditions.

In this paper, we show that the diffracted beams that
are mixed on the photocathode produce an alternating
current with an ultrasonic frequency as a result of het-
erodyning with the zero-order diffraction field, whichis
the most intense when the acoustic beam isweak, plays
the role of the heterodyne. An expression for the alter-
nating component of the photoelectric current at ultra-
sonic frequency is derived for the situation when the
optical and acoustic beams are space-limited and the
diffraction angles are small. Spatial amplitude—phase
characteristics of the alternating component are studied
theoretically and experimentally as a function of the
photodetector position relative to the point of intersec-
tion between the acoustic and laser beams. Optimal
conditions for observing the alternating component
obtained theoretically are compared with the experi-
ment at different acoustic frequencies. The possibility
of using an external heterodyne is studied.

THEORY

Let an optical radiation propagating in the positive x
direction (for the sake of definiteness) inamediumwith
a refractive index ng (w and k, are the frequency and
wave number of the optical wavein the medium) that is
crossed by an ultrasonic beam (Q and K arethe circular
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frequency and wave number of the acoustic wave,
respectively, and w is the beam width) directed in the
positive z axis generate Raman—Nath diffraction waves
when the condition Q = wK?/k, < 102 [4] is satisfied.
All diffraction waves whose orders differ by unity can
contribute to the current at the ultrasonic frequency Q
as a result of their mixing at the photocathode of the
detector. When the parameter of Raman—Nath diffrac-

tion is small, v = ni pSkw/2 < 1 [4], the contribution
of higher- order diffraction waves can be neglected.
Here, p isthe piezoelectric constant and S, isthe strain
amplitude caused by the acoustic wave. According to,
for example, [4], at asmall Bragg angle 6 = K/2k, < 1,
the zero- and first-order diffraction fields in a homoge-
neous optically transparent medium can be written as

E, OE (=) (V) expj[(w+ nQ)t 1)
—(kox+nKz—|nKx8) + ¢, +nd,], n=0,=1.

Here, E, isthe amplitude of the plane optical wave at
the entrance to the acoustic beam, and ¢, and ¢, are the
initial phases of the acoustic and optical fields, respec-
tively. When the zero- and first-order waves mix, an ele-
mentary area dzdy of the photocathode located perpen-
dicularly to the x axis produces elementary photoel ec-
tric currents di, at the ultrasonic frequency. They are

proportional to the product of thefieldsEyE}; + Ej E,;

and E,E*, + Ej E_, at the photocathode. Using expres-
sion (1) for a symmetric acoustic beam whose axis is
aligned with the z axis, one can write the elementary
currents as

di, O0-nJy(v)J,(v)E sin[Qt — Kz,
—nK(Ly+noL)B+ ¢,]dydz, n = 1.

Here, L, and L are the distances from the boundary of
the medium to the acoustic beam axis in the medium
and to the photodetector, respectively (Fig. 1). As can
easily be seen from (2), the phase components
nKB(L, + ngL) of the elementary currents have opposite
signs. Therefore, the total elementary current di = di; +
di_; depends significantly on the positions of the
receiver, L, and the acoustic beam axis in the medium,
Lo. In particular, when KB(L, + ngL) = (m— 1)11, where
m=1, 2, ..., the elementary currents are in antiphase
and the total current is zero, while at KO(Ly + ngL) =
(2m — 1)1 2, the total current is maximal, because the
elementary currents are in phase

Expressions (1) and (2) have been obtained for the
optical field E; with a constant amplitude in the plane
perpendicular to the propagation direction. Actually,
the optical field is space-limited and its amplitude var-
iesin the cross section. Assume that the optical field is
the field of the TEMy mode of the laser radiation
whose axis coincides with the x axisand a d, x d, rect-
angular aperture diaphragm isinstalled in front of the

(2)

TECHNICAL PHYSICS Vol. 47 No.8 2002

997

Fig. 1. Experimental setup: 1, ultrasonic generator; 2, ultra-
sonic transducer with a focusing lens; 3, He-Ne laser;
4, medium under study; 5, cell; 6, ultrasonic absorber;
7, PMT photodetector; 8, double-beam oscilloscope; and
9, frequency-selective voltmeter.

photocathode. Then, the acoustic-frequency total cur-
rent from the photodetector can be written as

o 03o(v)J1(V)EL (a5/a,) (2/K) (TH(A® + B?)) ™
x sin(Kd,/2)exp[—(Z; + Y2 + H*/2)/a7] ©)

x cos[Qt —Kzo— (L, Lo, Z5) + ],
where

A = 2sinh(z,H/a’)cos®; B = 2cosh(z,H/a’)sin®;
® = KO(Ln+Ly); H = 26[n,L+Lg;
® = arctan[tan(z,H/a’)cot®] 4)
when 2N d < (2n+ 1),
® = arctan[tan(z,H/a’)cot®] + Tt

n=2012,...

®)
Here, X, = Loy + L, ¥, and z, are the coordinates of the
center of the aperture digphragm; E; and a, are the
amplitude of the optical field at the axis and the beam
radius near the plane exit mirror of the laser; and g, is
theradius of thelaser beam at thedistance L. Theradius
of the laser beam is determined at the point where the
field amplitude decrease etimes, L, isthe distance from
the laser’s exit mirror to the acoustic axis, and H isthe
distance between the centers of the zero- and first-order
diffraction beams at the distance L.

Equation (3) iswritten for the case when the acous-
tic wave power is constant over the region of intersec-
tion between the acoustic wave and laser beam, the
dimensions of the diaphragm meet the conditions d, <
a, and d, = a;, and the amplitudes of the diffracted
beams vary with z much more slowly than Kz,. There-

when (2n+ 1)1t ®<2(n+ )T,
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Fig. 2. Experimental (symbols) and calculated (solid lines)
normalized amplitude of the ultrasonic-frequency aternat-
ing current, Sy, versus position of the photodetector on the
axis of the laser beam at Q = (1) 3and (2) 6 MHz.
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Fig. 3. Normalized amplitude of the ultrasonic-frequency
alternating current, S,., versus sounding depth Ly a Q =
(1) 3and (2) 6 MHz.

Sucr SIN
12+

osl N Sac

0.4

0 1 1 1 1 1 1 1 1

1 1 J
0 02 04 06 08d,/N

Fig. 4. Normalized amplitude of the ultrasonic-frequency
aternating current, Sxmax: and signal-to-noise ratio,
S/N, versus rel ative aperture dz/A.

fore, in this expression, the integral over d, was set
equal to aLJﬁ with ahigh accuracy and thefield ampli-
tudes were assumed to be constant within d,.

As follows from expressions (3)—5), the amplitude
and phase of the alternating current at the ultrasonic fre-
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guency depend on the position L of the photodetector
on the laser beam axis, sounding depth L, position of
the aperture diaphragm center on the yz plane, relative
dimension Kd, of the aperture diaphragm, and parame-
ters of the optical and acoustic radiation (E, o, V, k,, K,
0). At thelaser beam axis, expression (3) for the current
takes the simpler form

io OEZJo(v)J,(v)[exp(~H?/2a7)] a; sin(Kd,/2)
x sin[K(Ly+ ngl)B] cos(Qt—Kz,+ ).

Figures 2—6 compare the results of calculations by
formulas (3)—<6) with experimental values. Expres-
sions (3)—(6) for the alternating current at the ultrasonic
frequency were obtained for a nonscattering medium.
Sincetheintensity of collimated (ballistic) light propa-
gating through a scattering medium of length L, along
the optical radiation axis varies as exp(—.L,), where
is the extinction coefficient, the alternating photoelec-
tric current associated with the ballistic light in the scat-
tering medium can be written as

igu = exp(—HLy)ig(n = 0).

(6)

EXPERIMENTAL

The experimental setup is shown in Fig. 1. The
medium under study was an agueous solution of milk.
The liquid was placed in a rectangular organic-glass
cell. Its dimension along the laser beam axiswas L, =
62 mm. An ultrasonic transducer with a focusing lens
immersed in the solution excited a 3-MHz traveling
wave in the z direction. The diameter of the transducer
was 23 mm. The acoustic wavelength A, focal length,
and diameter of thefocal spot in water were 0.5, 45, and
1.4 mm, respectively. To suppress reflection from the
cell walls, an acoustic absorber was placed in front of
the emitter. Theradiation of a25-mW laser operatingin
the TEM, mode at awavelength A = 632.8 nm crossed
the focal region of the acoustic beam perpendicular to
itsaxis (the half-power laser beam diameter at the point
of intersection with the acoustic beam was approxi-
mately 1.2 mm). The light transmitted through the cell
was recorded by a photomultiplier tube (PMT). The
surface of the photocathode and the cell wallswere per-
pendicular to the laser beam axis. The aperture dia-
phragm D was mounted directly on the photocathode.
Its dimension dy was 1 mm, while the dimension d,
along the acoustic axis was variable. A 4 x 4-mm
square diaphragm D, placed on the outside surface of
the cell wall on the photodetector side served to reduce
the background illumination falling into the PMT. The
ultrasonic transducer and the PMT, together with the
aperture diaphragm, could be moved independently
along and across the laser beam axis and parallel to the
acoustic beam axis. A double-beam oscilloscope was
used to adjust the components of the setup and to record
phase variationsin the alternating current. A frequency-
selective voltmeter measured the aternating current
No. 8
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and noise in a 1-kHz-wide band centered at 3 MHz. To
set the linear mode of photodetector operation at a
small scattering parameter pL; of the medium, cali-
brated neutral color filters (not shown in Fig. 1) were
used.

Under the given experimental conditions, the
parameter Q = 0.08 was much smaller than 12 (the
width w of the acoustic beam was taken equal to the
diameter of thefocal spot), the Raman—Nath diffraction
parameter v [10.4 was less than unity, and the Bragg
angle (6 =0.036°) wasvery small. In the plane of obser-
vation perpendicular to the laser beam, a series of
Raman—Nath diffraction spots were present at a dis-
tance of more than 2 m; at the same time, at a distance
of less than 800 mm, first-order diffraction maxima
were within the zero-order diffraction spot.

To see how the amplitude and phase of the alternat-
ing current, as well as the value of the direct current,
depend on the geometry of the experiment, the photo-
detector was moved along thelaser beam and parallel to
the acoustic beam, and the aperture diaphragm was var-
ied at fixed positions of the laser and acoustic emitter.
The alternating and direct signal components and the
background noise were recorded in each position of the
PMT and for all dimensions of the aperture diaphragm.
To measure the phase variations in the aternating sig-
nal as a function of PMT position, this signal was
applied to one of the inputs of the double-beam oscillo-
scope and compared with the reference signa from the
acoustic oscillator applied to the other input. The effect
of the scattering parameter on the alternating and direct
current components was estimated by measuring the
concentration of milk in the cell, which was gradually
varied. The current was recorded at each PMT position
and milk concentration.

RESULTS AND DISCUSSION

The experimental study of the amplitude S,. and
phase F of the alternating current as a function of the
geometry of the experiment was conducted in order to
corroborate the above model and find the maximum
condition for the signal and signal-to-noise ratio.

Figure 2 shows the experimental (dots) normalized
amplitude of the alternating current versus the position
L of the photodetector on the laser axis (with the acous-
tic beam axisin the cell) at Ly = 37 mm. In this figure,
the normalized amplitudes of the aternating current
calculated from formula (6) at ultrasonic frequencies of
3 and 6 MHz for the same L, and initial radius of the
|aser beam a, = 0.5 mm are a so plotted. Thetheoretical
amplitudes of the current at 3 MHz are in good agree-
ment with the experimental datafor the same ultrasonic
frequency, which validates the model proposed. The
functions shown in Fig. 2 are seen to behave as the
absolute value of a decaying sinusoidal function. The
amplitude of the alternating current vanishes at L, +
noL = (m—1)1YKB, wherem=1, 2, .... The positions of
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Fig. 5. Normalized amplitude of the ultrasonic-frequency
aternating current versus displacement of the photodetector
parallel to the acoustic axisat Lo =37 mmand L =1 (O) 67,
2(0) 175, 3 (A) 375, 4 (W) 570, and 5 (V) 750 mm. Solid
lines, calculation for Q = 3 MHz; dashed lines 6 and 7, cal-
culation for Q = 6 MHz; and symbols, data points.
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Fig. 6. Theoretical (solid lines) and experimental (symbols)
phase ¢ of the ultrasonic-frequency signal versus displace-
ment of the photodetector parallel to theacousticaxisat Q =
3 MHz, Lg=37 mm, and L = (V) 175, (A) 280, (@) 375,
(M) 475, and (O) 575 mm.

the maxima, L = L4 Can approximately be found
from the expression Ln, + Ly, = (2m — 1)17/2K0. The
period of the sinusoidal functions varies inversely with
the sguare of the ultrasonic frequency. The decrease in
the amplitudes of the second and next maximais attrib-
uted to the divergence of the diffracted beamsand to an
increase in their center distance H with L. At an ultra-
sonic frequency of 6 MHz, the maxima decrease faster
because the Bragg angleis larger.

Figure 3 shows the amplitude S,. of the alternating
signal versus L, calculated for the same ultrasonic fre-
guencies. Note that the distance between the acoustic
beam axisand cell wall, L, (Fig. 1), specifiesthe sound-
ing depth in acoustooptical imaging. Thisisbecausethe
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diffraction waves, which carry information on the opti-
cal parameters of the medium, come to the cathode of
the photodetector from the acoustic beam region. The
value of L, can vary from zero to L, where L, is the
dimension of the medium along the laser axis. In our
calculations, L = L; 4, Which corresponds to the first
maximum of the current amplitude in expression (6)
when the acoustic axisis at the center of the cell (L, =
31 mm). Note that the distance between the cell and the
photodetector, L; ., Varied for different ultrasonic fre-
guencies. approximately 180 and 25 mm for 3 and
6 MHz, respectively. As can be seen from Fig. 3, at the
lower frequency, the displacement of the ultrasonic
emitter along the laser axis from 0 to 60 mm at a fixed
position of the photodetector (parameter L) changesthe
signa insignificantly (by about 2%). At 6 MHz, the
same displacement of the region studied significantly
(by more than 30%) changes the signal, which should
be taken into account in practice. At the same time, the
resolution in the x and y directions improves with fre-
guency, because it is proportiona to ultrasonic fre-
guency. One should bear in mind that the acoustic
attenuation in the medium, which was ignored in our
calculations, growsin proportion with the square of the
ultrasonic frequency.

The amplitude of the ultrasonic-frequency currentin
expressions (3) and (6) varies with the relative aperture
Kd, as a sine function; therefore, it ismaximal at d, =
(2n—DA/2, wheren=1, 2, .... Thediaphragm minimal
dimension d, (at n = 1) corresponding to the maximal
alternating signal is d, = 0.5A. In practice, one has to
extract theinformation-carrying signal from ultrasonic-
frequency noise in the receiver bandwidth Af. It has
been shown [5] that the noise current N is proportional
to the sgquare root of the product of the photoelectric
current direct component S;; by the bandwidth Af; i.e.,
N ~ (SAf)%5. This means that the noise current is
defined mostly by the shot noise of the photocathode
duetoitsillumination by the laser (including scattered)
radiation and stray light. The direct component of the
photoelectric current, as well as the cathode illumina-
tion of the cathode, variesin proportion to the aread,d,
of the aperture diaphragm. Accordingly, at a constant
diaphragm dimension in the y axis, dy, the shot current

N is proportional to ,/d,. Thus, the signal-to-noise

ratio YN variesasthe function sin(0.5Kd.)/ ./d, , which

has amaximum at d, [10.375A. Figure 4 showsthe cal-
culated and experimental normalized amplitude of the
aternating signal, S,;, and the signal-to-noise ratio SN
obtained for pure water when the photodetector was
placed at L = L;4 ONn the laser beam axis with dy =
1 mm. The results are seen to be in good agreement.
Since the experiment was performed at an acoustic
wavelength of A = 0.5 mm, the dimensions of the aper-
ture diaphragm corresponding to the maximum signal
and maximum signal-to-noise ratio were d, = 0.25 mm
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and d, O 0.19 mm, respectively. The experimental
results shown in Figs. 2-6 were obtained at d, [
0.19 mm.

The experimental dependence of the alternating cur-
rent amplitude onthey position of the PMT had a Gaus-
sian shape and coincided with the theoretical one. The
curve is omitted because of its clearness.

Figures 5 and 6 show the measured and calculated
amplitudes S,. and phase variations F of the alternating
signa versus z coordinate of the aperture diaphragm
center, z,, for several PMT positions on the laser axis,
L, and the sounding depth L, = 37 mm. The theoretical
and experimental results at 3 MHz are in good qualita-
tive agreement (Fig. 5). The dashed linesin Fig. 5 plot
the distributions of the alternating current amplitude for
two positions of the photodetector corresponding to the
first maximum (curve 6) and first minimum (curve 7) at
an ultrasonic frequency of 6 MHz. The shape of thedis-
tribution is nearly the same as at 3 MHz because it
depends primarily on the laser radiation parameters.
The characteristic values of L are the only quantities
that change. The amplitude distributions signal parallel
to the acoustic axis are associated with the finite cross
section of the laser beam.

According to expression (3), when the photodetec-
tor position corresponds to the maxima of the alternat-
ing current amplitude, L = L5, the total phase varia-
tion of the alternating current, F = (-Kz,—¢), isalinear
function of z because, in this case, ¢(z), Lyma) = 0. In
the experiments with L = 175 and 575 mm, which cor-
respond to the first and second maxima of the alternat-
ing current amplitude, the phases ¢ are other than zero.
They can be well approximated by the function AKz,
for |AK)/K < 0.05. The nonzero value of |AK]| is associ-
ated with the shift of the laser spot center aong the
acoustic axis during the measurements, i.e., with the
changeintheinitial phase ¢, of the acoustic wave. This
introduces an additional, positive or negative, phase
shift into the signal relative to the reference. Figure 6
plots experimental functions [¢(zL) — AKz)] vs. z for
several L. In such a representation, the experimental
and theoretical results are in good agreement.

As follows from expression (3) for the alternating
current, the signal can be increased by using multiglit
aperture diaphragms for wide laser beams. The position
Z, of the center of the nth dlit should be found from the
equation [Kz, + ¢(z,, L)] = 2rm [wheren =0, 1, 2, ...
and ¢(z,, L) is defined by expressions (4) and (5)] for
each particular position L of the photodetector relative
to the exit face of the cell and for each sounding depth
Lo. At L = L a0 the phase variation ¢ = O (these posi-
tions correspond to the maximal amplitudes of the cur-
rent ig), and the center distance between adjacent dlits
is exactly equal to the acoustic wavelength A.

The experimental data reported in this paper were
obtained for pure (transparent) water. The dependences
of the alternating signal onthe PMT coordinates (L and
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2) and on the dimension of the aperture diaphragm at
milk concentrations C from 0 to 0.7%, which corre-
sponds to the scattering parameter pL,; of 0 to 17.5,
were similar to those obtained for pure water and are
therefore omitted. The alternating current amplitude at
the first maximum varies with the scattering parameter
approximately as exp(—iL,) up to uL; = 17.5. Thisis
apparently an indication that the alternating current is
the ballistic component of the laser radiation.

With a further increase in the milk concentration,
the gpatial characteristics of the alternating current
change noticeably. In particular, at C = 1.1%, the cur-
rent amplitude as afunction of L becomes proportional
to /(L + Ly), unlike (3). The dependence of the alter-
nating current on the z position of the photodetector
also changes. These changes in the behavior of the
aternating current are associated with the scattered
(nonballistic) component of the laser radiation.

To increase the ballistic component of the current,
one can use an external heterodyne, for example, tap a
portion of the laser radiation and apply it to the photo-
cathode[2]. Let E;, bethefield amplitude of the external
heterodyne and ¢, as ¢, = ¢, + Ad beitsinitial phase.
Then, the amplitude of the current in expression (3) will
increase approximately E,/Eqexp(—1L,) times and the
parameter ® will change to become @, =K6(Ln+ L) —
Ad. At the laser axis, the amplitude of the alternating
current will be proportional to sin(K8(Ln + Ly) —A¢). It
is easy to check that, by varying the optical path length
of the heterodyne wave, one can find A which maxi-
mizes the amplitude of the alternating current irrespec-
tive of the position L of the photodetector on the laser
axis and sounding depth L,. At afixed position L of the
photodetector and a variable sounding depth L,, the
maximum condition for the signal S,. can be provided
by applying a control signal from the ultrasonic emitter
to ashifter that changesthe phase of the heterodyne sig-
nal during the scanning of the medium.

Note that the experiments described above deter-
mined the amplitude of the alternating current from one
measurement (i.e., without averaging) at a signal-to-
noiseratio of =1. The powers of the optical and acoustic
emitters were far from ultimate for biological tissue
examination. Also, since the ballistic component is of
regular nature, it can be recorded with signal accumu-
lation methods. This could increase the contribution of
the ballistic component to the recorded signal S, and
thereby raise uL; with the signal-to-noise ratio remain-
ing unchanged.

CONCLUSION

Experimental results for a nonscattering medium
and theoretical results obtained under the assumption
that the optical and acoustic beams are space-limited
and the Bragg angle is small qualitatively agree. This
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indicates that the model explaining the generation of
the ultrasonic-frequency alternating current component
asaresult of mixing Raman—Nath diffraction waves on
the photocathode of the detector isvalid. The character-
istics of the alternating current were studied theoreti-
caly and experimentally only for small diffraction
parameters v < 1, which allowed us to neglect higher
diffraction orders when theorizing. This restriction is
well justified because v is usually less than unity for
acoustic beams used in diagnostics. For a scattering
medium, the experimental amplitude and phase charac-
teristics do not differ from the theoretical onesfor scat-
tering parameters up to uL; < 17.5. Hence, our model
of interaction can be extended to scattering mediawith
the above range of scattering parameter. Both the the-
ory and the experiment show that the amplitude and
phase of the ultrasonic-frequency current depend sig-
nificantly on the position of the photodetector outside
and that of the acoustic beam axis inside the medium,
the dimension and shape of the aperture diaphragm,
and the parameters of the acoustic and optical radia-
tions. Positions of the photodetector that maximize the
alternating current were found. The dimensions of the
aperture digphragm that provide the maximal signal
and signal-to-noise ratio were found theoretically and
corroborated experimentally. The feasibility of dimen-
sion optimization to maximize SN is particularly
important for measurementsin scattering media, where
the desired signal may become very weak. The use of
different ultrasonic frequencies and an external hetero-
dyne in measurements of the alternating current was
considered. The results reported in this paper can be
useful in developing a recording system and in choos-
ing optical and acoustic sources for the acoustooptical
imaging of absorbing objects in scattering media.
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