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Abstract—The heterogeneous combustion of two immobile interacting particles with arbitrarily shaped sur-
facesistheoretically described under conditions of rapid chemical reaction, where the concentration of oxidizer
molecules on the surface of the particles can be considered to be zero. The problem is solved for an arbitrary
temperature dependence of molecular transport coefficients when molecular transport in the vicinity of the par-
ticlestakes place by diffusion. Analytical formulasfound allow for the direct characterization of the combustion
of individual spheroidal particles and interacting spherical particlesin several particular cases. At the same vol-
umes, heavily elongated and oblate particles are shown to burn significantly faster. The approach of the particles
significantly influences the time of burning the finer particleif its sizeisfar lessthan that of the coarser one. ©

2002 MAIK * Nauka/Interperiodica” .

INTRODUCTION

Heterogeneous combustion occurs when molecules
of a gaseous medium enter into a chemical reaction
with molecules of asolid particle. The process can take
place, eg., in the furnaces of therma power plants
[1, 2] or in zones where aerodisperse systems are clari-
fied by laser radiation [3-6]. Aerosol particles may
have an arbitrary shape of their surface and be arbi-
trarily spaced. Therefore, problems related to the effect
of the particle surface shape and approach on the rate
and time of combustion are of great importance.
Golovin et al. [7] have recently found the rate of the
high-temperature combustion of an individual spheroi-
dd carbon particle for the case of temperature-indepen-
dent transport coefficients. However, there is a need to
elaborate a combustion theory for arbitrarily shaped par-
ticles when there is a significant temperature drop near
them, where the molecular transport coefficients depend
on temperature. It isalso of interest to study the effect of
the interaction between a pair of particleswith arbitrary
surface shapes on their heterogeneous combustion.

First, we consider the free combustion of two parti-
cles such that heat generation inside the particles is
absent and the effect of radiative heat exchange on the
combustion can be neglected. The combustion of the
two arbitrarily shaped interacting particles occursin an
N-component gas mixture. The chemical reaction fol-
lows the scheme

V A +V(p)A(p)

Z\)A

where the coefficients v, are equal to the stoichiometric
coefficients of the reaction in magnitude (v, >0, v® > 0,

v;<0,j=2,...,N-1), and the superscript p denotes
the stoichiometric coefficient of the particle material.
When the atoms of a carbon particle are oxidized by
oxygen molecules to carbon monoxide (O, + 2C =
2CO0), the symbols A,, A,, and AP denote O,, CO, and
C molecules, respectively. The relative oxidizer con-

centration on the particle surface is Cy|g = C(f') =

Temperature dropsin the vicinity of the particle can be
significant. The sizes of the particles and the distance
between them are assumed to be sufficiently small;
hence, the effect of gravitational convection on heat-
and-masstransfer cannot be neglected. The combustion
of the particle proceeds in the quasi-steady-state mode.
In the vicinity of the particles

zc <1,

j=1

N n,and n, are the concentra-

whereC;=n/n,n="3% " n;,
tions of the gaseous component molecules.

Under these conditions, the basic mechanism of
molecular transfer is molecular diffusion. It should be
noted that, at C(f) =0, the approach of the particlesand

the shape of their surfaces affect the rate of combustion
most strongly.

With the above assumptions, the distributions of C,,

gastemperature T,, and particle temperature Ti(f) inthe

particle—gaseous environment system are described by
the set of equations

O, =0, 0P =0 0Om’=0 (1
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with the boundary conditions

Cifs, =0, Tes, = Ti(f)|3f’ Aojls, = (Vj/\)l)qm|5f1

2
[LPmP(V(p)/Vl)q(DeJ).'l'q(De%] |sf = q(DfT) Sp1 2
leoo = Cjom Teloo = Teoo- (3)

Here, q;, q(Te) ,and q(Tf) are the densities of the molecu-

lar and thermal flows, respectively:

q; = _DJNnDCi’ qgl'e) = —XeUTe,

(f) (f) (f) (4)
ar’ = X UTi 7
Xeand x\" are the gas and particle thermal conductiv-

ities, respectively; the index [0 denotes the projections
of the vectors onto the normals to the particle surfaces;
Ly is the thermal effect of the chemical reaction; mpis
the mass of particle molecules; and the superscript f =
1, 2 denotes the number of the particle.

The coefficients D;y of binary diffusion and the ther-
mal conductivity X, depend on T,. The third of bound-
ary conditions (2) and the first of boundary conditi-
ons (3) take into account the stoichiometric relation
between the molecul ar flow densities and the continuity
of the thermal flow, respectively.

The solution to boundary-value problem (1)—3) is
Ci = {Cju = Cra[ViW(T) /v, (Tig)l} )
Wr(Te) = Wr(TU (%), TV =T =T, = congt,
where x, are the coordinates of pointsin the space;

T

e

Pi(Te) = J’(xe/nDjN)dTe, j=1,...,N-1;
T

- ) (6)

e

lIJT(Te) = IXedTe'

T

eoo

The values of T, are found by solving the algebraic
equation

Wi(Tio) = Lpmp(vP/v,)Cy... @

Thus, a C\¥ =0, the quasi-steady-state combustion
of the particles proceeds at the same temperature irre-
spective of their shapes, sizes, and spacing.

The values of U(x,) are determined by solving the
boundary problem

AU =0, Ulg =1, U], =0, (8)
where A isthe Laplacian operator.

Having determined T,;, we can calculate the flow

densities g; and g and the total molecular, QE”, and
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thermal, Q(Tf) , flows removed from the surfaces of the
particles by the formulas

Y

= =ay, g = ~CrFy(Tio)du,
a; qul d: 1F1(Tio)du )
ar = W+(Tip)qu, 9y = -0U,
VA
Q"= Hof, @ = CuFToRl
(10)

¥ = wi(ToQl’, Q) = —f0uds,

St

where ds is the differentia vector element of the sur-
face and F1(Tig) = Wr(Tig)/W1(Tio)-

Knowing the temperature T, and having solved
boundary problem (8), we can determine the rate of
change of the particle mass (with a known surface
shape) by the formula

dMp’

o m V(p) 0
dt P

V_l 1 (11)
where MY = pV: ppand VY are the density and
volume of the particle, respectively; and t istime.

When calculating changes in the particle shape and
volume, we should take into account the expression for
the normal projections of the flow densities for particle

molecules removed from the surface q(Pf) =

_(V(p)/Vl)QDﬂsf :

Boundary-value problem (8) can be solved numeri-
caly in the general case and analytically in some par-
ticular cases (for example, in the case of individual
spherical, spheroidal, and ellipsoidal particles or
two interacting particles). For a spherica particle of
radius R,

U=Rr, OU-=RrAn, QY =4nRr, (12)

wherer istheradia coordinate and n, isthe unit vector.

For elongated and oblate individual spheroidal par-
ticles,

_,cosh&+1, coshéy+1
V() = IncoshE—l”ncoshEo—l’
O U
_ 2n;

csinhé (§nh’% + sinf) In((cosh&,, + 1){cosh&, — 1))
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a>b;

arccot(sinh§)
arccot(sinh§)’

U(E) =

2n, (13)

ccoshE (cosh? — sin’n) Y arccot(sinh&,)”
a<b;
Ql; = 4mel (&o);

(&) = 2
In(coshE, + D)/{coshE, — 1)’

1
arccot(sinhg,)’

OgU =

a>b;

a<b.

1(&o) =

Here, aisthelength of the semiaxis coinciding with the
axis of symmetry of the spheroid; b isthe length of the
other semiaxis; &, n, and ¢ are the spheroidal coordi-

nates [8]; ¢ = +|a®?=b?; and a = ccoshé, and b =
csinh¢, (a>b)ora=csinh§, andb=ccosh¢, (a<b).

In the case of two spherical particles of radii R;
and Ry,

U(Ein) = Ul(Efn)"'Uz(E,n),
Ue-12(8n) = /2(coshE — cosn)

x god#[g%inh(—nk(zz” &)+ 38

X expg— % + %EKE} P.(cosn),

EJf) = 4mR(O, O = O -0y ,, (14)
O, = quSinh|Ef|.
O, = Wssinh|&y|, d, = sinh(n+1/2)(&,+|&,),

W= Y 2e[(E-EDH+T]
h=0

wy= Y e[ the e lah],
h=o "

where &, n, and ¢ are the bispherical coordinates[8], h
is the center distance of the particles, cosh&; = (h? +

R — R%..1)/2hR, (€,>0,&,<0), and P, = (cosn) are

the Legendre polynomials.

Estimations made with the formul as derived showed
that heavily elongated and oblate particles burn signifi-
cantly faster at the same volumes. Thisisclearly exhib-
ited by the curve (Fig. 1) representing the dependence
2002
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Fig. 1. Dependence of the coefficient 3 on &/R for spheroi-
dal particles.

of the coefficient B = Q{’/Q{)’ for individual spheroi-
dal particles on the ratio a/R, where a is the length of

the semiaxis of the spheroidal particle and R is the
radius of a spherical particle of the same volume. For

calculations, thevaluesof Q{’ and Q) werefound by
Egs. (13) and (12), respectively. As the particles
approach each other, their rate of combustion decreases
(Fig. 2). Thisis because the flux of oxidizer molecules

toward the particle surface decreases when the particles
draw near one ancther. Figure 2 plots the ratio

QM /QY against the parameter S= (h - R, — R)/R;
(Q = Q!" at h= ). Curve Lillustrates the decay of
QW for particleswith R, = Ry; curve 2, with R, = 4R, .

Let us consider the effect of internal sources and
radiative heat exchange on the rate of combustion of
interacting particles by the example of two spherical
particles with a thermal conductivity ¥; that is much
greater than the thermal conductivity ¥, of the gaseous
environment. Under these conditions, the particles burn

at fixed surface temperatures T and T independent

of the angles n and ¢. We describe the combustion of
the particles in the quasi-steady-state approximation
assuming the concentrations of componentsinvolvedin
the chemical reaction to be small. Inthiscase, just asin
the case of free combustion, the distributions of the
temperature T, and of the relative concentrations C; in
the vicinity of the particles are described by the bound-
ary problem

Ulg; =0,

Dt = o, (15)
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Fig. 2. Dependence of the flow ratio Q(l) Q(l) onthevari-
ableS.

Cils, =0, T, = T,
lem = ij, Telw

Agjls, = (Vi/Va)dm]s,»
= Te.. (16)

In the case of small dropsin T, (when the T, depen-
dence of X, can be neglected), the solution to set (15)
and (16) is

Cj = Cjo—(v;D1n/V1D1n)CiuU(E 1),
Te = Teo + (T1 = Te)Us(€,0) + (117 = Te) Uo(E, ).

At the sametime,

f
i = ~(vj/v)nD1C1.Qy’,

P = AR (TH = Teo)O1 1= (T = Te) O, o],
P = AR (T = Te) 051 — (T = Te) @, 2]

The dependences of Ti(f) and R, onthetimet can be

estimated by solving the set of differential equations,
including the equations of conservation of heat and
mass

,dT”

f f
It PmP(V(p)/Vl)Q( ) ( )

(17)

f f
YoM = 8-Q-

dmy’
Tdt
where A; isthe heat evolving in the particle volume per

— (V(p)/\)l) mPQ(f)

unit time, Qg) is the heat removed from the surface of
the particles by radiative heat exchange, and y; is the
specific heat of the particles.

At large drops of T, the set of equations (15) and
(16) alows for an analytic solution for a small particle
spacing, i.e, for (h—R; = R,)) < R.. Under these condi-

tions, thetemperatures T can be taken to be the same
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Fig. 3. Time dependence of the dimensionless radius of the
finer particle.

(T =T,), and we can find the distributions of T, and
G, by Eq. (5). The temperature T;, can be found by inte-
grating the set of equations

2 2

> o0= 3 [

f=1 f=1

04"

+LameNoQP+QP} (18)

dmg”
dt

For steady-state combustion, we can determine the
temperatures T, and T\ assuming that the derivatives

dT" /dt and dT;y/dt in Egs. (17) and (18), respectively,
are zero.

Estimations performed using Egs. (18) showed that
the approach of two particles with sharply different
radii can significantly cut the burning time for the finer
particle. This is well demonstrated from the curvesin
Fig. 3, representing the time dependence of the relative
radius Ry/Ry, of carbon particles with the density p =
2 g/lcm?. We estimated the burnout time of the particles
suspended inair intheradiation field of intensity | =4 x
107 W/m? for unit absorption factors. The curves are
plotted at the initial radii of the particles Ry, = 15 um,
Ry, =50 um and at h = Ry, + Ry, (curve 1), h = 2Ry,
(curve 2), and h = o (curve 3).

Thus, in the gquasi-steady-state approximation, we
solved the problems of the free and complicated (by
internal heat generation) combustion of noninteracting
and two interacting arbitrarily shaped immobile parti-
clesinthe case of arapid chemical reaction ontheir sur-
faces. Under the conditions considered, free combus-
tion proceeds at a constant temperature irrespective of
the particle shape and spacing. The surface shape may

f
= (vPrv)meQ".
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Abstract—The excitation, collision, and detection of soliton-like spin-wave pulses in ferromagnetic films are
numerically simulated. The theoretical dependence of the pulse peak power at the output of the delay line on
the peak power at theinput of the input transducer is constructed for thefirst time. The experiment is compared
with measurements. The shape of the nonlinear magnetization pul se excited and propagating in the film isthe-
oretically studied as a function of the carrier frequency position relative to the backward volume spin-wave
(BV SW) spectrum. The head-on collision of soliton-like BV SW pulsesin ferromagnetic filmsis simulated for

thefirst time. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Envelope solitons, which appear in theory as solu-
tions to the nonlinear Schrodinger equation, have been
the subject of many monographs (see, e.g., [1-4]). In
essence, these solitons are nonlinear wave packets
retaining their shape during propagation, i.e., not sub-
jected to dispersion spreading. As applied to physical
systems, these solitons have been studied for light prop-
agating in afiber (see, e.g., [5]). Nonlinear excitations
have also been investigated in magnetic systems (mag-
netic solitons) [6-9].

Below, we will consider only one specific type of
magnetic solitons, namely, spin-wave (SW) envelope
solitonsin ferromagnetic films (FFs). Theoretically, the
possibility of SW envelope solitons existing in FFswas
first estimated in [10, 11]. In these works, aswell asin
[12], it was shown that an equation of motion for the
envelope of a packet of magnetostatic (spin) waves in
FFs, which has the form of the nonlinear Schrodinger
equation (NSE), can be derived from the equation of
motion of the magnetic moment and a set of magneto-
statics equations or directly from the spin-wave spec-
trum with anonlinear correction to the frequency.

Experimentally, SW envelope solitons were first
observed in [13]. These were solitons of high-disper-
sion dipole—exchange SWs propagating in perpendicu-
larly magnetized FFs with pinned surface spins. These
solitons featured a specific envelope shape and the
decreased decay of the pulse peak amplitude, which is
associated with nonlinear compression (the so-called

“self-induced transparency” curve [13]).! These soli-
tons were observed in narrow frequency ranges of
strong dispersion that correspond to the dipole gap of
the SW spectrum. Solitons of weakly dispersive dipole
spin waves propagating in perpendicularly magnetized
films with unpinned surface spins were first examined
in [14, 15]. In [14], the nonlinear compression of SW
pul ses attendant to the soliton formation was observed;
however, the shape of the pulses remained unknown. In
[15], the shape of the envelope and its evolution during
the soliton formation and propagation were observed.
The authors of [16] succeeded in observing the forma-
tion of envel ope solitons of highly dispersive quasi-sur-
face dipole-exchange SWs in a tangentially magne-
tized ferromagnetic film with pinned spins. Here,
unlike the case of a perpendicularly magnetized film,
the solitons of quasi-surface SWs were observed at the
low-frequency edges of the dipole gaps of the spec-
trum. Spin-wave solitons of BV SWs also propagating
in tangentially magnetized FFs were first studied

in[17].

Theoreticaly, the formation of SW envelope soli-
tonsin YIG filmsis conventionally explained in terms
of the NSE model, which describes the motion of the
packet envelope, which has the meaning of the magne-
tization precession amplitude. To date, the NSE model
has al so been applied to numerically evaluating the evo-

LIn the journal JETP Lett. 38, 413 (1983), Fig. 3 has an error: the
abscissa should be the input power.
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[ution of anonlinear SW pulsein FFsand the formation
of the SW envelope bright soliton [9, 18-21].

Note, however, that the dispersion relation for the
NSE in the linear approximation represents a quadratic
spectrum:

(k) = 6(k) + Vy(k—ko) + (k=kp)’. (1)

Unlike the actual SW spectrum in FFs, this spec-
trum does not have the cutoff frequency and is symmet-
ric about the point k = 0. We are aware of only one the-
oretical work [22] where this feature of the SW spec-
trum in FFs was taken into account by introducing an
additional nonlocal term into the NSE. The result was
an analytical solution in the form of a precessing soli-
ton. Such a solution, however, is not general and does
not cover the various situations that may arise when the
carrier frequency of the nonlinear pulse approaches the
SW cutoff frequency.

Moreover, the homogeneous nonlinear Schrédinger
equation ignores the excitation of “nonlinear” variable
magnetization pulses by microstrip transducers during
the formation of an envelope soliton. Therefore, some
physically reasonable boundary or initial conditionsare
usually used in numerical calculations (see, e.g., [23]).

It is well known that the NSE soliton envelope
retains its shape upon pulse collision. For solitons of
the forward volume spin wave (FVSW) envelope in
FFs, thiswasfirst demonstrated in [24, 25]; for solitons
of the BV SW envelope, in [26]. Theoretically, the head-
on collision of SW envelope solitonsin FFs has not yet
been studied. Neither has the effect of variably magne-
tized counterpropagating pulses excited by microstrip
transducers on the head-on collision of the solitons.

The aim of thiswork is to humerically simulate the
formation of soliton-like spin-wave pulses in FFs with
regard for their actual spectrum, decay, and excitation
by microstrip transducers. Analytical results will be
compared with measurements. In addition, based on the
same model taking into account the actual spectrum, as
well as SW decay and excitation, the collision of soli-
ton-like spin-wave pulses in FFs will be numerically
evaluated.

It should be noted that we will often use the term
“soliton-like pulse,” rather than “spin-wave envelope
soliton,” to stress that our numerical simulation does
not rely on the NSE-based model. In place of it, wetake
advantage of a set of nonlinear differential equations
derived from first principles. This set describes the
excitation and motion of the spatial Fourier compo-
nents of the variable magnetization vector in the nonlin-
ear pulse. The associated theory was developed in [27]
to study the parametric amplification of SW envelope
solitons in FFs by means of parallel magnetic pumping.
We used the phenomenological approach. Starting
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Fig. 1. Structure being smulated. (1, 2) Microstrip trans-
ducers and (3) ferromagnetic film.

equationswere the Landau—L ifshitz equation of motion
of magnetic moment and a set of magnetostatics equa-
tions.

The set of differential equations obtained in [27] is
also applicable to our case if the parametric action on
the medium is absent; i.e., it can be applied for describ-
ing the excitation and evolution of nonlinear magneti-
zation pulses. Below, we will analyze numerical solu-
tionsto aset of coupled nonlinear differential equations
derived by modifying the set in [27] to our case.

1. NUMERICAL MODEL

Consider amodel of SW delay line (Fig. 1) on FF 3
of thickness L. Two parallel SW microstrip transducers
(SWMTSs) 1 and 2 spaced | apart are placed on the film
surface. Their width in the z direction is w. The trans-
ducers serveto excite and detect SWs. Thefilm ismag-
netized to saturation by a permanent magnetic field of
strength H. To be specific, we consider the formation
and collision of BV SW envelope solitons. This means
that the permanent magnetic field H is applied in the
film plane along the z direction and plane spin waves
excited by SWMTSs propagate in the direction opposite
to and along H (note that the associated theory can
readily be generalized to other FF magnetization con-
figurations).

In transducers 1 and 2, microwave currents j; (z,
t) = Jy o(z, t)cos(wgt + P, ,) pass. The envelopes of
their linear densities are J; ,(t, 2); their initial phases,
®, ,; and carrier frequency, wy. Let the currents be uni-
form along the strips. The microwave magnetic fields of
the currents excite BV SWs propagating in the form of
packets in both directions from the transducers along
the permanent magnetic field. If one of the current is
absent (namely J, = 0), SWMT 2 is used as a detector
of the BVSW pulse excited by SWMT 1.

It was already mentioned that the generation, evolu-
tion, and collision of BV SW nonlinear packets will be
treated with the results of [27]. The set of equations
obtained in [27] and describing the motion of the Fou-
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rier components of the variable magnetization is sim-
plified in our case to the form

Am/ot +i[wy + wy/2(1—P)]m;
+i J’ dk, J‘ dk, f dk3[ > Torer My My

P P2 P3=1,2
><5(p1+p2+p3—4)5(k1+k2+k3—k)} 2

= |0l Mol J1k(t) cos(wpt + @;)

k
+ Jp(t) cos(wpt + (Pz)]me

Amy/at —i[wy + wy/2(1L—P)]m;

—i}dkl}dkz}dkg[

P P2y P3P P> P3
z T ihok M My My,

Py P2 P3=1,2

X O(py+ P+ D3—5)5(k1+kz+k3—k)} ©)

= —|0l Mol J1k(t) cos(wyt + @;)

k
+ Jp (1) cos(wpt + (Pz)]mYk-

Here,
Py = 1-[1—exp(-kIL)/(KIL)] (4)

isamatrix element of dipole—dipole interaction,

Y, = UJm¥[1-exp(—|k/L)]/2L (5)

isthe overlap integral for the Fourier component of the
current magnetic field and the “ membrane function” for
the BV SW lowest mode, J,,(t) and J,(t) are the spatial
Fourier components of the current pulse envelopes of

the exciting transducers, TE&S@;E ° is the coefficient of

nonlinear four-wave interaction between SWsin an FF,
Wy = |glkeH, and wy = [g[HoMo.

It should be noted that if the right-hand sides of (2)
and (3) are zero (that is, externa sources of excitation
are absent) and the dispersion relation for BVSWSs in
FFs w)(k)? = wy(wy + wy — wyPy) [28] is approximated
by quadratic spectrum (1), this set is totally equivalent
to the NSE with loss. Al so, this set can be reduced to the
NSE with loss by diagonalizing the linear part of the
equations and subsequently applying inverse Fourier
transformation.

KOSTYLEV, KOVSHIKOV

2. NUMERICAL SIMULATION OF EXCITATION
AND EVOLUTION OF NONLINEAR BVSW
PULSES AND COMPARISON
WITH EXPERIMENT

By numerically solving the set of Egs. (2) and (3),
we simulated the excitation of nonlinear SW packets by
the input microstrip transducer, their propagation in the
FF, and the detection of the pulsed signal with the out-
put microstrip transducer.

Initially, the linear parts of the equations were diag-
onalized to simplify calculations and make the model
more “physical” anayticaly. The statement of the
problem in terms of new variables (scalar Fourier
amplitudes of the SW packet [3, 9]) halves the number
of equationsand allows oneto get rid of fast-oscillating
factors, namely, the carrier frequencies of the input
microwave current and the variable magnetization
pulse excited by this current in the film.

In addition, the model was discretized by replacing
integration over the longitudina wave number k in
Egs. (2) and (3) by summation over a discrete set of
wave numbers. In this case, the set of two integro-dif-
ferential equations transforms into an infinite set of
first-order differential equations. Since such a proce-
dure is equivalent to replacing the real space by the
cyclic one, the discrete step Ak of the wave number was
taken such that the spacing between the transducers
plus the spatial length of the magnetization pulse
excited was much less than the cyclic space length
217Ak. With this condition for Ak satisfied, the require-
ment that the magnetization pulse spectrum width be
much larger than the step of the wave number is ful-
filled simultaneously. The number of wave number dis-
crete values taken into account in the calculation was
selected such that the range of k used in the calculation
was much wider than the SW excitation bandwidth ok =
21/W of the microstrip transducer. At the same time,
this range should be wider than the k spectrum of the
variable magnetization pulse at any stage of its evolu-
tion due to the action of a nonlinear medium.

The set of first-order differential equations thus
obtained was numerically solved with the fourth-order
Runge—Kutta method. Eventually, we obtained the
spectra of the spatial scalar Fourier amplitudes of the
SW packet at various time instants.

The inverse transition to the variables of Egs. (2)
and (3), i.e., to the Fourier amplitudes of the variable
magnetization, and subsequent inverse Fourier trans-
formation made it possibleto find the spatial profiles of
the nonlinear SW packet at various time instants. Then,
from the calculated spectrum of the Fourier amplitudes
for the variable magneti zation, we eval uated the space—
time profile of the microwave field induced by the SW
packet in the output transducer. This profile was then
converted to the microwave power profile at the output
of the output transducer.
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The envelopes of microwave pulses of the currents  lator, which applied asignal to the input of the SWMT
in SWMTs 1 and 2 were set in the form of atrapezoid. in our experiment. The inclined sides of the trapezoid
Such aform takesinto account the nonrectangularity of ~ simulated the leading and trailing edges of an actual
the current pulse at the output of the microwave modu-  input pulse. We also set the half-height width of the

Pl P

Pgut’ dBm (b)

-10

=20

-30

PP, dBm
mn

1 1 1 J
300 320 340 360 380
t,ns

Fig. 2. Pgut VS Pi‘; dependence (on the left) and output pulse waveforms (on the right) for a 25-ns-wide input pulse. Continuous

curves, caculation; circles on theleft and dashed lines on the right, experiment. Pi‘; =0.006 (a), 0.23 (b), 0.385 (c), and 0.724 W (d).
For the coincidence of the experimental and theoretical plots, thetheoretical values of theinput power areincreased by 2.6 dB, while
those of the output power are decreased by 2.6 dB. On the left, the power is normalized to its peak value Pgut . Parametersused in

thecalculationsare L = 5.1 um, saturation magnetization 1750 Oe, magnetic |oss parameter of thefilm 2AH = 0.6 Oe, H = 1407 Oe,
transducer widthsw =50 pum, | =8.37 mm, T = 25 ns, pulserise and fall times (measured at the pulse base) 2 ns, and the pulse carrier
frequency 5850 MHz.
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trapezoidal current pulsest, aswell astheir amplitudes
I, and I,, initial phases @, and ¢,, and rise times.

First, using the above numerical model, we studied
the formation of an isolated soliton-like SW pulse (the
microwave current |, was assumed to equal zero). On

the left of Fig. 2, the calculated peak power PP, of the

soliton-like pulse envelope at the output of detecting
transducer 2 is shown as a function of the microwave

power P! at the input of exciting transducer 1. Dia-

grams (a—d) on the right show the associated wave-
forms of the pulsescoming from thedelay line. Thecal-
culation was made for output microwave pulses of
duration 25 ns. Other parameters are given in the cap-
tionto Fig. 2.

The analytical results were compared with measure-
ments made for this configuration. Triangles on the | eft
and dashed lines in the diagrams on the right are exper-
imental data.

It should be noted that our theory is consistent with
the well-known linear theory of spin-wave delay line
[28] in the continuous weak signal limit. In the experi-
ments, we could determine conversion losses in the
input antenna in the linear mode by comparing the
power of the signal incident on theinput of the structure
with that of the microwave signal reflected from it. In
this way, the conversion loss per antennawas estimated
at —9.4 dB, which is 2.6 dB greater than the calculated
value. The difference was found to be associated with
the reactance of the antenna grounding circuits, which
wasinitially ignored in the cal culation. Theinclusion of
this reactance eliminates the difference completely.
Therefore, the conversion losses evaluated by (2) and
(3) were increased by 2.6 dB (i.e., were equal to the
experimental value in the linear mode). In this case, as
follows from Fig. 2, the analytical and experimental
curves Pb, = f(P!,) coincide in a wide power range
that covers both the linear and nonlinear modes. Coin-
cidence is also observed for the output pulse envelope
profiles taken at the same powers. The discrepancy is
seen only inthe upper part of the curve: the output pulse
amplitudes diverge and the instants of output pulse
arrival at the detector differ dightly, while the pulse
waveforms coincide fairly accurately.

Such adiscrepancy can be explained asfollows. Our
theoretical model includes only one weak nonlinearity
of SWsin aferromagnetic film, namely, four-wave self-
action. However, comparing the theory and the experi-
ment, one can suppose that the peak and the descending
portion in the experimental curve are associated with
some other nonlinear processes taking place at high
input powers. These may be four-wave scattering into
short spin waves or into BVSW higher thickness
modes. The contribution from these processes shows up
as an extra nonlinear decay of the pulse, changing the

run of the upper part of the curve P, = f(PP).

KOSTYLEV, KOVSHIKOV

The best criterion indicating that an SW pulse is
soliton-like is the constancy of the envelope phase
within the pulse. Asfollows from the phase cal culation,
the point b in Fig. 2 is the closest to the one-soliton
mode.

Along with experimental verification, we compared
our results with numerical calculations within the NSE
model. Earlier, the NSE was used to simulate SW enve-
lopesolitons, e.g., in[17]. In[17], asin other works, the
time profile of the SW dimensionless scalar amplitude
was calculated at a point z, of the space with the bound-
ary condition in the form of a rectangular pulse origi-
nating at the point z = 0 (hereafter, this profile will be
referred to as initial, although we are dealing with a
boundary condition). Therefore, to correctly contrast
the two models, we equated the right-hand sides of (2)
and (3), responsible for the SW excitation by externa
current, to zero and used the same time-dependent
boundary conditionsasin [17] in the next series of cal-
culations. With such an approach, the only difference
between the models is that the dispersion relation is
more complicated than (1).

The calculation showed that if the carrier frequency
of the initial pulse of the variable magnetization scalar
amplitude is away from the upper cutoff frequency of
the BVSW spectrum, the output profiles are nearly
coincident provided that the pulse is sufficiently long
(lasts more than 10 nsasin [17]. Under this condition,
the frequency spectrum of the initial pulse has a width
that is much narrower than the range of exchangeless
BVSWs). This is an expected result since the BVSW
spectrum in this caseis close to quadratic spectrum (1).
With the carrier frequency shifted toward the cutoff fre-
guency, the output pulses had various widths, which
indicates the inadequacy of the NSE-based model in
this situation.

In the second series of comparative calculations, we
used a set of equations with the nonzero right-hand
sides. Therectangular pulse of theinput current and the
initial pulse of the variable magnetization scalar ampli-
tude [17] had the same durations. It turned out that the
shape of the magnetization pulse becomes distorted
even in the course of excitation (this is especially true
for the pulses of width less than 30 ns with a FF thick-
ness and transducer width as in [17]). This is because
the microstrip transducer has a finite bandwidth of
excited SW wave vectors. Thisinitial distortion affects
the shape of the pulse during its subsequent evolution,
which makes the discrepancy with the results of the
NSE-based model much greater as the carrier fre-
guency approaches the SW cutoff frequency. Note that
our results can be compared with those of the NSE-
based model only qualitatively, because we had to com-
pare the calculated profiles of the variable magnetiza-
tion at the same amplitude of the initial pulse of the
variable magnetization. However, in our model, the
shape of the initial pulseis not specified but is derived
analytically from the shape and amplitude of the input
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Fig. 3. Calculated diagrams of the variable magnetization pul se envelope for different positions of the carrier frequency Aw relative
to the upper boundary of the BV SW spectrum (upper row), the amplitude spectra of the pulse spatial frequencies (middle row), and
the dispersion curvefor the BV SW lowest modein the FF (lower row). Circlesin thelower row depict the carrier frequency position.
The dashed curve in panel (a) (upper row) illustrates experimental datafrom [17]. To bring the experimental and analytical curves
into coincidence, the experimental output power of the pulseisincreased by 2.8 dB (this value was obtained by comparing the mea-
sured and calculated |osses inserted by the prototype in the continuous low-signal regime). The parameters used in the calculation
are L = 7.1 um, saturation magnetization 1750 Oe, magnetic |oss parameter of the film 2AH = 0.85 Oe, constant magnetic field
strength H = 1407 Oe, transducer widthsw =50 um, | =4 mm, T = 13 ns, pulserise and fall times (measured at the pulse base) 1 ns,
and input microwave pulse amplitude 0.25 W (the amplitude of the microwave current of transducer 1 (I; = 0.05A). The carrier

frequency equals (a) 5800 MHz (Aw/2rt= 100 MHz), (b) 5850 MHz (Aw/2rt= 50 MHZz), and (c) 5875 MHz (Aw/21t= 25 MHz).

current pulse. Therefore, the initial pulse in our model
has a shape that is more complex than a rectangle.
Because of this, it is necessary to define its amplitude
so that it depends on the pulse shape only dlightly and
allowsfor the numerical comparison of thetwo models.
Such an analysis is beyond the scope of this work.

Figure 3 (the upper row) shows the calculated pro-
files of the envelope of soliton-like SW pulses vs. the
pulse carrier frequency position relatively tothe BV SW
spectrum upper limit for relatively short (half-height
width of 14 ns) input microwave pulses. Panel (a) (soli-
ton-like pulse) corresponds to experimental parameters
from [17]. Panels (b) and (¢) show how the pulse would
changeif its carrier frequency were closer to the begin-
ning of the BV SW spectrum.
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For comparison, the middle row shows the spectra
of the spatial Fourier amplitudes of the pulse envel opes;
the lower row, dispersion curves for the BV SW lowest
mode (filled circlesindicate the carrier frequency).

From Fig. 3, it followsthat if the carrier wave num-
ber is small, the shape of the output pulse is distorted
and its duration increases. These distortions appear
because of thefiltering out of some spatial (and, hence,
time) frequencies of the pulse upon its excitation and
propagation in a nonlinear medium.

3. NUMERICAL SIMULATION OF HEAD-ON
COLLISION BETWEEN SOLITON-LIKE BVSW
PULSES

In this section, we study the effect of SW excitation
by the SW microstrip transducers on the head-on colli-
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Fig. 4. Numerical simulation of the collision of soliton-like
SW pulses in the ferromagnetic film. (a) Profiles of the
envelope of variable magnetization pulses immediately
before collision, (b) instant of the complete overlap of the
pulses in the case of their in-phase excitation (A = 0),
(c) instant of the complete overlap of the pulsesin the case
Ad = 90°, (d) instant of the complete overlap of the pulses
in the case of their antiphase excitation (A¢ = 180°), and
(e) pulse profiles after collision. Circlesin panel (€) outline
the pulse profile in the absence of a counterpropagating
pulse. The spacing between the transducers is 8 mm. The
other parameters arethe same asin Fig. 3a.

KOSTYLEV, KOVSHIKOV

sion of soliton-like SW pulsesin FFs. Emphasiswill be
on the effect of theinitial phase of exciting pulses of the
microwave current from the transducerson the collision
scenario.

The calcul ation was performed with the same model
(expressions (2) and (3)) and the same numerical
method (see Sect. 2). To simulate the excitation of two
counterpropagating pulses of variable magnetization,
the right-hand sides of (2) and (3) were set as the Fou-
rier transforms of the microwave currents in microstrip
transducers 1 and 2 (Fig. 1).

Figure 4 shows the result of the numerical simula-
tion. The parameters used in the calculation and the
pulse shape at the point of collision in the absence of
the counterpropagating pul se correspond to panel (a) in
Fig. 3. The pulse shapes are shown (a) before collision,
(b—d) at the instant of collision, and (€) immediately
after collision. In Fig. 4e, filled circles depict the shape
of the pulse excited by left transducer 1 for the case
when the pulse did not collide with the counterpropa-
gating one (i.e, for 1, = 0) (the time instants are the
same). It is seen that the shapes of the pulsesthat under-
went and did not undergo collision coincide within a
graphical accuracy throughout the length of the pulses
except for the“tail,” where the pul ses moving apart still
continue interfering.

It is known that BVSW pulses generated by
SWMTsin oppositedirectionshave aninitial phase dif-
ference Agp = 1t (as also follows from equations of
motion (2) and (3)). This is because the BV SWs are
excited with the transducer microwave current compo-
nent normal to the FF plane. In the bulk of the film, this
component has different signs on the opposite sides of
the plane passing through the longitudinal symmetry
axis of the transducer normally to the film. Such an
antisymmetric distribution of the exciting component
of the magnetic field resultsin the excitation of variable
magnetization pulses opposite in phase. For compari-
son: in a perpendicularly magnetized FF, forward vol-
ume spin waves (FVSWSs) are excited by the compo-
nent of the transducer microwave magnetic field that is
paralel to the film plane. This component does not
change signinthefilm. Accordingly, two FV SWs prop-
agating in opposite directions from the transducer have
zero phase shift.

Thus, two transducers fed by in-phase currents emit
counterpropagating BV SW pulses with a phase differ-
ence A = 1. When the pulses collide, the “nonlinear
interference” pattern is symmetric about the interfer-
ence minimum (Fig. 4b) at any time instant. If the input
currents are in antiphase, SWs are excited in phase and
the interference pattern is symmetric about the interfer-
ence maximum (Fig. 4c).

Comparing the peak amplitude of the interference
pattern (Fig. 4c) with that of the single soliton-like SW
pulse at the same time instant, we see that the former
differs little from the latter doubled; in other words,
ordinary linear interference takes place. To elucidate
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why the nonlinear properties of FFs have no effect on
the interference pattern, we will perform an estimation
in terms of the theory for the envelopes of SW counter-
propagating nonlinear pulses [29]. The accuracy of the
equations for the envel opes derived in [29] is quite suf-
ficient for these estimates.

Consider the characteristic time of nonlinear pulse
compression, the so-called “nonlinear” time T, which
isintroduced in describing SW envel ope solitons with
the use of the NSE (seg, e.g., [17]), and compareit with
the time of spatial pulse overlapping. For the interac-
tion of counterpropagating pulses, T, is found from a
set of equations for the envelopes of nonlinearly cou-
pled counterpropagating pulses [29]. It is given by

T, = W(2/9]a?), (6)

where Sis the nonlinear coupling coefficient for coun-
terpropagating pulses and a is the pulse envelope
amplitude that has a meaning of the magnetization pre-
cession angle (we consider that the counterpropagating
pulses have the same amplitude).

Note that the propagation of nonlinear pulsesin FFs
with the subsequent formation of soliton-like pulses
takes place under conditions of magnetic dissipation in
a medium. As a result, the pulse power continuously
decreases. Therefore, the value of T, should be calcu-
lated from the value of a at the instant the pul ses meet
in the space. Performing such a calculation with the
parametersin Fig. 4, wefind that T, = 500 ns. Since the
time of the spatia overlapping of counterpropagating
pulsesis on the order of several nanoseconds, the inter-
ference pattern cannot be nonlinearly distorted for such
a short time compared with T,..

CONCLUSION

We for the first time simulated the excitation, colli-
sion, and detection of soliton-like BV SW pulsesin FFs
by numerically solving a set of nonlinear differential
equations of motion for the spatial Fourier amplitudes
of variable magnetization pulses. The analytical results
are in good agreement with our experimental data and
those taken from the literature.

Wefor thefirst time cal cul ated the pul se peak power
at the output of the prototype delay line as afunction of
the peak power at the input of the input transducer.

For the first time, the shape of a nonlinear magneti-
zation pulse generated and propagating in the film was
simulated in view of the position of the carrier fre-
guency relative to the BV SW spectrum and spin-wave
generation by microstrip transducers.

For the first time, the simulation of the head-on col-
lison of soliton-like BVSW pulses showed that, with
single-soliton power levels of colliding pulses, the non-
linearity of the spin system has no time to contribute
significantly to the interference pattern because of the
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small time of pulse overlapping. As a result, we are
dealing with usua linear interference.
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Abstract—Based on the previously introduced integral criterion and a new approach to estimating the time
characteristics of diffusion, the relaxation time of impurity concentration in a medium with a dightly nonuni-
form diffusion coefficient is determined. The diffusion coefficient profile that cuts the relaxation time is found.

© 2002 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

The mathematical theory of diffusion has been
developed in great detail (see, e.g., [1-3]). Yet, anum-
ber of problems of both theoretical and applied interest
have remained unresolved. One is finding the impurity
concentration relaxation time in a medium with a
space-dependent diffusion coefficient [4]. The urgency
of this problem stems from the wide application of dif-
fusion technologies, especially in the fabrication of
semiconductors.

In this work, we consider a 1D bounded medium
with adightly nonuniform diffusion coefficient, which
adequately reflectsthe situation in various semiconduc-
tors that have different diffusion coefficients in the
active (working) regions [5-7]. With the integral crite-
rion introduced previously [8-12] and a new approach
to estimating the time characteristics of diffusion pro-
cesses, we determine the impurity concentration relax-
ation time in the medium. Based on an expression for
the relaxation time, we optimize the spatial dependence
of the diffusion coefficient to accelerate impurity
“smearing.”

STATEMENT OF THE PROBLEM
AND SOLUTION METHOD

We consider a 1D medium with reflecting bound-
ariesx =0 and x = L and the dlightly nonuniform diffu-
sion coefficient D = D(x). At thetime instant t = 0, an
impurity of unit mass

L

J’C(x, t)dx = 1

with a given distribution of the initial concentration
C(x, 0) = f(x) isinserted in the medium. With time, the
impurity distribution tends toward the stationary value
C(x, ) = 1/L. Let usdefinethe effectiverelaxation time

of the impurity concentration at a given point of the
medium (point of observation) and the diffusion coeffi-
cient profile that reduces thistime.

As is known, the space-time distribution of the
impurity concentration C(x, t) satisfies the diffusion
equation

oC(xt) _ 6C(x t) 0G(x, t)
ot [ (x) } ox ' (1)

where G(x, t) isthei mpurlty flux. Thisequation iscom-
plemented by the initial, C(x, 0) = f(x), and boundary,
G(0, t) = G(L, t) = 0, conditions.

The space dependence of the diffusion coefficient
can be represented as the sum of its mean,

L

-1

= I_J’D(x)dx,
0

and a small correction taking into account the differ-
ence between the law of diffusion coefficient variation
and the mean value of the diffusion coefficient; that is,

D(x) = Do(1+€g(x)), O<e<1, |g(x)<1.

In view of such arepresentation, the diffusion equa-
tion takes the form

Y = b +reg®=2l]. @

The introduction of the small parameter € makes it
possible to seek a solution to Eq. (2) in the form of the
power seriesin € [12].

A solution to diffusion equation (2) (the transient
process to settling the equilibrium value of the concen-
tration) has a complicated time dependence. To find the
concentration relaxation time, it is necessary to use
some criterion that allows one to determine the desired

1063-7842/02/4711-1359%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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time from a given transient. The relaxation time can be
found with an “equiareal rectangle” asin [8-12]:

O(x) = [C(x,0) = C(x, ®)] ™

[

><J’[C(x, t) — C(x, )] dt.
0

Such an approach to finding the relaxation time is
applicable to transients that are monotonic in time.
From the practical viewpoint, of most interest isthe sit-
uation where the initial distribution is set at one of the
boundaries of the medium and the relaxation time is
looked for at a point near the other boundary. In this
case, transients are always monotonic in time.

We will seek asolution to Eq. (2) in the form of the
expansion

©)

C(x 1) = § €Ci(x 1). (4)
2°C

Substituting (4) into (2) and equating the coeffi-
cients by the same powers of € on both sides of the dif-
fusion equation, we arrive at a set of equations for the
functions C,(x, t):

dCy(x,t) _  9°Cy(x, )
6'[ - 0 axz ’
AC(x, 1) _ _ 8°Cy(x1)
ot - DO aXZ (5)

0C,_1(x 1)

+D0(%([g(x) = } k>1.

Similarly, substituting (4) into theinitial and bound-
ary conditions, we arrive at a set of conditions for the
functions C,(x, t):

0C(0,t) _ aC,(L,t) _
ox  ox

Co(%,0) = f(X), C(x0) =0, k=1. (7)

The linear relationship (3) between the relaxation
time and the concentration C(x, t) allowsusto calculate
the relaxation time in the form of the sum

0, k=0, (6)

O ” K 0
O(X) = Og(X)L + z & T (X), (8)
o & O
where

Oo(x) = [Lf(X)—ll_l_[[LCo(X, )-1d (9

isthe zeroth-order approximation for relaxation time (3).

DUBKOV et al.

The functions 1,(x) entering into (8) and defined by
the expression

o 0

T.(X) = ‘([Ck(x, t)dt/‘([[C(x, t) — C(x, »)] dt for(lo)

k=1,

will hereafter be called relative correctionsto the relax-
ation time in a homogeneous medium (to the zeroth-
order approximation). In view of the first equation in
set (5) and relationship (3), the zeroth-order approxi-
mation of the relaxation time can be represented as

Oo(x) = [6Ded(x)(1-Lf(x))] ™, (11)
where
d(x) = [6LxFy(x)—3F,(L)
+6L(F,(L) —Fy(x)) —2L2=3x*] ",

X

Hm=prw
0

The first-order correction to the relaxation time can
be obtained by substituting solutions to the first and
second equationsin set (5) into relationship (10):

T,(X)

6{]’9(V)[V — LFy(v)ldv —J’g(V)VG/ L7 - Fo(V»dV}
X 0

(12)

) 3F,(L) — 6L[F,(L) — Fy(X)] + 2L% + 3x* = 6LXF,(X)

Sincethe parameter € issmall and the absolute value
of the function g(x), which introduces the diffusion
coefficient variation, is limited, we can reect terms
nonlinear in € in (4) and (8) and consider only the linear
approximation.

CALCULATION OF THE CORRECTIONS
TO THE RELAXATION TIME

Let at theinitial time instant the impurity be totally
concentrated at a point near the left-hand boundary of
the medium: f(x) = &(x). Note that, because of initial
conditions (7), the deltafunction (x) should be consid-
ered as one-sided [13]. Of most interest is the correc-
tion 1,(x) at the point x = L, which is easy to calculate
from (12). Placing the origin at the point x = L/2, one
readily obtains

L/2
1,(L) = 6L7° .[ g(z+L/I2)(Z-L%14)dz. (13)
—L/2

From (13), it follows that only the even (relative to
the middle of the medium) component of the space
TECHNICAL PHYSICS  Vol. 47
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dependence of the diffusion coefficient makes a contri-
bution to the correction T,4(L).

By way of example, consider a medium with apla-
nar layered spatial structure [5, 6]. For such amedium,
the space dependence of the diffusion coefficient can be
conveniently represented with Walsh functions
Wal(k, x), where k is the Walsh function order [14].
Only even-order Walsh functions contribute to the cor-
rection T,(L).

It can be shown that spectral methods of represent-
ing the disturbance profiles of the diffusion coefficient
allow for the calculation of the correction 1,(x) for any
profile g(x). In this case, the computing procedure can
be greatly simplified. Let us represent the spatia
dependence of the diffusion coefficient as the series
over some orthogonal basis of functions { g(x)}:

D(x) = Do{l tey Bmgm(x):|! (14)
m=1

where (3, are the coefficients of expansion of the func-
tion g(x) over the orthogonal basis.

In this case, since (12) is linear in g(x), the correc-
tion t,(X) is the superposition of the corrections n,(x)
depending on the functions g,(x); that is,

L) = > Brlum(X)- (15)

Each of the corrections 1,,(X) is calculated from
(12) subject to g(x) = gm(x). For example, in the case of
the trigonometric basis { cos2rmmx/L, sin2rimx/L}, one
readily finds from (13) the corrections 1,,(L) for indi-
vidual spatial harmonics:

Toeosm(L) = /()% Tygom = O, (16)

where T,(L) and T,4,,(L) are corrections corre-
sponding to the functions g(x) = cos2rmmx/L and g(x) =
sin2rmx/L.

Figure 1 shows the dependence of the correction
T,(L) on the number m of a cosinusoidal spatial har-
monic. Asthefrequency of the diffusion coefficient dis-
turbance profile rises (see the table and Fig. 1), the
effect of nonuniformity on the relaxation time dimin-
ishes because of its averaging. The rapid convergence
of spectral expansions allows oneto reject fine features
of the diffusion coefficient disturbance profile during
its optimization and approximate the function g(x) by
the first one or two spectral components.

IMPURITY DIFFUSION ACCELERATION
BY SELECTING THE OPTIMAL SPATIAL
STRUCTURE OF THE MEDIUM

The above analysis shows that only even (relativeto
the middle of the medium) profiles of g(x) contribute to
TECHNICAL PHYSICS  Vol. 47
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Fig. 1. First-order correction to the relaxation time that cor-
responds to the nonuniform diffusion coefficient D(x) =

Do[1 + pcos(2rmx/L)] vs. the frequency m of its spatial
dependence.
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Fig. 2. Three-layer and harmonic structures accel erating the
diffusion process.

the correction t,(L). If the law of diffusion coefficient
variation is approximated by asymmetric (relative to
the middle of the medium) sinusoidal functions or odd-
order Walsh functions, the diffusion process is
described by the mean of the function D(X). The differ-
ence between the relaxation time in an inhomogeneous
medium and its zeroth-order approximation is maxi-
mum in athree-layer medium (seethetableand Fig. 1).
The relaxation time depends essentially on the alterna-
tion of the layers, which isreflected by the dependence
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Fig. 3. Space-time distribution of the impurity flux G(x, t)

2

. . - 2 0X 0.,
for the initia distribution f(x) = exp W with a
small parameter W (W = 0.04).

of the correction 1,(L) onthesign of g(x) in (13). Figure
2 shows the diffusion coefficient profiles in the case
when the diffusion proceeds faster than in the homoge-
neous medium. The change of sign in this profile
retards the process. Correction (13) for the three-layer
medium shown in Fig. 2 equals 1,(L) = —3/8. The cor-
rection corresponding to the harmonic profile of the dif-
fusion coefficient shown in Fig. 2 has a greater value:
T1eosm(M = 1) = =3/T2. Physically, the obtained depen-
dence of the relaxation time on the phase ¢ of the har-
monic perturbation profile of the diffusion coefficient
and on the shift a of the Walsh function isrelated to the
space-time distribution of the impurity flux. At theini-
tial time instant, the flux is the greatest near the point
x = 0. Sincetheflux isvery intense, the impurity travels
the interval 0 < x = L/4, “overlooking” the differences
between the current diffusion coefficient and its mean
value. Subsequently, for atime T < ©,, the maximal
value of the flux shifts toward the middle of the
medium, decreasing in absolute value and the diffusion

Corrections to the relaxation time for several even-order
Walsh functions

. First-order correction
Function to the relaxation time, T
Wal (2, L) 3/8
Wal (4, L) 3/32
Wal (6, L) 3/128

DUBKOV et al.

is the most intense at the center of the medium. Hence,
to cut the concentration relaxation time, it is necessary
toraisethe diffusion coefficientintheinterval L/4<x <
3L/4. At the boundary x = L, the reflection of the impu-
rity from the boundary becomes significant. For this
reason, the resultant flux (the superposition of the for-
ward and reflected fluxes) intheinterval 3L/4<x<L is
low and thisinterval is gradually filled with the impu-
rity. Thisfill affects the relaxation time insignificantly.
Figure 3 exemplifies the space-time impurity flux dis-
tribution obtained by numerical simulation.

The applicability domain of the linear (with respect
to €) approximation used to calculate the relaxation
time can be found by numerically simulating the diffu-
sion process. For the impurity initial distribution and
the diffusion coefficient profiles considered in this
work, the calculation of the relaxation timein thelinear
(in €) approximation was shown to be valid up to
€=0.1.

CONCLUSION

Based on anew approach to finding the time charac-
teristics of diffusion processes, we studied the depen-
dence of the impurity concentration relaxation timein
a weakly inhomogeneous medium on the space varia-
tion of the diffusion coefficient. The relaxation time
was estimated with linear (in the diffusion coefficient)
approximation. Such an estimation yields ssmple and
clear relationshipsfor the relaxation time and facilitates
grestly the optimization of the diffusion coefficient spa-
tial profile derived from the spectral representation of
the diffusion coefficient. The optimization of the diffu-
sion coefficient spatial structure allowed us to find the
diffusion coefficient profile that accelerates impurity
diffusion compared with the case of a homogeneous
medium with the diffusion coefficient Dy
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Abstract—The Enskog kinetic equation is modified for dense soft-sphere gases and gas mixtures when the
diameter of the particles depends on their relative velocity. Analytical expressions for the transport coefficient
of a monoatomic dense gas are derived, and the viscosity coefficient is calculated based on smoothed experi-

mental data. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The Boltzmann kinetic equation is valid only for
low- and normal-density gases. It was derived under a
number of assumptions, specifically, that the distribu-
tion function (DF) is time-independent on the time
scale on the order of the collision time and space-inde-
pendent on the scale on the order of molecule size. In
addition, multiple collisons were ignored. These
assumptions are valid for point particles and become
incorrect if the particle size is comparable to the parti-
cle free path. In medium- and high-density gases, for
which the density parameter € = no® (where n is the
concentration of the particlesand o istheir characteris-
tic size) is no longer negligibly small and may even be
comparable to unity, the assumptions involved in the
derivation of the Boltzmann equation become invalid.
Enskog was the first to modify the Boltzmann equation
for dense gases [1]. He took into account the nonlocal-
ity of the DF in the collision integral within distances
on the order of the molecule size, the constraint of gas
particles, and the screening effect and, hence, is valid
for the model of hard elastic spheres. Other models
(kinetic equations) for medium- and high-density gases
currently available [2-5] are, asrule, very complicated
and cannot be generalized for gas mixtures. Therefore,
the Enskog theory can be applied with advantage in cal-
culations that do not require too high an accuracy.
A significant drawback of the Enskog kinetic equation
is the improper temperature dependence of the trans-
port coefficient; therefore, when using this equation in
practice, researchers haveto rel ate the Enskog theory to
experimental data for the gas compressibility with
some uncertainty. The basic reason for the improper
temperature dependence in the Enskog theory is the
roughness of the hard-sphere model, which ignores one
of the fundamental properties of gases, namely, their
compressibility. At low density of agas, the Boltzmann
equation alows for the accurate calculation of the
transport coefficients even within the hard-sphere

model, since the purely kinetic mechanism of momen-
tum and energy transfer prevails in this case. Colli-
siona momentum and energy transfer is significant in
medium-density gases and dominates in dense gases,
therefore, the form of the interaction potential in the
near-zone field plays a decisive role in this case. This
disadvantage of the hard-sphere model is eliminated in
the “macroscopic” soft-sphere model [6-8], which
includes the temperature dependence of the hard-
sphere diameter. This dependence is derived from the
temperature dependences of the transport coefficients
at normal densities or by any other way. In equilibrium
statistical mechanics, the following approximation is
used [9]:

o D-qul/ s (1)

o,  Otd
where s usualy equals 10-12 and T, and g, are con-

stants (characteristic temperature and size of the parti-
cles).

Thisapproximationisvalid for agas where particles
interact as repulsive centers with a potential

o(r) = e, @)

In this case, T, = €/kg, where kg is the Boltzmann
coefficient and € is aforce constant. Such an expedient
provides satisfactory agreement between theoretical
and experimental data. At the same time, it shows that
the interaction potential parameters are self-consistent
with the kinetic equation and do not agree with the the-
ory “from outside” The generalization of the soft-
sphere theory for a gas mixture is difficult because of a
great number of parametersto be found as afunction of
temperature. In the absence of aunified reliable method
for finding these dependences, such models are of
minor value.

The aim of thiswork isto justify and generalize the
macroscopic soft-sphere model involved in the Enskog

1063-7842/02/4711-1364%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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theory for the microscopic level and construct asimple
kinetic model of dense soft-sphere gasesthat allowsfor
the extension to gas mixtures.

KINETIC EQUATION

The idea of the macroscopic soft-sphere model is
that the diameter of colliding particles depends on the
interaction parameters unlike hard spheres. In the sim-
plest case, one can use the power dependence of therel-
ative diameter on the relative impact velocity g:

o
= %% 3)
(9

Comparing (3) with a formula for the distance of
closest approach between particles with potential (2),

we can identify the quantity g5 as4e/mand the quantity
1/u as the exponent sin initial potential (2). The scat-
tering differential cross section in this case can be writ-
ten as

SQla

4 PH
do = o5H=H"(gk)dk, 4)
Oq_ngﬂ

where k is the unit vector directed from the center of

one particle to that of the other at the collision instant.

Generalizing the result obtained for gas mixtures,

we find for the differential cross section of scattering
particles of sort i by those of sort

do. 2 ] 8IJD

ij = O-OIan |:|

where g; = v, — v, is the reIaIive velocity and my; =
mm/(m + m) is the reduced mass.

The Enskog equation for a mixture of medium-den-
sity soft-sphere gases formally hasthe same form asfor
hard spheres [10] with the exception that the differen-
tial cross section is expressed by formula (5):

(gji (k) dk, )

af

e (UGG BN
_Xij(rhrj)fi(ri)fj(rj)}dcijdvj-

Here,fiistheDFforparticIesofsorti,rj:r,—crijk,and

r; =r;+ k. The primed DF depends only on “past-
impact” velocity; hence,

Vi = Vi + 205i(05 TKK, v

where ; = m/(m + m).

The function x;; in Eq. (6) isthe locally equilibrium
pair correlation function [7], well-known in statistical
mechanics. Equation (6) differs from the conventional
modified Enskog equation for gasmixtures|[6, 7] in that
the center-to-center distance o;; between particles at the
collision instant depends on the particle relative veloc-

= v, = 21;5i(9; KKk, (7)
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ity according to (3). Equation (5) isnonlocal. To derive
alocal equation (for asinglepointr =r,), itisnecessary
to expand al the functions in Eq. (6) into the Taylor
series, asin[1], and leave pair derivatives with respect
to coordinates. Then, the collision integral on the right
of (6) can be represented as the sum of local integrals:

Iy = Do+l +1, ®)

Here,
o = [LTiT= 111X ydoyav,, ©)
|1:%J'{f;f;+ff}kmj(,,do dv, (10
I, = J’{f Of + f,0f} Okx;do;;dv;. (1)

These integrals differ from those in [1] by the form
of the differential cross section and also by the fact that
thefunction x;; isunder theintegral, since it depends on
the particle size. Instead of x;;, one usually takes the
pair correlation function. For a gas mixture, it can be
calculated, e.g., by the Mansuri—Karnahan-Sterling—
Leland formula [11]. For a single-component gas, one
can use the expansion of the pair correlation functionin
the form [1]

X = X(bn)
= 1+ 0.625bn + 0.287(bn)* + 0.11(bn)?,
where

(12)

and n isthe density of the particles.

b =

SOLUTION OF THE KINETIC EQUATION
FOR A SINGLE-COMPONENT GAS
BY THE CHAPMEN-ENSKOG METHOD

We will solve Eq. (6) for a single-component gasin
the near-equilibrium state. Our goal is to derive trans-
port equations, obtain expressions for the flux vectors,
and calculate the transport coefficients. Multiplying
Eg. (6) by the additive coefficients 1, mv, and (1/2)mv?
in view of (8)—«11) and integrating over velocities, we
come to conventional equations for mass, momentum,
and energy transfer [1], where the viscous stress tensor
and the heat flux vector have the form

P = P +Po1+Poy 0= 0dx+dor+ oo (13)
Here,

P, = mnCCO gy = %mnECCZEl (14)

Poy = %manE(g [(k)kkxoll] (25)
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Poo =

%mn2 (I(g (K)kk[k COIn(f/f,)]xold (16)
Gor = 3mn°T1(g [K)° + 2(g [K)(C k)] kxOTI(17)

Gz = 3mn° T1(g T)” + 2(g Tk)(C TRk
I x [k COIn(f/f,)]xol0

C =v —uistheintrinsic velocity of the particles; u is
the hydrodynamic velocity; and the subscripts K and ®
refer to contributions due to the molecule flux (kinetic
energy) and collisions [1], respectively. Ordinary and
double broken brackets mean averaging over one DF
and two DFs and cross section, respectively:

4 = r—lchpdv,

(18)

. (19
(T = n_ZIIIf f,pdodvdv;.

Relationships (15)—(18) differ from those given in
[1] inthat x and o are functions of the relative velocity
and stand under the integral.

Expanding the DF in the small parameter which is
the Knudsen number, that is, assuming that f = fO(1 +
Knd), we find that f© is the locally Maxwellian DF
and, for the first-order correction to ¢,

—’l(9) = DF O —1,(fD)=A @MInT + B : Ju.(20)
Here,
- Q2 _3__10p]
A= f [ 5 HCorCT M}, (21)
_ £ +2.2__ PO _
B=f [{CC} £~ gt w} (22)

olnxg
-3+ T—(ﬁ—Dkxododvl, (23)

M = [FR0L+ ()

W = J'f(o)[ (C1+Cl)}kx0d0dvl, (24)

p is pressure, | is unit tensor, ®; = Cj/V;, Vi =
J(2kgT)/m, and expression

{ab} = %(ab+ba)—%(a[b)l (25)

isvalid for any two vectorsa and b.

Note that the vector M and the tensor W entering
into relationships (21) and (22) do not admit, unlike[1],
direct integration over v,. However, such aprocedureis
not required to calculate the transport coefficients.

KUROCHKIN

A solutionto Eq. (23) can berepresented intheform

¢ = —%[aEDInT+b:Du], (26)
wherethevectorsaand b arelooked for, asusual, asthe
expansion in Sonine polynomials.

In the first-order approximation, the expansion in
Sonine polynomials for these vectors takes the form

a= al%g e, b= by{ow}. @7)

The coefficients a, and b, are found by integrating
Eq. (23) with appropriate weights [1]. Eventualy, we
have

__B:{ond
° oo} {oa}]’

<A E%—(o%c> (28)
T 5 |
d] 4]
[[E— DC, EE—(A)DC}
whereintegral brackets are defined as
[F,G] = izj'f<°)f‘1°)[F'+ Fi—F—F,]
n (29
x[G'+ G; -G —-G,]xdodvdyv;.

When directly calculating the means in relation-
ships (28), one should pass to variables (relative veloc-
ity and center-of-mass velocity), as is usualy donein
calculating integral brackets. The direct calculation by
formulas (28) yields

by = 22 _ 42,2 =neRE, (30)
8«/F[VT00R0
3
a, = 1502 %L+§n* RE. (31)
32 /mV;02R,
Here,
2 5 1
n, = ;[ncro, R, = “Z/ZTr(ZS), R, = &re r? 5r(34),
(32)
R 25!’(2) 8r(4) lr(6)
47332 15°% 93
gt
e = ==—[ep(-y)
Jmd (33)

-3y, ,—6 2+q-2k
xX(e Ty )y Ty,
and t = (kgT)/e is the reduced dimensionless tempera-
ture.
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FLUX VECTORS AND TRANSPORT
COEFFICIENTS

Substituting the DF obtained into expressions (16)—
(22) for flux vectors and performing necessary calcula-
tions, we find

P=pl-2n{0u « @ ), q=-A0OT, (34)

where the hydrostatic pressure p is given by the equa-
tion of state

1
p= Ewénir(;HkBT.

From relationship (35), it follows that the second
virial coefficient for the equation of stateis given by

_8/\/;[3 |j5—6|J[|—3u
B = 9 GOFD 5 DT ,

which coincides with the expression for the second vir-
ial coefficient for repulsion center potentia (2).

According to (16), the shear viscosity coefficient n
and the thermal conductivity A include both usual
(kinetic) contributions and those due to collisional
momentum and energy transfer; that is, N =Nk + Ne; +
Nep 8NA A = Ag + Agy + Ay, Where

1 1
Nk = éboT1 No1 = gbokBTn* Ry,

(35

(36)

(37)
= _4.§_ n2 R
Noz = 55Nl Ra,
5 3
A¢ = _Zalvil Aoy = _Zalv'?'n* Rs,
- (38)
2 = E.[)\oni Rs,
where
2 11 5
Ry = =), Ry =1, R= =i’ -2rf.(39)
5. /mke T 75kg JKaT
o = Ly
16./md5 64,/Tma,

Eventually, for the shear viscosity coefficient, vol-
ume viscosity coefficient, and thermal conductivity, we
have

2 00 .2, O
_ %l+§n*RJD%L+§n*RE+ 48

n n
No R, 251t

K _ 16 2
No 5T[n*R3’
3 o .3 0
- %Jrgn*Rﬂ%Hén*R@Jr 32 2R, (43)
Ro N
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n(n*’ T)/n(o’ T)
1.8+

Reduced viscosity coefficient vs. reduced temperature for
N=0.2(1), 0.5 (2), and 0.8 (3). Continuous curves, calcu-
lation; dashed curves, smoothed experimental data.

It should be noted that the coefficients R are
selected so that R, = 1 at x = 1 for hard spheres (1 = 0).
Therefore, expressions (41)—43) for the transport coef-
ficients within the hard-sphere model coincide with
those derived by Enskog. These coefficients specify the
temperature dependence of corrections to the transport
coefficients in the case of a dense gas, while the coeffi-
cient R, introduces a difference between the tempera-
ture dependences of the viscosity and thermal conduc-
tivity for hard- and soft-sphere normal-density gases.
The expression for R, coincides with the temperature
dependence of Q@ 2* | the Chapman—Cowling reduced
integral for the repulsion center potential; that is, R, ~
Q@ 2% ~ 1 gt np— 0.

The analytical reduced viscosity coefficient vs.
reduced temperature T is plotted in the figure at differ-
ent gas densities. In the calculations, we took p = 1/12.
For comparison, smoothed experimental data for inert
gases and nitrogen [12] are also shown. At T > 2, the
discrepancy is 4—7%. Thus, our model describes ade-
quately the transport properties of a monoatomic dense
gas at sufficiently high temperatures.

CONCLUSIONS

(1) A model of the Enskog kinetic equation for soft-
sphere dense gases and gas mixturesis represented.

(2) Analytical expressions for the transport coeffi-
cients of a monoatomic soft-sphere dense gas are
derived.

(3) The calculated viscosity coefficient in the
reduced temperature range 2 < 1 < 8 for the reduced
density nj= 0.2, 0.5, and 0.8 is compared with experi-

mental data. The discrepancy does not exceed 7%.
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Abstract—It is experimentally found that homogeneous polar fluids (water, glycerol, ethanol, etc.) become
optically anisotropic under shear. As aresult, the permittivity, which is a macroscopic characteristic of afluid,
becomes ani sotropic aswell. Results obtained indicate that quiescent polar fluids have signs of an ordered struc-
ture, which readily disappears under weak shear stresses and then relaxes to the initial state for several hours
(depending on the fluid temperature). © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The performance of this study has been dictated by
the following reason. In our earlier works[1-3] devoted
to the stahility of the structure of disperse liquids in
force fields of arbitrary intensity, the nonequilibrium
character of disperse systems (emulsions and suspen-
sions) was revealed in the case when there are no gradi-
ent temperature and concentration fields and the system
is not exposed to external force fields (including the
gravitational field). It was shown that if theinitial spac-
ing between dispersed elements is on the order of their
sizes, the particles approach and touch each other irre-
spective of the system’s dimensions (the particle sizes
are 0.1-1.0 cm and the typical approach velocity is
~10™* cm/s). The law of particle interaction was found
to bethe same asin the classical problem of the elastic-
ity theory concerning two interacting spherical cavities
in a stressed elastic space. Therefore, one can assume
that the approach of dispersed elementsis caused by the
weak structural strength (elasticity of shear) of the lig-
uid matrix under weak and slow deformation. This
argument was supported by experimental results[4]. In
[4], it was found that at low rates of shear, water
behaves as amedium with a shear modulus of the order
of 10 Pa. (In those experiments, a cylindrical water
volume was slowly rotated around its symmetry axisin
acylindrical vessal. The liquid volume rotated by iner-
tia for atime and then executed weak elastic torsional
damped vibrations, indicating that water has a strength
of shear.)

Since we consider afundamental property of fluids,
namely, the presence of a nonzero though very weak
structural strength in the quasi-stationary state, it seems
to be reasonable to study the structural ordering of flu-
ids by an experimental technique other than that used in
[4]. This problem is solved in this paper.

VALIDATION OF INVESTIGATION METHOD

Itiswell known [5, 6] that the permittivity of acon-
densed medium is a macroscopic characteristic of its
molecular structure. Therefore, if amedium is structur-
ally ordered, the variation of its structure under
mechanical load must show up through the variation (at
least, local) of the permittivity €. Since the refractive
index in atransparent medium is related to the permit-
tivity asn =12, eastic strainswill influence the optical
properties of structured transparent media through the
tensor g,. That is, an optically isotropic medium
becomes anisotropic due to the deformation. The pho-
toelasticity method, which is widely used in studies of
the elastic stress distribution in a strained transparent
solid, isbased on this effect. In addition, optical anisot-
ropy arises in moving non-Newtonian fluids, namely,
suspensions and colloidal solutions with nonspherical
particles, if a velocity gradient is present [7]. In this
case, the orientation of nonspherical disperse elements
changes in the region of the velocity gradient owing to
the shear deformation of the medium. This causes the
structure of the medium and, hence, € to change. The
refractive index also changes, and the optical isotropy
breaks. This phenomenon isreferred to as the dynamo-
optical effect or the Maxwell effect.

The question arises of whether the dynamo-optical
effect takes place in homogeneous Newtonian fluids.
The answer to this question will provide valuableinfor-
mation about the structure of fluids. Indeed, if a fluid
has an ordered structure, its permittivity [8] € = 1 +
4ATiNp (where N is the number of molecules or molecu-
lar clusters per unit volume and p is the polarizability,
which describes the structure of molecules or their
aggregates) must change under macroscopic shear.
Hence, the value of n will aso change in the deforma-
tion zone.

1063-7842/02/4711-1369%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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EXPERIMENT AND RESULTS

(2) Inthis paper, the dynamo-optical effect in homo-
geneous Newtonian fluids that have various pol arizabil -
ity of molecules is experimentally studied. Figure 1
shows the experimental setup. Here, 1 isa 6 x 8 x
3.5-cm transparent thermostatic vessel filled with
fluid 2 to be studied, and 3 isavibrator (rod) with fixed
plates 4, which are set in vibration by solenoid 5. The
optical inhomogeneity of the fluid is detected by
Schlieren—-Aufnahmegerat-80 instrument 6 and CCD-
TR780E digital video camera?.

The experiments were conducted for the following
liquids: L1, transformer oil (permittivity € = 2.3 and
shear viscosity p = 0.16 Pasat T = 17°C); L2, glycerol
(e =424, u =148 Pas, T = 18°C); L3, ED-20 epoxy
resin(e=3.7,u=28Pas, T=17°C); L4, distilled water
(=81, u=102Pas, T=17°C); L5, ethanol (¢ = 25.7,
H=13x103%Pas, T=17°C); and L6, Freon 10 (¢ =
2.23, 1 =0.97 x 108 Pas, T=16°C).

When vibrator 5 is turned on, a three dimensional
flow with a velocity gradient forms near the edges of
plates 4 in liquid medium 2 (the frequency w of the
vibrator and the amplitude o of plate vibrations are var-
ied). If regions with optical anisotropy (waviness)
appear in the gradient flow, they are detected by video
recorder 7 with the aid of schlieren instrument 6, which
operates by the Toepler scheme.

Figure 2 shows the video records of the process that
were obtained under the following conditions: w =
60.5Hz, 6 = 0.1-0.2 cm, T = 17°C, and the vibrator

operating time At =5s. In Fig. 2, panels (a—d) refer to
L1, L2, L3, and L4, respectively. Thefirst framein each
of the records shows the quiescent state before the
vibrator isturned on; the second one correspondsto the
instant the vibrator is turned on to excite the three-
dimensional flow with the velocity gradient (zero time,
t = 0); the third frame was taken 3 s after the vibrator

6./]18 910

% o

Fig. 1. Experimenta set for studying the dynamo-optical
effect in afluid.

STEBNOVSKII

had been turned on; and the fourth one shows the state
when the vibrator was turned off (t = At).

From the video records, one can draw the following
conclusions. In medium L1, the flow with the gradient
velocity field does not break optical anisotropy visualy
(i.e., does not cause the dynamo-optical effect): interna
waviness (the inhomogeneity of the refractive index n
and, hence, €) is not observed (Fig. 2a). In medium L2
(Fig. 2b), regions with ahigh optical anisotropy appear
in the gradient flow; the waviness heals up in 15-16 h

at T=17°Cand At =5s. Inmedium L3, (Fig. 2c), wav-
inessis not observed during the formation of the gradi-
ent flow. In medium L4 (Fig. 2d), optically inhomoge-
neous regions appear. However, as a result of the low
viscosity of theliquid, they are swept away by the flow
toward the free surface of the liquid (a flow of such a
type is caused by the influence of the rigid bottom of
vessel 1). The healing of optical inhomogeneitiesinlig-
uid L4 occurs 34 s after their formation. The dynamo-
optical effect is also observed in medium L5 and does
not take place in medium L 6. All the experiments were
performed with a fixed sensitivity of the schlieren
instrument to optical inhomogeneitiesin the liquids.

From these results, it follows that the regions with
an observable optical inhomogeneity form in the high-
permittivity liquids and their formation does not
depend on viscosity. Indeed, in high-viscosity liquid
L1, e = 3.2 and wavinessisabsent; in high-viscosity lig-
uid L2, € = 42.4 and wavinessis observed; in high-vis-
cosity liquid L3, € = 3.7 and wavinessis absent; in low-
viscosity liquid L4, € = 81 and wavinessis observed; in
low-viscosity L5, € = 25.7 and waviness is observed;
and in low-viscosity L6, € = 2.3 and wavinessis absent.
(It is worth noting that in the low-& media, optical
homogeneity seems to be dightly broken in the gradi-
ent flow region; however, thiseffect isnegligibleand is
beyond the sensitivity of the schlieren instrument.)
Since € isamacroscopic characteristic of the molecular
structure of a medium, one can suppose that in regions
where the optical inhomogeneity appears under the
influence of a shear flow, so does the inhomogeneity of
the permittivity, since € = n?, and the structure of the
medium changes. Thus, quiescent liquids L2, L4, and
L5 have an ordered structure, which breaks in the gra-
dient flow field.

From our experiments, it follows that when the
operating time of the vibrator in the water increases to
At = 15-20 s, the waviness formation in the gradient
flow stops. If thevibrator operatesfor 15-20 s, isturned
off, and then is turned on again in At*, repeatedly
applying a shear stress, the dynamo-optical effect does
not take placeif At* < 15-25 min. Weak waviness starts
forming with increasing At*, and only at At* > 2-3 h
(depending on the liquid temperature) is the dynamo-
optical effect fully restored: regions with the same
degree of optical anisotropy (waviness) as at the initial
excitation appear in the gradient flow. Therefore, one
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(a)

(®)

(©)

(d)

Fig. 2. Video records of the fluid behavior under shear for
(a) transformer oil, (b) glycerol, (c) epoxy resin, and
(d) water.

can assume that water offers thixotropic properties.
This means that it has an ordered structure at rest,
which breaks under weak shear stresses and then is
recovered after atime (At** = 2-3 h).

The time of dynamo-optical effect recovery At** in
glycerol is several days (At** depends essentially on
temperature; therefore, a thermostat keeping the liquid
temperature constant for several daysis required).

Aswas noted, thetime taken to heal up the waviness
inglycerol (at T=15-17°C) isonthe order of 15-16 h,
whereas for water and ethanol, the timeis4-5 s. Thus,
while the waviness intensity depends on the permittiv-
ity of afluid, the recovery time of its structure depends
on the viscosity.

(2) In our experiments, we aso considered the time
variation of the total luminous flux I(t) passed through
the water sample under vibration. The basic ideain this
case was as follows. In the first approximation, the
attenuation of a monochromatic luminous flux in an
optically transparent homogeneous liquid obeys the
Bouguer—Lambert—Beer law | = lyexp(-B,l), where
By = ay + ¢, isthe coefficient of luminous flux attenua-
tion from Iy to | by aliquid layer of depth I; o, coeffi-
cient of light absorption by the liquid; ¢,, coefficient of
light scattering; and A, wavelength of the monochro-
matic radiation (monochromatic light with A = 540 nm
was used in the experiments). Since a,, is very low for
transparent liquids, one can assume that 3, = ¢,. It is
well known [8] that the mechanism of molecular light
scattering by a pure (without impurities) liquid is col-
2002
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Fig. 3. Intensity variation of the luminous flux at the exit
from the water sample under shear. (a) Schemefor detecting
the luminous flux I(t) = 1% + Al(t), (b) oscillogram of the
luminous flux Al(t) at the initial stage of the process at a
sweep time tg = 1 min, and (c) oscillogram of Al(t) at tg=
6.6 min.

lective fluctuations of the refractive index n or, in view
of the fact that n = €¥/2, collective fluctuations of €. This
agrees with the Einstein formula

ig

2N %2

=1,

V*V(Le) (1 + cos’@).

According to thisformula, the intensity of luminous
flux scattering at an angle © to its direction is propor-

tional to (Ag)?. Here, At is the fluctuation of the per-
mittivity in a volume V* of sizes much smaller than A
that contains many molecules and x isthe distance from
the scattering volume to the point of observation. Thus,
the more homogeneous the structure, the lower the light
scattering coefficient in aliquid medium. For example,
if molecules in the structure volume were distributed
perfectly uniformly and, hence, € were the same
throughout the volume (itsfluctuation is absent, Ae —
0), the scattering coefficient would tend to zero. In
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other words, the light scattering coefficient of a homo-
geneous liquid must be lower and the light attenuation
must be weaker than in aliquid consisting of polar mol-
ecule aggregates or other ordered mesostructures.

In order to measure the luminous flux 1(t) passed
through the water, photodiode 8 was placed at the exit
from schlieren instrument 6 instead of video recorder 7
(Fig. 1). The signal of the photodiode (or the intensity
of the luminous flux I(t)) was amplified by amplifier 9
and detected by S9-16 oscillograph 10, operating in the
low-frequency regime. Oscillogramsin Fig. 3 show the
variations of the luminous flux intensity I(t) = 12+ Al(t)
at the exit from the water sample, whose ordered struc-
ture breaks under vibration (at T=17°C). Here, 1% isthe
initial luminous flux at the exit from the water sample
without vibration and Al(t) is the variation of the lumi-
nous flux intensity according to the variation of light
scattering in the stressed sample. In both oscillograms,
the zero level correspondsto the constant luminous flux
intensity 1°. The dip between points 1 and 2 corre-
sponds to the formation of waviness in the water sam-
ple (due to gradient flowsinduced by the vibrator), i.e.,
to more intense light scattering. The portions 2-3 in
Fig. 3b and 2—4 in Fig. 3c correspond to an increased
transparency of the sample after the breakdown of the
ordered mesostructures and, hence, to a decreased light
scattering coefficient in the more homogeneous liquid.
The value of Al(t) decreases slowly, approaching zero
within At** = 2.5 h. It follows that the structural prop-
erties of the water are fully recovered within the time
At** which must depend on the temperature T, fre-
guency w, and plate vibration amplitude 9, i.e., on the
intensity of the gradient flow induced in the liquid and
specifying the breakdown of its structure (finding these
dependencies is the subject of a separate study). It was
found that the dynamo-optical effect in water is
observed at temperatures below 18.5-18.6°C. At T =

STEBNOVSKII

19°C, theeffect isnegligibly small; i.e., thewater struc-
ture is disordered.

CONCLUSION

A series of experiments conducted with the aid of a
special technigque that differs essentially from that used
in [4] made it possible to observe the dynamo-optical
effect in homogeneous polar fluids. When at rest, these
fluids have a highly ordered structure, which is in
agreement with [1-4]. Using water as an example
because of its significance in biochemical and biophys-
ical processes, it was shown that after intense break-
down, the liquid structure is recovered within several
hours (the relaxation time depends on the liquid tem-
perature).
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Abstract—The instability of capillary gravitationa waves that is developed at the charged flat interface
between mediais studied for the case when the upper medium moves parallel to the interface with a velocity
that has constant and time-dependent components. It is shown that the Mathieu—Hill equation, describing the
temporal evolution of the capillary wave amplitudes in such a system, has unstable solutions at those val ues of
physical parameters (electric field strength and wind velocity) meeting the conditions for Saint EImo fire initi-
ation in the atmosphere. © 2002 MAIK “ Nauka/Interperiodica” .

(1) Saint EImo fire is among the inadequately
explored phenomena of atmospheric electricity. The
statistical processing of observations regarding this
phenomenon under natural conditions [1, 2] suggests
that its conventional interpretation asapowerful corona
discharge is to some extent incorrect. Almost 80% of
the associated worksrelate Saint Elmo firewith el ectro-
static instability in the storm electric field of a charged
film or water drops covering objects near which the
phenomenon is observed. The same has been indicated
by various experiments [3-6]. In[1, 7] (seedso [2]), a
model of Saint EImo fire was proposed where it is
related to the ejection of highly dispersed heavily
charged droplets from the liquid surface exposed to an
external electric field. The high electric fields of the
self-charges of the droplets cause corona dischargesin
their vicinities and, hence, glow. The characteristic lin-
ear size of Saint EImo fire tongues depends on the dis-
tance passed by a droplet until the corona discharge in
its vicinity is quenched.

Nevertheless, theoretical estimates show that the
water surface subjected to an electric field must become
unstable at near-ground electric field strengths one
order of magnitude higher than that observed under nat-
ural conditions [8]. According to observations [1, 2],
the intensity of Saint Elmo fire grows appreciably with
increasing wind velocity. This suggests that Kelvin—
Helmholtz instability isfavorablefor loosening the crit-
ical conditions for the development of the charged lig-
uid surface instability [9]. However, the reduction of
the critical strength of the externa electric field
obtained in [9] proved to be insufficient. The situation
was not improved when afinite thickness of the upper
medium was taken into account [10]. The latter factor
introduces the linear interaction between the waves and
an additional vibrational instability of the interface. It
remains to study the effect of the time dependence of

the wind velocity, which istypical of stormy weather—
aprerequisite for Saint EImo fire to occur. Such adepen-
dence, according to [11, 12], may promote the paramet-
ric instability of a charged liquid surface at external
electric fields meeting actual stormy conditions.

(2) We shall solvethe stability problem for atangen-
tial discontinuity between two immiscibleideal incom-
pressible liquids with different densities p, and p,.
Either liquid occupies the semi-infinite space in the
gravity field, and the upper liquid moves parallel to the
interface with a time-dependent velocity U = U(t). We
assume that the upper liquid (parameters referring to it
are marked by subscript 1) is dielectric with apermitiv-
ity €, = € and the lower liquid (associated parameters
are marked by subscript 2) is perfectly conducting. The
upper liquid is exposed to a uniform electrostatic field
E, directed paralldl to the free-fall acceleration g. The
electric field E,, induces a charge at the unperturbed flat
interface, which isdescribed by theequation z=0inthe
Cartesian coordinate system with unit vectorsn, || g and
n, ||U. The charge hasaconstant density o = Ey/41t. The
therma motion of molecules induces capillary wave
motion of very small amplitude &, in both media (¢, ~
(kT/a)Y?, where k is the Boltzmann constant, T is abso-
lute temperature, and a is the surface tension coeffi-
cient at the interface). The capillary motion causes a
perturbation &(x, t) of the interface; therefore, the equa
tion for the interface takes the form z = &(x, t).

Let the velocity field potentials of the upper and
lower liquids be Y, (r, t) and (r, t) and the potential
of the total electric field, ¢(r, t). Then, the problem of
the temporal evolution of the capillary wave amplitudes
is mathematically stated as[13, 14]

Ap = 0; @=Eoz+¢(r,t); N
Z— —0: ¢ —0; 2
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z=&(x;1): ¢ = const; 3
AP, =0;i =1, 2 (@]

/—> —00

P, —xU(t) — const = 0; 5)

Z— o |, —const = 0; (6)
0 0
A i - il -t AU
oy,
Pipr +plgE+2p1[(mJ )P =UA(0)]
o ©)
2

= P35 ot +P,0¢ + P —P,.

Here, kisthewave number; ¢(r, t) isthe potential of the
electric field generated by the interface perturbation
&(X, t) (both parameters are of the same order of small-
ness); Pg is the electric field pressure on the interface,
which is determined by solving electrostatic problem
(1)«(3) and has the form Pz = 4nc?ké [13]; P, =
092€/0x? is the Laplace pressure under the liquid sur-
face perturbed by the wave mation; and A is Laplacian.

Our aim isto derive a differential equation describ-
ing the temporal variation of the amplitudes of thermal
capillary modes (under the action of the electric field
pressure and the tangential discontinuity of the vel ocity
field at the interface). We take into account that, in
accordancewith (5) and (6), the vel ocity field potentials
in both media, being the solutionsto Eq. (4), must van-
ish at a point infinitely distant from the interface. This
means [12, 13] that W,(r, t) ~ exp(kz) and Yy(r, t) ~
exp(—k2). Thisleads us to the relationships

oy, _ oY,

37 K, 9z = —ky,. )

Note that a perturbation of the interface induced by
the capillary wave motion must be periodic:

& Oexp(ikx). (20
Substituting (9) and (10) into boundary conditions

(6), wefind
w0 = %+ 80 = ke + S a
Po(r, t) = —%‘% (12)

wherei isthe imaginary unity.

Now, we substitute (11) and (12) into (8) to obtain
the desired differential equation, describing the time
variation of the capillary wave amplitudes in the linear

GRIGOR’EV et al.

approximation with respect to &:

Pr 0% ., 0U(t)
(P1t+ P2 +ike ¢

Q% | ..
E + 2ikU(t) ot St
k _ 2 (13)
(pl+ 0, )[g(pl P2) —kp,U(t)
— 4tk + ak’]E = 0.

At U(t) = U, = congt, EQ. (13) becomes an ordinary
differential equation with constant coefficients that
describes the time evolution of the capillary wave
amplitudes under conditions of Kelvin-Helmholtz and
Tonks—Frenkel instabilities and has the solution

P1
(P1t+P2)

£ = aoReEexp[ikuot it (k)}m,
O

2,08 _ k 2
'K = oyl gee P vak (14)
_PiP2
BRI —4n02k].

The conditions for Kelvin-Helmholtz and Tonks-
Frenkel instabilities require that the function w?(k) pass
through zero toward negative values. In this case, the
exponent in (14) has ti before w?(k) and (14) is subdi-
vided into two periodic solutions: exponentialy
damped and exponentially growing. The latter corre-
spondsto Kelvin-Helmholtz instability at o = 0. When
U, = 0, (14) yields two aperiodic solutions, one of
which exponentially grows and describes the behavior
of theliquid surface under Tonks—Frenkel instability. In
the general case Uy # 0 and o # 0, (14) describes the
interface behavior under conditions of combined insta-
bility, when both the electric field pressure and the
aerodynamic pressure above the perturbed interface are
significant.

(3) Next, let the time dependence of the upper
medium velocity U = U(t) have the form of atruncated
Fourier series:

U(t) = U+ ZU*jcos(jooot);
i=1

(j=123,..,m).

(15)
(Uo [1Ux))

Substituting (15) into (13) yields adifferential equa-
tion with variable coefficients for the temporal evolu-
tion of the capillary wave amplitudes in the system
under consideration. To find its solutions, we change
the desired variable as follows:

& = (exp(iP(1));

TECHNICAL PHYSICS Vol. 47 No. 11 2002
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- —kp[U0t+ )3 j—(lsz)u*jsin(jwot)}

i=1

0 ] N
& = {expOkp|Ugt + z.—U*jsm(Jmot) 0.
0 &1 0

Ultimately, (8) is reduced to the form

9’ 2 i .
" + Z[w (k) —2U0szlu*jcos(1w0t)

Xy Uijcoszuwot)} =0, (16)

i=1
P1P2
(p1+p2)’

(4) For preliminary qualitative analysis, we assume
that m =1 and rewrite (16) in dimensionless variables
such that the frequency wy, of the variable component of
the upper medium vel ocity, the density p, of the lower

medium, and the capillary constant a of thelower liquid
are equal to unity (a = wy = p, = 1). Then, we obtain

X =K

2
%4.([5_23)\005'[4‘28@33] =0;
t

2 _  ka

P1
ws =
(1+py)

(1+py)

[(1—p1)+k2—k We—kw};

o= (,L)i + 2¢; a7

1.2 2 P1
€ = >Uix; A=sUy/U,; x=kK———;
4 (1+p)°

We=Uj/a, w=4nda.

The parameter o characterizes the frequency of cap-
illary oscillations. All the physical parameters are
denoted by the same symbols as before.

With these designations, the domain of coexistence
of Kelvin-Helmholtz and Tonks—Frenkel instabilities
(without parametric oscillations) is given by the condi-
tion d < 2¢.

(44) In the particular case U, = 0, Eq. (17) trans-
forms into the conventional Mathieu equation. The
boundaries of severa first instability domains for solu-
tionsto this equation are shown in Fig. 1. These bound-
aries were calculated with the method of extended
parameters [15] by expanding into a series in the
dimensionless parameter €, which can be assumed to be
small in asymptotic calculations (although in the gen-
eral case, € may take arbitrarily large values [16]). It is
seen that the apices of the instability zones are the inte-

TECHNICAL PHYSICS  Vol. 47

No. 11 2002

1375

4 e}

Fig. 1. Boundaries of instability domainsin the plane of the
parametersd and € for the Mathieu equation (Eq. (17) at A =0).

ger values of the parameter Y2 on the abscissa axis;
that is, Y2 =n, wheren=0, 1, 2, ....

States that are unstable against parametric buildup
on the plane (; €) occupy the domain on the left of
curve 1, aswell asthe domains between curves 2 and 3
and 4 and 5. The states with the parameters 6 and €
between curves 1 and 2, as well as 3 and 4, are stable.
Asfollowsfrom direct calculation with Eq. (17) aa A =0
(that is, Uy = 0), the states correspondingto d and € in
the domain between curve 1, which, in the fourth-order
approximation with respect to €, is given by

s _ 1o 7
n=20:90 28 + 1288
and the dashed line & = 2¢, are also stable. On the | eft
of the dashed line, Tonks—Frenkel instability is also
expected. Thus, this instability is suppressed by para-
metric surface oscillations, since Kelvin—-Helmholtz
instability isimpossible at U, = 0.

The boundaries of the next two instability domains
for the Mathieu equation (at n= 1 and n = 2) are defined
by the second-order approximation with respect to €
[15, 17]:

4
ey

20287 _ (287 _ 5 4, 20287 , (287
Here, 8Y2 has the meaning of the capillary wave fre-
guency. If thelower liquid isassumed to be not ideal but
low-viscous with the kinematic viscosity coefficient v
and the damping decrement of capillary waves in this
liquid given by the well-known expressiony = 2vk? [ 14]
(the condition of low viscosity hasthe formy < 1), the
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inclusion of viscosity in (17) is reduced to adding a
term y(0¢/ot) proportional to the first time derivative
[17]. Thisgivesriseto athreshold in the variable veloc-
ity component amplitude Uor, in the notation used in
(17), in g, starting from which parametric instability
may devel op. The height of such athreshold growswith
increasing instability domain number n. For domains
withn=1and n= 2, thecritical valuesof € (inthe same
dimensionless variables) are defined by the relation-
ships[17]

n=1:¢/d>2y;
n=2:¢/d> (2y)”2.
L et us estimate the possibility of simultaneoudly ful-
filling conditions (18) and (19) for the water—air system
with p,/p, = 1073, v = 102 cm?/s, and a = 72 dyn/cm.
For the widest zone in terms of € (at n = 1), accord-
ing to (18), the condition 3 = w; must be fulfilled. In
the dimensional form, this condition iswritten as

(19)

Wi + 28 = 0. (20)

Similarly, from (19) in view of (20), it followsin the
dimensional formforn=1

£>2(wh + 28)y/w, 02y 0y
or, taking into account (20) once again,
%> Ay? (w5 + 2¢).
Considering thisrelation as an algebraic equation in

€, one can eadily find its single positive root:
e>yly+ (¥ +wh)". (21)

Let us analyze condition (21) keeping in mind that,
for the water—air system, the damping decrement for
the wave number k = a™* (where a is the capillary con-
stant for water) is defined by the relationshipy = 0.2 s™.
Asfor the frequency wjof capillary oscillations of the
liquid, its magnitude at We = 0, according to (17),
depends on the surface density o of the charge induced
by the externa electric field (that is, on the parameter
w). When wisclose to its critical value in terms of the
onset of Tonks—Frenkel instability, ooi isclose to zero.
Thisis because, according to the aforesaid, the critical

conditions for Tonks—Frenkel instability are oo,zc <0.In
this case, y? and w; in (21) are of the same order of

magnitude. Assume for definiteness that w; = 3y2

then, from (21), we find € = 3y?. Going from ¢ to the
velocity Upy according to (17), we can rewrite the

above condition as U= 7 cm/s. Thus, the parametric

instability of acharged liquid surface can be caused, in
view of (20), by the wind component varying with the
frequency wy, which is found from the relationship

GRIGOR’EV et al.

w5 = 3y2 + 62 or = 3y = 0.6 s*. Thisvalueis close
to the wind pulsation frequency under developed con-
vection [18]. The pulsation amplitude may be relatively
small in this case: U= 10 cm/s.

Such an evaluation is valid for low frequencies of
capillary waves, i.e., only at very high external electro-
static fields approaching the limiting value for Tonks—
Frenkel instability initiation (several tens of kilovolts
per centimeter). So, high fields are not observed near
the earth surface in stormy weather. Even inside thun-
derous clouds such fields are very seldom encountered
[8]. In other words, Saint EImo fire could hardly arise
in thisway.

Consider another limiting situation when the elec-
tric field strength near the earth surfaceisweak. Let, for
definiteness, it be one order of magnitude lower than
that necessary for the initiation of Tonks—Frenkel insta-
bility. Then, the frequency wpof gravitational capillary
waves on the liquid surface will depend on the electric
field strength only slightly and will be governed by the
free-fall acceleration and the surface tension coeffi-
cient. At k = a2, the capillary wave frequency is on the
order of hundreds of Hertz (w= 70 s%). This means

that the inequality W > y?isfulfilled a fortiori. Then,
it is easy to see that € = ywyfrom (21). In the dimen-

sional variables, this condition yields the critical (in
terms of stability loss) value of the variable velocity
component amplitude for the upper medium, U =

1 m/s, at the pulsation frequency w, = 70 s™. Such a
wind component may be associated with small-scale
atmosphere turbulization caused, for instance, by rain.

It should be pointed out that the instability under
discussion may be realized in different ways, depend-
ing on specific values of the parameters 6 and €. It is
seen in Fig. 2, where the results of direct calculation
with the use of (17) at different points of the plane (9,
€) are presented.

(4b) Now let the constant velocity component U, be
other than zero [that is, A # 0in (17)]. Assuming that the
dimensionless parameter € is small and using the
method of extended parameters (for details, see [15]),
one can find the boundaries of several first instability
domains for solutions to complete equation (17). The
boundaries for the first three instability domains are
given by

_01 T3z s 0L 200 AT
CeO—D—Z—Z)\D -3\ +E1128_ 9 + 2Ds,

2 2
Ce, = 1—¢g+ D_é L9201, 12107

U 30" b4 36U
L0 1 6233\ 763\ .
— <,
(01536~ 2880 216 U
TECHNICAL PHYSICS Vol. 47 No. 11 2002
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_ nl )\_252 1 7)\53
Se, = 1+e+ Hg—70F * gy~ g
L0l 2170 M -
" 071536 2880 @ 2161 (22)

05 27\52_223
Ce, =4+ a5+ T50F ~90 ¢

L0763 58\ 433\° et
(713824 ' 1575 © 13500

_ 01 2\7 .2, 19,2 3
=4+ = 40 Les =¥
Se, = A+ It IE0f Yool E
LO05 1420 37N

(13 824 1575 13500~

Here, the function Ce, defines the right-hand boundary
of the instability domain with anumber n and the func-
tion Se,, the left-hand one. Constraints on the applica-
bility of relationships (22) areimposed by the condition
Ae < 1 according to the theory of approximation.

The shapes of the instability domains calculated
from relationships (22) at various values of the param-
eter A are given in Fig. 3. The presence of two cosines
in (17) deforms the boundaries of domains where the
solutions are unstable up to their intersection. The
deformation of the domains depends on the parameter
A. Direct calculations with the use of Eq. (17) show that
its solutions become stable when they correspond to
and ¢ located above the point where the boundaries of
one instability domain intersect. The domains of the
parameters d and € corresponding to unstable solutions
become closed (certainly except for the zeroth domain
bounded on one side). In other words, the effect of para-
metric instability becomes stable because of the inter-
action between the coefficients of Eq. (17), which peri-
odicaly vary with time. Figure 3 shows that, as the
parameter A (the constant velocity component U, of the
upper medium) increases, the domains of instability
parametric stabilization shrink. Thus, the presence of
the constant and variable components of the upper
medium velocity destabilizes the interface, extending
the domain of the parameters & and € where the inter-
faceis unstable.

It is worth noting that, as U, increases, not only the
left- and right-hand boundaries of the parametric stabil-
ity domains but also the boundaries of adjacent
domains intersect, causing an extension of the domain
of the parameters  and € wheretheinterfaceisunstable
(Figs. 3b, 3c). Thisis especialy true for the boundary
of the zeroth domain, which deflects to the right and
intersects both the first and second domains. Unstable
solutions take place for & and € lying on the left of and
above the boundary of the zeroth zone in Figs. 3b and
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Fig. 2. Possible temporal variation of unstable solutions to
Eqg. (17)atA =1:(d) 8=-0.5and £ =0.1, (b) 5 =-0.03 and
€=01,and(c)d=1ande=0.2.

3c (naturally, within the applicability of the calcula-
tions, that is, at eA < 1).

In addition, the deflection of the zeroth domain
boundary to the right sets the upper limit on € for the
domains of existence of parametric stabilization at o >
0, since the calculations carried out are valid only at
€A < 1 (for clarity, the boundary curves in the figures
areplotted in awider range of €). For example, itisseen
that, at A = 7, the condition eA < 1 practically eliminates
the stabilization domain.

(5) Now, assume that m = 2 in (16) to see how the
boundaries of theinstability domainsfor asolution will
change. Let, for simplicity, U = U = U Then,
Eg. (16) in terms of the dimensionless variables can be
rewritten in the form

2
% + [0 —2¢eA(cost + cos2t)
ot (23

+ 0.5¢(cos2t + cos4t)] = 0,
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Fig. 3. Thesameasin Fig. 1 for Eq. (17) at A =1 (a), 7 (b),
and 20 (c).

where the parameter  and the boundary of the domain
where Tonks—Frenkel and Kelvin—-Helmholtz instabili-
ties take place simultaneously change dlightly: & =

2
w; +E&.

Figure 4 displays the instability domain boundaries
calculated with (19) at various A. Comparing with
Fig. 2 showsthat, if the number of harmonicstaken into
account in (15) grows, the deformation of the bound-
aries of the parametric instability domains increases
and the locus of points (in the plane 9, €) where the
instability is observed expands. Thisis also confirmed
in Fig. 5, where the instability domain boundaries cal-
culated for the first four harmonics (m = 4) in (15) are

GRIGOR’EV et al.

Fig. 4. Thesameasin Fig. 1 for Eq. (19) at A1 = A, =1 (a),
7 (b), and 20 (c).

shown. In Figs. 3-5, the deformation of the boundaries
of the parametric instability domainsincreaseswith the
number of harmonics in relationship (15). The dimen-
sions of the parametric instability domains grow with
increasing ratio of the constant velocity component of
the upper medium to the variable one.

(6) The above consideration has been concerned
with the initiation of Saint EImo fire. Neverthel ess, our
reasoning is applicable to another inadequately
explored natural phenomenon, namely, the emergence
of waves on the surface of a basin under the influence
of wind. Conventionaly, the phenomenon of wave
buildup by awind is associated with the devel opment of

TECHNICAL PHYSICS  Vol. 47
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Fig. 5. The same as in Fig. 1 for Eq. (16) a Ay = A, =
7 (a) and 20 (b).

Kelvin-Helmholtz and Miles instabilities [19, 20].
Both instahilities are related to the uniform motion of
the upper medium paralle to the interface in a two-
layer system of immiscible liquids in the gravity field.
The influence of the wind variable component and the
possibility of the parametric buildup of waves are not
taken into account, although, according to our calcula
tions, such an influence may be appreciable.

CONCLUSION

The Mathieu—Hill equation, describing the temporal
evolution of capillary waves at the charged interface
between two media when the upper one moves relative
to the denser lower medium with a time-dependent
velocity, has unstable solutions due to Tonks—Frenkel
and Kelvin-Helmholtz instabilities, as well as due to
parametric instability typical of the Mathieu—Hill equa-
tion. The motion of the upper medium parallel to the
interface with a time-dependent velocity leads to the
destahilization of the liquid surface and reduces the
critical strength of an external electrostatic field down
to values observed near the Earth’s surface during thun-
derstorms, when Saint EImo fireisinitiated.
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Abstract—Expressionsfor the force and velocity of the thermophoretic motion of a spherical drop in aviscous
liquid are derived for arbitrary temperature differences between the surface of the drop and regions away from
it. The temperature dependence of the viscosity is taken into account in the form of an exponential—power

series. © 2002 MAIK “ Nauka/Interperiodica” .

STATEMENT OF THE PROBLEM

The thermophoretic motion of adrop ariseswhen an
immobileliquid is subjected to an external temperature
gradient. Under the action of the thermocapillary and
viscous forces, the drop acquires a constant velocity,
the so-called rate of thermophoresis. In generd, this
motion is related to shear forces appearing on the sur-
face of the drop because of the temperature variation of
the surface tension coefficient o (the Marangoni effect
[1, 2]) and the thermal creep of the environment over

the surface. In [3], the thermal creep coefficient Kj,

was estimated for anumber of liquids. For example, for
mercury drops moving in water and glycerol, it was

found to be Kf. = 0.13 and 2.5 x 105, respectively.

Hereafter, the indices e and i refer to a viscous liquid
and drop, and respectively; the subscript o, to liquid
parameters away from the drop; and the subscript s, to
physical quantitiestaken at the mean temperature of the
surface of the drop T,. Note that the thermal creep coef-
ficient hasbeen so far eval uated with areasonabl e accu-
racy only for gases [4]. This is because a rigorous
mathematical theory of inhomogeneous liquids is
absent.

Consider a heated drop of a viscous incompressible
liquid steadily moving in another viscous incompress-
ible liquid occupying the entire space. The liquids are
immiscible with each other. By aheated drop, we mean
adrop whose mean surface temperature far exceedsthe
ambient temperature. The drop may be heated, for
example, by achemical reaction proceeding inits bulk,
radioactive decay of the drop material, absorption of
electromagnetic radiation, etc. The heated surface of
the drop has a significant effect on the thermal physical
properties of the environment and thereby affects
greatly the velocity and pressurefieldsinitsvicinity. At
infinity, the liquid is at rest and is subjected to a given
temperature gradient. It is assumed that the densities,
thermal conductivities, and specific heats inside and

outside the liquids are constant; the viscosity coeffi-
cient of the drop exceeds that of the environmental lig-
uid; and the surface tension coefficient is an arbitrary
function of temperature. Also, the drop is assumed to
move slowly (small Peclet and Reynolds numbers) and
retain its spherical shape (the distortion of sphericity
will be discussed later).

Unlike the case studied previously [1-8], we here
consider the thermophoretic motion of a spherical drop
for an arbitrary temperature difference between the sur-
face of the drop and areas away from it. In the equation
of hydrodynamics, the temperature dependence of the
viscosity has the form of an exponential—power series;
in the equation of heat conduction, only convective
terms are taken into account.

For the hydrodynamic problem [9, 10] and for the
thermal problem [11], it was shown that theinertial and
convective terms away from the sphere become compa-
rable to those responsible for molecular transfer by one
order of magnitude. Therefore, the standard method of
expansion in asmall parameter introduces a noticeable
error in this case, because it cannot satisfy rigorously
boundary conditionsat infinity and find an exact unified
solution equally valid in the entire flow domain.

It was demonstrated [12] that the heating of the sur-
face of the drop and taking into account the motion of
the liquid significantly affect the drag force of the
medium. In thiswork, we study the effect of the motion
of the medium on the force and rate of thermophoresis
for a heated drop with an arbitrary temperature differ-
ence in its vicinity in the presence of a given external
temperature gradient.

Of all transport parameters of aliquid, only the vis-
cosity coefficient strongly depends on temperature
[13]. To include this dependence, we take advantage of

the formula
0 }eXpEkA 1% &)

00

Me = uo{1+ zF %re

n=1

1063-7842/02/4711-1380$22.00 © 2002 MAIK “Nauka/Interperiodica’
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which describes the variation of the viscosity over a Tablel

wide temperature range with any desired accuracy. (At
F, =0, thisformulais reduced to the well-known Rey-
nolds relationship [13].)

It is known that the viscosity of a liquid decreases
with increasing temperature by the exponential law
[13]. Analysis of the available semiempirical formulas
showed that expression (1) describes the viscosity vari-
ation over a wide temperature range most adequately
with any desired accuracy. With the coefficients F,, not
taken into consideration, the error can be as high as
40%. For illustration, Tables 1 and 2 list the values of
F, for glycerol and water. The relative error does not
exceed 3%. The coefficients F,, were cal culated with the
MapleV software suite.

Let us place the origin of afixed coordinate system
at the instantaneous center of a spherical drop of radius
R. We assume that the drop moves with a constant
velocity U in the negative OZ direction. The velocity
and pressure distributions must be symmetric about the
line passing through the center of the drop parallel to
the velocity vector U. In terms of our assumptions, the
equations and boundary conditions for the velocity and
temperaturein the spherical coordinate system are writ-
ten as[14, 15]

OPe = HeAUe + 2(00 )Ue + [ ccurlU],

2
divU, = 0, @)
wAU; = OP;, divU, = 0, (©)]
pece(UeD)Te = }\eATe’ (4)
pici(Ui)T, = MAT, +q;, 5)
0T, _, 0T,
I’ - R, Te - Ti1 e—a—r— - }\i—a—r‘,
U® = Ul = —UcosO, (6)
e i _ e Ve aTe i Vi aTi _
U@_UO - KtCRTeae _KtCRTiae (V - U/p)’
[,QEP_ED ;O_U?}_za_ofﬁ
He TorO0r 0" Y 90 roT,00
_ o[ e, 10U,
B “i[rarDr 0"y a@}’ )
r—o, U,—0, P,—P,,

T, — T, +|0T]|rcosO,
T, # oo, (8

Here, q(r, ©) is the density of heat sources nonuni-
formly distributed in the drop. Specificaly, if the drop
is heated by absorbing electromagnetic radiation, the
nonuniformity depends on the optical constants of the

I'—»O, |U||¢°°, Piioo,

TECHNICAL PHYSICS Vol. 47 No. 11 2002

Glycerol: A=17.29, F, =-1.228,F,=7.022, T,, = 303K

T,°C Hog, Pas Mo PAS [Hea = Hegl 5 0
exp

30 0.600000 0.600 0

40 0.327979 0.330 0.61
50 0.182001 0.180 111
60 0.102619 0.102 0.60
70 0.058797 0.059 0.34
80 0.034212 0.035 2.25
9 0.020189 0.021 3.86

Note: Heg, dynamic viscosity calculated by formula (1); Hexp
experimental value.

Table2
Water: A=5.779, F; =-2.318, F, = 9.118, T, = 273K
T,°C Heq» PAS Hexpy Pas [Hea — Hogl 100%
exp
0 0.0017525 0.0017525 0
10 0.0013151 0.0012992 1.22
20 0.0010089 0.0010015 0.74
30 0.0007943 0.0007971 0.35
40 0.0006433 0.0006513 1.22
50 0.0005359 0.0005441 151
60 0.0004581 0.0004630 1.06
70 0.0004002 0.0004005 0.07
80 0.0003556 0.0003509 1.35
90 0.0003199 0.0003113 2.76

drop (m = n; + ig;, where m, n;, and g; are the complex
refractive index, refractive index, and the absorption
coefficient of the drop, respectively) and its diffraction
parameter x, = 21iR/A (A isthewavelength). The expres-
sion for the radiation energy density converted to heat
in the drop can be represented in the form [16]

_4nRnay
alry

1B,

where | isthe incident radiation intensity and B, (k = e,
i) is a coordinate-dependent function calculated by the
Mie theory.

Theresults of numerical calculation for the B, distri-
bution in the case of water dropsaregivenin[16]. They
show that the nonuniformity of the absorbed energy
distribution in a water drop increases with its radius.
The nonuniformity is the greatest in the direction of
radiation propagation.
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Boundary conditions (6) on the surface of the drop
(r = R) include the impermeability condition for the
normal components of velocity, equality of the temper-
atures, heat flux continuity, equality of the shear veloc-
itiesat theinner and outer surfaces of the drop, and con-
tinuity of the shear components of the stress tensor.

Away from the drop (r — o), boundary conditions
(7) are valid, while the finiteness of the physical quan-
tities characterizing the drop at r — 0 is included
in(8).

The decisive parameters of the problem are the
material constants pe, Mo, A aNd €., aswell as R, |CIT],
T,, and U, which remain constant during the motion of
the spherical drop. With these parameters, one can
compose a three-dimensional combination including
€ = RIOT|/T,, < 1 (this parameter characterizes a tem-
perature difference within the drop), as well as the
Peclet and Reynolds numbers.

We will make Egs. (2)—(5) and boundary conditions
(6)—(8) dimensionless by introducing the dimension-
less velocity, temperature, and pressure: V, = UJ/U,
t.=TJ/T,, and p, = PJ/P,, (P, = (L,U)/R). Here, the
radius of the drop R, temperature T, pressure P,,, and
velocity U are used as units of measure of distance, tem-
perature, pressure, and velocity, respectively (U ~ |U.|O

TIV(PeT.))-

At e < 1, asolution to the equations of hydrodynam-
ics should be sought in the form

V =VOiey®y
9

p=pQ+ep@+.. t=tQ+etW4

The form of boundary conditions (6)—(8) indicates
that an expression for the velocity components V, and
Vg is sought as the expansion in Legendre and Gegen-
bauer polynomials. The force acting on the drop is
found by integrating the stress tensor over its surface.
Taking into account the properties of Legendre and
Gegenbauer polynomials, we can assume that thisforce
depends largely on the first terms of the expansions;
therefore,

V, = G(y)cos®, Vg = —g(y)sno, (10)

where G(y) and g(y) are arbitrary functions depending
on the dimensionless radia coordinatey = r/R.

When studying the motion of nonuniformly heated
drops under an external temperature gradient in a vis-
cous medium, one should take into account the temper-
ature dependences of both the dynamic viscosity coef-
ficient and the surface tension coefficient. This is
because the density g; of heat sourcesinthedropisnon-
uniform. In this work, the surface tension coefficient is
taken to be an arbitrary function of temperature. More-
over, for the first time, an attempt is made to take into
consideration the effect of the motion of the medium on
the force and velocity of the thermocapillary drift of a
heated drop in aviscous liquid. Therefore, the final for-

MALAI

mulas are of general character and are valid for any
temperature difference between the surface of the drop
and regions away from it.

TEMPERATURE FIELDS INSIDE AND OUTSIDE
A HEATED DROP

When finding the force acting on a nonuniformly
heated drop and its velocity, we will consider only first-
order corrections. To find them, it is necessary to know
temperature fields inside and outside the drop, i.e, to
solve Egs. (4) and (5) with appropriate boundary condi-
tions. The dimensionless equations of heat conduction
have the form

ebr(V.O)t, = At,, (11)

ePr B(V,Ot; +Q = At;, (12)
y = 11 1:i = te! e(&3 = )\i%1
oy ay

y —o, t,— 1+¢€ycosO, (13)

y—0, t<oco.

Here, Pr, = HU,CJSAc iS the Prandtl number, B = XJ/X;,
X isthe thermal diffusivity, and Q = —q;R%(\T,,). Sub-
stituting (9) into Egs. (11) and (12), we arrive at the fol-
lowing set of equations:

zeroth-order approximation (€ = 0),

At = o, (14)
At? = Q,, (15)
ot ot
y=1 =t A = A
y e 00, t(eo) e 1’
first-order approximation (~€),
ot”  veoat)
PGy T Y een T A a9
ot veotl
LBy * Y aent Q= AT (D)
y=1 MENEY at_,(l) ~ at'(al)
1 1 e I ay e ay 1
y— o0, t& . ycoso,
y — 0, ti(l) <00,
TECHNICAL PHYSICS Vol. 47 No. 11 2002
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When deriving the equation for the temperature dis-
tribution inside the drop, we assumed that

)\T = zannPn(X)’
T nZo
where
Reon+1
Q, = T on J’qi(r,O)Pn(x)dx, X = €0sO.
00 1
-1

Let us find the zeroth-order approximations. The
general solutions to (14) and (15) have the form

) = 1+ L0y SR, (18)
S

t7(y)

y y
_ 1 Woy,_1 (19
= Bot arRT Ay GV * [y = JfWody,
\Y 1 1

where

5 +1

_ R 2
qJO - _2)\|Tmy J'ql(r’ @)dx

In (19), integration is over the entire volume of the
drop. The constants of integration v, I',,, and B, are
determined by substituting (18) and (19) into the
related boundary condition. After the substitution, we
find that

A
y=1t-1 By=1+d-34y,

MN,=0atn=1,t,=TJT,, and T isthe mean temperature
on the surface of the drop given by

To g, 1

T A 0
\

In (20), integration is also over the entire volume of
the drop.

For A < A;, we can neglect the © dependence of the
dynamic viscosity coefficient in the drop-iquid
medium system and assume that the viscosity depends
only on the temperature t (y); i.e., pate) = po(t).
With thisin mind, expression (1) takes the form

_ 0 v, . <oy
o= e Alg 1+ S5 F L.
b= wow A 1 5 FY

Formula (21) will subsegquently be used for finding
the velocity and pressure fields in the vicinity of the
heated drop.

(21)

TECHNICAL PHYSICS Vol. 47 No. 11 2002

1383

Now, let usfind the first-order approximations. Sub-
stituting (18) and (19) into (16) and (17), we cometo

VA 1
0 = At
y

(22)

vid A
Prws?gwody—vxﬁwlcose - a®, ()
1

where w = Pr_y.

From (22) and (23), it follows that one must first
solve the hydrodynamic problem, i.e., determine the
velocity fields inside and outside the drop, in order to

find t" and t\.

DETERMINATION OF THE DRAG FORCE

Substituting (22) into the equations of hydrodynam-
ics, taking into account (10), and separating the vari-
ables, we come to an equation similar to that obtained
in [17]. Eventualy, we have the following expressions
for the components of the mass velocity and pressure
that satisfy boundary conditions (7) and (8):

Vi(y, ©) = cosO(A,G, + AGy),

Vo(y, ©) = —sinO(A;G; + A,G,), (24)

Pe(Y, ©) = 1+n,C0SO(A;Gs+ A,Gg),
Vi(y, ©) = cosO(A;+ A,y),

Vo(y, ©) = —sin@(Ag + 2A,y°), (25)

Py, ©) = po +10N,CosOY’A,, N = Wi,

where

00 (=)

A(Z)

A(l)
Ty Z (n+ 1)y’

“‘Z(n+3)y

AL
-= Z[ n+3)|n§/—1}(n+3) v

(26)
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2 0 > 0 > T
=Yyt Yeg
<ot ofdeig et 3
s, = AF,_,—nF, —ZE ,SvkFeFo=1,andF,=0at
11

n<0.In (26), Gk, Gk ,and G, arethefirst-, second-,

and third-order derivatives of the associated functions
withrespecttoy (k=1, 2).

The coefficients A" and A® are found from the
recurrent relations

@ _ 1 _
Ao = _n(n+5)kzl[(n+4_k)

x{a(n+5-k) —al} +a Dlyal, (n21),

(27)

x[(n+3-K)a® -

@ _
Ay =

(2)] +(X(3)}y A(Z) (28)

n

+a Z {2n+5-2k)a —aPy kAff_)k_z} (n=3).

Upon calculating the coefficients A" and AP by

formulas (27) and (28), it should be taken into account
that

AD =3 AP=_1, AP=1, o =ql=

Og =0, =1,

1 _

a? =4, af =4, oa’ = F,

aff = (4-n)F,+ AF,;, af’ = A'/nl,

a® = 2AF,_,—2(2+n)F,,

A(Z) — y[60((4)+2(30((1) (2)) +C((3)]
a = { 6ya(4) + [3(4(1(1) (2)) +a(3)]A(12)
—~[2(305” ~0a?) + aZ’ly }.

Substituting (24) into (22), we have for t"

L _ _W
Aty7 = —?G(y)cose. (29)

Here, G(y) = A/G; + A,G,. A solution for tfel) is sought
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in the form
tM = 1.(y)cos®. (30)

Substituting (30) into (29), we check that the vari-
ables are separable; then, for t(l) we have
2
dre, 20t 2, - g (31)
dy ydy y y

The genera solution to Eq. (31) that satisfies the
boundary conditions for y —» o has the form

2
Dy, @) = Eﬁz+y+mz AkrEcose, (32)
Ly K o
where
AW
T
(y) = Z (n+1)(n+ 3)(n+4)y"
101,80 O by
T = —0O5
2(y) = yE 2 6y ny- Z(n —1)(n+2)y"

-2 i [(n +1)(n+3)(n+ 4)In3—1/—(3n2 +16n+ 19)}

(1)
X 2 A“ 2 2 E
(n+1)°(n+3)°’(n+4)°y" 0

A solution for ti(l) issought in the form

M = 1,(y)cosO. (33)

Substituting (33) into (23), we come to the equation
for 9

Pr B %wody—v%ﬁ +Q,c050
Y ' (34)
d T, 2d'[ 2
Ty " ydy yZTI

The genera solution to Eq. (34) that satisfies the
boundary condition fory — Ois

@ _ C, Phern A1
7 = cosO[By+y +o)2)\I 3 2yD
y y
10 -y 1 O
[ Zdy— S [wydd (35)
o4y y4 0
TECHNICAL PHYSICS Vol. 47 No. 11 2002
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+3 DYJ'Q%A’f Hdy - J’Q(A3y+A4y)dyD}

where
3R +1
Wi = gy Jaxax,
_ _RI  wBAe Af _4_ 3
CE e 0 2D VTR

= Sfazdv, Q= Pr.p[ugdy.
\% 1

Z = rcos0, IQiZdV

is the dipole moment of the heat source density.

The constants of integration " and B are found from
the boundary conditions on the surface (the equality of
the temperatures and fluxes). Specifically,

15 _Ag, RJ
T30 A0 AaT,

-2 A - A - 3]

whered=1+2(A\JA,) and T; and T, arethefirst deriv-
atives of the functions 1, and 1, with respect toy.

Thus, we determined the temperature fields inside
and outside the drop in the first approximation in €.
Now, the constants of integration A;, A,, As, and A,
entering into expressions (24) and (25) can be found
from the boundary conditions for the velocity compo-
nents on the surface of the drop.

Below, we give the coefficient A, in explicit form,

since the total force acting on the drop is expressed
through it:

[ = —

_ Ue
A2 - A 3 3U-| l‘j
2Gi[,Ae , RI A 2T, + Ty
SUA[ 0N OT. A, 6)\ G, }
iV, R odd
X D( -K e ool |,
tct tct 3pfat|D
where
H 2 WA
A = N1+3T;N2+mopeRS)\_T[Gl¢2—Gz¢1]
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xg(e_\i;_ i ViS + = 1 aOD
0 “tR tct R 3usatD
O, = 21, + 71, (k= 1,2).

The force acting on the drop is found by integrating
the stress tensor over its surface [18]:

F = f{ —P.cosO + 0}, cos®

(36)
~01,SinO} r’sin@dode|, . ,,
where
ou’ U] 1au Ug
0-(rer = Zuea—rr, O-‘ree = ue%}are ra@ _TG%

Substituting expressions (24) into (36) yields after
integration

F = 4Ry, UA,exp{ Ay} . (37)

Inview of the explicit form of A,, thetotal force act-
ing on a heated drop subjected to an external tempera-
ture gradient isthe additive sum of the viscousforce F,
of the medium, thermophoretic force Fy, force F, pro-
portiona to the dipole moment of the density of heat
sources nonuniformly distributed in the bulk of the
drop, and force F,, due to the motion of the medium
(i.e., the force including convective terms in the heat
conduction equation):

F=F,+eFY FY = Fu+F,+F,,  (39)
where F, = —6mRu, Ufn, Fy = —6T[Rpoo Ny Fq =
~6TRU.fqIN,, and Fr, = —6TRW.fn,.

The coefficients f, ty, fy, and f;, can be estimated
from the expressions

2 e
fu = SA{NE‘ 3“l1 }exp{—Ay}

_ 4G, A O eve ivis

_ki Y, Rogd
th 3ARA 6D tCt tCtS

SN le FroexXP{ AV},

4 Gl Devz iV? RGOD

1:q = §—A-}\|ST°°5D tc't';_ tcE 3“Sat exp{ Ay}1
4 wA;
m = —m?g)\—z[ZTHTI]]
Vi R aoD
X D<tct Kltct 3u36t S-Uexp{ Ay} .
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In the expressions for the coefficients f, fy,, f,, and
f,, theindex srefersto the quantities taken at the mean
surface temperature T, of the drop, which is determined

from (20), and the parameters N,—N,, Ty, Tp, Ty, Ty, Gy,
and G, aretakenaty =1 (N, = 2G} + G, , Ny =-G},
Ny = [Go2G; + Gi) - Gy(2G; + Gp)], and N, =
G,G; —G,G)).

Equating the total force to zero, we obtain an

expression for the directed velocity of the drop in a
given external temperature gradient:

U=-U®n, u®=uU,+U,+U,, (39

where Uy, = hy, U = hyd, and U, = hy, (hy, = fi/fy, hg =
f/f., and hy, = f/f).

If the drop is heated only dightly, that is, its mean
surface temperatureis close to the ambient temperature
at infinity (y — 0), the temperature dependence of the
viscosity coefficient can be neglected; then, G; = 1,

Gy, =-3G, =12,G,=1,G, =-1, G, =2,N; =2,
N,=6,N;=3 N,=6,T,=-1/4, 1, =3/4,1,=1/2, and

T'2 = -1/2, and formulas (38) and (39) pass to expres-
sions that are well-known from the literature [1-6].

If the distribution of heat sources over the volume of
the heated drop is known, formulas (38) and (39) allow
one to take into account (1) the effect of the motion of
the medium on the drag force acting on the drop and (2)
the effect of drop surface heating on the thermocapil-
lary force and velocity for arbitrary temperature differ-
ences between the surface and regions away from the
drop. These formulas aso account for the exponentia
temperature dependence of the viscosity under an
external temperature gradient. We emphasize once
again that they are of general character.

These formulas imply that the magnitude and the
direction of the force F® and velocity U® are also

2.0} o*
(0
1.5
10 | | | |
0 20 40 60 80

T, °C

Functions ¢ and ¢* vs. mean surface temperature T,
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affected by the direction of the dipole moment of the
heat source density ¢ zdV. If, for example, the drop

heats up, absorbing electromagnetic energy, the dipole
moment can be both negative (a major part of the ther-
mal energy isreleased in that side of the drop facing the
radiation) and positive (a mgjor part of the thermal
energy is released in the opposite side), depending on
the optical properties of the drop. Note that the surface
tension decreases with temperature for most liquids,

i.e, 00/dt; < 0, and that the value of ! zdV may be

both positive and negative. Accordingly, the magnitude
and the direction of the force FY and velocity U™ vary.

In addition, these formulas suggest that the forced
F® and the velocity U® also depend significantly on
the thermal conductivity of the drop. At A; approaching
infinity, F® and U® tend to zero with the dipole
moment of the heat source density fixed.

For |, — oo, the above formulas can be used for
estimating the force and the velocity of a hard nonuni-
formly heated particle in a viscous liquid where a con-
stant temperature gradient is maintained.

The figure illustrates the effect of heating the sur-
face of the drop on its drift velocity. The curves relate

the function ¢ = hy/hy|; - 75 to the mean surface

temperature T, of the drop. Estimates were obtained for
mercury drops suspended in water at T,, = 273 K and
R=15um (00/0T =-2 x 10* N/mK, Pr,, = 12.99). The
value of the function ¢* was estimated by formula (39)
for a small temperature difference (y — 0), but the
molecular transfer coefficients were taken at the mean
surface temperature T..

To estimate the contribution of the motion of the
medium to the thermocapillary drift of the drop, it is
necessary to clarify the nature of the heat sources.
Knowing their nature, one can find an expression for
the dipole moment of the heat source density. To ana
lyze the situation qualitatively, let us consider the sim-
plest case. We assume that the drop heats up, absorbing
electromagnetic radiation as a black body. Under these
conditions, absorption takes place in a thin layer of
thickness 6R < R adjacent to the heated part of the
drop. In this case, the heat source density within alayer
of thickness R is given by

E—él—RcosO, gsesn, R-38R<r<R
a(r, ©) = N (40)

%b, OSOSE,

wherel istheincident radiation intensity. It isrelated to
the mean relative surface temperature of the drop as

R

4)\iToo|'

o= 1+
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In view of (40), the integrals entering into the
expression for the force acting on the heated drop and
the drift velocity are calculated directly:

far, @)zav = —gnR‘*’l, [ai(r, @)av = .
\ \

Accordingly, formulas (38) and (39) can be repre-
sented in amore compact form:

F = —-6mRu,U¢,n
Upy =

—€6TIRY,, f 1N,
z |-'l ph'lz (41)
—ehy,Nny,

where

2 Me _
q)u 3Ah|:N3 3uISN4i|eXp{ —AV} ’ hph - fph/q)p,

_ 4 Gy
. 3u|Ah5)\
R d:)rooz-[l
x {1 oA D > !y 15} ot exp{-Av} ,

S

He R R* PePro |90
ST Bl SAS '3t

I

When deriving formulas (41), we took into consid-

eration that the thermal creep coefficient is very small

[3]; therefore, it was omitted in numerical calculations.

If the motion of the environment is not taken into
account (w = 0),

A, = N+ —[G,D, -G, P,].

= —6TRU, U} n,—e6TRY,, f5,Nn,,
H ¢p H ph''z (42)
Uph = —shph

where

S

* 2 Ue
- 2ot

}GXIO{ —AV}, hg = /o,

TN s
_ 4 Gy A R /190
S
1
AF = N1+3—:_SN2.

Formula (42) lacks the terms responsible for the
motion of the medium (convective terms in the heat
conduction eguation), unlike (41). The convective term
depends on the mean surface temperature and the
Prandtl number (it isproportional to the Prandtl number
times the relative temperature difference between the
surface of the drop and regions away from it). There-
fore, if the temperature difference is large and the
Prandtl number is high (which is a possibility in lig-
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uids), convective termsin the heat conduction equation
may considerably change the qualitative picture of the
thermocapillary drift of the drop. In gases, consider-
ation of the motion of the environment cannot affect the
drift of the drop significantly, because the Prandtl num-
ber in gasesis about unity. If the temperature difference
is smal (y — 0), the motion of the surrounding
medium should be taken into account when the drop
driftsin viscous liquids with a high Prandtl number.

Formulas for the motion of a hard spherical particle
can be obtained in asimilar way.

To illustrate the contribution of the motion of the
medium to the force and vel ocity of the thermocapillary
drift of the heated drop, Tables 3 and 4 summarize the

values of the functions fy, = fo/ f |1 _ 275 @nd hy, =
o/ Non| 1= 273« » FEspectively. The estimates were made
for mercury drops suspended in water at T,, = 273 K.

Thevaluesof f and hy, were estimated from formu-

las (41) for a small temperature difference (y — 0),
but the molecular transport coefficients were taken at
the mean surface temperature T of the drop.

Table 3
Ts °C fon fon

0 1.00000000 1.00000000
10 0.75679462 1.13172965
20 0.55865389 1.25217591
30 0.40612812 1.35890535
40 0.29192483 1.44815402
50 0.20865530 1.52363269
60 0.14791875 1.58086862
70 0.10410262 1.62387314
80 0.07247662 1.65233041
90 0.04977532 1.66842426

Table4
T, °C Pon h;x

0 1.00000000 1.00000000
10 1.04610555 1.1018381
20 1.06591031 1.1918477
30 1.06609551 1.2690664
40 1.04899473 1.3307655
50 1.01989975 1.3807801
60 0.97702898 1.4155379
70 0.92304912 1.4387383
80 0.85740504 1.4502438
90 0.78130662 1.4518747
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DISTORTION OF THE SURFACE SHAPE

The shape of the drop is unknown and should be
found from the solution; therefore, boundary condi-
tions (5)—7) are set for aboundary of unknown shape.
Since werestrict our analysisto first-order corrections,
then

o= 00+80(1), (43)

where gy is the zeroth-order term in the expansion of
the function o(x) in Legendre polynomials P(x) (x =
C0s0).

The shape of the drop is sought in the form [14]

r=R[1+gg]. (44)
Let us expand the quantities o(®) and &(©) in Leg-
endre polynomials:

o= nZoonPn(cose), & = nZOEnPn(cos@). (45)

From the constancy condition for the volume of the
drop, it followsthat &, = 0. Bearing in mind that the ori-
gin of the coordinate system is placed at the center of
mass of the heated particle, we have

T

Iasjn’-’ode =0, (46)
0

hence,
£,=0. (47)

When solving the problem, we did not consider the
boundary condition for the norma components of the
stress tensor. Up to terms proportional to €, the bound-
ary condition for the normal stresses on the surface
takesthe form [17]

(1)

i o
oV - = OOH(1)+ZE. (48)
Here,
1,1 2 (1)
oH=1+1 = 2.eh
R'R R !

R, and R, are the principal radii of curvature of the
drop; and H isthe mean curvature of the surface, which
in the axisymmetric caseis given by [17]

1 0 ..09¢0
Rs‘neae%”eae]'

w_ 2
H™ = 58— (49)
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In view of (45) and (47), we obtain expression (49)
in the form

00

HO = z W%Pn(ws@).

n=2

(50)

Thus, as follows from (48) with regard for (50), a
nonuniformly heated drop, when moving, retains its
spherical shape within the approximation adopted in
this work.
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Abstract—It is shown experimentally that the plasma of a hollow-cathode reflex discharge is characterized by
a nonequilibrium electron velocity distribution. The parameters of the electron distribution, which is approxi-
mated by a superposition of two Maxwellian distributions with different temperatures, are estimated. The pen-
etration of the discharge plasma into the hollow cathode at various cathode potentials and a gas pressure of
~1072 Pais studied. It is shown that the plasma parameters in the hollow electrode depend not only on the
parameters of the reflex-discharge plasma, but also on the magnitude and configuration of the magnetic and
electric fields in the plasma expansion region. It is shown that the plasma penetration can be accompanied by
guasineutrality violation and the formation of space-charge doublelayers. Experiments confirm that theion cur-
rent from the nonequilibrium plasma exceeds the Bohm current. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

One of the methods for producing large plasma
emitting surfaces in ion and electron sources is the
expansion of a dense plasma penetrating from a dis-
charge chamber through a small-size outlet into a spe-
cial hollow electrode, whose transverse dimensions
correspond to the required dimensions of the emitting
surface [1, 2]. It is believed that such a plasma pos-
sesses some characteristic features, and Gabovich [1]
even introduced a specia term “penetrating plasma.”
When the potentia of the positive electrode is negative
with respect to the potential of the discharge plasma,
the penetrating-plasma model assumes that the plasma
is quasineutral throughout the expansion region. The
space charge of ions, whose density decreaseswith dis-
tance away from the outlet of the discharge chamber as
the ion flow expands and accelerates, is neutralized by
the space charge of electrons, whose density falls
according to the Boltzmann law [1]. The potential dis-
tribution in the penetrating plasma is determined from
the quasineutrality condition. A characteristic feature
of this distribution is that the potential decreases
sharply with distance away from the outlet.

By analyzing experimenta results of [1, 3, 4], as
well as my own experimental results, we can conclude
that, in many cases, the quasineutrality of the penetrat-
ing plasmais violated. For example, this occurs when
the reflex-discharge plasma penetrates into the low-
pressure region through a hole made in one of the cath-
odes. Thereason why the plasma quasineutrality isvio-
lated is that the penetrating plasma undergoes the per-
turbing action of the electric field produced in the

expansion region by neighboring bodies, in particular,
by the electrode with a hole through which the plasma
penetrates into the expansion region.

To study this effect, we consider the penetration of
the reflex-discharge plasma into a low-pressure region
at various potentials of the hollow electrode enclosing
this region.

1. EXPERIMENTAL TECHNIQUE

Experiments were carried out in the test model of a
large-size emitter of charged particles (Fig. 1). The
plasma is produced by a reflex-discharge with a cold
hollow cathode in a discharge unit formed by hollow
cathode 1; cylindrical anode 2 with an inner diameter of

(a) (b)

|
77
1 {5 — 5
2 N Yoz J*!

; Z cm
4—y—@ﬁ_ﬁ'/_ﬁﬁl gz -2~
’ : 0
, 5 | 20740 60 80
6121 m i B, mT
i . 44
57 T 6
87 8
A : e 10’
7 i 2— 120

Fig. 1. (a) Schematic of the experimental device and (b) the
axial profile of the magnetic induction B.
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10 mm; and reflex cathode 3, which has a hole 3.5—
4.0 mm in diameter. A magnetic field of ~80 mT in the
discharge chamber is produced by permanent annular
magnet 4. The divergent field of this magnet (Fig. 1b)
forms a magnetic nozzle. The plasma penetrates into
the hollow cathode along the diverging magnetic field
lines of this nozzle through the hole in the reflex cath-
ode. Below, the hollow cathode will be referred to asan
emitting-plasma former. The former is a hollow cylin-
der 5 that has an inner diameter of 110 mm and is
attached to ring 6. When employing this emitter in ion
or electron sources, the grid emission electrode is
placed on the bottom of cylinder 5. When the accel erat-
ing voltage is applied, the emitting surface of the
plasmais formed near this electrode. In order to bound
the plasma region in the absence of an accelerating
voltage, which makes the interpretation of experimen-
tal data more difficult, the grid electrode is replaced
with solid electrode 7, which is placed at a distance of
20 mm from cylinder 5 and is at the same potential. The
former height counted from reflex cathode 3 to end
electrode 7 is 130 mm.

The residual gas pressure in the discharge chamber
is ~9.3 x 10~ Pa. The working gas (air or helium) is
admitted into the hollow cathode and is pumped out
through an annular slot between cylinder 5 and elec-
trode 7. At an air flow rate of Q = 2-3 m® mPals, the
pressure in the discharge chamber is 0.6-0.7 Paand the
pressurein theformer is 1.3 x 102 Pa. At ahelium flow
rate of Q =5-7 m® mPa/s, the partial helium pressureis
0.6-0.7 Pain the discharge chamber and 2.4 x 102 Pa
in the former. The discharge chamber is supplied with
power from a controlled current stabilizer. The former
potential U, ismaintained with an accuracy of <+1% by
an individual voltage source connected between the
cathodes of the discharge chamber and the former. The
discharge (cathode) current |4 varied within the range
0.1-0.8A.

The electron energy spectrum and the reflex-dis-
charge plasmapotential in the hole of the reflex cathode
were measured with a multigrid probe analyzer. The
probe analyzer was located 1 mm from the reflex cath-
ode (the former was removed in this case). To reduce
perturbations introduced in the plasma by the probe, it
is desirable to reduce the hole diameter in the reflex
cathode. On the other hand, as the hole diameter
decreases, the measurements of the electron energy
spectrum become more complicated, because the thick-
ness of the ion sheath near the hole wall is as low as
0.5mm under our experimental conditions and the
dimensions of the plasma under study become rather
small. For this reason, the measurements of the plasma
parametersin the reflex discharge were conducted for a
hole diameter of 2.6 mm. The first electrode of the
probe analyzer was a 1-mm-thick copper disk; its axial
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hole 1.5 mm in diameter was covered with a molybde-
num grid with 0.15-mm spacing.

To exclude heat effects, the measurements of the
plasma parameters in the hole of reflex cathode were
conducted in repetitive discharges with a pulse duration
of 8 msand arepetition rate of 10 Hz. When measuring
the energy spectrum, the first electrode of the probe
analyzer was at a potentia that was 10-15 V higher
than the plasma potential measured preliminarily with
a probe analyzer by the method described in [5].
A certain excess of the potential of the first probe elec-
trode over the measured plasma potential isrequired for
all of the electrons arriving from the plasma can be ana-
lyzed. Otherwise, because of measurement errors and
variationsin the plasma potential, afraction of the slow
electrons can be cut off and excluded from analysis.
The electron distribution over longitudinal velocities
was determined by numerically differentiating the cur-
rent at the probe collector with respect to the retarding
potential. The plasma potential was taken as the value
of the retarding potential at which the derivative of the
collector current with respect to the retarding potential
was maximum.

The measurements of the plasma parameters in the
former were conducted in a discharge operating in the
continuous mode. The potential distribution was mea-
sured by “floating” thermoprobe 8 (Fig. 1), which could
be displaced in the axial and radial directions. The pre-
liminary measurements showed that the potential near
the former wall can differ by 2040V from the former
voltage U,. This voltage drop occurs across a film pro-
duced on the former surface dueto vapor condensation,
in particular, the vapor of the vacuum oil (the working
chamber was evacuated with the help of an oil-vapor
pump). For U, < U, (where U, is the plasma potential
in the hole of the reflex cathode), the film surface is
charged by an ion flux to a potential higher than U,
(Fig. 2b, curve 1). For U, > U, the film surface is
charged by electrons and its potential fals below U,
(Fig. 2b, curve 5). In a preliminarily cleaned former
operating at atemperature of ~250°C, a potential drop
of this kind is absent. Taking into account that such
films, which can also be present in devicesused in prac-
tice, do not change the character of the spatial potential
distribution, further measurements were performed
without specially heating the former.

To determine the distribution of the electron current
density over the surface of end electrode 7, the latter
was replaced with a grid electrode with 2 x 2-mm
meshes and atransmittance of ~70%. A voltage of 1kV,
which accelerated the electrons and cut off the ions,
was applied between the grid and a plane accelerating
electrode (whichisnot shownin Fig. 1), located 10 mm
from the grid. The current density distribution was
measured in the plane of the accel erating el ectrode with
the help of amovable Faraday cup and was recorded by
an S8-1 storage oscillograph. To measure the ion cur-
2002
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rent distribution, the polarity of the accel erating voltage
was reversed. The experimental technique is described
in more detail in [6].

2. PARAMETERS OF THE REFLEX-DISCHARGE
PLASMA

A typica electron distribution function over longi-
tudinal (with respect to the magnetic field) velocities v,
in ahollow-cathode reflex discharge isplotted in Fig. 3
on the linear (Fig. 3a) and logarithmic (Fig. 3b) scales.
The retarding potential U is plotted on the abscissa
(here and below, the potential is counted from the cath-
ode of the discharge chamber). The linear segment of
curve 2 in the range 352-270 V indicates that, for this
group of electrons (which are referred to as thermal
electrons), the distribution is close to Maxwellian.
Some deviation from linearity at low energies may be
explained by the fact that a fraction of electrons inter-
cepted by the grids of the probe analyzer increases as
the electron energy decreases [7]. For air, the tempera-
ture of thermal electrons T increases from 7 to 13 eV
asthe discharge current increasesfrom 0.2t0 0.6 A; for
helium, this temperature increases from 14 to 20 eV as
the discharge current increasesfrom 0.5t0 0.8 A. Inthis
current range, the plasmapotential U, inthe hole of the
reflex cathode is 305-352 V for air and 305-335V for
helium, which is lower than the anode potential by 25—
50V.

Besides the thermal electrons, there is a group of
high-energy electrons, whose maximum energy can
exceed the energy corresponding to the cathode poten-
tial drop. Electronswith abnormally high energieswere
observed also in areflex discharge with athermal cath-
ode [3, 8]. The measured distribution function of high-
energy electrons is rather complicated, and, in further
considerations, it is roughly approximated by a Max-
wellian with a temperature of high-energy (hot) elec-
trons T, that is much greater than T. A similar approx-
imation was used, e.g., in[9]. A comparison of the mea-
sured distribution function with the distribution
function calculated in the given approximation shows
that the best fit (Fig. 3) isobtained when thevalue of Ty,
(in eV) is determined from the relationship Ty, =
0.5eU,.

The fraction of hot electrons a = ny/(ng + Ng,) =
ng/N; (Where n;, ng, and ny, are the densities of ions and
thermal and hot electrons, respectively) was estimated
for two characteristic values of the current at the probe-
analyzer collector: (i) when the retarding potential was
equal to the plasma potential (i.e., when thefield decel-
erating electrons was absent in the analyzer) and
(if) when theretarding potential was equal to apotential
starting from which the logarithmic dependence f(v,)
on U (Fig. 3, curve 2) became nonlinear. It was
assumed that, in the former case, the current at the
probe-analyzer collector was determined by both
groups of electrons and, in the latter case, this current
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Fig. 2. (a) Axia and (b) radia (z= 8 cm) potential profiles
in the former at U, = (1) 0, (2) 200, (3) 340, (4) 420, and
(5) 600 V for the same discharge conditions as in Fig. 4.
Curves 6 and 7 show calculations by Eq. (1) for f = 0.12
(T¢=20eV and Ty, = 167 €V) and a = (6) 0.01 and (7) 0.1.
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Fig. 3. Comparison of (1, 2) the measured and (3, 4) calcu-
lated electron distributions over longitudinal velocities plot-
ted on (@) the linear and (b) semilogarithmic scales. The
experimental curves are obtained at Q = 2 m® mPa/s, Iy =
0.6 A, and U; = 400 V; the working gas is air. In calcula-
tions, the el ectron distribution is assumed to be a superposi-
tion of two Maxwellian digtributions with T = 13 eV, T, =
176 eV, and a = 1.6 x 1072,

was only determined by hot electrons. In the above
range of discharge currents, the value of a for air varies
from 0.4 x 102t0 1.6 x 102 and isequal to 1.6 x 102
for helium.

Let us comment on the results obtained taking into
account the adopted procedure of measuring a. A hum-
ber of experimental observations, in particular, the
higher brightness of the penetrating plasmain the axial
region (Fig. 4), allow us to assume that the radial den-
sity profile of high-energy electrons in the reflex dis-
chargeis peaked at the axis more strongly than the den-
sity profile of thermal electrons. This means that the
value of a at the axis exceeds the values determined
from the experimental data, because the latter were
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Fig. 4. Penetrating plasmaat Q = 5m>mPa/sand 1 4= 0.8 A.
The working gasis helium.

averaged over acircle 1.5 mmin diameter (i.e., over the
hole in the first electrode of the probe analyzer). In
addition, the value of a depends on the way electrons
leave the discharge. If afraction of electrons leave the
discharge through the axial hole in the reflex cathode,
then, as is shown in [10], their density at the axis is
smaller as compared to the case where all electrons
escape from the discharge onto the anode. The higher
the efficiency of electron extraction through the hole,
the more pronounced the decrease in the electron den-
sity. Taking into account the above difference in the
radial density profiles of high-energy and thermal elec-
trons, it may be argued that the extraction efficiency of
high-energy electrons is higher than that of thermal
electrons. It follows from here that, if the former is at
the cathode potential (i.e., amost all of the thermal and
high-energy electronsreturn to the discharge), all of the
expected values of o must be much higher than the
measured a values, which correspond to the case of
efficient extraction of electrons from the discharge at

3. PENETRATION OF THE PLASMA
INTO THE FORMER

Assuming that the quasineutrality holds when the
plasma with the above parameters penetrates into the
former, the potential distribution in the penetrating
plasma can be calculated by using the model of a
guasineutral plasma flowing out through a magnetic
nozzle [11]. The model assumes that the plasma elec-
tron component consists of thermal and hot electrons

MARTENS

with the temperatures T, and T, respectively. In this
case, the quasineutrality equation for the penetrating
plasma can be written in the form

(1+2w)™?s/s
—(1-a)exp(-W) —aexp(-BW) = 0,

where W = (U — Up)/KTy;, B = Te/Teyy Upp and §, are
the plasma potential and the area of the nozzle in the
hole of the reflex cathode, respectively; U, and Sarethe
corresponding parameters of the penetrating plasmain
some arbitrary cross section of the nozzle; and k is the
Boltzmann constant.

The values of the area S of the nozzle cross section,
which are required for calculations, were determined
from the luminosity of the penetrating plasma (see
Fig. 4; the photograph is made in the absence of cylin-
der 5 and electrode 7).

In Fig. 2a, the axial profiles of the potential mea-
sured at various former potentials U, (curves 1-5) are
compared with the theoretical profiles (curves6, 7) cal-
culated by using Eq. (1) for the experimentally deter-
mined values of &, § Uy, Te, Tan, @nd a. It should be
noted that the measured profiles depend on the former
potential, which is not taken into account in the
quasineutrality model [11]. Calculations show that, at
distances longer than ~0.5-0.2 cm from the hole in the
reflex cathode, the potential of the quasineutral plasma
should become lower than the potential of the former
even if the latter is at the cathode potential; this differ-
ence increases sharply with distance from the hole,
which isnot observed in the experiment. When compar-
ing the calculated and measured profiles for U, = 0
(curve 1), we can see that, near the hole, the measured
potential is higher than the calculated one. This means
that, for U, = 0, the penetrating plasmais not quasineu-
tral and the ion space charge dominates over the elec-
tron charge near the reflex cathode. We can arrive at the
same conclusion if we doubly differentiate experimen-
tal curve 1 (as was done in [11]). In this case, we find
that, as the distance from the hole in the reflex cathode
increases, the sign of the predominant space charge
changes from positive to negative; i.e., a space-charge
double layer isformed near the reflex cathode.

To find out why the quasineutrality of the penetrat-
ing plasmais violated and to explain the potential dis-
tributions observed in the experiment, we consider the
“vacuum” potential distribution, i.e., the potential dis-
tribution in the former in the absence of a penetrating
plasma.

The vacuum potential distribution in the region of
interest is affected not only by the geometry and poten-
tials of the electrodes surrounding this region, but also
by the plasma potential Uy, in the hole of the reflex
cathode. The potential U,,, depends on the physical con-
ditionsin the reflex discharge where the plasmais gen-
erated and, in thefirst approximation, isindependent of
the conditions in the former into which it penetrates.

(D)
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Theaxial profile of the vacuum potential was calculated
in the model in which the plasma in the hole of the
reflex cathode was replaced with an equipotential
spherical electrode of radius r, at potential Uy, The
z-coordinate origin lies on the surface of the spherical
electrode, in the plane coinciding with the outer surface
of the reflex cathode (i.e., with the surface facing the
former). The vacuum electric field can be represented
as a superposition of two fields—the field between the
spherical electrode and the reflex cathode and the field
between the reflex cathode and the former. The axial
potential profile of the first field was assumed to corre-
spond to the profile of the potential of acharged sphere,
providing that the potential fallsto zero (to the cathode
potential) at the distance z=r,, wherer, is the former
radius. The axial potentia profile of the second field
was determined in the same way as the axial vacuum
potential profile in a Penning cell [1]. We note that, in
contrast to [1], the potential reached the U, value (i.e.,
the former potential) at the above distance from the
reflex cathode and then remained constant. Under these
assumptions, the axial profile of the vacuum potential
U, can be represented as

Z(r,+ry)
= s iy _
u, Upo[l r2(2+r1)} Uz[l

Drz[l

- rﬂzi| .
First, we consider the case wheretheformer is at the
cathode potential (U, = 0). Calculations of the vacuum
potentia distribution inthe former by formula(2) show
(Fig. 5) that, characteristically, there are high potential
gradients near the hole in the reflex cathode. Thisfield
perturbs the plasma penetrating from the discharge; as
aresult, a space-charge double layer formsin the axial
region near the reflex cathode. The reason why the dou-
ble layer (rather than a positive space-charge layer)
forms in this region is that the discharge plasma con-
tains high-energy electrons. The possibility of such a
situation occurring was predicted theoretically in [12].

One should note another factor that was not taken
into consideration in [12] but also contributes to the
change of the sign of the dominant charge in the axial
region of the layer from positive to negative as the dis-
tance from the hole in the reflex cathode increases.
Under the experimental conditions, the divergence of
the ion flow penetrating from the discharge into the
former is significantly greater than the divergence of
the flow of high-energy electrons (compare curves 1
and 2in Fig. 6). Thisis a consequence of the motion of
the charged particles of the penetrating plasma through
the magnetic nozzle (the Larmor radius of ionsis much
greater than the electron Larmor radius). For this rea
son, when the former is at the cathode potential, the
current at itslateral surfaceis carried predominantly by
theions (Fig. 7), whereas the electron and ion currents
at the end electrode are comparable to each other and
the electron-current density is higher than the ion-cur-
rent density in the center of the electrode (Fig. 6). Such
adistribution of the charged particles of the penetrating
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Fig. 5. Results of calculations of the “vacuum” potential
distribution at U,y =335V, r; = 1.7 mm, and r, = 55 mm
for U, = (1) 0, (2) 200, (3) 340, (4) 420, and (5) 600 V.
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Fig. 6. Distributions of (1) the electron and (2) ion currents
over the surface of the end electrode at U, = 0. The dis-
charge conditions are the same asin Fig. 4.
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Fig. 7. Currents at (1) the lateral and (2) end surfaces of the
former as functions of its potential. The discharge condi-
tions are the same asin Fig. 4.

plasmais consistent with the radial potential profile in
the former (Fig. 2b, curve 1).

Astheformer potential increases, the axial potential
gradient near the hole decreases and, at the same time,
the electric field favoring the motion of ions onto the
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outer surface of the reflex cathode increases. As a mechanism for the production of this plasmais consid-

result, the fraction of ions arriving at the former
decreases and the fraction of ions arriving at the reflex
cathode increases, which is evidenced by a decreasein
theion current onto the lateral surface of the former as
its potentia increases (Fig. 7, curve 1) and by traces of
the intenseion cleaning and etching of the outer surface
of the reflex cathode at U, > 0. As U, increases and the
number of ionsarriving at the outer surface of the reflex
cathode also increases, the effect of the reflex cathode
on the potential distribution in the former becomes
weaker because of the ion screening of the reflex cath-
ode. For this reason, the minimum of the potential,
which is characteristic of the vacuum field (Fig. 5,
curves 2-5), decreases to severa volts in the self-con-
sistent electric field of the penetrating plasma even at
small discharge currents of 0.1-0.2 A, and it disappears
completely when the current increasesto 0.8 A (Fig. 2a,
curves 2-5). At U, ~ Uy, the axial potential of the pen-
etrating plasma changes only dlightly and is close to
Upo. A similar potential distribution of the plasma pen-
etrating from the reflex discharge into a hollow glass
cylinder was observed in [4] for two cases: when the
reflex cathode was shielded with a special electrode
that was at the anode potential, and when the gas pres-
sure in the expansion region was increased to ~1 Pa.
Seemingly, in the latter case, the reflex cathode was
screened by an ion layer produced viathe ionization of
the gas by the charged particles of the penetrating
plasma.

At U, > Uy, the plasmaarriving from the discharge
fallsinto the electric field accel erating el ectrons toward
the end electrode; as aresult, the electron current at the
former electrodes (particularly, at the end el ectrode; see
Fig. 7) increases. The measured distributions of the spa-
tial potential intheformer (Fig. 2a; curves4, 5) indicate
that the field accelerating the electronsislocated in the
space-charge double layer that is formed at a certain
distance from the reflex cathode. The reason why the
layer is formed exactly in this spatial region becomes
evident if we take into account the vacuum potential
distributions (Fig. 5; curves 4, 5) and the fact that the
reflex cathode is screened by the incoming ions of the
penetrating plasma. The potential drop across the layer
depends on the former potential, and the distance from
the layer to the reflex cathode depends on the shape,
dimensions, and potential of theformer. In[6], thelayer
was produced in the immediate vicinity of the reflex
cathode, e.g., when a disk with an axial hole was
attached to the upper face of the former.

The space-charge double layer separates the pene-
trating plasma and the plasma produced in the former
by the flow of electrons accelerated in the layer. The
beam plasma is characterized by the increase in the
potential toward the former axis (Fig. 2b, curve 5). The

ered in [13].

4. EXPERIMENTAL VERIFICATION
OF THE RESULTS OF [12]

The experimental results obtained allow usto verify
some conclusions of [12], where a model of the inter-
mediate region between the nonequilibrium plasmaand
the negative electrode was considered. The electron
energy spectra(Fig. 3) indicate that the reflex-discharge
plasmais nonequilibrium and the former at U, < U, is
at anegative potential with respect to this plasma.

As was mentioned above, the results obtained con-
firm the possibility of the existence of a space-charge
double layer that forms near the reflex cathode in the
axial region of the former. Another conclusion of [12]
is that the ion current onto the negative electrode from
the nonequilibrium plasma should exceed the Bohm
current (i.e., theion current from aplasmawith an equi-
librium electron velocity distribution) if the electron
velocity distribution in a nonequilibrium plasma is
enriched by high-energy electrons as compared to an
equilibrium (Maxwellian) distribution, all other factors
being the same.

To verify this conclusion, we consider the ratio of
the ion current |; to the electron current |, extracted
from the reflex-discharge plasma through the hole in
the reflex cathode at a constant discharge current and at
the former potentialsU,=0and U, > U, (Fig. 7). If the
electron velocity distribution in this plasma were equi-
librium at any values of the former potential, then this
ratio would be equal to

I/, = 1.5(mym)"/u, ©)

where m, and m;, are the electron and ion masses,
respectively, and p is afactor accounting for a decrease
in the plasma density at the discharge axis due to the
escape of electrons [10].

Estimates show that, when the electron extraction
efficiency islJl4~ 0.5, the factor wisequal to 0.8. Itis
seen from Fig. 7 that, under our experimental condi-
tions, this efficiency isattained at U, > 450 V.

The measured values of |/l were compared with the
calculated ones. The use of helium as the working gas
ensured that ions were of the same sign and mass.
When deriving expression (3), all the ions were
assumed to be singly charged. The assumption for
helium under our experimental conditions seems to be
quite reasonable, because the fraction of doubly
charged helium ionsis very small even in high-current
reflex discharges [14].
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The comparison shows that the measured value of
Ii/1e (Fig. 7) is no less than two times higher than the
value calculated by expression (3). Actually, this ratio
iseven larger, because, when determining the current I
at U, = 0, the net current of ions and high-energy elec-
trons arriving at the former was measured.

The excess of the measured value of I/, over the
calculated one may be explained asfollows. In the case
of electron extraction (U, > Uy), the value of a, which
characterizes the extent to which the electron velocity
distribution is nonequilibrium, is small (~10-?). Conse-
guently, the distribution can be considered to be equi-
librium and the cal culated and experimental valuesof |
should coincide. In the case of ion extraction (U, = 0),
the value of a is significantly larger (see Section 2);
hence, the departure of the electron velocity distribu-
tion from equilibrium cannot be ignored. In this case,
the measured ion current |, should exceed the calcul ated
Bohm current; this is observed experimentally as an
excess of the measured value of 1/l over the calculated
value. Hence, the second conclusion of [12] isalso con-
firmed experimentally. Estimates show that, for theion
current from a nonequilibrium plasma to be twice the
Bohm current at the measured value 3 = 0.12, the value
of a should be ~0.6. This value is quite reasonable and
consistent with our notion of how o depends on the
former potential in the reflex discharge.

CONCLUSION

The present study has shown the incorrectness of
reasoning that “the penetrating plasma automatically
fits the quasineutrality condition” [4] and that the elec-
tric field of the penetrating plasma “is related exclu-
sively to the properties of the plasma leaving the
source, rather than to the electrode potential” [3]. The
behavior of the penetrating plasma and its parameters
depend not only on the initial plasma parameters, but
also on the physical conditionsin the expansion region,
namely, the gas pressure and the magnitudes and con-
figurations of the magnetic and el ectric fields produced
by the components of the discharge chamber and the
former, as well as by electrodes that may be inserted
into the former. The possibility of affecting the expan-
sion of the penetrating plasma by varying these condi-
tions alows us to predict the parameters of large-sized
plasma emitters and to control them in the course of the
emitter operation.

Based on the physical principles of the processes
occurring in the former under different conditions, we
can distinguish among the following operating modes
of the large-sized emitter: the ion-beam mode (U, <
Upo), the penetrating-plasmamode (U, ~ U,), and elec-
tron-beam mode (U, > U ). Estimates and experiments
[10] show that the penetrating-plasma mode is best
suited to ion emission. In an ion emitter [15] operating
in thismode, the lateral surface of the former was at the
anode potential, whereas the end emission electrode
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was at the cathode potential. Such a potential distribu-
tion between the former electrodes makesit possible to
minimize ion losses at the lateral surface of the former
and to enableion emission from the penetrating plasma
through the end electrode. In the ion-beam and elec-
tron-beam modes, the efficiency of ion emission is
lower than in the penetrating-plasma mode. In the
former case, it is lower because of the substantial loss
of theionsthat are produced in the reflex discharge and
reach the lateral surface of the former, and, in the latter
case, it is lower because of the low efficiency of the
production of ionsin the former at agas pressure of p ~
1072 Pa (note that it is these ions that can provide the
emission current at U, > U ).

The electron-beam mode is best suited to electron
emission. Theion-beam and penetrating-plasma modes
are less favorabl e because of both the electron deceler-
ation in the former and the substantial loss of electrons
on its lateral surface. In the electron-beam mode, the
electrons|eaving thereflex discharge are accel erated by
the electric field in the double layer and form a diver-
gent electron flow directed toward the emission elec-
trode. Estimates show [13] that afraction of these elec-
trons in the total emission current exceeds 90%. By
varying the former potential and, thereby, by changing
theform of the double layer and, consequently, the flow
divergence, it is possible to control the current distribu-
tion over the emitter surface [6].

It is possible that a fourth operating mode of large-
sized emitter exists, namely, the volume discharge in
theformer. This mode can berealized either by increas-
ing the pressure in the former top = 5 x 102 Pa[6] or
by creating in the former the electric and magnetic
fields that ensure the existence of a volume reflex dis-
charge [10, 16]. In both cases, the emitting plasma is
generated in the volume discharge, whereas the pene-
trating plasma ensures the discharge ignition.
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Abstract—The motion of bodiesin a periodic potential relief with weak attenuation is considered. When sub-
jected to various periodic external effects, the bodies may spontaneously move with avelocity uniquely defined
by the frequency of a periodic action and the space period of the potential. Principles of inducing directed
motion with astrictly controllable velocity that are described in this paper can be used for (1) handling individ-
ua molecules or molecular clusters on crystal surfaces, (2) creating nanomachines—objects that are free to
spontaneously move both in the absence of an external force and in the presence of aforce oppositeto thedirec-
tion of motion (and thus capabl e of transporting other objects), (3) designing actuators providing a strictly con-
trollable velacity of motion, and (4) designing controllable tribological systems by appropriately profiling tri-
bosurfaces and applying ultrasonic actions. Under periodic external perturbations, the dependence of the mean
velocity of a system on the mean applied force (which macroscopically appears as the “friction law” for the
system) is shown to contain plateaus of constant velocity not only when the velocity of motion is zero but also
when a set of discrete equidistant velocities is present. The problem of creating totally controllable nanoma-
chines can be posed as the problem of controlling the width and position of these plateaus. © 2002 MAIK

“ Nauka/lInterperiodica” .

INTRODUCTION

The modern tendency toward miniaturizing
mechanical systems and the rapid advancement of nan-
otechnologies raise the question of theoretical limits of
miniaturization. The fundamental problem in develop-
ing micromechanical systemsof any level isthe conver-
sion of various kinds of energies to the energy of sys-
tem directed motion. What are the minimal dimensions
of mechanisms allowing for such a conversion? What
are the physical concepts underlying the operation of
these mechanisms? In answering these questions, we
proceed from the fact that atomic-sized objects on a
solid surface experience the action of the periodic
potential of the crystalline “substrate” We will show
that this periodic background, which is natural for the
atomic world, in combination with at least two indepen-
dent external periodic actions can be used for generating
motion in adesired direction with acontrollable velocity.
The minimal dimensions of the system depend only on
the possbility of implementing these two periodic
actions. Theoreticaly, the smallest nanomachine may
consist of asingle body provided that periodical actions
have an effect onit in both the tangential (relativeto the
solid substrate surface) and normal directions.t

1 For an eectrically charged object, such an action can be pro-
vided, for example, by means of electromagnetic radiation that
has both the tangential and normal (relative to the substrate sur-
face) components of the electric field.

Most approaches to generating the directed motion
of molecular objects consider the interaction of amov-
ing object with an inhomogeneous, usually periodically
structured, substrate [1-4]. The substrate can be asym-
metric or symmetric. Intheformer case, the direction of
motion obeys (is fixed by) the ratchet-and-pawl princi-
ple (see, eg., [2, 3]). In the latter, the direction of
motion is not initially fixed and is controlled dynami-
caly. An example of a dynamicaly controllable
machine was given in [5]. In this work, we show that
the nanomachine suggested in [5] is a specific case of a
wider class of systems that have different designs but
identical principles of control. It should be noted that
approaches to inducing directed motion by periodical
(undirected on average) effects have been long known
and are widely used in vibroconveying, vibrosepara-
tion, vibroimmersion, and consolidation of free-flow-
ing materials. Mathematical methods for solving prob-
lems of motion under vibration and the applications of
this effect can be found elsewhere [6]. It should be
noted that motion under vibration at the microlevel has
a number of specific features (for example, constant-
velocity plateaus mentioned above) that are directly
related to the presence of the periodic atomic potential
and not found in macrosystems.

The object of investigation in this work will be a
body or an ensemble of bodies subjected to a spatially
periodic potential. To be specific, one may consider a

1063-7842/02/4711-1397$22.00 © 2002 MAIK “Nauka/Interperiodica’
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molecule or a molecular cluster adsorbed on a crystal
surface. The physical nature of the objects and periodic
potential, aswell asits period, are of minor significance
for the theory elaborated; all the effects described
above can take place in systems of any scale. It is
assumed that the body (bodies) are subjected to exter-
nal forces that have both constant and variable compo-
nents. The major issue to be tackled is how the mean
velocity of a body moving in a periodic potential
depends on the mean force acting on it. We show that,
in the presence of periodic external forces, this depen-
dence may be unusual; that is, the object may movein
acertain direction even in the absence of amacroscopic
force or in the presence of aforce opposite to the direc-
tion of motion. Thus, when subjected to periodic (undi-
rected) actions, the body can be set in motion and trans-
port a “load.” Such unusual properties of the systems
considered allow usto call them nanomachines.

A physical system can be referred to as a machine
only if it is controllable, i.e., can be set in motion in a
desired direction with a controllable velocity and
stopped. Is such controllability of an object achievable
with the aid of periodical actions? We answer in the
affirmative.

Consider the 1D motion of a body in a periodic
potential with weak attenuation. In this case, the equa-
tion of motion has the form

mX = F—nx—Nsin(2mx/a), D

where x is the position (coordinate) of the body, misits
mass, F isthe force acting on the body, n is the attenu-
ation coefficient, N is the periodic force amplitude, and
a isthe wavelength of the periodic potential.

This model was suggested in 1929 by Tomlinson,
who called it adry friction model [7]. While simple, it
reflects adequately many aspects of dry friction and has
been extensively used (with various modifications) in
recent publications concerning the physics of dry fric-
tion (see, e.g., [8-11]). We therefore will treat the sys-
tems under study astribologica and the dependence of
the mean velocity of the body on the mean applied
force asafriction law. Accordingly, the theory of nano-
machinery can be viewed as adivision of molecular tri-
bology.

It isworth noting that Eq. (1), when rewritten as

DZeD(b == EQeRj(I) —JoSiNG, 2
is similar to the equation describing the dynamics of a
single Josephson contact [12]. In (2), # is the Planck
constant; ¢ is the phase difference between contacting
superconductors; C and R are the capacitance and
ohmic resistance of the contact, respectively; e is the
unit charge; and j, is the maximal current through the
contact.

The mathematical identity of the two problems
means that tribological systems with models obeying

POPOV

Eqg. (1) must exhibit the same effects as in Josephson
contacts. One of them is the modification of the |-V
characteristic of the Josephson contact exposed to an
external periodic perturbation. This modification shows
up as aplateau within which the voltageis strictly con-
stant (this effect underlies the present-day quantum
voltage standard). An analogue of thiseffect in terms of
tribology isaplateau where the mean velocity of abody
remai ns constant within a certain interval of acting
forces.? These plateaus play acrucia rolein the subse-
guent analysis of nanomachines.

The physical mechanism responsible for constant-
velocity plateau formation is as follows. If a body
moves with a macroscopically constant velocity in a
space-periodic potential, its instantaneous velocity and
theforce acting on it are generally periodic functions of
time with a frequency depending on the mean velocity.
In this case, the time-averaged force and velocity are
obviously independent of the “initial phase” of these
periodic functions, and this phase can be arbitrary. The
situation changes qualitatively if an additional external
periodic action with a frequency equal to the above-
mentioned “ natural” oscillation frequency of the veloc-
ity and forceisimposed on the periodic velacity (force)
oscillations. Since the system is nonlinear, the superpo-
sition of the external periodic perturbation will cause
the product of terms with the same frequency to appear
in the equation of system dynamics. Being time-aver-
aged, these terms do not disappear, and their mean
depends on theinitial oscillation frequency. The depen-
dence on the initial phase means that the mean force
can be varied by tuning the phase with the mean veloc-
ity remaining unchanged. This effect of phasetuning is
embodied in the Josephson effect [12].

1. MOTION OF A BODY IN A PERIODIC
POTENTIAL UNDERA STATIONARY EXTERNAL
ACTION

The Tomlinson model reflects many basic features
of dry friction. In fact, the application of a small force
to a body causes only its insignificant displacement
from the minimum of the potential energy, after which
the motion ceases. The resultant counter force is mac-
roscopicaly treated as the static friction force. Obvi-
ously, equilibrium in a periodic potentia in the pres-
ence of a constant tangential force isimpossible if this
force exceeds some critical value that is macroscopi-
cally perceived as the maximal static friction force.
When this critical force i 4S exceeded, the body starts
sliding macroscopically.® In model (1), the critical
forceisequa to N. To maintain amacroscopically uni-

2The presence of this plateau means that the variation of the force
within a certain range does not affect the macroscopic velocity of
the body
3By the “macroscopic’ behavior of a body, we mean here the
behavior of abody on a space scale much larger than the period
of the potential. The scale defined in terms of the period of the
potential is considered as microscopic in the context of this paper.
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form motion in the presence of dissipation, one must
apply aforce that is the weaker, the lower the dissipa-
tion. If the dissipation is small, an already moving body
may continue moving under the action of a force
smaller than critical. Macroscopically, this means that,
ingeneral, the sliding friction force may belessthan the
static friction force, which is also a specific feature of
dry friction.

In our model, any macroscopic motion of a body,
including uniform motion, is microscopically the
superposition of uniform motion and periodic oscilla-
tions, asfollowsfrom Fig. 1a. It showstheresults of the
numerical integration of Eq. (1) at some specific param-
eters of the model. The tangential force F first slowly
rose from zero and then decreased again. The instanta-
neous velocity of the body is plotted against the instan-
taneous force. First, the body was at rest. After the crit-
ical value has been exceeded, the motion starts with a
finite macroscopic velocity, which grows in proportion
with the applied force. At some critical value of the
velacity, the macroscopic motion is however suddenly
interrupted: the body executes several oscillations and
comesto rest.

At the macroscopic level, microscopic oscillations
are not perceived. From the macroscopic point of view,
the above state of motion isthe quasi-stationary process
of friction. An outside observer perceives the depen-
dence of the mean velocity vs. applied force (Fig. 1b)
as amacroscopic law of friction.

A law of friction is found by setting a constant act-
ing force and calculating the mean velocity of motion.
Theinverse statement of the problem is however possi-
ble: one assigns a constant velocity of motion to abody
placed in aperiodic potential and calculatesaforce nec-
essary to maintain this motion. Once the force, which
obviously represents the superposition of the constant
and oscillating componentsin this case, has been time-
averaged, we obtain a certain dependence of the mean
sliding velocity on the mean force, i.e., again cometo a
law of friction. In general, this law of friction does not
necessarily coincide with that derived for a constant
force. Many calculations, however, indicate that both
“laws of friction” are intimately related to each other,
since both approaches can be used to the same advan-
tage in many cases. Below, we will briefly discuss a
correlation between the laws of friction at a constant
force and a constant velocity. This correlation will be
repeatedly referred to in subsequent analysis.

Consider abody moving in aperiodic potential with
a constant velocity and calculate the force acting on it.
This force has two components. the dissipative force,
which is proportional to the velocity, and the conserva-
tive force, induced by the periodic potential:

F = nv + Nsinx. 3

For motion with a constant velocity v, the coordi-
nate of the body varies in proportion to time: X = X, +
vt. Thus, the force necessary to sustain uniform motion
2002
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Fig. 1. (@) Instantaneous velocity V vs. instantaneous
force F. The force dowly grows from zero to the maximal
value exceeding the static friction force and then again goes
to zero. (b) Macroscopic representation of this process:
macroscopic friction law.

isgiven by
F = nvgy+ Nsin(xy + vt). 4

Let us determine the time-averaged value of this
force. Two cases are possible.

(2) If thevelocity isidentically zero, v = 0, the mean
value of thefirst term in (4) equals zero and that of the
second term, Nsinx,. Thus, the mean forceis

[FO = Nsinx,. (5)

Depending on the initial coordinate, it can take any
value in the range —N < [F[K +N. In terms of the fric-
tion law, this corresponds to a plateau of constant,
namely zero, velocity. This plateau describes nothing
but the static friction force.

(2) If the velocity is other than zero, the mean value
of the force due to the periodic potential is identically
zero. Conversely, the dissipative force makes anonzero
contribution and grows with the velocity linearly:

(FO =n v,. (6)

Thefriction law consists of two branches and isrep-
resented in Fig. 2.

Comparing the friction law at preset velocity with
that at preset force, we see that they coincide to a great
extent. The only essential differenceisthat apart of the
linear branch near the middle of the plateau is absent in
the case of preset force. Inthisrange, the motion at pre-
set force is unstable. Note that the critical velocity at
which macroscopic motion ceases does not depend on
the attenuation if the attenuation is weak [13] and is

given by
_ [8Na
Vimin = T[3 m’ (7)

By order of magnitude, this critical velocity equals
that gained by the body whenitisfreeto roll downfrom
the potential maximum to the potential minimum.

Theform of thefriction law at preset force suggests
that macroscopic motion corresponding to the linear
branch can be adequately approximated as free motion
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Velocity V

Force F

Fig. 2. Friction law (mean velocity vs. mean force) at a
given constant velocity.

(with the periodic potential ignored) virtualy up to the
point where macroscopic motion |oses stability.

Here, it isimportant that the basic properties of the
friction law can be discovered by considering motion at
preset velocity. Mathematically, such an approach is
much simpler than the analysis of motion at preset
force.

Thus, the macroscopic law of stationary friction is
the averaged representation of the microscopically non-
stationary process. Clearly, the friction law derived
aboveisapplicable only if external forcesvary insignif-
icantly during one macroscopic period of motion. If
this condition is violated, the macroscopic law of fric-
tion becomes invalid and one should take a fresh look
at the system dynamics at the microscopic level. In the
next section, we will investigate the motion of abody in
aperiodic potential, assuming that an acting force (or a
given velocity) also has a periodically oscillating com-
ponent (along with a constant one).

2. MOTION IN A PERIODIC POTENTIAL
UNDER THE ACTION OF PERIODIC FORCES

Consider the general case when both the tangential
force F and the amplitude N of theforce dueto the peri-
odic potential are periodic functions of time. Again two
complementary approaches are possible: we preset
either a periodic force and calculate the mean velocity
of motion or a periodically varying velocity and deter-
mine the mean force sustaining the motion. Again, the
basic properties of thefriction laws are the samein both
statements. We will begin with the determination of the
force at agiven periodically varying velocity, since this
problem is mathematically much simpler.

Let a periodic perturbation with an amplitude v, be
imposed on motion with constant velocity v,

V = Vgy+ Vv,CoSwt. (8)
The coordinate of the body as a function of timeis
given by

Vi .
X = Xo+ vot+alsmoot, 9)

POPOV

and the force acting on it has the form
F = n(vy+ v, coswt)

2T V. (10)
+Nsm€§<o+ vot+alsmw%.

Hereafter, we omit the “inertial force” mx, because
itsmeanisidentically zero.

To highlight the basic properties of the friction law
being derived inthisway, wewill proceed from the case
when the dissipative force is absent and find the mean
value of the conservative part of force (10), which is

designated as F:

~ .2 Vi .
F = Nsn—g%ﬂ v0t+—(515mm%. (11)
The concept of computing is the easiest to grasp
when the velocity oscillation amplitude is much less
than the mean dliding velocity: v, < v, (the case of an
arbitrary oscillation amplitude will be discussed
below). If the oscillation amplitude is small, function
(11) can be expanded in the small parameter v,/ v

~ a.
F = NDsmz—n(xo+ Vot)
0 a
(12)
V. O
+ 2—T[cosz—"(x0 + Vot)—sinwt g
a a W 0
What is the mean value of this force? Let us con-
sider three cases.

(2) If the mean velocity of motion equals zero, v, =
0, the mean forceis

(FO = Nsin%nxo.

(13)

It can take any value from the interval -|N| < [F[K
IN| and apparently corresponds to the static friction
force.

(2) If the mean velocity is other than zero, v, # 0,
and the condition v, # aw/2misfulfilled, the mean force
isidentically zero:

[FO=0. (14)

(3) Finally, if the velocity is v, = aw/21T, the mean
value of thefirst termin (12) equal s zero and the second
term gives a nonzero value of the mean force:

v
o= N2gn2ly, (15)
aw a

The force depends on the initial coordinate and can
take any value from the interval

N

v
N —_ 1
aw

< [FO<|N—=
aw

with the mean velocity remaining unchanged.
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Thus, schematically, the friction law appears as
shown in Fig. 3a. Apparently, the dissipative force
omitted here will uniformly deform the plot in propor-
tionto thevelocity (Fig. 3b). A distinctive feature of the
friction law in the presence of an external periodic per-
turbation is the presence of a constant-velocity plateau
not only for the zero velocity but also for finite veloci-
ties.

It isobviousthat the plateau crossesthe vertical axis
(see Fig. 3b) if its half-width exceedsnv,. Inthis case,
directed motion may occur at the zero mean velocity or
even in the presence of aforce opposite to the direction
of motion. In other words, a body may produce a pro-
pulsive force and, for example, transport any load. This
property is at the root of the design of nanomachines.

3. NANOMACHINES

By nanomachines, we mean tribosystems for which
a friction law has constant-velocity plateaus whose
widths and positions are controlled by external effects
so that the system can be put in motion in any desired
direction.

The system with such a friction law considered
above (Fig. 3b) doesnot yet fall into this category, since
its state of rest is stable. Although the body can move
with avelocity corresponding to the first plateau in the
absence of the mean force, initial impetus must be
given to put it into motion.

For a controllable machine, the possibility of com-
pletely removing the zeroth-order plateau should be
provided. Under such conditions, the state of rest would
become unstable and the machine would be put in
motion spontaneously. However, the direction of
motion in our symmetric system would depend on ini-
tial fluctuations and would not be uniquely determinate.

For a completely controllable machine, there must
be provided the possibility of independently varying
the widths of the plateaus corresponding to counter
motions so that the motion be stable in a desired direc-
tion. Below, we will show that such controllability can
berealized by imposing periodic forces acting in mutu-
ally orthogonal directions.

First, we will show that the zeroth-order plateau
(and hence the static friction force) can be eliminated
by varying the amplitude of an external periodic effect.
To do this, we consider again the effect described by
Eqg. (8) for the case when the perturbation is not small.
Mean force (11) can be calculated analytically with the
following expansions [12]:

cos(Psinwt)
c (16)
= Jo(Y) +2 Z (—1) 3, (W) cos(2kawt),
k=1
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Velocity V

Force F

Fig. 3. Friction law (mean velocity vs. mean force) in the
presence of velocity periodic oscillations: (a) without and
(b) with attenuation. The characteristic property of the fric-
tion law in the presence of a periodic external perturbation
is a constant-velocity plateau.

sin(y coswt)

= 25 (D caWeos(@k+ Do),

k=0

where J, () is the nth-order Jacobian function and

2nv,
aw -

g = (18)
This mean force is identically zero at any velocity
except for those satisfying the condition

wa

21n
where V, is the velacity corresponding to the first pla-
teau and nis an integer.

For velocities defined by Eq. (19), the mean forceis
given by

VO = = Von, (19)

FO = N(—l)”Jn(vllvo)singé]—Txo.

(20)

For each of discrete velocities (19), the force
depends on theinitial coordinate and thus can take any
value in theinterval specifying the width of the related
plateau:

The dependences of the plateau width on the ampli-
tude of velocity periodic oscillations are presented in
Fig. 4. Asthe oscillation period grows, the width of the
zeroth-order plateau is seen to decrease and vanish at a
certain amplitude. This means that the static friction
force disappears and any force as small as desired may
remove the system from rest, although the width of the
first-order plateau is still close to the maximum.

The numerical simulation shows that setting an
oscillating force (instead of an oscillating velocity)
changes the properties of the friction law insignifi-
cantly. Consider abody subjected to a constant propul-
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Fig. 4. Width of the zeroth-, first, second-, and third-order
plateaus vs. velocity oscillation amplitude. As the oscilla-
tion amplitude grows, the zeroth-order plateau shrinks and
disappears at v,/Vy = 2.4.

siveforce F,on which aperiodicaly oscillating forceis
imposed. The equation of motion has the form

mX = Fy+ F;sinwt—nx—Nsin(2imx/a). (22)

A typica dependence of the mean veocity of
motion on the mean applied force is illustrated in
Fig. 5a, which showsthe result of numerical simulation
of Eq. (22) form=1,F, =18, w=1,n=04, ad
21a = 1. Inthis case, too, one can eliminate the zeroth-
order plateau by varying the force oscillation ampli-
tude. Figure 5b demonstrates the same asin Fig. 5abut
for F; = 2.3. The amplitude of the oscillating compo-
nent of the force was selected so as to remove the
zeroth-order plateau. Here, the static friction force in
the system is absent; however, the body can equiproba-
bly move in the positive or negative direction.

It is easy to check that constant-velocity plateaus
also appear if the amplitude of the periodic potential
varies periodicaly. In actual systems, the amplitude of
the periodic potential can be changed, e.g., by changing
normal pressure. Therefore, a change in the oscillation
amplitude will hereafter be referred to as “the effect of
normal force” for the sake of clarity. The actual mech-
anism behind the changein the potential amplitudeis of
minor significance. Consider a body moving with a
constant velocity v = v, in a potentia field with the
time-oscillating amplitude

N = Ngy+ N,cosowt. (23)

In this case, the force acting on the body (with the

dissipative force neglected) is given by

F = (Ny+ Nlcoswt)sin%n(xo+ V). (24)

POPOV

In calculating the time-averaged force, three cases
should be considered.

(2) If the mean velocity of motion equalszero, v, =0,
the mean forceis

. 2T
F= Nosn—a—xo.

(25)
It can take any value from the interval —|N,| < OF [K
INo |-
(2) If the mean velocity is other than zero, v, # 0,
and the condition v, # aw/2mtisfulfilled, the mean force
isidentically zero:

FO = 0. (26)

(3) Finally, if the velocity is v, = aw/21T, the mean
value of thefirst termin (24) equal s zero and the second
term gives a nonzero value of the mean force:

(27)

The force depends on the initial coordinate and can
take any value from the interval

Ny Ny
2 2

Below, it will be shown that one can provide the
asymmetry of the friction law and thus the complete
controllability of the system by simultaneously apply-
ing oscillating perturbations in the tangential and nor-
mal directions. We will again start with the smple situ-
ation, i.e., specify an oscillating velocity and calculate
thetime-averaged force. In this case, theforce acting on
the body is given by

F = n(vy+ v, coswt) + (N, + N;cos(wt + ¢))

. 2T vV, .
x sn—%((ﬁ Vot + anw%.
a w

< [FO<

(28)

Its mean value can be calculated with identities (16)
and (17). Analytical expressions can be derived for a
plateau of any order. In particular, the half-width of the
zeroth-order plateau is expressed as

AF = INZOX(y) + N2%(w)sin’d,. (29)

It is easy to show that the zeroth-order plateau,
together with the static friction force, disappearsiif

W=24 ¢,={0 or 1}. (30)

The haf-widths of the first- and minus-first-order
plateaus (Fig. 6a) are given by

AF,; = |0.520N, F 0.215N,, (31)
AF, = [0.520N, + 0.215N,, (32)

where the upper sign corresponds to ¢, = 0 and the
lower, to ¢y =T
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With dissipation taken into account, the first- and
minus-first-order plateaus shift in opposite directions
by the same distance and the friction law takesthe form
schematically shown in Fig. 6b. An optimal machine
has an attenuation at which the left edge of the first-
order plateau lies exactly over the right edge of the
minus-first-order plateau (or vice versa) (Fig. 6b). In
this case, the body will move in the positive direction
both in the absence of the mean external force and
under the action of any oppositely directed force not
exceeding

2

Foz‘

Thisforce is the maximal propulsive force this sys-
tem can exert and, when measured in units of Ny, takes
the form

I:o _1 Nl Nll:l
N, - 2ao.520+o.215NO ‘0.520 0'215N0D' (33)

It depends only on the dimensionless amplitude
N,/N, of normal oscillations. The maximal possible
propulsive force (0.52N,) is achieved at an oscillation
amplitude N,/N, = 2.4 and remains unchanged when the
oscillation amplitude grows further. However, the nor-
mal oscillation amplitude exceeding the mean normal
force isin most cases unredistic; therefore, the maxi-
mal propulsive force in this system can actually reach
0.22N,.

The attenuation coefficient of an optimal machineis
given by
_ AF +AF,
2V,
wa '

(34)

The development of ways of controlling attenuation
isan important problem in creating and optimizing con-
trollable nanomachines.

Finally, let us calculate the maximal efficiency of
our machine. The efficiency isdefined astheratio of the
useful power Fyv, to the total power dissipated in the
system. The mean power of friction forces with param-
eters given by (30) is

[VFO = —v,[0.520N, + 0.215N,] . (35)

4 The fundamental possihility of controlling dissipating forces fol-
lows from the following example. Imagine that a nanomachineis
implemented on the surface of a semiconductor with an inversion
layer. Applying a constant bias to the layer, one can vary (control)
its conductivity and thus the dissipative forces acting on adatoms.
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Fig. 5. Friction law in the presence of a periodically oscil-
lating force derived by the numerical solution of Eq. (22)
form=1,w=1,n=04,and2wWa=1and F=1.8(a) and
2.3 (b). (a) Plateaus of various orders partially overlap, giv-
ing rise to hysteresis when the force slowly rises and
declines (the variation of the system state is displaced by
lines with an arrow). (b) Oscillation amplitude is selected
such that the zeroth-order plateau is absent. At the same
time, the widths of other plateaus changed so that bistability
is observed only near the first- and minus-first-order pla-
teaus.

For the efficiency, we get

1 N,
5 aO.SZO +0.215 N

0

[
[

- ‘0.5.20—0.215'\'—1
No

K = . (36)

N
[0.520 + 0.215—1}
No

As the oscillation amplitude grows, the efficiency
increases, reachesamaximum of 1/2 at N,/N, = 2.4, and
then drops. For amaximal realistic amplitude of normal
oscillation (on the order of N,), the efficiency isabout 0.3.
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Fig. 6. Schematic representation of a constant-velocity pla-
teau when the velocity and potential amplitude oscillate
simultaneously (a) without attenuation and (b) with optimal
attenuation. In the general case, the widths of the first- and
minus-first-order plateaus (which correspond to opposing
motions) differ.
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Fig. 7. Friction law for the simultaneous periodical oscilla
tion of the force and potential amplitude derived by the
numerical solution of Eq. (37) atm=1,F; =23, w=1, Ny=
1,N; =0.6,n=0.6, g = 2.5, and 2r/a = 1. The parameters

are selected such that the zeroth-order plateau is absent.

Fig. 8. Three-body nanomachine, The bodies are linked
together by active components whose equilibrium length
can be controlled by external perturbations.

The basic properties of the friction law are also
retained if a periodic force is specified and the mean
velocity is calculated. Figure 7 illustrates the results of
numerical solution of the equation

mX = Fo+ F,sinwt—nx

. : (37)
—(Ng+ N sin(wt + ¢))sin(2mx/a),

POPOV

which describes the motion under the action of tangen-
tial and norma oscillating forces. The oscillation
amplitude and the phase shift were selected so as to
remove the zeroth-order plateau. Here, the first- and
minus-first-order plateaus are asymmetric; as a resullt,
in the absence of the mean applied force (or at weak
negative forces), the body can execute a stable macro-
scopic motion only in the positive direction. By varying
the phase shift with all other parameters being the
same, one can “reversetheroles’ of these two plateaus
so that the spontaneous motion will take place only in
the negative direction.

4. MANY-BODY NANOMACHINES

When applying the above ideas to designing nano-
machines, one should bear in mind that the above-men-
tioned techniques of periodic actions on the system are
not the only approach to provide a friction law with a
controllable constant-velocity plateau. In essence, the
oscillation of any parameter influencing the interaction
with the periodic potential causes a constant-velocity
plateau in the mean vel ocity vs. mean force dependence
and can basically be used for creating systems devel op-
ing apropulsiveforce. Let usillustrate the aforesaid by
an example of the nanomachine described in [5].

Consider a system of three bodies in a periodic
potential (Fig. 8). The bodies interact with each other
via springs whose equilibrium length can be varied by
any external perturbations.® The equations of motion
for the bodies involved in the system have the form

MX; + NXy + Nosinx, = K(X;—X; —14), (39)
mMX, + NX, + NgSinX, = k(X3 — X, —1,) —k(X, — %, —1,),

MX5 + NX3 + NgsinX; = k(X3 —X,—1,),

(39)

l, = I+ 8lsin(wt), 1, = o+ 8lsin(wt+d,).

In this case, too, the mean velocity vs. mean force
dependence shows well-defined constant-vel ocity pla
teaus. Figure 9 demonstrates the result of the numerical
experiment where the mean force acting on the system
sowly grew starting from zero. Here, only the time
dependence for the coordinate of the middle body is
presented. If the force is relatively weak, the group of
the bodies remains at rest and, accordingly, the system
ison the zeroth-order plateau. As soon asthe propulsive
force exceeds some threshold value, the system starts
executing a macroscopic motion. However, it moves
with a constant force-independent macroscopic veloc-
ity corresponding to the first-order plateau. At a still
greater force, the system jumpsto the second-order pla-
teau and moves with a new (discrete) velocity for a
time, and so on.

51n the case of microsystems, this can be achieved, for example,
by using materials exhibiting the electro- or magnetostriction
effect; for molecular objects, chromophore-containing molecules,
which change their equilibrium length when exposed to a radia-
tion of particular wavelength, can serve as active springs.
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Figure 10 illustrates the time dependence for the
coordinates of each of the three bodies. With a fairly
good accuracy, the motion of each of the bodies can be
represented as the superposition of uniform and peri-
odic harmonic motions, the center of gravity of the sys-
tem asawhol e oscillating much more weakly than each
of the bodies individually. Therefore, to treat the situa-
tion qualitatively, it appearsto be reasonable to proceed
from amodel where the bodies movein such away that
their center of gravity executes a uniform translational
motion. Such an assumption can be substantiated by the
fact that, as we will see later, the optimal operation of
the machine takes place at comparatively large ampli-
tudes of molecule oscillations. Therefore, in the first
approximation, the periodic potential can be viewed as
a perturbation imposed on the motion of the system of
the bodies. In this approximation, the motion of the
bodies is described by the following equations:

2A| Sinoot — LAl sin(wt + ¢,),

X1 = 3 3

Xo—lg+ Vot —
- 1. . 1, .
X, = Xot vot—éAIsn(wt+¢o)+§Alsnwt, (40)

Xs = Xo+ 1o+ Vot + %Alsin(oot + o) + %Alsinwt.
These equations can be recast as

X, = Xo—lg+ vot—%—I /5 +4cosd,ysin(wt +¢,),

__sing,
teng, = 2+ cost,’
_ Al .
Xy = X+ Vot + gA/Z(l—cosq)o)sm(wt—q)z),
. 41
tand, = _Sindo_ “
2" 1—cosd,’

X3 = Xot g+ vt +%I /5 + 4cosd,ysin(wt + §s),

2sind,

teng, = 1+ 2cosd,’

For the mean value of the sum of forces acting on
the bodies (on the zeroth-order plateau n = 0 and v, =
0), we have

F\ sinkoxo[ZcoskoloJod(o—Al./S + 4cosd u
N 03 a
+ Jod(o J2(1- cosq)OE}

where k, = 217a.

(42)
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Fig. 9. Time dependence of the middle body coordinate for
the three body-machine obtained by the numerical solution
of Egs. (38) and (39) form=1, w=1,Fy=0,¢g=T1 Ig=
3, 8l =11, and n = 0.4. The force slowly grew from zero to
the maximal value. (1) Zeroth-order (n = 0), (2) first-order
(n=1), (3) second-order (n = 2), and (4) third-order (n = 3)
plateaus.
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Fig. 10. Time dependence of the coordinates of the bodies
and the center of gravity for the three-body nanomachine. In
the first approximation, it can be assumed that the center of
gravity moves with a constant velocity.

For the operation of the machine to be stable, it is
necessary that the width of the zeroth-order plateau
vanish. With the condition

=0, ly,=a(l4+n/2),

satisfied, the first term in (42) vanishes identically (at
any Al and ¢,) and the vanishing condition for thewidth
of the zeroth-order plateau is reduced to vanishing the
second term in (42):

coskyl, (43)

Eko 2(1- coquOE =0, (44)
hence,
koTAl 2(1—cost,) = 24. (45)
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Fig. 11. (8) Time dependence of thelink equilibrium lengths
in the model stated by (38) and (39) and (b) the motion of
the nanomachine (middle body coordinate vs. time) for two
values of the phase shift between link length oscillations.
The change in the phase shift reverses the direction of
motion. The numerical parameters of the system are the
sameasinFig. 9.

We thus see that the machine of the given design
functions in a stable mode only if

Al >0.573a,

where aisthe period of the potential.

Thewidth of the zeroth-order plateau may also van-
ish if condition (43) is violated. In this case, however,
the phase shift ¢, and the change in the length of the
links (springs) Al turn out to be strictly fixed. Indeed,
both Jacobian functions in (42) must vanish, which
implies the simultaneous fulfillment of the conditions

(46)

koAl
= /5+4cosd, = 2.4, (47)

koAl
OT 2(1-cosd,) = 2.4. (48)

Thisis possible only if
cosd, = 0.5 (49)
and

koAl = 2.4./3, Al =0.66a. (50)

The equilibrium length of the links remains arbi-
trary and can be selected so as to provide the maximum
propulsive force.

POPOV

It should be noted that both the analytical calcula-
tion and a variety of numerical experiments indicate
that athree-body machine retains the symmetry at any
phase shift between the link length oscillationsif a per-
turbation imposed on the system is strictly harmonic.
Because of this, we cannot provide the stable motion of
the machine in a desired direction. The symmetry
breaks if one uses, for example, a pulsed, rather than
harmonic, perturbation (see Fig. 11a). In this case, the
direction of motion can be controlled by varying the
phase shift (Fig. 11b).

The nanomachines considered in Sections 3 and 4
share the common property, namely, the presence of at
least two independent periodic actions (perturbations).
Clearly, thisis the general requirement following from
symmetry considerations. In fact, the imposition of a
single periodic perturbation, while causing a constant-
velocity plateau, does not break the system symmetry
with respect to the motion in the positive and negative
directions. The presence of the second perturbation
with a fixed phase shift relative to the first one breaks
this symmetry and makes motion in a particular direc-
tion possible.

5. PROSPECTS AND APPLICATIONS

An obvious domain of applicability of the concepts
put forward above is handling the motion of molecules
or a molecular ensemble on crystal surfaces or the
motion of nanoobjects on profiled solid surfaces. A
challenge to be tackled upon implementing nanoma-
chines is the development of microactuators allowing
for the generation of periodic perturbations of desired
frequency and amplitude.

In the case of integrated circuits, these may be com-
ponents offering electro- and magnetostrictive proper-
ties. For example, if one of the links in a three-body
machine (see Section 4) is made of electrostrictive and
the other of magnetostrictive materials, one can control
either of the links independently by simultaneously
applying electric and magnetic fields. This will suffice
to put the machine in motion in adesired direction.

For molecular clusters, chromophore-containing
molecules, which change their geometry when exposed
to aradiation of specific wavelength, can serveasactive
components. The use of two different chromophores
makes it possible to independently control the length of
either of the links.

Another important application of the effect of con-
stant-velocity plateau is the high-precision control of
the rate of actuator response in various mechanotronic
systems[14]. Asfollows from (19), “ quantized” veloc-
ity values depend only on the external effect frequency
and the potential relief wavelength. Therefore, these
values can be set with a high accuracy and are easy to
control by varying the frequency.

An experimental demonstration of this effect could
be the contact between two artificially patterned plates
TECHNICAL PHYSICS  Vol. 47
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that have a periodic (relative to translations or rota-
tions) microrelief. A periodic perturbation in this case
can be generated by an ultrasonic technique.

The concepts discussed in this paper are also of sci-
entific value, alowing a better understanding of the
physics of tribological phenomena. Apparently, the
conventional treatment of dry friction forces with the
static and dliding friction coefficients is adequate to
describe only quasi-stationary processes. A friction law
derived from quasi-static measurements fails when
applied to situations where high-frequency effects are
dealt with (for example, to traveling-wave engines
[15]). Measuring the force of friction between bodies
subjected to the superposition of constant and oscillat-
ing forces as afunction of the amplitude and frequency
of the periodic perturbation would be much moreinfor-
mative. Such measurementswould allow researchersto
gain direct information on characteristic time-space
scales “responsible” for friction in the system under
consideration and could serve as a peculiar kind of the
“gpectroscopy” of tribosystems.

Obviously, further investigation into artificial (pro-
filed) tribosystems with active components will lay the
foundation for creating controllable tribosystems.

CONCLUSION

In this work, we put forth the general principles of
inducing the directed motion of objects in a periodic
potential field on which periodic external actions are
imposed. These principles are scale-invariant, that is,
can be implemented at any scale level. We showed that
periodically oscillating applied forces or parameters of
interaction between the body and the periodic external
action can cause the spontaneous directed motion of
objects with a velocity uniquely defined by the fre-
guency of the periodic action and the space period of
the potential field.

By way of example, we considered abody subjected
to periodic forces in the tangential and normal direc-
tions, aswell as a group of bodies linked by two active
components whose length periodically oscillates. The
basic principles of generating directed motion and the
methods of mathematical analysis used are applicable
to any systems where some parameters specifying the
system dynamics oscillate in time. Identical properties
are offered, for example, by a system of two bodiesthat
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have one active link with an oscillating length when an
extra periodic (tangential or normal) force is applied.
The number of possible designs of nanomachines can
readily be increased. Their implementation is by no
means limited by the designs considered above: it must
fit currently available techniques of periodicaly vary-
ing the parameters of nanosystems.
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Abstract—A method for characterizing a current total step in the I-V characteristic of a Josephson junction
array is considered. In this method, an appropriately selected approximating curve is statistically fitted to the
experimentally found curve. A self-calibration algorithm for an array of junctions incorporated into program-
mable voltage standards is suggested. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In recent years, interest has arisen in programmable
voltage standards based on Josephson junction arrays
[1]. With such standards, it becomes possible to pro-
duce a set of quantized reference voltages from 0 to
10V and simplify the calibration of precison ADCs
and digital voltmeters. Accordingly, the calibration
schemefor these devicesradically changes, and the cer-
tification speed and accuracy are greatly improved. To
produce a set of precision reference voltages, an array
of alarge number m of series-connected nonhysteresis
Josephson junctions is used. One of the working algo-
rithms for programmable voltage standards uses the
quantized reference voltage across a junction array at
thefirst step with index n = +1. Thetotal voltageisthen
V;=(m,—my)f/K; [2]. Here, m; isthe number of junc-
tionsat thestepn=1, m,isthat at thestepn=-1, fis
the frequency of an applied harmonic signal, and K, =
483.5979 GHz/V isthe Josephson constant. It should be
emphasized that this algorithm allows for the applica-
tion of Josephson junctions on high-temperature super-
conductors with a great (=100%) spread in Josephson
critical currents ol = I el I, mins Where I o @nd Ig in
are, respectively, the maximal and minimal critical cur-
rents of the junctions incorporated into the array [3, 4].
At f 2 Kl xRy (Ry 1S the normal resistance of the
junctions), the microwave signal power can be selected
such that the amplitude of the first total current step Al
isontheorder of I .. Actually, Al decreases because
of aspread in Ry and the nonuniform distribution of the
microwave current along the array. A recent investiga:
tion of a Josephson programmable standard based on
niobium nonhysteresis junctions has shown that, after
each cooling of the junctions, a new distribution of the
microwave power along the array arises and the system
must be tuned to the optimal frequency of irradiation

T Deceased.

[5]. Atlow I i, and/or elevated temperatures (=78 K),
thermal noise may additionally decrease Al, and
accordingly increase the inaccuracy of the voltage stan-
dard [4, 6]. Because of this, the control of the slope and
other parameters of the current total step is of great
importance.

In this work, we suggest a possible way of charac-
terizing current total steps appearing in the I-V charac-
teristic of aJosephson junction array and discuss a self-
calibration algorithm for the array. Thefeasibility of the
method is demonstrated with the critical current of a
bicrystal Josephson junction made of a high-tempera-
ture semiconductor.

PRECISE METHOD FOR MEASURING
THE CURRENT STEP PARAMETERS

In the conventional technique for finding the current
step parameters (specifically, its slope), the voltage V,
of the step is successively measured at several points
(i = 10) the number of which depends on the constant
bias current passing through the array. To improve the
measurement accuracy, the voltage to be measured first
is shifted to the zero level by inserting a known voltage
of opposite polarity and second is measured N times at
each ith point [ 7]. The compensation of V;allowsoneto
perform measurements with aminimal standard devia-
tion o depending on the intrinsic noise of a nanovolt-
meter. In the best digital nanovoltmeters, 0 =10 nV; in
analog devices, 0 < 1 nV. Asthe number of independent
measurements grows, the standard deviation of the
mean value decreases as 0,,, = /(N — 1)~Y2, For thetime
of single-point measurement T = 100-1000 s, the value
of a,,, can be reduced to <0.1 nV [8]. However, small-
0., measurements at all i points take a considerable
amount time (about 10t), during which the stability of
the thermoelectric voltage in the measuring circuit is
hard to maintain. In this case, the drift of the thermal
emf will make amajor contribution to thetotal standard
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deviation of the measurements. There are a number of
methods taking into account the thermal emf drift [7].
However, their use is associated with afurther increase
in the number of measurements and, hence, elongates
the measuring cycle.

The essence of our method is asfollows. First, for a
time =T, the |-V characteristic V, = f(l,) is recorded in
the range of a step of the current (or critical current)
being studied, where the subscript k runs from 1 to N.
Then, the data array obtained is approximated by the
mathematical expression V = f(l, py, P2, Ps, ...), Where
V isthe voltage acrossthejunction; | isthe bias current;
and p;, p., Ps3, ... are parameters of the theoretical
model. The mean values of the parameters and their
standard deviations are found by the least squares
method. Thus, the problem is reduced to finding an
approximating curve that adequately fits experimental
data.

Asacurve approximating the |-V characteristic of a
Josephson junction near a step of the current (or 1), we
take the expression
V = V(1 —ig) + —d— (26! oM _j2g (1 710fizy

| 1 + |2 (1)

Expression (1) involves six parameters. The param-
eter V, specifies the position of the current step on the
voltage axis and tends toward V;in the optimum case.
The factor r reflects the presence of parasitics in the
measuring circuit. The study of this factor can shed
light on the value and nature of the parasitics and help
in eliminating them or reducing to a reasonable level.
Approximating curve (1) has an inflection where the
current and the differential resistance equal, respec-
tively, iy and ry. The parameter i, defines the position of
the current step midpoint on the current axis. The
parameters i, and i, have the dimension of current and
specify the bend (smooth or sharp) of the |-V curve at
the edges of the steps.

When selecting the form of formula (1), we took
into consideration that junctions with the nonhysteresis
-V curve may exhibit one-particle tunneling of mag-
netic quanta at the edges of |, causing the exponential
current dependence of the voltage, and that ranges
wherethistakes place are much smaller than the critical
current. From the theory of the Josephson effect [9], it
is known that the current—voltage characteristic near
the step has asimilar form. However, in analyzing data
for current total steps, one should bear in mind that the
parametersi, and i, involved in the exponential depen-
dence depend largely on the spread in Ry of the junc-
tions that are series-connected to form an array and on
the nonuniformity of the microwave field aong the
array, rather than on the conduction mechanism. For-
mula (1) is a good fit to the characteristic only in the
vicinity of the voltage V,; a higher voltages, the 1-V
curve describes resistive regions, where expression (1)
isinvalid.

TECHNICAL PHYSICS Vol. 47 No. 11 2002

1409

RESULTS AND DISCUSSION

The datistical fit of the approximating curve to
experimental dataimpliesthe minimization of the total
standard deviation

N
Y (Vie=V(1))°
k=1
N-p '
where p isthe number of desired parameters[10].

Let us consider sum (2) as afunction of the number
N of pointsand the range of fit. By way of example, we
will look for the parameters of curve (1), which
describes the 1-V characteristic of a Josephson junction
in the vicinity of the critical current.

We studied the 1-V characteristic of a bicrystal
Josephson junction based on a high-temperature super-
conductor [3, 6]. The characteristic was recorded
according to the scheme shown in Fig. 1 with the pro-
gram developed in [11]. As avoltage amplifier, a nano-
voltmeter with an intrinsic noise of 1-2 nV and again
of 5 x 10* was used. Such nanovoltmeters are incorpo-
rated into industrial Josephson voltage standards [12].
Figure 2 shows the record of the critical current and its
approximation by function (1). The table summarizes
the fitting parameters and their standard deviations cor-
responding to a confidence interval of 2.8x. The proba-
bility of falling outsidethisinterval isno morethan 1%.

The parameter x vs. number of pointsN. It isknown
that the minimizing procedure is aimed at finding the
absolute, rather than relative, minimum of sum (2). To
find the absolute minimum, one usualy changes the

X = )

Computer
16 bit 1/O board

DAC ADC

Current
amplifier

Voltage amplifier
noise 1-2 nV

Current /

Array of Josephson junctions

Voltage V

Fig. 1. Precision measurement of the current—voltage char-
acteristic of Josephson junctions.
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20+

10

-10
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-20

0 1 2
Current, mA

Fig. 2. 1-V characteristic of a bicrystal Josephson junction near the critical current: O, data points; solid line, fitting curve.

initial conditions of the process and monitors the value
of x and the parameters of the fitting curve. When the
final result becomes independent of the initial condi-
tions, it can be argued that the absolute minimum is
found [10]. To check this statement, we studied the
dependence of the approximation parameters and their
standard deviations on the number of points used for
the approximation. The number of points was varied
from N =473to N=3786. Figures 3 and 4 show theval-
ues of the parameters and their standard deviations nor-
malized to the related means. As follows from Fig. 3,
the approximation parameters depend on N only
dlightly. From Fig. 4, x is seen to be independent of the

Normalized fitting parameters
1.03

1.02
1.01
1.00 -
0.99
0.98
0.97

0.96 . L
0 1000

1 1
3000 4000
Number of points, N

1
2000

Fig. 3. (m), (¢), (@), and (») are the normalized fitting
parameters Vy, ig, i1, and i, vs. number of points N taking
part in the approximation. Solid lines connect correspond-
ing symbols.

number of points, whereas the normalized standard
deviations of the parametersin expression (1) decrease
as NY2. These observations suggest that the absolute
minimum of sum (2) is reached and the parameter
means found provide the best fit to the experimental
curve. Moreover, it can be argued that N-related sys-
tematic errors, if present, play an insignificant role.

The effect of the approximation voltage range on X.
Figure 5 shows the dependence of X on the approxima:
tion voltage range. At voltages above 20-30 nV, the
total standard deviation x grows rapidly. Figure 6 dem-
onstrates the differences V, — V(I,) between the |-V
curve recorded and the fitting curves with voltages of
9, +20, and £160 nV, adong with the experimental
dependence V,(ly). It is seen that at low voltages the
approximation gives |. higher than the values mea-
sured; at high voltages, the differences are due to the
limited applicability domain of formula (1). Note also
that the standard deviations of al the approximation

parameters, except Oy, grow near zero. From these

dependences, one can conclude that the optimal range
of approximation isfrom £20 to £30 nV in our case.

The contribution of the standard deviations of the
parameters to the standard deviation of the voltage.
The standard deviation of the voltage depends on the
bias current as

6 2
ol(l) = J.Z T Hop’ )
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Relative standard deviations
22+

1.8

1.4

1.0r

0.6 -

0.2 . e
0.01 0.02

1
0.05
1/2

1
0.04
Number of points, N~

1
0.03

Fig. 4. Normalized standard deviations (0) Oy, (o) Oi,
(O) Org, (&) i, (V) o, and (X) normalized total standard

deviation X vs. number of points N participating in the
approximation. The solid line represents the linear fit to the
parameter standard deviations vs. N dependence.

The contributions of the standard deviations of the

parameters to oy (1) are different. Figure 7 shows the
logarithm of the contribution of the parameter standard

deviationsto oy (1) vs. bias current for a voltage range

from —20to 20 nV. From the curvesin Fig. 7, it follows
that, at currents equa to or higher than I, the major

contribution to the totdl error isfrom oy, (1) and oy (1) =

oy, (1). Thus, inthiscurrent range, o7 (1) = (20y, (1))
and grows rapidly when the current exceeds I.. The
standard deviation oy, as well as al other standard

deviations, decreaseswith increasing N. In our example
(Fig. 2), it became 50 to 100 times|ower than theintrin-

sic noise of the nanovoltmeter, not exceeding oy, =

20 pV. Thelow mean value of the differential resistance
r4 (seetable) indicates the absence of the slope of criti-
cal current and demonstrates the potentialities of the
method as applied to measuring low parasitic resis-
tances.

SELF-CALIBRATION OF JUNCTION ARRAY S
FOR A PROGRAMMABLE VOLTAGE STANDARD

The method suggested allows for the natural self-
calibration of an array of 2™ junctions that is incorpo-
rated into a programmable voltage standard [2]. The
array is subdivided into (m + 1) sections (bits). The
number of junctions in the first m bits corresponds to
the binary code (1, 2, 4, 8...). Thelast, (m+ 1), bit has
only one junction. During measurements, the total step
must be made coincident with the zero voltage level to
retain the desired accuracy. Therefore, the calibration
of the entire array is carried out in several stages. First,
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Standard deviations, nV
20+
1.5+
1.0+
0.5+
1 1 1 1 1 1 1 1
-200 —150 —100 =50 O 50 100 150 200
Voltage, nV

Fig. 5. Total standard deviation X vs. fitting voltage range
(®). The solid line connects data points.

Voltage V and difference (V;, — V(1})), nV

150
100
50+
0+
-50 -
of F
.
—~100 a 1 1 1
~2.2 -2.0 -1.8 -1.6

Current, mA

Fig. 6. Difference between the experimental 1-V character-
istic (m) and fitting curves for voltages in the range from
(O0) 9to +9, (») —20 to +20, and (0) —160 to +160 nV. For
convenience, the differences calculated for the ranges +9
and 160 nV are shifted by 50 and 100 nV relative to the
zero level.

the voltage of the step +1 of one junction is compared

with that of the step —1 of the second junction. Then,
these two junctions are connected in series and their

Fitting parameters and their standard deviations

pParameters| OO | Taves | deviaions
Vo nv 0.13 0.02
r Q 29 %107 2x1078
ig mA 0.08 0.05
ry Q 76x10% | 85x10%
i1 mA 0.04 0.002
in mA 0.05 0.002
X nVv 041
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Standard deviations of the fitting parameters,
logarithmic scale

Current, mA

Fig. 7. Logarithmic contribution of the parameter standard
deviationsvs. bias current for voltagesin the range +20 nV.

©) Iogc\l,o, (@)] Iogcrl, (©) Iogoi), (V) Iogo,ld,

(a) Iogcril1 ,and (@) Iogcilz.

total voltage is compared with that of a section of two
junctionsthat have opposite polarity, etc. Having estab-
lished (with a high accuracy) the absence of the slope
on the first steps of individual contacts, one can estab-
lish the absence of parasitic slopes on total stepsin al
the bits of the array. This algorithm allows one to auto-
mate the self-calibration of arrays of series-connected
junctions.

CONCLUSION

We suggest a method for processing a body of
experimental datafor the -V characteristics of Joseph-
son junctions that can estimate the accuracy of mea-
surements. For this purpose, it is necessary to select an
analytical expression for the 1-V characteristic that
involves a small number of parameters. The choice can
be based on both a theoretical model and intuitive con-

cepts.

BOROVITSKII et al.

The desired mean values of the parameters and their
standard deviations are found by the least squares
method. This method combines the advantage of reduc-
ing the problem to finding a function depending on a
small number of parameters and the advantages of a
large number of measurements. A small value of x
found by fitting is the best corroboration of the potenti-
aities of the method. Another verification of the
method is the study of the dependence of the parame-
ters on the number of points and the dependence of the
results on the limitation of the approximation interval.
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Abstract—It is found that the spectral characteristics of relativistic electrons moving in the field of a terawatt
laser and through static transversefields differ significantly. It isshown that, as applied to studying the nonlinear
generation of higher harmonics and quantum recoil and spin effects upon hard photon emission, the Baier—K at-
kov method has advantages over other methods. Numerical datafor the efficiency of hard photon generation in
the field of terawatt lasers and in oriented crystals are reported. © 2002 MAIK “ Nauka/Interperiodica” .

One of the topical problemsin contemporary exper-
imental and applied physics is producing sources of
high-intensity gamma radiation [1, 2]. A promising
source of intense gamma radiation is charged particle
channeling in oriented crystals (OCs) (Kumakhov radi-
ation [3]). The efficiency of this radiation increases
with electron energy [4]. Recently, however, interest
has been generated in the production of high-energy
photons through the interaction of relativistic electrons
with intense (~10'? W) laser fields. In this work, the
electron energies E that we are interested in lie in the
range of tens to hundreds of GeV, and the photon ener-
gies are comparableto E, i ~ E.

The interaction of relativistic electrons with a plane
el ectromagnetic wave was studied in the mid-1960s [ 5] .
For the lasers available at that time, the wave intensity
was of minor importance for the nonlinear generation
of higher harmonics. The quantum recoil and spin
effects were taken into account with the Klein—Nishina
formula for Compton scattering [6, 7]. In practice,
polarized gamma radiation with a monochromatism of
several percent can be generated by scattering laser
photons by ardativistic electron beam [6, 8].

Recently developed powerful terawatt lasers[9-11],
for which the Lorentz-invariant field parameter

vi = _SE )
0~ 2 2 22
m”w,C

may exceed unity, have opened up basically new oppor-
tunities for producing hard gamma quantaviathe inter-
action of relativistic electrons with the laser field. In
(1), €, is the amplitude of the electric field of a laser
wave with a frequency wy, € and m are the charge and

mass of an electron, and c is the speed of light. Laser
beams with vy > 1 will be referred to as superintense.

In this work, we compare the efficiency of generat-
ing hard gamma quanta upon electron emission in the
field of a laser wave with that upon channeling. The
emission of relativistic electrons in the field of a tera-
watt laser is considered based on the Baier—Katkov
guasi-classical method [12]. The advantage of this
method over recent approaches developed by other
authors (see, e.g., [13]) isthat it allowsfor theinclusion
of the quantum recoil effects upon hard photon emis-
sion, the effect of the spin on the emission, and nonlin-
ear effectsin smpleterms[14].

The appearance of higher harmonics in the electron
emission spectraarising in the field of an intense plane
wave (IPW) means that an electron absorbs several
photons of the laser field and subsequently emits one
photon whose energy is shifted, due to the Doppler
effect, toward the “harder” range: w ~ wyy?, whereyis
the Lorentz factor. Theoretically, the cross sections of
the associated processes were calculated using the
Volkov solution to the Dirac equation [15, 16]. Experi-
mentally, the emission of higher harmonics by elec-
trons in the IPW field was studied in [9, 17]. In the
former work, the first four harmonics were observed
when electrons of energy 46.6 GeV interacted with a
circularly polarized laser beam with a field parameter
Vo = 0.6.

Salamin and Faisal [13] theoreticaly investigated
the generation of higher harmonics based on formulas
of classical electrodynamics. They derived relatively
simple analytical formulas for the case of a circularly
polarized plane wave. Salamin and Faisal’s classica
calculations are consistent with earlier quantum elec-
trodynamic results [15, 16] in the limit w < E.

1063-7842/02/4711-1413%22.00 © 2002 MAIK “Nauka/Interperiodica’
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When comparing the motion of electrons in the
plane wave field and in external static transverse fields
(ESTFs) (for example, in undulators or upon channel-
ing), one can notice that the invariant called the nondi-
polity parameter, By, coincides with the field parame-
ter given by (1) (B is the velocity component trans-
verse relative to the electron mean velocity) [18]. In
what follows we will consider an electron moving
toward alinearly polarized plane wave. In this case, the

equality B2y* = v} istrue, where the bar means aver-
aging over the period of the transverse motion of the
electron. Thisequality indicatesthat the emissioninthe
IPW field differs greatly from that in ESTFs. In the
former case, the nondipolity parameter does not depend
on the electron energy; that is, at vy < 1, the dipole
approximation is applicable even if the energy of pho-
tons emitted becomes comparable to the electron
energy. Since, the transverse motion in the field of a
plane wave is essentially harmonic, only a single har-
monic with a sharp dipole peak at the center is emitted.
In transverse static fields, where the emission is the
result of virtual photon scattering by the electron, such
a situation does not take place, since the nondipolity
parameter By grows with energy (for example, By ~
yY2 upon channeling). When the angle of electron
deflection by the external field exceeds the characteris-
tic angle of radiation (i.e., when -y > 1), the emission
of higher harmonics becomes appreciabl e and the spec-
trum is described by formulas of synchrotron type[19].

For electron energies currently available with
present-day accelerators (E = 300 GeV), the contribu-
tion of the spin to the emission upon channeling is
insignificant [3] though tangible [4]. The reason is that
the emission spectrum contains largely soft photons
and the number of electrons with an energy Aiw ~ E is
relatively small. When the electron moves in the IPW
field, the energy of photons emitted grows with E faster
than upon channeling. Then, if field parameter (1) isnot
too much greater than unity, the contribution of the spin
to the hard region of the spectrum will play a decisive
role, aswill be shown subsequently. The detailed com-
parison of the emission upon channeling and that when
the electron moves in the plane wave field for the case
of the dipole emission spectrum lying in the X-ray
range has been recently made in [18] with the general-
ized method of virtual photons [20].

Along with field parameter (1), we are interested in
two more Lorentz invariants:

2
L = 2hikop, _ 27 Quy

2 2 E !
m?c
flF.Lp|  e€h @
e uv P eonc
= = (1+B)y,
m'c’ m?c?
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where € = €,coswy(z+ Z/c) isthe electric field strength

inthe laser wave, kgl isthe four-wave vector of theinci-

dent laser wave, p* is the four-dimensional momentum
of the electron, and F* isthe electromagnetic field ten-
Sor.

The quantity Q, = wy(1 + B) has the meaning of the
transverse oscillation frequency for an electron in the
plane wave field. The approximate equalitiesin (2) are
valid for y> 1. Inthis case, the value of aistime-inde-
pendent up to Bé and the time dependence of the

invariant X enters through the dependence € = €(t).
The right-hand side of formulas (2), as well as the sub-
sequent consideration, applies to the case when the
electron mean velocity is in opposition to the laser
beam direction. The parameter X has been well studied
in terms of the theory of electromagnetic processesin
constant external fields[5, 12, 16].

In the ultrarelativistic case y > 1, the classical the-
ory gives the following results for an electron in the
field of a plane-polarized laser field [21]:

4 d°N
% dudzd¢
o 2 ©)
_ 32, N2 s

- T[akzl|:1xk+ 2V§Jzk «/évojxkakcos¢i|1

whereu =AWE, nZ =aklu—v3 —1,and z=ct.

For agiven harmonic number k, the frequency varies
inthe range 0 < u < ak/(1 + v3). The quantities j, and
Jx are expressed through the Bessel functions J,(x), as

was done in similar problems[3, §3.3; 5, Appendix A;
22]):

ja = BT Y (k+ 2m)Ju(A) s 2n(B),
(4)

jxk = Z Jm(A)Jk+2m(B)v

m= —o0

where A = (2a)v;u and B = 2./2 avoun, coso.

The parameter N, in (3) is the number of photons
emitted per unit length in aweak laser field (v, << 1):

2
N, = ?Eavggo, (5)
where a = 1/137.

Expression (3) was obtained without considering
guantum recoil and spin effects upon emitting a hard
photon (see below).

For the emission due to electron planar channeling
in a parabolic potential U = 4Umx2/dﬁ , Where U, isthe

TECHNICAL PHYSICS Vol. 47 No. 11 2002
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potential well depth on a crystallographic plane and d,
istheinterplanar spacing, theclassical approach (y> 1)
gives similar results. In view of quantum recoil upon
emission (which is reflected by the substitution u —
U = u(l—u)inclassica expressions), the associated
formula has the form

d°N  _ av? nk 2
dudzdp 2n)\cyz {41“‘ Jela
(6)
N .
_4V Jxk]zkcos¢i|1
where u = AWE, Nf = 4vkib—2v2—1, b= UX /A, V =

OuY, Oy = X wy/2c, the quantities wy, and X, have the
meaning of the frequency and amplitude of positron
transverse oscillations in the channd x, =

do(Eo/U)Y?2, Eisthe electron transverse energy, and
A = il/myc is the Compton wavelength.

For agiven harmonic number k, the frequency liesin
the range

O<u<uJ/(1+2v’+u,).

Here, u, = 4kvA /x, and . and j, are given by formulas
(4), where A =bv/4 and B = b, cos¢.

The distributions calculated by (3)—<6) are very
close to the spectral distributions of undulator radiation
[22].

The Baier—K atkov quasi-classical theory [1, 85; 12]
gives the following result for the spectrum of photons
moving toward alinearly polarized plane wave:

4 d°N
% dudzd¢
(7

UU Jzk

_ 3« w (k) }
- gclass |:gclass
nakZ{ 20 2v£

I znkzjfk fz

Vo

ka zk COS¢ (8)

where u = AW/E, u' = u/(1-u), ni = ak/u' — V3
z=ct.

For agiven harmonic number k, the frequency liesin
therange O < u' < ak/(1 + vg) and j and jy, are given

-1,and

by formulas (4), where A = (2a)—1v§u' and B =

2.2 alv,u'n,.cosd.

Formulas (7) and (8) are the exact solution within
the applicability domain of the Baier—Katkov quasi-
classical approach, i.e., for y> 1. According to (7), the
form of the spectrum depends, in general, on the two
invariants given by (2), which is consistent with Ritus's
result [5, Chap. 2, formulas (38) and (39)]. The term
2002
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g inthe bracketsin (7) reflectsthe result of classical

electrodynamics (see (3) and (4)) where the substitu-
tion u — u/(1 — u) has been made; the other term,
including the product uu', is spin-related.

Genera formula(7) isgreatly simplified in two lim-
iting cases: vy < 1 (weak externa field) and vy > 1
(strong external field).

The former case corresponds to the dipole approxi-
mation. Here, (7) passesto

—1d N _ u?
No Gadz Za%' 2 a2

where 0 < u' < a and the spin-related term is uu'/2.

Thus, in weak fields, the emission spectrum depends
only on the invariant a. Quantum dipole formulas like
(9) arewell known in the theory of interaction between
a plane wave and moving electrons [23, 8101]. Unlike
the electron motion in ESTFs, formula (9) is valid at
electron energies as high as desired with the proviso
that vy < 1. Specifically, upon positron planar channel-
ing, the emission spectrum, as was shown above, is
described by formulas similar to (7)—9) (the classica
component in emission (6)) [18]. However, the situa-
tion where the spin term would play asignificant rolein
dipole formula (9) is unrealistic in ESTFs, because the
condition for emission dipolity isinevitably violated at
high energies, when the spin effect becomes essential
(for positrons, this energy E > 50-100 GeV). In this
sense, the spectrum of hard polarized photons with an
energy iw ~ E generated by lasers that have vy ~ 1 is
more advantageous than that obtained in OCs, since the
former is more monochromatic and the multiphoton
background in its soft range is absent.

Theaforesaidisillustrated in Figs. 1-3, showing the
spectraof emitted photonsfor electron energies of hun-
dreds of GeV (in this case, a = 3 corresponds to the
energy 150 GeV) in the field of a 1-um laser. Figure 1
demonstrates the near-dipole situation. At the same
parameters of an electron beam in OCs, the monochro-
matism of the emission is much lower [24—26] because
of a high concentration of low-energy photons. At a
fixed electron energy, the contribution of higher har-
monics increases with laser beam intensity (cf. Figs. 2
and 3). Conversely, at afixed laser beam intensity, the
emission becomes more dipole with increasing el ectron
energy. Such a situation isthe reverse of that in ESTFs,
where the contribution of higher harmonics grows with
electron energy. Figures 4 and 5 show the spectra of
positrons with energies of 10 and 100 GeV calculated
with regard for all the above effects. In the spectrum in
Fig. 5, the number of higher harmonicsis so large that
some of them are indistinguishable and the synchrotron
approximation describesthe spectrum quite adequately.
The positron spectrum in Fig. 4 is close to undulator
radiation spectrain shape [22].

Figures 1-3 demonstrate that lasers with vy < 1 are
the most appropriate for generating individual hard

uu
o
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Photon energy spectrum
1.0

0.8 1]

t J
0.2 0.4 0.6 0.8 1.0
Photon energy U

Fig. 1. Emission energy spectra of electrons moving toward
alinearly polarized plane wave in aweak laser field for a=
6 and v = 0.5. Dashed lines 1 and 2, spectrum in the dipole
approximation and the spin contribution in the same
approximation, respectively; continuous curves, exact cal-
culation. On the ordinate axis functions (7) (continuous
curves) and (9) (dashed lines) multiplied by u are plotted.

photons. In this case, the monochromatism is the high-
est and the number of photons emitted isfairly large. At
lower or higher values of v,, both advantages of the
emission in the IPW field disappear. For example, at
Vo < 1, thetotal probability of the emission defined by

Photon energy spectrum
1.0

0.8 i

0.6 -

t 1 J
0.2 0.4 0.6 0.8 1.0
Photon energy U

Fig. 2. ThesameasinFig. 1fora=3and vy =1.
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formula (5) is relatively small. At v, > 1, the role of
nonlinear effects in Compton scattering increases
and the spectrum becomesless monochromatic. More-
over, in superintense laser fields, the emission multi-
plicity [9] and the effect of electron expulsion from the
laser beam because of the nonuniform spatial distribu-
tion of the intensity over its cross section become
important [27].

The shape (7) of the emission spectrumissimplified
when v, > 1, i.e, when harmonics with k > 1 play a
decisiverole. In this case, the spectrum also depends on
one parameter (now on X) and has the form

P 21
d°N _
dudz I
0
where the integrand is the well-known quantum syn-
chrotron formula

dZN(Wn)(GO) Ek_x_o
dudz  2m’

(10)

LdANOY
° dudz
o (11)
= “/éz[(Z +uu)Kys(&) _J’Kua(n)dn}
€

Ttavg

with & = 2u'/(3X). Here, the parameter X is expressed
through the invariants a and vq: X = avpsinay/ +/2.

Integration over o, in (10) means averaging (11)
over the period of electron transverse motion. Formulas
(10) and (11) are applicableif

voual(1-u)">1. (12)

Photon energy spectrum

0.8 i

0.2 0.4 0.6 0.8 1.0
Photon energy U

Fig. 3. ThesameasinFig. 1fora=3and vy = 2.
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Photon energy spectrum
0.00201

0.0015
0.0010

0.0005

0.04 0.06
Photon energy U

0.02

Fig. 4. Energy spectra of positron emission upon planar
channeling in SIC11001 8, = B /£ /2, where £ = 0.9U,,, and
6, isthe Lindhard angle. The positron initial energy isEqg =

10 GeV. Dashed line, spectrum in the synchrotron approxi-
mation; continuous curve, exact calculation.

The synchrotron approximation, based on formula
(11), is successfully used for calculating the emission
spectra of electrons with energies above 100 GeV in
OCs [19, 24, 25]; the higher the electron energy, the
higher the accuracy of the synchrotron approximation
(Fig. 5). For IPWs, conversaly, at afixed v,, the condi-
tion for synchrotron approximation applicability is
violated as the electron energy grows, as follows
from (12).

Figure 6 plots the total number of photons emitted
per unit length (in units of Ny, see (5)) against the
parameter a for variousv,. The calculation by formulas
(7)—(11) for a laser beam with a wavelength of 1 um
shows that the exact solution differs from the dipole
approximation twofold even at vy = 2 (Figs. 3, 6).

In recent CERN experiments with 35-243 GeV
electron beams [29], the effect of the spin on the emis-
sion in OCs has been shown for the first time. It has
turned out that the spin contribution in the hard range of
the spectrum is 20-25% at electron energies of several
hundreds of GeV. For IPWs, the spin contribution will
be shown to be much higher at the same energies. The
emission spectra of electrons with various energies in
thefield of alaser wavewithv, =2 areshownin Fig. 7.
From these spectra, it follows that an increase in the
energy raises the dipolity of the emission. Simulta-
neously, the contribution of the spin term to the emis-
sion grows and becomes dominant at AWE ~ 1. Even at
Vo = 2 and a = 6, the spin term in the hard range of the
spectrum prevails (Fig. 7, curve 2). Note for compari-
son that in OCs, the effect of the spin term is much
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Fig. 5. Thesame asin Fig. 4 for Ej = 100 GeV.

smaller at the same electron energies, as follows from
theoretical calculations [4, 24, 25]. In addition, it is
seen that the synchrotron approximation describes ade-
quately the hard range of the spectrum if condition (12)
ismet. At agiven v,, arisein the electron energy dete-
rioratesthe accuracy of the synchrotron approximation.

When comparing the OC and IPW efficiencies, one

should properly determine the effective length of emis-
sion. Our calculations for OCsrely on realistic models,

Number of photons
1.0¢

Fig. 6. Total number of emitted photons per unit length in
units of Ng (see (5)) vs. parameter a (see (2)). The dashed
curve represents the dipol e approximation: vy << 1. Contin-
uous curves correspond to vg = 0.5 (1), 1 (2), and 2 (3). On
the ordinate axis, the ratio N/Ng is plotted.
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Fig. 7. Thesameasin Fig. 1. Continuous curves correspond
toa=1 (1) and 6 (2). The dashed curves 1a and 2a are the
synchrotron approximations for the same values of a.
(©) Spin contribution for a= 1 and (@) fora= 6.

which include secondary factors such as multiple scat-
tering of electrons by individual atoms of a crystal,
radiative damping of the transverse energy, etc. (for
details, see [24, 25]). For terawatt lasers, the length of
interaction with el ectrons of energies above several tens
of GeV may reach several millimeters. In the experi-
ment with a 46.6-GeV beam on the SLAC accelerator
[9] (the laser wavelength =1 um), the interaction length
was found to be several hundreds of wavelengths (see
also[18]). The associated emission yield was=1.8 pho-
tons per electron falling into the region of interaction

The number of individual hard photons with an energy #w
lying in different intervals

05<u<0.8|08<u<09| u>09
cnioQ 0.085 20x10°2 | 24x10*
150 GeV (0.082) |(1L6x1073) | (2.8x10°)
S 1100 0.069 1.8x10° | 52x10™%
150 GeV (0.062) |(7.0x107%|(2.0x 107
1000 GeV 0.22 22x1072 | 49x1073
(0.215) |(21x107?) | (4.4x1079)
Amorphous target 0.10 0.021 0.014
z=L,/2

Note: Here, u = Zw/E. The initial electron beam divergence
angle is 0.20, where O is the Lindhard critical angle.
The thicknesses and orientation of the crystalsare asfollows:
C [1100) 2000 pum; Si [1100) 1400 pum. The results for the
amorphous target correspond to the thicknessz = L, /2.

KHOKONOV et al.

with the laser. According to our analysis, only 10~ of
beam electrons took part in the interaction.

Of practical interest is the number of hard emitted
photons per electron that have an energy in the range
0.8u,, < u < u,, where u,, ~ a/(1 + a) is the maximal
energy of a photon emitted (our estimates are restricted
by the dipole approximation). According to (10), the
number of such photonsisN; ~ 0.1N, for a > 3, where
Ny is given by formula (5). For a 1-TW 1-pm laser
interacting with 150-GeV electrons, we find that N, =
0.6 x 10 photons within a length L = 0.5 mm at a
cross-sectional area of the laser beam X = 1 mm? (here,

u,=0.75Eand vg = 3.7 x 107°). Thisnumber increases
significantly when the cross-sectional area of the beam
shrinks. For example, when £ = 102102 mm?, the
number of emitted photons per eectron in the same
spectral range becomes comparable to that obtainable
at the same electron energy in OCs. This fact is of ho
surprise, since the field energy density in the focal spot
of terawatt lasers may be comparable to the electro-
static energy density in the field of the crystal continu-
ous potential [18]. It should be noted, however, that the
photon yield in OCs at the energies considered far
exceedsthat obtainablewith terawatt |asers. Onereason
is that a high degree of synchronization of laser field—
electron interaction, which is necessary to increase the
effective interaction time, is hardly feasible in the case
of IPWSs. In OCs, dl electrons are involved in the inter-
action.

The table lists the average numbers of hard photons
emitted by an electron in OCs in a given frequency
range. Similar data are represented in [25], where the
spectrum of individual photons most of which had low
energies u = AWE < 0.5 was looked for. Therefore,
approximations made in [25] overestimate the nonco-
herent contribution to the hard range of the spectrum.
The reason is that in [25] the coherent and incoherent
contributions were simulated independently, which is
actually a rather coarse approximation if one is inter-
ested in the hard range of the spectrum. The contribu-
tion from the coherent emission to the field of the
atomic chain continuous potential is given in parenthe-
ses. For the soft range of the spectrum, u < 0.5, thenum-
ber of photons emitted obtained in thiswork and in [25]
exactly coincide; therefore, only data for hard photons
are tabulated.

It follows from the table that, at an electron energy
of 150 GeV, the coherent contribution plays a decisive
part for photons with energies u < 0.8. As the electron
energy grows to 1000 GeV, the coherent contribution
prevails amost throughout the spectrum. Yet, even at
energies of ~1 TeV, an amorphous thick target is more
effective than OCs for generating photons with u > 0.9.

One more advantage of powerful lasers over OCsis
that they allow for the generation of circularly polarized
photons. In turn, OCs are preferred in the case when a
large total number of photons are to be generated irre-
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spective of the spectrum monochromatism (i.e., in
order to produce intense positron beams [30]).
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Abstract—The design and characteristics of a setup for producing metal oxide nanopowders with an output of
up to 20 g/h are discussed. The grain mean size in the powdersis 15 nm, and the radiation power consumption
is 3040 (W h)/g. Y ,05-stabilized ZrO, (Y SZ) and Al,O3 + Y SZ nanopowders are prepared by target evapora-
tion with a pulse—periodic CO, laser, followed by vapor condensation in an air stream. The mean power, peak
power, and efficiency of the pulse—periodic CO, laser, excited by acombined discharge, are, respectively, 1 kW,
10 kW, and =10%. Data for the powder specific surface, grain shape, and grain size distribution, as well as
results of X-ray phase and structure analysis, are reported. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Recent technol ogies of synthesizing bulk nanostruc-
tured materials with improved mechanical and novel
electromagnetic and optical properties[1, 2] have gen-
erated interest in producing powders with nanometer-
sized grains (nanoparticles). Nanoparticles can be pro-
duced by avariety of methods (for their detailed analy-
Sis, see, e.q., [2, 3]). Laser radiation has not found wide
recognition for this purpose because of the low output
and high energy consumption of related techniques. At
the same time, |aser-assisted material evaporation and
subsequent vapor condensation has been known for a
long time [4]. This approach to material production
provides high-purity and fine-grain deposits, is cheap,
and can be applied to varioustargets. However, its com-
petitiveness with other approaches has been proved
only recently.

For example, the output Am of a CO, laser in this
process has been shown [3, 5, 6] to depend consider-
ably on the radiation power P and intensity |, aswell as
on the target velocity V, relative to the laser beam. For
example, for P=3270W, | = 4.2 x 10°W/cm?, and V, =
28 cm/s, Am, the energy consumption AW, and the grain
size dger Were found to be 130 g/h, 25 (W h)/g, and
60 nm, respectively, for ZrO, powders.

To raise the intensity (to 10’ W/cm?), the laser was
switched to the pul sed mode with amechanical chopper
or a Fabry—Perot interferometer [2, 3]. In this case, the
grain mean size was reduced to dger = 15 nm; however,
at the same radiation mean power P = 600 W, Am and
AW were 11 g/h and 54.5 (W h)/g, respectively, for the
pulse duration t, = 25 us and Am = 3.8 g/h and AW =
158 (W h)/g for t, = 100 ps. These values are much

lower than those obtained in the cw mode with P =
600 W: Am = 23.8 g/h and AW = 25 (W h)/g.

Yet, we believe that the pulsed mode must provide
not only finer grains (because of an increased intensity
and more efficient vapor removal from the hot zone) but
also at least no higher energy consumption than in the
cw mode. Our opinion relies on the fact that the proba-
bility of an elementary event of evaporation grows
exponentially with the melt temperature and, hence,
with the radiation peak power density [4]. Such a situ-
ation takes place up to optical breakdown. In [3], the
pulsed mode was obtained by switching the Q factor of
the laser cavity. Q switching imparts the specific shape
to alaser pulse, because of which the advantages of the
pulse—periodic mode of preparing nanodispersed pow-
ders cannot be revealed in full measure. Moreover, Q
switching decreases appreciably the laser efficiency.

In this work, nanograin powders are produced with
a CO, laser excited by a pulse—periodic combined dis-
charge [7].

EXPERIMENTAL

In our experiments, the lasing medium was excited
by a pulse—periodic combined discharge. In this case, a
plasmain the discharge gap is initiated by a short-term
self-sustained discharge and a major fraction (97—98%)
of the energy is delivered during a long-term non-self-
sustained discharge under areduced field strength that
is optimal to excite the laser upper level [4]. The exci-
tation scheme makes it possible to separate the high-
and low-voltage feed circuits without using discharge-
current-limiting elements, which therefore successively

1063-7842/02/4711-1420%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Waveforms of current pulses for (a) self-sustained discharge, (b) non-self-sustained discharge, and (c) laser radiation.

excites the self-sustained and non-self-sustained dis-
charges.

The waveforms of discharge and radiation current
pulsesillustrating the operation of thelaser and the pos-
sibility of varying the lasing duration are shown in
Fig. 1. A self-sustained discharge (duration =100 ns,
Fig. 1a) in the two-electrode gap was initiated by a
Blumlein generator. Once the self-sustained discharge
had been switched off, the non-self-sustained discharge
(duration 100 ps) was maintained in the gap (Fig. 1b).

TECHNICAL PHYSICS  Vol. 47

No. 11 2002

The voltage across the gap was optimal for the energy
to be transferred to the laser upper level. After the cur-
rent of the non-self-sustained discharge had declined to
acertain level, a high-voltage pulse was applied to the
gap again and the process was repeated.

Thelasing medium could be pumped by both single
shotsand a pul se packet. The packet frequency could be
varied from 50 to 1000 Hz; the number of pulsesin a
packet, from 1 to 4; and the pulse-to-pulse time in a
packet, from 50 to 200 ps according to the number of
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Fig. 2. Waveforms of radiation pulses for (a) one, (b) two, and (c) three self-sustained discharge pulses in a packet.

pumping pulses. Typical waveforms of pulses in a
packet are shown in Figs. 1 and 2. If the number of
pulses per packet is no morethan three, thelasing dura-
tion remains virtually unchanged (only the shape of
laser pulses was changed). The peak power P, could
reach 10 kW, even if the mean power did not exceed
1 kW (Fig. 2b).

The radiation power was maximum at a frequency
of 750-900 Hz for H,- and CO-free mixtures and 400—
600 Hz for mixtures containing H, or CO. We found
that a mixture of composition CO,: N,: He=1:4:8
provides efficiency as high as 22% at a pressure of
80 torr. However, during the operation, the efficiency
dropped noticeably because of CO, dissociation and
electronegative species appearing in the mixture.
Therefore, the search for long-term operating conditions
was carried out with CO-containing mixtures, wherethe
initial composition can be maintained by means of the

Laser )
l radiation y All
8
6

Fig. 3. Experimental setup for nanopowder production.

reducing reaction CO + O —= CO, to compensate for
the dissociation. InaCO,: CO: N,: He=15:1:10:
20 mixture at a pressure of 60 torr, a radiation mean
power of 600-800 W was obtained (at an efficiency of
10%), which did not decrease during the operation.

An experimental setup for producing nanopowders
isdepictedinFig. 3. Laser radiation wasfocused on tar-
get 2 with lens 8, which serves simultaneously as the
entrance window of chamber 3. Drive 1 rotates and
moves target 2 in the horizontal plane so that the laser
beam scans its surface with a constant rate, providing
uniform sputtering of the target surface. During the
experiment, the target was displaced in the axia direc-
tion so that its surface remained in the plane of thefocal
spot. The focal length of a KCI lens was 10 cm; the
focal spot diameter, 0.45 mm.

The targets used were YSZ, ZrO, + Y,0;, and
Y SZ + Al,O; powderswith agrain size of severa tens of
micrometers and a desired oxide ratio that were pressed
into pellets. The beam scan rate was 20 cnm/s. Between
pulses, the target was displaced by D = 0.045cm. Fan 4
pumped aworking gas (air or an N, : O, =79 : 21 mix-
ture) into sealed evaporation chamber 3 and transported
the powder to cyclone 5 and el ectrostatic precipitator 6,
where the powder was trapped. Before being dis-
charged into the atmosphere, the air was purified by
mechanical filter 7. Near the target surface, the gas
velocity was =15 m/s.

We prepared 2.8YSZ, 4.1YSZ, 8.6YSZ, and
9.85Y SZ powders (figures mean the mole percentage
of Y,0;), aswell as powders of A41.1 + 1.45Y SZ58.9
and A88.8 + 1.1Y SZ11.2 mixtures (A = Al,Og, and fig-

TECHNICAL PHYSICS  Vol. 47
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Fig. 4. Typical micrograph of the powder sediment.

ures at the end mean the weight percentage of the com-
ponent). Both the raw materials and powders prepared
were analyzed by X-ray techniques. The elemental
composition was determined by spectral methods with
aJobinYvon 48 instrument. Phase and structure analy-
seswere performed with a DRON-4 X -ray diffractome-
ter. The specific surface was found by the BET method
using an argon—helium mixture with a GKh-1 chro-
matograph. The grain shape and grain size distribution
were studied with JEM-200 transmission and JSM-
T220A scanning electron microscopes. The fractional
composition of the powders was investigated by sedi-
mentation analysis. The content of moisture and vola-
tiles was determined thermogravimetrically with a
Q1500 instrument.

In preliminary experiments on choosing optimal
conditions for preparing nanopowders, we varied the
number of pulses per packet from 1 to 4 (Figs. 1, 2).
The energy and the peak power of a pulse were varied
by varying the pumping pulse energy. Under these con-
ditions, the peak power density of the radiation varied
from 1 to 5.2 MW/cm?. The maximum output in nan-
opowder production, 20 g/h, was observed for 4-h con-
tinuous operation with atwo-pulse packet (Fig. 2b) and
amaximal power density of 5.2 MW/cm?. Thisfinding
is to some extent unexpected, since, according to [8],
optical breakdown is inevitable for such long pulses
with power densities exceeding 2 x 10° W/cm?.

RESULTS AND DISCUSSION

For all the compositions studied, the output was 15—
20 g/h and the energy consumption, 40-30 (W h)/g.
These values are very close to those obtained in [3].
TECHNICAL PHYSICS Vol. 47

No. 11 2002

Bearing in mind that the energy required for ZrO, evap-
oration is about 2.7 (W h)/g, we conclude that our
results and those obtained in [3] indicate the low effi-
ciency of using the radiation energy. Therefore, it is
necessary to find reasons for such high losses and ways
to reduce them.

The analyses of the powders showed that they are
weakly agglomerated and have two fractions with
greatly differing sizes. The first fraction (Fig. 4) con-
sists of spherical grains with sizes from 0.2 to 2.0 um
and accounts for 3—7 wt %. Presumably, it forms by
splashing the liquid phase, since the composition of
these grains either is close to that of the raw material or
is enriched by the component with a higher point of
evaporation (Y ,0s3), while the other fraction, nanofrac-
tion, always has a deficiency of this component com-
pared with the raw material (Table 1). The coarser frac-
tion sometimes contains shapeless grains of size to
10 pm (possibly, target fragments).

Fromthe grain size distribution (Fig. 5b) inthe frac-
tion remaining in the suspension (Fig. 5a), it follows
that 98% of grains have sizes <40 nm and only 0.25%
of grains have a size from 65 to 100 nm. The latter
grains are nearly spherical and dlightly faceted.

Upon sedimentation, the grain specific surface usu-
ally decreases by 10%, which indicates that the pow-
ders are dightly agglomerated. However, after the sed-
imentation, the powders have a bulk weight that is one
order of magnitude higher, becoming more producible
for subsequent applications.

The study of the phase composition and structure of
theY SZ powders (Table 1) showed that they are single-
phase and their averaged lattice parameter is well
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Table 1
No. Raw material for target preparation Powder after sedimentation
1 Powder mixture: ZrO,, S= 20 m?/g; 2.8YSZ: S=68m?g; T: a=5.106 and ¢ = 5.1638 A,
3.1Y,05, S=4.5m?g grain size D = 19 nm, weight of volatilesm(V) = 2.7 wt %.
Sediment 3.4YSZ: T: a=5.1084 and ¢ = 5.1674; D = 26 nm.
6% of M phase. Melted surface layer of target 5.2Y SZ
2 Powder mixture: ZrO,, S=20m?/g, T = 45 4.15YSZ: S=64.4m?qg, T: a=5.115and ¢ = 5.161 A,
and M = 55 wt %; 4.5Y,03, S= 4.5 m?/g D =17 nm, m(V) = 2.6 wt %.
Sediment 4.35YSZ; C—a=5.13A, D = 25 nm.
7% of M phase.
3 Powder mixture: ZrO,, S=51 m%g, T=60 8.6YSZ: S=86m?%g; C—a=5.1405A
and M = 40 wt %; 9.1Y,03, S= 4.5 m%/g D =17 nm, m(V) = 2.4 wt %.
Sediment 8.9YSZ: C—a=5.144A, D =25nm.
7% of M phase
4 Powder 10.15Y SZ, S= 6.1 m?/g, 9.85YSZ: S=79m?/g, C—a=5.1459 A,
C—-a=5.1448E D =18 nm, m(V) = 2.8 wt %.
Sediment 10.4YSZ: C—a=5.15A, D =41 nm

Note: Inraw material mixtures, the mole percentage of Y ,03 powder isindicated. M, T, and C stand for monoclinic, tetragonal, and cubic

|attice, respectively.

Table 2

Target composition Target material

Powder after sedimentation

Powder mixture
A40 + 1.65YSZ60

Al,O5: S= 74 m?/g; y = 20 wt %

5= 80 wt % 1.65Y SZ: S= 7.76 m?g.
M =58 and T = 42 wt %.

Grainsize D =70 nm.

Powder mixture
A85 + 1.65YSZ15

A41.1 + 1.45YSZ758.9, S=80.6 m%/g, m(V) = 4.9 wt %.
Composition and structure:

1.45YSZ: T—31 wt %: a =5.095 and ¢ = 5.156E, D = 11 nm.
K—28wt %: a=4.924 A, D =6 nm.

y = Al,0;—20 wt %, D = 10 nm.

Amorphous Al,0;—21 wt %.

A88.8 + 1.15YSZ11.2, S= 86 m?g, m(V) = 4.8 wt %.
Preliminary composition and structure;

cubic and tetragonal 1.15Y SZ and y-Al,O5, amorphousAl,Os;
diffraction pattern interpretation is being continued

described by a straight line (Fig. 6) whose initial por-
tion coincides with data for pure ZrO, [9] obtained by
the plasma—chemical method and containing 90% of
the tetragonal phase. Our data for ZrO, nanopowders
obtained by electrical explosion and containing 55 to
65 wt % of the tetragonal phase [10] fall in the range
shownin Fig. 6.

The study of the elemental composition of the pow-
der mixtures (Table 2) suggests that a decrease in the
high-temperature component content in these samples,
prepared by coevaporation, is much more significant
than in theY SZ powders. This decrease becomes more
pronounced as the content of the low-temperature com-
ponent (Al,O5, point of evaporation T, = 3800 K, melt-
ing point T,,, = 2320 K) grows. For example, in mixture
1, theY SZ content decreased by =2% and theY ,O5 con-
tent in YSZ, by 12%. In mixture 2, the corresponding
values are 25 and 30%, respectively. In other words, the
initial equality of the component volumes (mixture 1)
and weights (mixture 2) in the targetsis violated in the
powders. The phase composition of the powders also
turned out to be unusual. For example, in mixture 1,

about 40 wt % of 1.45Y SZ isin the cubic phase. More-
over, the lattice parameter of both the cubic and the tet-
ragonal phases is much smaller than could be expected
from the concentration dependence (Fig. 6). The mon-
oclinic phase is completely absent.

It can be proposed that in the liquid state some
amount of Al,O; dissolves in YSZ, forming the solid
solution. Assuming that the Y SZ lattice parameter var-
ies linearly from the value 5.123 A for pure 1.45YSZ
according to the zirconium-to-aluminum atomic radius
ratio (=1.2), one can estimate the amount of Al,O; dis-
solvedintheY SZ lattice. These estimates show that the
tetragonal phase occupies =0.7 wt % and the cubic
phase, =19.4 wt % Al,O4. From the diffraction patterns,
it also follows that Al,O; is partialy in the amorphous
dtate. If it is assumed that 1.45Y SZ is entirely crystal-
line, the amount of the amorphous Al,O; in the power
considered is=21 wt %.

Thediffraction pattern for the A88.8 + 1.15YSZ11.1
powder was still harder to interpret, because the line
asymmetry and the background level were very high. It
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isonly clear that an increase in the Al,O; content does
not increase the fraction of the cubic modification rela-
tive to the tetragonal one in the powder after laser syn-
thesis. However, upon sedimentation, asignificant frac-
tion of the powder in the tetragonal phase precipitates.
The high asymmetry of the diffraction lines, especially
for the tetragonal phase, leads to an error in determin-
ing the wei ght composition of the phasesand grain size.
This, and also the fact that the Y SZ tetragonal phase,
which has agrain size of 6 nm, aimost completely pre-
cipitated, lead us to suggest that Y SZ tetragonal grains
are covered by aluminum oxide and seem to have a
greater size. That iswhy they precipitate upon sedimen-
tation.

Thus, the above data lead us to conclude that the
powders prepared in thiswork are of interest for further
investigating their structure, which depends on the
Al,O3/Y SZ ratio in the starting mixture.

CONCLUSIONS

(2) A pulsed CO, laser makesit possible to decrease
fourfold the grain size in air under normal conditions.
The power consumption is no higher than the lowest
power consumption observed for cw lasers[1].

(2) The efficiency of using the radiation for prepar-
ing nanopowders is less than 10%. This parameter can
be improved. The output can also be increased even at
the same mean power by shrinking the radiation pulses
and increasing the pulse repetition rate.

(3) A method and a setup for preparing pure nanop-
owders of complex composition with a narrow grain
size distribution were developed. Targets can be made
of coarser grain powders of both available chemical
compounds and mechanical mixtures of the compo-
nents. To obtain a desired composition, it is necessary
to take into account that in the powder, the content of a
component with a higher point of evaporation is lower
than in the raw material.

(4) A powder prepared by evaporating targets made
of YSZ + Al,O; mixtures containsY SZ crystalliteswith
a lattice parameter that is much smaller (by =4%) than
in pureY SZ of the same composition. This decreasein
the | attice parameter islikely to be dueto the formation
of the Al,O4;—Y SZ solid solution.
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Abstract—Modified equations for coupled modes are used to develop atheory of longitudinal resonant mode
filters. Theoretical and experimental results are compared. The design of a hybrid SAW-resonator filter where
both longitudinal resonant modes and resonant modes of a ladder structure are used is proposed. This design
provides enhanced out-of-band suppression. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Dueto the rapid advance in mobile communications
in recent years, great interest has arisen in filters on
SAW resonators. The main advantage of thesefiltersis
small insertion losses (1-4 dB) at a reasonable out-of-
band suppression (25-60 dB). These properties make
these filters promising for communications systems, in
particular, for cellular phones. Most cellular phones,
irrespective of the standard they use (including GSM,
PCS, PCN, etc.), incorporate frequency-selective ele-
ments implemented as SAW resonant filters. The basic
types of SAW resonant filters are SAW-resonator |adder
filters [1], NCRF filters (based on transverse resonant
modes) [2], and DM SF filters (based on longitudinal
resonant modes) [3]. Each of them has advantages and
disadvantages of its own. The main disadvantage of a
ladder filter is its relatively low out-of-band suppres-
sion when the frequency is offset from the center fre-
guency by several bandwidths. Filters on transverse
resonant modes can only be made on materials with a
low electromechanical coupling coefficient and there-
fore have a narrow relative bandwidth (no more than
0.15%). Also, NCREF filters require matching elements.
Thetransfer function of filters on longitudinal resonant
modes exhibitsashoulder (at alevel of —10...-15dB in
filterswith atwo-pole input admittance) onitshigh-fre-
guency slope. Therefore, these filters must include two
or three sections connected in series, and the number of
polesin their input admittance increases to four or six,
respectively.

A technique for decreasing the shoulder level in the
DMSF filter transfer function by connecting a capaci-
tive element between the input and output of the filter
has been proposed and experimentally verified in [4].
An approximate theoretical analysis of such afilter and
a comparison between the theoretical and experimental
results were reported in [5]. However, this technique
not only decreases the shoulder level but also degrades
the overall out-of-band suppression.

In this paper, the modified equations for coupled
modes [1] are used to construct a theory of filters oper-
ating with longitudinal resonant modes. Theoretical
results are compared with experimental data. A topo-
logical method is proposed to remove the shoulder in
the DM SFfilter transfer function by using an SAW-res-
onator ladder filter on the same substrate instead of the
second section of thefilter.

MODIFIED COM METHOD

The conventional COM theory (see, e.g., [6]), which
derives and solves inhomogeneous differential equa-
tions, involves too complex a procedure for SAW
device analysis. In the framework of this theory, it is
difficult to include such factors asthe variable period of
the structure, apodization, and nonuniform charge dis-
tribution over the electrodes. All these factors are easy
to take into account with the modified COM method,
which dealswith an elementary unit of the structure (an
electrode of the interdigital transducer (IDT) or of the
reflecting structure). This method also alows for the
use of more complex models of the structure. The
parameters of the SAW structure component (the IDT,
reflecting structure, or their arbitrary combination) are
calculated by multiplying the P matrices of individual
electrodes (asis usually done in the well-known theory
of two-port networks with scattering matrices).

Consider an SAW structurein theform of arbitrarily
spaced aternating-polarity electrodes overlapping each
other. Assume that the source of a signa with an
amplitude U, is on the left. Consider the Kth electrode
of the IDT (Fig. 14). Let R(Z, w) and SZ, w) be two
coupled plane waves with a wave number K propagat-
ing through the IDT in the positive and negative Z
directions, respectively. We write these homogeneous
plane waves as

R(Z, w) = R(w)exp(-jk2), (D)

1063-7842/02/4711-1427$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Kth electrode of an IDT.

R(Z, w) = S(w)exp(+jkZ), )

where R(w) and w) are the complex amplitudes of the
waves.

Let a wave incident on the Kth electrode from the
left be R¢(R, w) and that from the right, S ., 1(Z, w).
Then, with allowance for reflection, transmission, and
transformation with a coefficient &y, the complex
amplitudes of the transmitted waves are given by

Sc(w) = ren ik exp[—j(Ke —Ko) Px] Re(w)

N1 (1=|r?) P exp(=j (Ke —Ko) Pe] Sc . 2(@) ()
+ & (W)Nok eXp[—j (Ke —Ko) P/ 2] Uy,

Ry 1(@) = Ny (1= |rd®) " exp[~j (Ke — Ko) Pl Re()
+ 1N &XP[—] (Ke —Ko) P ] S + 1(w) 4
+ & (W)N 2k eXP[—j (Kg —Ko) Px/2] Uy,

where r is the complex coefficient of reflection from
the Kth electrode, K¢ is the SAW effective wave num-
ber, Ko = 210pk, Px = Zk + 1 — Zk» &k iSthe SAW transfor-
mation coefficient at the Kth electrode, N« = Wi/W,,
Nok = Wo /Wy, W, is the maximal aperture, Wy is the
overlap of adjacent electrodes, and W, = W, if dead
electrodes are used and W, = W otherwise.

The phase factors by the terms responsible for wave
reflection (transformation) define the phase advance
within the interval between the reflection (transforma-
tion) center and the respective boundary: Z, for S¢(w)
and Zy , ; for R¢(w). The SAW reflection (transforma-
tion) center isassumed to be at the electrode center. We
calculate the effective wave number as Kg = 21Ag =
wW[Vy + Le(Vm — Vo)/p«] — ja, where V, is the SAW
velocity on the free surface, V,, is the SAW velocity
under the metalized surface, and a is the SAW totd
loss in the electrode structure per unit length.

The variation of the current inthe IDT conductor is
due to the transformation of the forward and backward

waves and the voltage drop across the electrode capac-
itance:

Al (w) = T(w) =Tg 1 (w)
= 28 (W) exp[—j(Ke —Ko) Px/2] Re(w)
+ 28k (W) exp[—j (K — Ko) Px/2] Sc(w)
+jw(C,/2)U,.

(%)

Consider the terms associated with SAW transfor-
mation on the IDT electrode (Fig. 1b) with regard for
the fact that the excitation is distributed. We assume
that the efficiencies of the direct and inverse transfor-
mations are equal, i.e., that the transformation is recip-
rocal. Let the current distribution J(Z) over the IDT
electrode surface be given. Assume that the mecha-
nisms of SAW transformation by a small element AZ,¢
of the electrode and by the electrode as awhole are the
same. Then, adding all the contributionsto SAW trans-
formation over the el ectrode width relative to its center
Z- and passing to the limit AZ, — 0, we obtain

L /2
&k = G, I J(Z)exp[-j(w/Vy —Ko)Z]dZ,  (6)
—L/2
where G, is the radiation acoustic admittance at the
synchronism frequency (see, e.g., [6]).

The self-consistent analysis of the current distribu-
tion J(Z) over the electrode surface, i.e., the analysis
with allowance for edge effects, finite IDT length, and
back response of the piezoelectric material, is givenin
our earlier paper [7]. Relationships (3)—(5) can be writ-
ten in matrix form:

Sk(w) P(1,1) P(1,2) P(1,3) || Re(w)
Re.1(w)| = | P(2,2) P(2,2) P(2,3) |[Sc.1(w)|-(7)
Al (w) P(3,1) P(3,2) P(3,3) || U,

Now, the P matrix of the IDT as a whole can be

found as the product of P matrices for each of the elec-
trodes.
TECHNICAL PHYSICS  Vol. 47
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Applying the system of equations (3)—(5) with arbi-
trary coefficients to two series-connected SAW struc-
tures, we can easily obtain the components of the
resultant P matrix:

PO(1,1) = PY(1, 1)
1 2 1 (8)
+PY(1,2)P?(1, 1)PY(2, 1)/Py;
PU(1,2) = PY(1,2)P? (1, 2)/Py; 9

PY(1,3) = PY(1,3)+ PY(1, 2)[PP(1, 3)

+PY(1, 1)PP(2, 3)]1/Py; (0
PV(2,1) = PP(2,1)P?(2, 1)/Py; (12)
P (2, 2)

= P?(2,2) + PP(2, 1)PY(2,2)P?(1, 2)/P;; 2

P(2,3) = P?(2,3)+P?(2,1)/P"(2,3) 13
+PY(1,3)PP(2,2)1/Py;

P(3,1) = PY(3,1)+PY(2, 1)[PY(3,1) 14
+P(1, 1)PY(3,2)1/Py;

PN(3,2) = PY(3,2) + PP(1, 2)[PY(3, 2) 15

+PM(2,2)P?(3,1)1/P,;

P"(3,3) = PY(3,3)+P?(3,3)
+{PP(3,2)[P?(1, 3) + P?(1, 1)PM(2,3)] (16)
+P? (3, 1)[PP(2,3) + PM(2, 2)P?(1, 3)]} /Py,

where Py = 1-P®A(1, 1)PD(2, 2) and the superscriptsr,
1, and 2 refer to the resultant P matrix, the P matrix of
the left-hand SAW structure, and the P matrix of the
right-hand SAW structure, respectively. Here, a single
electrode or group of electrodes with aknown P matrix
can be viewed as an SAW structure.

The procedure for calculating the components of the
SAW structure’'s P matrix as the product of the corre-
sponding components in accordance with relationships
(8)—(16) can symbolically be written as

P(l, m) + |_| F{P,(I'ym)}, a7)

where N is the number of the last electrode in the SAW
structure and the function F{P,(I', m)} implies the
consecutive calculation of the products of the matrix
components according to (8)—(16).

The above relationships alow one to calculate the
input admittance of the IDT (as a part of afilter or res-
onator) with arbitrarily varying electrode spacings and
widthswith regard for the actual current (charge) distri-
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bution over the electrode surface. Note that the IDT
input admittanceis defined by the element P(3, 3) of the
resultant P matrix.

ANALY SIS OF FILTERS BASED
ON LONGITUDINAL RESONANT MODES
BY THE MODIFIED COM METHOD

The configuration of a DM SF filter [3] isillustrated
in Fig. 2. Thefilter has one input transducer I TD-A and
two output transducers IDT-B and IDT-C connected in
paralel. Note that the filter can also use one output
transducer instead of two. To provide the optimal exci-
tation of the resonance modesin the resonator, the IDT-
B and IDT-C transducers are completed with reflecting
arrays RA-B and RA-C at their edges.

We will analyze the DMSF filter by the modified
COM method. The acoustoel ectric equivalent circuit of
the DM SF filter is constructed by representing each of
the IDTsas adevice with two electrical and four acous-
tic inputs (outputs), as shown in Fig. 3. The potentials
UA, UB, and U are applied to the transducers IDT-A,
IDT-B, and IDT-C, through which the currents |4, | B,
and 1€, respectively, flow. Acoustic waves with com-
plex amplitudes RA%, RBL, and R®! are incident on the
transducers IDT-A, IDT-B, and IDT-C from the left.
The complex amplitudes of the respective reflected
acoustic waves are SAY, SBL and SC. The complex
amplitudes of waves incident from the right are SB2,
S$A2, and S©?; the complex amplitudes of the respective
reflected waves are RB2, RA2, and R2.

Writing equations like Egs. (3)—(5) for the Kth elec-
trode of the IDT-A and calculating the products of the
matrix components according to (8)—(16), we find the
components of the matrix P~ for the IDT-A transducer:

M| | P 1 PAL 2 PAA, 3) |[RM(w)
Rw)| = | PA2 2) PA2 2) PA2 3) || S %w)|-(18)
1*(w) PA3, 1) P(3,2) P3,3) || u*
The elements of the matrices PB and PC for the
transducers IDT-B and IDT-C, respectively, will be cal-

culated with regard for the reflecting arrays RA-B and
RA-C located on the left and right. Let us denote the

Input 1

IDT-A IDT-C
’_ﬁ_‘/ ﬁ/ RA-C
1l (ll

Output 2

IDT-B
Output 1

Fig. 2. Layout of thefilter on longitudinal resonant modes.
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Fig. 4. Equivalent acoustoelectric circuit of a DM SF filter.

IDT-B transducer with the reflecting array RA-B as
IDT-RB and the IDT-C transducer with the reflecting
array RA-C as IDT-RC. The principle of finding the
resultant P matrices for the IDT-RB and IDT-RC trans-
ducers is illustrated in Fig. 3. When calculating the
products of the matrix components according to formu-
las (8)—(16), wetakeinto account that, for the reflecting
arrays, {x =0, U =0, and C, = 0. Hence, the matrix ele-
mentsP(1, 3), P(2, 3), P(3, 1), P(3, 2), and P(3, 3) equal
zero.

It should also be noted that the P matrix of the gap
between the IDT and the reflecting array or between
two IDTs can be found from formulas (3)—(5) with &, =
0,Uy=0,C,=0,r¢ =0, and W, = 0. In this case, only
the elements P(1, 2) and P(2, 1) of the P matrix will be
nonzero. From Fig. 3, it is clear that RRB! =
RRB2exp(—jkd), SB2 = SBlexp(jkd), RRCl =
RRCexp(—jkd), and 2 = FClexp(jkd), where d is
the spacing between the reflecting array and the IDT.
Then, the components of the PBR matrix, which
describesthe IDT-B transducer with thereflecting array
RA-B, can be written as

(19)
Shw)| | PR, 1) PR 2) PR 3) ||R¥(w)
R (w)| = | PPR2, 2) P*R(2,2) P*R(2, 3) ||S*(w)|"
18(c0) PR3, 1) PR3, 2) P¥(3,3) || u®

The components of the PR matrix, which describes
the IDT-C transducer with the reflecting array RA-C,
can be calculated in asimilar manner:

(20)
LAw)| | PR, 1) PR 2) PR 3) |[R%(w)
RN w)| = | P2, 2) PR, 2) PF2, 3) ||S“H(w)!-
1%(w) PG, 1) PGB, 2) PR, 3) || u°

With the above transformations taken into account,
the equivalent circuit of an DMSF filter can finally be
represented as shown in Fig. 4.

Equations (18)—20), which correspond to the
equivalent acoustoelectrical circuit of Fig. 4, describe
the complex amplitudes of the incident and reflected
waves, as well as the complex amplitudes of the cur-
rents that flow through the transducers. Note that Rg; =
0, &2 = 0, Raz = Rgzexp(Kdy), Sz = Sayexp(jkdy),
Re1 = Raoexp(-Kdy), and Sy, = S, exp(jKdy), where d,
isthe spacing betweenthe IDT-A and IDT-BRand d, is
that between the IDT-A and IDT-CR.

Solving Egs. (18)—(20) for unknown currents, one
obtains

0% = UAY* + UBY*B + USY*
0 0
EI B = UMYPA+UBYR + UCYBCE, (21)
DIC - UAYCA+ UBYCB+ UCYCD

TECHNICAL PHYSICS Vol. 47 No. 11 2002
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where YA, YAB, YAC YBA YB YBC YCA YCB and Y© have
the meaning of admittances and can be found from
Egs. (18)—<20).

Theequivaent electric circuit of thefilter that corre-
sponds to the system of equations (21) is shown in
Fig. 5. Using the equivalent circuit and the admittances
that enter into system (21), one can calculate thefilter's
Sparameters.

The filter of configuration shown in Fig. 2 and the
equivalent circuit in Fig. 5 provide a low out-of-band
suppression (about —30 dB at a shoulder level of
-10...-15 dB); therefore, in applications, one should
use no less than two such sections connected in series.

IMPLEMENTATION OF THE DMSF FILTER

In order to experimentally verify the theory pro-
posed above, we designed and fabricated afilter with a
center frequency of 95.5 MHz and a bandwidth of
3.5MHz. The equivalent electrical circuit of the filter
with two sections connected in seriesisshownin Fig. 6.
Note that the filter's input admittance has four poles.

In accordance with the bandwidth specified, 36°
LiTaO; was chosen as the substrate materia [1]. The
basic design parameters of the filter were as follows:
the IDT aperture was 45\, the half-periods of the
transducers IDT-A, IDT-B, and IDT-C were 10.3 um;
and the transducers IDT-A, IDT-B, and IDT-C and the
reflecting arrays RA-B and RA-C consisted of 39, 27,
27,130, and 90 electrodes, respectively. The electrodes
of the transducers and the reflecting arrays represented
four-layer structures. First, a 0.01-um-thick vanadium
sublayer was applied directly on the piezoe ectric sub-
strate by vacuum magnetron deposition. Then, a
1.15-pym-thick aluminum layer, 0.01-um-thick vana
dium sublayer, and a 0.5-um-thick copper layer were
consecutively deposited. When calculating the filter
frequency responses, we used the function r(h) and the
electromechanical coupling coefficient squared k?(h) (it
is needed when calculating G,), which were taken from
[8]. Thelossa inthe structure was assumed to be equal
to 0.005 dB/A.

The transfer function (S21) of the filter built into a
50-Q transmission line that was cal culated by the above
method is plotted in Fig. 7a; that measured by a K4-37
instrument, in Fig. 7b. The theoretical minimal losses
within the passband are 0.8 dB, and the measured value
is 2.5 dB. The difference in the theoretical and mea-
sured minimal lossesis apparently because our calcula-
tions neglected the ohmic loss in the electrodes. The
irregular run of the experimental function near the
shoulder is due to the inaccurate (within 1.5-2.0 pm)
positioning of the photomask features.
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Fig. 6. Equivalent electric circuit of a two-section DMSF
filter used in GSM devices.

A HYBRID DMSFLADDER FILTER

A disadvantage of the DM SFfilter is the shoulder at
alevel of about —30 dB on the high-frequency slope of
itstransfer function. A method has been proposed [4, 5]
to mitigate this disadvantage by connecting a capacitive
element between the input and output. The introduction
of capacitive feedback, however, not only enhances the
out-of-band suppression in the shoulder region but also
degrades the overall out-of-band suppression outside
the shoulder. Below, we propose a topological method
for removing the shoulder by replacing the second sec-
tion of the DMSF filter by an SAW-resonator-based
ladder filter. The total number of poles in the input
admittance remains equal to four. Figure 8a illustrates
the layout of a hybrid DM SFadder filter, and Fig. 8b
shows its equivalent electric circuit. Asit has the same
number of poles in its input admittance as the filters
proposed earlier [3-5], the hybrid filter exhibits a
higher out-of-band suppression, in particular, in the
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Fig. 7. (8) Calculated and (b) measured transfer functions of the DM SF filter.
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Fig. 8. Layout and equivalent electric circuit of the hybrid DM SF-adder filter with enhanced out-of-band suppression.

shoulder region. The geometry of the resonators of the
ladder filter was chosen by the ladder filter synthesis
method proposed in [1]. To obtain the optima fre-
guency response of the hybrid filter, the passband of the
ladder filter must coincide with that of one DM SF sec-
tion and the input (output) impedance of the ladder fil-
ter must be matched to the input (output) impedance of
the DM SFfilter.

Asapiezoelectric material, 36° LiTaO; was chosen.
The basic geometrical parameters of the DM SF stage
were asfollows: the aperture was 65, the half-periods
of the IDT-A, IDT-B, and IDT-C transducers were
1.0 pm; and the transducers IDT-A, IDT-B, and IDT-C
and reflecting arrays RA-B and RA-C consisted of 39,
27, 27, 125, and 85 electrodes, respectively. The elec-
trodes were made of a 0.34-um-thick aluminum film.
The geometrical parameters of resonators of the ladder
section of the hybrid filter were as follows: the trans-
ducer of the resonator from the parallel arm (RP) had a
period 0.975 times that of the IDT-A, consisted of 151

electrodes, and had an aperture of 41\,. The transducer
of the resonator from the series arm (RS) had a period
1.018 times that of the IDT-A, consisted of 157 elec-
trodes, and had an aperture of 21A,. The reflecting
arrays of the RP and RS resonators had 120 electrodes.
The ratio between the reflecting array period and the
transducer half-period was 1.015 for the RP resonator
and 0.985 for the RS resonator. The losses a in the
structure were assumed to be 0.02 dB/A. Note that the
whole structure was integrated on a single substrate.

Figure 9 plots the transfer functions of a 947-MHz
filter (curve 1) commonly used in GSM devices, which
consists of two sections like those in Fig. 2 connected
in series. Curve 2 shows asimilar filter in which one of
the sections is removed and the input and output of the
remaining section are completed with T-section SAW-
resonator-based ladder filters. Both curves were calcu-
lated by the above method. As we see from Fig. 9, the
shoulder suppression isimproved by 20 dB. The out-of-
band suppression in the neighborhood of the passband
on its low-frequency sideis also improved.
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Similar results can be obtained with M-section lad-
der filters instead of T-section ones or with a combina-
tion of the two.

CONCLUSION

Owing to the combination of the properties of ladder
filters and filters on longitudinal resonant modes, a
hybrid SAW-resonator-based filter proposed in this
paper features good out-of-band suppression (higher
than 50 dB) throughout the frequency range: both near
the passband and at a significant offset from the center

frequency.
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The filter on longitudinal resonant modes incorpo-
rated into the hybrid filter may consist of both two and
three IDTs.

The ladder part of the hybrid filter can employ sec-
tions of various types. For optimal design parameters,
the difference in the passband insertion loss ripple and
in the voltage standing-wave ratio is insignificant.
However, according to our analysis, the optimum lad-
der section at theinput and output of the DM SFfilter is
aT section.

REFERENCES
1. V. F. Dmitriev, Zh. Tekh. Fiz. 72 (8), 95 (2002) [Tech.
Phys. 47, 1024 (2002)].

2. V. F. Dmitriev and N. P. Osipova, in Proceedings of the
International Forum on Wave Electronics and Its Appli-
cation, . Petersburg, 2000, p. 360.

3. T. Morita, Y. Watanabe, N. Tanaka, et al., Proc.-IEEE
Ultrason. Symp. 95 (1992).

4. S. Beaudin, S. Damphousse, and T. Cameron, Proc.-
|EEE Ultrason. Symp., 389.

5. C. K. Campbell and P. J. Edmondson, | EEE Trans. Ultra-
son. Ferroelectr. Freq. Control 48, 1298 (2001).

6. S. V. Birykov, G. Martin, V. G. Polevai, et al., IEEE
Trans. Ultrason. Ferroelectr. Freg. Control 42, 612
(1995).

7. V. F. Dmitriev, Zh. Tekh. Fiz. 72 (9), 93 (2002) [Tech.
Phys. 47, 1158 (2002)].

8. U. Rodler, D. Cohrs, and A. Dietz, Proc.-|EEE Ultrason.
Symp. 247 (1995).

Translated by A. Khzmalyan



Technical Physics, Vol. 47, No. 11, 2002, pp. 1434-1439. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 11, 2002, pp. 90-95.

Original Russian Text Copyright © 2002 by Shlapakovskiz, Schamiloglu, Grushin.

RADIOPHYSICS

Multiplication of the Drive Signal Frequency in a Relativistic
Microwave Amplifier with a Rod Slow-Wave Structure

A. S. Shlapakovskii*, E. Schamiloglu**, and I. |. Grushin*

* Nuclear Physics Ingtitute, Tomsk Polytechnical University,
pr. Lenina 2a, Tomsk, 634050 Russia

** University of New Mexico, Albuquerque, NM 87131, USA
e-mail: shi@npi.tpu.ru
Received March 25, 2002

Abstract—A theory is developed for the one-dimensional nonlinear multimode simulation of a Cerenkov
maser of special configuration (antenna—amplifier [1, 2]) where atubular relativistic el ectron beam propagates
along acircular waveguide with adielectric rod. The operating mode is the fundamental azimuthally asymmet-
ric HE;; mode. Harmonics at theinput signal frequency can be amplified because they fall into the amplification
bands for higher modes. At certain parameters, the output power at the second or third harmonic may consi-
derably exceed that of the amplified signal at the fundamental frequency. The powers of output harmonics can
be efficiently controlled by varying the point of electron beam extraction from the interaction region, aswell as
by varying the input frequency or by switching the polarization of the input signal from linear to circular. ©

2002 MAIK * Nauka/Interperiodica” .

INTRODUCTION

Consider a relativistic electron beam propagating
along a surface-wave antenna. Then, an antenna feed
signal will be amplified because of Cerenkov interac-
tion. Such a hybrid of a surface-wave antenna and a
traveling-wave tube (TWT) is referred to as an
antenna—amplifier [1, 2]. In the case of a cylindrical
antenna—amplifier (Fig. 1), a tubular beam “flows
around” adielectric rod antenna. The beam propagation
is provided by an external coaxial conductor, onto
which the beam is dumped with a guiding magnetic
field. The rf drive signal enters into the interaction
region through a feed waveguide, which, at the same
time, serves as the hollow cathode holder of the linear
induction accelerator (L1A) module. The outside of the
LIA cathode holder is at the ground potential; there-
fore, it can be directly connected to the waveguide out-
put of an rf drive source. The operating mode in this
system is the fundamental azimuthaly asymmetric
HE,; mode, which is unusual for TWTs. In [1, 2], the
basic idea and attractive properties of the antenna—
amplifier design have been discussed and a linear the-
ory for the general case (without azimuthal symmetry)
has been developed. In this paper, an additional impor-
tant feature, namely, the multiplication of the input sig-
nal frequency, resulting from nonlinear analysis in the
multimode regime is reported.

Even from the earlier numerical solution of the dis-
persion relation for various eigenmodes of the system
[1, 2], one could see that frequencies that are multiples
of frequencies from the amplification band of the fun-

damental HE;; mode may fall in the amplification
bands of higher modes. This implies that the following
mechanism of beam—electromagnetic field interaction
is possible. The input signal at the fundamental mode
induces a high-frequency (HF) current in the beam at a
frequency w. The nonlinear interaction generates the
nth harmonic of the HF current, which excites a higher
mode of frequency nw. In consequence, the amplified
signal involves both the fundamental frequency and its
harmonics.

The effect of harmonic generation in wide-band
TWTs, where the amplification band exceeds an
octave, is well known [3, 4]. Recently, this effect has
been discussed as applied to plasma-filled TWTs and
relativistic BWOs [5]. In these cases, harmonic radia-
tion is considered as stray and its power is several
orders of magnitude lower than that at the fundamental
frequency. This, however, may not be the case for an

CEE]

1.

|

Fig. 1. Antenna—amplifier in the linear induction accel erator
module.
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antenna—amplifier because of its specific operating
mode, namely, the asymmetric HE;; mode.

Indeed, the rate of growth of the field amplitude
along any slow-wave system excited by a monochro-
matic current of density j is proportional to the integral

J’Sj Eg* dSover the system cross section [3], where Eg

is the field eigenfunction for an o mode. Hence, if the
HF current is induced by the field of a symmetric TM
mode, as occurs in conventional TWTSs, none of azi-
muthally asymmetric modes is excited, because the
field eigenfunctions and the symmetric current are
orthogonal to each other. However, if theinput signal is
represented by an asymmetric wave (the HE;; mode for
an antenna—amplifier), any azimuthal harmonic of the
HF current may appear in the beam in the large-signal
regime as aresult of the nonlinearity. Therefore, in the
case of an antenna—amplifier, the spectrum of modes
that may interact with the beam is not restricted to a
family of modes with the same azimuthal index. In this
case, the beam coupling with higher modes at harmonic
frequencies may be essential because of the specific
difference in the radial distributions of the transverse
components of the HF field for the fundamental and
higher modes. The power transferred by the HE;; mode
isdistributed over the whole cross section of the dielec-
tric rod, whereasin the case of higher modes, the power
is concentrated largely near the rod surface. Thus, the
longitudinal electric field near the beam for a higher
mode may be higher than that for a lowest one of the
same power. Calculations of the spatial instability
increment [1, 2] show that at certain parameters the
HE;; mode does not dominate over higher modes,
although the frequencies corresponding to instability
for other modes are substantially higher. In the large-
signal regime, this may result in the fact that the har-
monic power turns out to be of the same order of mag-
nitude or even higher than that at the fundamental fre-
quency.

Thus, in contrast to conventional wide-band TWTS,
the effect of multiplication of theinput signal frequency
in an antenna—amplifier may be used to generate an out-
put signal with aspectrum of tunable-power harmonics.
In this paper, some aspects of such acontrol are studied.
Below, we present an approach alowing for the smu-
lation of the aforementioned processes and report the
results of calculation for the harmonic growth rates at
various system parameters.

BASIC EQUATIONS

We will use a set of equations that is similar to that
used in the nonlinear theory of TWTs [3] but involves
an arbitrary number of modes each of whichissynchro-
nous to electrons at a certain frequency that is a multi-
ple of the fundamental frequency. This implies that to
each particle there must correspond an equation
describing the variation of its phase with respect to each
No. 11
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mode a involved in the interaction: ®, = n,wt —
Koa (N, )z, where n, is the harmonic number and kg, is
the longitudinal wavenumber. If the beam is infinitely
thin, this equation can be written as

do, = nyw B
dz ~ u(z 9,t,)

kOa . (1)

Here, u is the particle velocity; t,, the time instant the
particle entersinto the interaction region; and ¢, its azi-
muthal position. The ¢ dependence of the particle
motion and HF fieldsisanother important feature of our
simulation. The excitation equation for amode with an
azimuthal number |, can be represented in the form

dE, _  Pa(ry) |
dZ 4PG 2','[2na
211 21, (2)

i[©a(2 ¢, ©gq) ~140]
x [d e dO,,,
{ ¢ _([ 0c

where E, is the complex amplitude of the longitudinal
electric field of the mode for abeam radiusr,, theratio
between the squared z component of the field ®, and
the power P, characterizes mode-beam coupling, | is
the beam current, and Oy, = n,wt, isthe particleinitial
phase with respect to the mode. Eventualy, a one-
dimensional motion equation disregarding the asyn-
chronous HF field of the space charge is written as

du_ ep up™

dz  mu o

| )
y Z Re{ Eu(z)e—lloa(z ¢,ooﬂ)—la¢1} ,
a

where e, m, and ¢ are the charge and rest mass of an
electron and the velocity of light, respectively.

It isconvenient to introduce dimensionless variables

w Vo u
=C,—2z, V=—, Vg=1-——,
Z luo Cl 0 u()
4
N 1 eE, (4)
Ea 2.3
Ciy mwu,

as well as mismatch parameters and analogues to the
Pierce parameter for each mode:

el cbi(rb). )

_ 1kl .0 3 _
o o et y’mw” 4Pq

"~ C,Un,w
Here, U, is the electron initial velocity, y is the corre-

sponding relativistic factor, and C} isthe Pierce param-
eter for the fundamental mode HE;; .
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Assuming that v, < 1, from (1)—(5) we finally find
the set of equations

~ 21 21,
dEq 1 C i(©g ~1g0)
= — do [ e “"do,,,
3

d¢ 2T[2naC1-! {

do,

Y = na(V_60)1 (6)

g_‘z’ = [1+2(y"~1)C] Y Re{ Eae %}

The degeneracy of azimuthally asymmetric modes
iscorrectly taken into account by including modes with
both positive and negative azimuthal numbersin set (6).
In this case, various polarizations (linear, circular, or
elliptic) of the input signal field can be simulated by
imposing appropriate initial conditions.

The actua values of the mismatch and Pierce
parameters (5) for each mode involved in (6) are deter-
mined by numerically solving the dispersion relations
for the waveguide with adielectric rod and by integrat-
ing the distribution of the Poynting vector over the sys-
tem cross section (see, e.g., [6]). In dl the calculations
considered in the following section, an ensemble of
particles (48 x 48) is uniformly distributed over the
intervals (0, 2m) of azimuthal angles and initial phases
with respect to the HE;; mode (for the modes excited at
the harmonic frequencies, the initial phases are distrib-
uted between 0 and 2rm,,. Theinitia velocities of all the
particles are set to be the same (v = 0). The power P,

P/P,
0.20

0.15
0.10 -

0.05

z cm

Fig. 2. Microwave power signal at the fundamental and
multiple frequencies: (1) fundamental frequency, HE;;
mode; (2) second harmonic, TMg; mode; (2') second har-
monic, HE,; mode; (3) third harmonic, HE;, mode; and
(3) third harmonic, HE3; mode. The parameters are as fol -
lows: waveguide radius 2 cm, rod radius 1 cm, € = 2.25,
beam—rod gap 2 mm, beam current 1.7 kA, and y= 1.8. The
input power is=13 kW, and the frequency (=9.4 GHz) cor-
responds to the zero mismatch of the HE;; mode (linear
polarization).
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transferred by an a mode through agiven cross sectionis

Po _ y(y+1)Cyj= p2
Pb - 4 C§|EG| ] (7)

where P, istheinitia kinetic power of the beam.

In the case of asymmetric modes, the power is given
by the sum of the contributions from modes with posi-
tive and negative azimuthal numbers.

RESULTS AND DISCUSSION

Asfollowsfrom the calculation of the dispersion for
various modes of awaveguide with adielectric rod and
from the numerical solution of the dispersion relation
for a system with a beam [1, 2], the inclusion of four
modes at multiple frequencies in addition to the HE;;
mode at the fundamental frequency is of significance
for multimode simulation. The second harmonic of the
HF current may excite the TMy; and HE,; modes; the
third one, the HE;, and HE;; modes. Therefore, the
simulation was performed with these five modes
involved in the interaction.

The effect of harmonic generationisobviousat such
system parameters when the HE;; mode does not dom-
inate over higher modes in terms of the instability
increment cal culated in the framework of thelinear the-
ory [1, 2]. Figure 2 shows the dependences of the pow-
ers of the five modes included on the longitudinal coor-
dinate. The geometric parameters, beam energy, and
input frequency correspond to the case when the beam
is in exact synchronism with the fundamental mode.
The structure of the input signal field istime-invariable
(linear polarization). Figure 2 also shows that the TM;
mode at the second harmonic and the HE,, mode at the
third harmonic compete with the fundamental HE;;
mode.

Reasonsfor such acompetition can beillustrated by
considering the particle ensemble in the phase space.
Figure 3 depictsthe phase portrait of the ensemble with
the three high-power modes taken into account. The
longitudinal coordinate is chosen so asto provide max-
imum bunching. It is of importance that the harmonic
fieldshere arerather low; therefore, the beam dynamics
up to thiscoordinateisvirtualy defined only by the sig-
nal at the fundamental frequency. Asisclearly seen, the
beam is bunched basically near two phases of the wave
with the input frequency (Fig. 3a), unlike conventional
TWTs. Indeed, the azimuthal structure of theinput sig-
nal field was fixed in this experiment. Thisimplies that
the whole ensemble can be divided into two equival ent
parts; i.e., each particle has its “twin” at the opposite
azimuth, which moves in the same HF field but is of
opposite sign. Therefore, bunches at the opposite azi-
muths form around the phases rotated by Ttwith respect
to each other. At the same time, both bunches are in
phase with respect to the synchronous wave at the sec-
ond harmonic. Hence, Fig. 3b shows bunching largely
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around one phase. In the case of the symmetric TM,
mode, it turns out that this phase slows-down all the
particles, whereas in the case of the asymmetric HE,,;
mode, which has almost the same phase vel ocity and an
even higher coupling with the beam, this phase dows-
down only that half of the ensemble covering the corre-
sponding azimuths. That is why the TMy; mode in this
case builds up faster than the HE,, one at the second
harmonic. For the third harmonic, the situation is more
complicated; however, similar arguments can be put
forward to explain the faster growth of the HE;, mode
compared with that of the HE3; mode. In addition, the
synchronism detuning for the HE;; modeisrather large
at such parameters.

Return now to Fig. 2. This figure can be viewed as
showing the dependences of the powers of the interact-
ing modes on the length of the interaction region. For a
beam propagating outside the rod, the point of beam
extraction from the interaction space can easily be con-
trolled by varying the length of the guiding magnetic
field. Asfollows from Fig. 2, the shift of the extraction
point within 20 cm considerably changes the output
spectrum. Indeed, at one length of the interaction
region, the fundamental frequency dominates. At
another length, the powers of the fundamental, second,
and third harmonics are approximately equal. At the
third frequency, the second harmonic dominates,
whereas the power at the fundamental frequency isthe
lowest. Thus, not only frequency multiplication but also
the control of the powers of various harmonics at the
output of an antenna—amplifier are provided.

It is worth noting that the output spectrum can be
changed by varying the input frequency without chang-
ing the beam transport length. In the linear theory, the
amplification band for the HE;; mode is wider than
those for higher modes. Therefore, multiple frequen-
cies may not fall in the amplification bands of higher
modesif the mismatch from the fundamental frequency
islarge. Figure 4 showstheresults of calculationinthis
case for a positive detuning. The maximum efficiency
and the associated longitudinal coordinate increase
compared with thosein Fig. 2 (which isthe well-known
behavior), whereas the harmonic powers decrease con-
siderably. The frequency dependences of the powersfor
all the modes at a fixed interaction length are demon-
strated in Fig. 5. Here, the possibility of controlling the
harmonic contributions to the output signal by varying
the input frequency is clearly seen. The fundamental
frequency dominates over the harmonics both at posi-
tive and negative (however, with a substantially smaller
efficiency) detunings. Note that the input signal fre-
quency iseasy to vary.

There is one more way to reduce the power levels at
multiple frequencies without varying either the interac-
tion length or the input frequency. It is possible because
the growth of the field at harmonics depends on
whether the input field structure is fixed or rotates azi-
muthally. In the case of arotating structure (the circular
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(a)

[op )=

Fig. 3. Configuration of the particle ensemble in the phase
space at z= 36 cm. The parametersarethe sameasin Fig. 2.
The phases are shown with respect to the (a) HE;; mode
(fundamental frequency), (b) TMy; mode (second har-
monic), and (c) HE;, mode (third harmonic).

polarization of the input wave), the modes with azi-
muthal numbersthat do not coincide with the harmonic
number do not grow at all. The result of simulation for
associated initial conditionsis shown in Fig. 6. Indeed,
if the input signal is circularly polarized, al particles,
irrespective of their azimuthal position, are “equiva
lent” on average. Therefore, they are bunched over the
same length but at different phases for different azi-
muths. In other words, a beam transforms into a helix
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Fig. 4. Thesame asin Fig. 2 for the input signal frequency
11.94 GHz.
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Fig. 5. Microwave power in the cross section at z= 55 cm
as a function of the input frequency. The parameters and
notation are the sameasin Fig. 2.
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Fig. 6. The same as in Fig. 2 for the circularly polarized
input signal.
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in the field of the input wave as a result of bunching.
Therefore, a wave that has the same phase angular
velocity as the fundamental frequency can grow at the
harmonic frequency. Such is the HE,; mode at the sec-
ond harmonic and the HE;; mode at the third one. Com-
paring Figs. 6 and 2, one sees that the input spectrum
can change if theinitial polarization changes from lin-
ear to circular.

Note also that, along with the possibility of control-
ling the harmonic amplitudes in the output spectrum of
an antenna—amplifier, thereisthe possibilily of control-
ling the phases of harmonics. Cal culations show that, if
the phase of an input wave changes by A®, the phase of
any mode involved in the interaction in a given cross
section of the interaction region changes by n,A©
depending on the harmonic number.

To conclude, we note that intense harmonic genera-
tionisnot an inherent property of an antenna—amplifier.
If the parameters of the beam and waveguide with arod
are such that the HE;; mode dominatesin the instability
spectrum of the system, the powers at multiple frequen-
ciesare very low. This can be exemplified by the set of
parameters used in [1, 2], where the dominance of the
fundamental mode over higher onesin terms of thelin-
ear increment was demonstrated (waveguide radius
2cm, rod radius 6 mm, € = 5, beam—od gap 4 mm,
beam current 1 kA, and y = 1.4). At these parametersin
the amplification frequency range 9.5-9.9 GHz, the
power of the second harmonic is lower than that of the
fundamental one by at least 20 dB. In this case, the effi-
ciency of an antenna—amplifier is 30%.

CONCLUSION

One-dimensional nonlinear simulation of an
antenna—amplifier (a Cerenkov maser with arod slow-
wave structure and the azimuthally asymmetric operat-
ing mode), which was performed in view of the possi-
bility of exciting higher modes, showed that the effect
of input signal frequency multiplication due to the gen-
eration of the second and third harmonics is feasible.
The possibilities of controlling the spectral distribution
of the output signal were studied. They open up new
ways for electronically tuning microwave devices.
Such devices, which alow for the variation of the har-
monic amplitudesin the radiation spectrum, could have
many applications. It would be of importance to con-
firm this effect by three-dimensional simulation.
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Abstract—BY the method of helium thermal desorption from submicrocrystalline palladium presaturated in
the gaseous phase, the diffusion coefficient Dg; and solubility coefficient Cy; of helium are measured in the
range P = 0-3 MPaand T = 293-508 K. The pressure dependence of Cg; flattens at high pressures. At low sat-
uration pressures, the temperature dependences of the diffusion and solubility coefficients may be divided into
(1) high-temperature (400-508 K) and (2) low-temperature (293-400 K) ranges described by the exponentials

Dy »=Doexp(—E7 ,/KT) and Cy , = Coexp(~E; , /KT). The energies of diffusion activation are E; =0.0036 +

0.0015 eV and E> = 0.33 + 0.03 eV, and the solution energies are E5 =—0.025 + 0.008 eV and E; =0.086 +

0.008 eV in the low- and high-temperature ranges, respectively. Mechanisms behind the diffusion and solution
of helium are discussed. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The interaction of helium with metals usualy
attracts interest in the context of reactor material
embrittlement (see, eg., [1]). Most of the works are
devoted to the interaction of helium with native and
radiation-induced defects in metals, and they study
helium release from linearly heated samples presatu-
rated by helium via neutron or a particle irradiation or
tritium saturation. As a rule, associated techniques
imply the saturation of the samples by helium under
nonequilibrium conditions (the concentration of helium
is higher than the equilibrium value) and the perfor-
mance of measurements aso under nonequilibrium
conditions (defect annealing). In the majority of cases,
this prevents the determination of the transport coeffi-
cients of helium in ametal for a particular diffusion or
solution mechanism.

Of interest are methods for measuring the diffusion
and solubility coefficients of helium in polycrystalline
metals. In thiswork, such measurements are carried out
at low temperatures on samples of submicrocrystalline
palladium, which is a basic component of membranes
used for the separation of hydrogen isotopes from each
other and from helium. Moreover, studying the proper-
ties of metals with a submicrocrystalline structure is of
independent interest.

EXPERIMENTAL SETUP AND TECHNIQUE

Samples used were made of 99.99%-pure submicro-
crystalline palladium produced under high plastic

deformations up to the true logarithmic degreee = 7 by
torsion under a quasi-hydrostatic pressure with a
Bridgeman anvil [2].

The microstructure was examined with a JEM
2000EX transmission electron microscope (TEM).
According to the TEM data, the intense plastic defor-
mation of the samples resulted in a highly dispersed
imperfect structure with an average grain size of
150 nm. The density of lattice dislocations was =3 x
10% cmr. The sampleswere plateswith athicknessh =
(6.1 + 0.3) x 102 cm, total geometrical surface area
25=25+ 0.1 cm?, and weight m=90.9 + 0.1 mg.

The solubility and diffusion of helium in palladium
were studied in the experiment on helium thermal des-
orption [3] from samples presaturated in the helium
atmosphere at given saturation temperature T and pres-
sure P (Fig. 1). The experimental procedure was asfol-
lows. The sample was placed into saturation chamber 9,
which was evacuated to a high vacuum (<10 Pa) by
diffusion pump 13 with nitrogen trap 14. Then, the
chamber was filled with helium to a given pressure P
(which isindicated by manometer 8 to an accuracy of
0.05 MPa) and heated by oven 5 to a given temperature
T (which is kept constant with an accuracy of 0.1 K).
Our setup allowed for the saturation of the samples at
high pressures. By cooling volume 10 by liquid nitro-
gen and subsequently heating it to room temperature or
above, the pressure in the saturation chamber can be
raised to 40 MPa at a pressure in helium vessel 11 of
~10 MPa.
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The helium-saturated samples were quenched by
rapid cooling to room temperature and placed into mea-
suring chamber 4. The saturation time was determined
experimentally. With the sample inside, the measuring
chamber was evacuated to a high vacuum (<10 Pa)
and heated to the same temperature T; then, the desorp-
tion of helium from the sample was measured. Accord-
ing to our calculations, the loss of helium from the sam-
ple during quenching, chamber-to-chamber transporta-
tion, and heating to the working temperature was
negligibly small.

The kinetics of helium evolution from the sample
was studied with an MI-1201B mass spectrometer
operating in the quasi-static (with respect to helium)
regime of evacuation. lons were detected by a second-
ary-emission multiplier [4] at a pressure in the measur-
ing chamber that was no higher than 10 Pa. When
studying the desorption of helium, the gas from the
measuring chamber was delivered into mass spectrom-
eter 6 portion by portion at regular intervals, with each
portion pumped off after the measurements. We
checked the residual helium pressure in the degassing
cell both before and after the desorption experiment.

The measuring system was calibrated by doubly
expanding a certain amount of the gas contained in
gauged volume V; (3). The pressure in this volume was
determined by optical manometer 1 scaled from 0O to
1torr [4].

The desorption curves were processed by solving
the second Fick equation for an infinite plate of thick-
ness h in the case of degassing into a vacuum (zero
boundary conditions) with the effective diffusion coef-
ficient Dy and the effective solubility Cg;. With these
assumptions, the total desorption flux of helium versus
the degassing time t should fit the dependence
8SCyDur U T(2k + 1)’ Dy I
— ) expQ 0 (1

Y g = 1 @

k=0

() =

To eliminate the effect of annealing under high-tem-
perature experimental conditions, we repeated the mea-
surements at low temperatures. The diffusion and solu-
bility coefficients were determined during heating and
cooling the samples.

Typical data obtained for the highest and lowest sat-
uration pressures and temperatures are plotted in Fig. 2.
Throughout the range of pressures and temperatures,
the time dependences of the flux logarithm are straight
lines within the accuracy of the analysis. Such abehav-
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Fig. 1. Experimental setup: (1) optica manometer,
(2) gauged volume V5, (3) gauged volume V, (4) measur-
ing chamber, (5) ovens for heating the chambers, (6) MI-
1201B mass spectrometer, (7) ion-getter pump, (8) spring
gauge, (9) saturation chamber, (10) high-pressure chamber
with Dewar vessel, (11) gas cylinder, (12) magnetoioniza-
tion pressure transducer, (13) nitrogen trap, (14) diffusion
pump, (15) forevacuum container, (16) PMT-4M thermo-
couple converter, and (17) fore pump.

ior corresponds to solution (1) at large times of desorp-
tiont > h?/(1®D ) and suggeststhat we are dealing with
asingle helium transport mechanism with the effective
parameters C4 and Dy;. Thus, the diffusion coefficient
can be determined from the slope of the dependences
In(J) = f(t). The accuracy of Dy determination is 7%.

The solubility of helium in the palladium was found
for the completely degassed samples. The result is
accurate to within 10%.

RESULTS AND DISCUSSION

The solubility of helium in palladium was measured
as a function of the saturation pressure at seven differ-
ent temperatures. Three of theseisothermsare shownin
Fig. 3. At al the temperatures, the dependence Cy; =

Parameters of helium transport (diffusion and solution) along the grain boundaries of submicrocrystalline Pd

No. AT, K Deso, CM? 571 EP, eV Cesio, CM3/(10° Pa) ES eV
1 293-400 (0.98")09) X 10°° 0.0036 + 0.0015 (0.7°951) x10%5 | —0.025+0.008
2 400-508 (1.1739) x 10 0.33+0.03 (L5705 x 10% 0.086 + 0.008
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Fig. 2. Typical time dependences of the helium desorption
fluxat (1) T=508K, P=25MPa; (2) T=508K, P=2MPa;

(3) T=293K, P=25MPa and (4) T=293K, P =2MPa
The solid line is the approximation.
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Fig. 3. Solubility of helium vs. saturation pressure for the
saturation temperature T = (1) 387, (2) 433, and (3) 508 K.
The solid line is the approximation.
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Fig. 4. Temperature dependences of the diffusion coeffi-
cient D (P = 0.1-0.25 MPa) and solubility coefficient Cy
(P=0.1MPa) at alow site occupation. The solid lineisthe
approximation.

f(P) has aplateau in accordance with the expression [4]

C*rP

Cet(P) = 15 7P %))

where C* is the concentration of sites being saturated
and I is a quantity that is only dightly dependent on
pressure.

Throughout the temperature range studied, C* =
(2.0 £ 0.2) x 10% cm3. The higher the temperature, the
shorter the plateau and the lower the pressure at which
the abrupt rise in the solubility starts.

At low saturation pressures, P = 10°-10° Pa (alow
occupation of the sites), the temperature dependences
of the diffusion and solubility coefficients (Fig. 4) have
a clear-cut kink between low-temperature (293-400 K)
and high-temperature (400-508 K) sections, which are
characterized by the exponential dependences

Destr,2 = DeffOeXp(_ElD,ZlkT)f
Cer1,2 = CeffOeXp(_Ei o/KT).

The values of the preexponentials D4y and Cg;, @S
well asthe activation energies of diffusion and solution

E:, and E7 ,, arelisted in the table.

Two typica curves Dy =f(P) showninFig. 5for the
temperatures T = 403 K and T = 433 K can be divided
into three characteristic parts: the range of small pres-
sures, where the diffusion coefficient is independent of
the saturation pressure (i.e., of the occupation of the
sites) within the experimental accuracy; the transition
region of medium pressures, where Dy grows with
pressure; and the plateau, where D iS again constant
and pressure independent.

According to our results, which arein line with data
provided by the electron—positron annihilation [5] and
magnetic susceptibility [6] methods, the palladium
samples studied feature a considerably higher concen-
tration of vacancies and vacancy clusters (6—12 vacan-
cies [5]) as compared to that in a usual Pd polycrystal.
A nearly twofold increase in the grain size was
observed after the annealing of the samples at 473 K
[6]. At this annealing temperature, the concentration of
the clusters becomes comparabl e to the detectability of
the technique [5], while the concentration of vacancies
remains constant up to =823 K [6].

Thevalues of D and C; were found to be indepen-
dent of the annealing temperature up to 508 K and, con-
sequently, of the grain size. The position of the plateau
on the dependence C4; = f(P) (i.e., the concentration of
the sites being saturated) is also the same for any tem-
perature from the range considered. Therefore, the
helium transport detected in the experiment takes place
mainly along the grain boundaries. Asis evident from
curve 3in Fig. 3, the concentration of sitesthat are sat-
urated by helium C* is temperature independent. We
assume that, in submicrocrystaline palladium, these

©)
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Fig. 5. Diffusion coefficient vs. saturation pressure at T =
(1) 403 and (2) 433 K. Solid line is approximation.

are deformation-induced grain-boundary vacancies and
vacancy clustersthat are stable against |ow-temperature
annealing.

Defects that fill up at low temperatures have a low
solution energy. For the samples under study, such
defects may be unannealed vacancy clusters at grain
boundaries. The energy of helium solution in the defect

is ES = —0.025 + 0.008 eV, which is comparable to the
energy of helium adsorption on a solid surface [7]. In
this temperature range, the activation energy of helium
grain-boundary diffusionis ElD =0.0036 + 0.0015 eV.
As the temperature rises, the mechanism of helium
solution with the energy E; = 0.086 + 0.008 eV in less

complex defects, including vacancies, becomes preva-
lent. These defects have a higher solution energy and,
at the sametime, a higher concentration. Diffusion also
proceeds over these defects with the activation energy

EJ =0.33+0.03eV.
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The growth of D with saturation pressure may be
explained by the increase in the number of higher
mobility He—divacancy and He—He complexes, as well
as by the smoothing of the potential relief for diffusing
helium asiit fills up the sites.

The refinement of mechanisms behind helium diffu-
sion and solution in polycrystals and the effect of
vacancies and vacancy clusters on helium transport in
polycrystals call for further investigation.

ACKNOWLEDGMENTS

R.R. Mulyukov and 1.Kh. Bitkulov are grateful to
the Russian Foundation for Basic Research (grant no.
02-01-97924-r2002agidel @) and the Integrated pro-
gram “Nanocrystals and Supramolecular Systems’ of
the Russian Academy of Sciences for partia financial
support.

REFERENCES

1. A.G. ZauzhnyiandA. L. Suvorov, Zh. Tekh. Fiz. 71 (2),
55 (2001) [Tech. Phys. 46, 186 (2001)].

2. R. R. Mulyukov and M. D. Starostenkov, Acta Metall.
Sin. 13 (1), 301 (2000).

3. A. G. Dudorov and A. Ya. Kupryazhkin, Zh. Tekh. Fiz.
68 (12), 85 (1998) [Tech. Phys. 43, 1479 (1998)].

4. A.Ya Kupryazhkin and A. Yu. Kurkin, Fiz. Tverd. Tela
(St. Petersburg) 35, 3003 (1993) [Phys. Solid State 35,
1475 (1993)].

5. R. Wirschum, A. Kibler, et al., Ann. Chim. Sci. Mater.
21, 471 (1996).

6. A.A.Rempe’, A.Il. Gusev, S. Z. Nazarova, et al., Dokl.
Akad. Nauk 345, 330 (1995) [Phys. Dokl. 40, 570
(1995)].

7. The Solid-Gas Interface, Ed. by E. A. Flood (Dekker,
New York, 1967; Mir, Moscow, 1970).

Trandated by A. Sdorova



Technical Physics, Vol. 47, No. 11, 2002, pp. 1444-1452. Trandated from Zhurnal Tekhnicheskor Fiziki, Vol. 72, No. 11, 2002, pp. 100-108.
Original Russian Text Copyright © 2002 by Afanas’ ev, Lubenchenko, Fedorovich, Pavolotskii.

ELECTRON AND ION BEAMS,
ACCELERATORS

Reflection of keV-Energy Electrons
from Multilayer Surfaces

V. P. Afanas ev*, A. V. Lubenchenko*, S. D. Fedorovich*, and A. B. Pavolotskii**

* Moscow Power Institute (Technical University),
ul. Krasnokazarmennaya 17, Moscow, 111250 Russia

** Research Institute of Nuclear Physics, Moscow State University,
\orob' evy gory, Moscow, 119899 Russia

e-mail: lub@phns.mpei.ac.ru
Received February 22, 2002; in final form, May 14, 2002

Abstract—The energy spectraof electronsreflected from multilayer targets are studied theoretically and exper-
imentally. A self-consistent theory of electron reflection from multilayer surfaces is constructed. Simple ana-
lytical models of electron reflection that illustrate the feasibility of the depth profiling of multilayer targets are
presented. The energy spectra of electrons normally incident on Nb/Si and Nb/Al/Nb/Si targets and reflected
from them at an angle of 45° to the normal are taken. A method for the depth profiling of such structuresis

elaborated. © 2002 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

Electron spectroscopy is one of the most efficient
and commonly used method for solid surface analysis
[1]. Inthiswork, we use amethod that analyzes double-
differential spectra of electrons reflected into a given
solid angle. Instruments for studying such spectra usu-
aly contain an electron probe and an energy analyzer.
However, unlike AES and characteristic loss spectros-
copy, where similar devices are used, our method does
not require ahigh accuracy. Information on thetarget is
derived from depths on the order of the electron trans-
port length I, which is roughly proportiona to the
beam energy squared. Varying the probing beam energy
from 4 to 32 keV, one can penetrate, for example, acop-
per target to depths from 25 to 800 nm.

Currently available experimental data for energy
spectra of electrons with an energy E; in therange 1 <
E, < 100 keV reflected from homogeneous targets are
very scarce and differ quantitatively and even qualita-
tively. The discrepancy is explained by differences in
target purity and energy analyzer resolutions, aswell as
by an uncertainty in the point-spread function of
recording devices. Energy spectra recorded in the
1950s-1990s were smooth curves with a single peak
[2-7]. Infurther studies[8], electron energy spectrahad
acomplex shape of adome with a peak. Figure 1 com-
pares the spectra obtained by different authors.

The absence of an elastic peak in the energy spectra
recorded in [2-4] is due to the fact that those spectra
were obtained in a poor vacuum (hence, from the con-
taminated surface) and the recording devices had a poor
resolution. The elastic peak was aso not observed in
spectrataken in [5-7], because the insufficient surface

purity greatly affected the high-energy part of the spec-
trum. Note the absence of published datafor the spectra
of electrons reflected from multilayer targets.

Theaim of thiswork isto demonstrate the spectra of
electrons reflected from multilayer targets and to con-
struct a computing procedure for restoring the depth
distribution of the target composition.

EXPERIMENTAL ENERGY SPECTRA
OF ELECTRONS REFLECTED
FROM HOMOGENEOUS AND MULTILAYER
TARGETS

The stainless-steel vacuum chamber of the experi-
mental setup withstood heating up to 300°C. The pre-
evacuation of the chamber was carried out with aturbo-
molecular pump. Oil-free evacuation during measure-
ments was accomplished by means of two magnetic-
discharge pumps (with the turbomolecular pump cut
off), and the residual pressure during the experiment
was no higher than 10 Pa. The residual gas composi-
tion in the vacuum chamber was monitored with amass
spectrometer. Carboniferous contaminants were not
detected in the course of the experiment. Thetarget sur-
face was precleaned by rinsing in a solution of formic
acid and hydrogen peroxide. At the final stage of sur-
face preparation, the surface was decontaminated by
ion milling with the use of a defocused argon ion beam
of energy 5 keV and current density 1.5 mA/m?. The
target was heated by a defocused electron beam of cur-
rent 300 pA and accelerating voltage 20 kV. Under
these conditions, the target temperature reached 500°C.
The design of the setup allowed for the simultaneous
action of the probing electron and decontaminating ion

1063-7842/02/4711-1444%$22.00 © 2002 MAIK “Nauka/Interperiodica’



REFLECTION OF keV-ENERGY ELECTRONS

beams. The purity of the target surface was monitored
by observing the peak of elastically reflected electrons.
The electron-assisted growth of carboniferous films on
the target surface after the ion milling and a change in
the near-surface composition of the target due to argon
ion penetration was not reveal ed.

The probing electron beam of energy E, between 3
and 30 keV was generated by an electron gun. The
working electron beam current was kept at a level of
125 pA (the target temperature did not exceed 500°C
for these energies of the beam). The beam was directed
to the target at aright angle. The target was grounded
through a calibrated resistor. The experiment geometry
was such that the energy analyzer received electrons
reflected from the target surface at an angle & = 135°
(that is, at 45° to the normal to the target).

The energies of reflected electrons were analyzed
with a 180° spherical electrostatic energy analyzer with
the energy resolution AE/E, = 0.8%. The voltage
applied to the analyzer plateswas programmably varied
from 0 to 4 kV. The electrons passing through the ana-
lyzer fell into a Faraday cup. Their current (from 102
to 1079 A) was measured by an electrometric amplifier
with an absolute resolution of 10712 A.

Nb/S and Nb/AI/Nb/S targets were made on a
KEF-4.5 (phosphorus-doped, resistivity 4.5 Q cm)
Si(100) substrate using an L560 installation (Leybold).
The substrate was rinsed first in bichromate at 90°C for
1 hand thenin running deionized water. In the installa-
tion, the substrates were decontaminated in an rf argon
glow at a pressure of 5 x 10 Pa for 150 s. Then, the
chamber was evacuated to 2.4 x 102 Pawith the subse-
guent evaporation of Nb and Al.

The thicknesses of the Nb and Al layers were mea-
sured with a Taylor—Hobsen profilometer using the
two-beam interferometry method. Multiple measure-
ments showed an error within 10%. The rates of Nb and
Al evaporation were found to be 2.34 and 0.16 nm/s,
respectively.

Figures 24 show the experimental results. The
spectrawere obtained after subtracting the background
signal and with regard for the point-spread function of
the analyzer. The spectra of electrons reflected from
homogeneous targets are depicted in Fig. 2. Figure 3
showsthe energy spectraof electronsreflected fromthe
Nb/Si target; Fig. 4, reflected el ectron spectrafrom two
niobium films with an aluminum layer in between
(Nb/AI/Nb/SI target) that is located at different depths.
The depth of the aluminum layer was specified by vary-
ing the thickness of the upper film. The effect of the sil-
icon substrate on the spectra for the given electron
probe energiesis virtually absent.
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Fig. 1. Experimental data of different authorsfor the spectra
of electrons reflected from a semi-infinite target: initial
energy 30 keV, right angle of incidence, angle of observa-
tion 45° to the normal (the same angles are in Figs. 2-4).
Squares, datafrom [8]; circles, [4]; triangles, [2]. The target
materia is (1) Pt, (2) Ag, and (3) Cu.

Below, we elaborate a model to treat the spectraand
to restore the elemental profile across the target depth.

THEORETICAL ANALY SIS OF ENERGY
SPECTRA OF ELECTRONS REFLECTED
FROM HOMOGENEOUS AND MULTILAYER
TARGETS

Consider a homogeneous solid layer of thickness x.
Figure 5 represents a scheme of electron scattering. Let
us increase the thickness of the layer by adding a thin
film of thickness dx to its lower boundary. The reflec-
tion function changes in this case by the value

dR(x, A, Qp, Q)
= R(x+dx, A, Qp, Q) —R(x, A, Qp, Q)

according to the process depicted by thick lines. Math-
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Fig. 2. Spectra of electrons reflected from a homogeneous
semi-infinite target. The energy of normal incidenceis(a) 4,
(b) 6, (c) 8, (d) 10, (e) 16, and (f) 32 keV. Shown are spectra
of electrons reflected from the Au target (continuous thick
line), Ag target (continuous thin line), Cu target (dashed
line), and V target (dash-and-dot line).

ematically, the processis described as

N[ [[T(x &, Qo 2)wa(Q, Q")
xT(x,A—A, Q", Q)dA'dQ'dQ".

(D

Here, T(X, A, Q, Q) is the transmission function;
A=E,—Eistheenergy loss, E,, E, Qy={3. ¢}, and
Q = {3, ¢} are the eectron energies and motion
directions at the entrance to and the exit from the layer,
respectively; dQ =sinddddd; 0<3d <12, 0< ¢ < 2,
0 < A' < Eg; nisthe atomic concentration in the target;
and wy(Q', Q") is the differential elastic scattering
cross section. Equating dR(x, A, Q,, Q) to expres-
sion (1), we arrive at the differential equation for

AFANAS’EV et al.
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Fig. 3. Spectra of electrons reflected from the Nb/Si two-
layer target. The initial energy is (a) 4, (b) 6, (c) 8, (d) 10,
(e) 24, and (f) 32 keV. Shown are the spectra of electrons
reflected from the targets with the Nb layers evaporated for
different time intervals: 20 s (continuous thick line), 40 s
(continuous thin line), and 60 s (dash-and-dot line).

R(X, A, Qp, Q)
dR(X, A, Qp, Q) _ , . .
TO = nJ'J'J'T(x,A,QO,Q)wd(Q,Q()Z)

xT(x, A=A, Q", Q)dA'dQ'dQ"

with the boundary condition R(x, A, Qq, Q) =0at x=0.
Equation (2) in aset with asimilar equation for T(x, A,
Q,, Q), which inits turn depends on R(x, A, Q,, Q), is
exact.

In general form, this set is impossible to solve;
therefore, our goal is to select an approximation that
will analytically describe electron backscattering most
adequately. The additivity of the elastic and inelastic
collision integralsin the transport equation allows us to
2002

TECHNICAL PHYSICS Vol. 47 No. 11



REFLECTION OF keV-ENERGY ELECTRONS

represent the transmission function in multiplicative
form:

T(X A, Qp, Q) = Tin(X A)Ty(X Qp, Q), (3)

where T, (X, A) is the inelastic transmission function
and T4(x, Qq, Q) isthe elastic transmission function.

Let us restrict ourselves to the one-vel ocity approx-
imation. Solving linear differential equation (2) and
substituting the transmission function in the form of (3)
into the solution, we come to an expression that can be
written as

d

R(d, A, Qy, Q) = J’A(x(l/uo+1/u),Qo,Q) @
0

X Tin(X(1/po + 1/p), A)dX.

Here, d is the thickness of the layer, Yy, = cosd,, U =
cosd,

A(u, Qy, Q) = nJ'J'Te,(x/uo, Qo QN wy(Q', Q")
x Tgq(x/y, Q",Q)dQ'dQ"

is the free path distribution of electrons reflected, and
u= x(1/y, + /W) is the electron free path in the low-
angle approximation. The function A(u, Q,, Q) is the
solution to the elastic part of the problem. It is respon-
sible for reflected electrons that traveled the path u in
the target. The representation of the solutions in the
form of (4) and (5) became possible because of the low-
angle approximation. This approximation deals with
the projected range of a particle, rather than with its
actual travel, and hence fails to adequately describe
particles whose free path exceeds the transport length.

Next, consider the approximation of single deflec-
tion in the elastic channel and the approximation of
continuous slowing-down intheinelastic channel. Such
an approach is only applicable to the description of the
energy spectra when the electron energy exceeds sev-
eral megadectronvolts. However, it illustrates most
vividly the essence of our electron spectroscopy
method for depth profiling and so merits consideration.

In the single-deflection approximation, a change in
the particle direction is ignored up to an event of
“strong” collision, when the descending motion of a
particle in the target becomes ascending:

Tq(x Q, Q") = d(Q' -Q"), (6)

)

where &(x) is the Dirac function.

Under these conditions, the range distribution takes
the form

A(u, Qp, Q) = Mwy(Qe, Q). (7
In the single-deflection approximation, the reflec-
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Fig. 4. Spectra of electrons reflected from the Nb/AI/Nb/Si
multilayer target. The initial energy is (a) 4, (b) 8, (c) 10,
and (d) 16 keV. The upper Nb layer was evaporated for 10 s
(continuousthick line), 20 s (continuousthin line), and 30 s
(dash-and-dot line). The intermediate Al layer was evapo-
rated for 210 s.
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Fig. 5. Model illustrating reflection from the layer.
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dx

tion function, according to (4)—(7), can be written as
da

R(d, A, Qp, Q) = Nwy(Q, Q)HTmallo, a8
00 ®)

X A — AOgA"
*Tingp & AN dx.
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Integrating (8) with respect to A" and then with
respect to x and representing the function T (X, A)
within the continuous slowing-down approximation as
Tin(X, &) = 0(A — £X), we arrive at

R(d, A, Qg Q) = Nwy(Qy Q)

d
- Q, Q
x{dxéEp—sx[u—lo+ I%E = % (9)

é[uo ¥ I_J
< Eega_zd[i . 5E—@(A)§,

where ©(x) isthe Heaviside function and € isthe mean
energy loss per unit length.

The self-consistent calculation of the spectrum of
electrons reflected from a thin solid layer (d < [,,) will
be based on the Gaudsmith—Saundersen equation,
which describes the electron motion in the elastic chan-
nel. In aform convenient for numerical calculations, it
isgiven by

T4 Q0. Q) = By exp(-n0s0) + 3 22 ()

=1 10
x (eXp(n(e — 0g)X) — xp(-nogx)),

where wy is the coefficient of the expansion of wy(Q,,
Q) in Legendre polynomials P, (y), o4 isthetotal elastic
cross section, and y is the angle between Q, and Q.

TheangleyisrelatedtotheanglesQ,={9,, ¢} and
Q ={9, ¢} by the well-known expression

COSy = €0SJ,C0s9 + sind,sind cos(¢ —¢ o).

Below, along with (6), we will also use the formula
for T, obtained in the diffusion approximation,

T(x Qq Q)

21+1 (11)

2P (y)exp o, LD

1
M s

1

(o, isthetransport cross section). With thisformula, we
will derive expressionsthat have a clear physical mean-
ing and simplify greatly the analysis of the reflected
electron spectra without loss in the calculated data
accuracy (as follows from the close coincidence of the
first ten moments of distributions for (10) and (11)).

Let us represent the elastic cross section that trans-
forms the descending electron flow into the ascending
oneintheform

Wy (Qo Q) = W(Qp, Q) —043(Q— Q).

AFANAS’EV et al.

According to (10), the function A(u, Q,, Q) isgiven
by
AU, Qp, Q) = nexp(—nNo4U)wy(Q,, Q)

00

nS 22w -0.)P(Y)

=1

(12)

x (exp(—n(w —0g)u) — exp(-naqu)).

In the diffusion approximation, the range distribu-
tion in the target A(u, Q,, Q) isgiven by

+

A(U,05,0) = ny ZF (@ -0,)Pi(y)

=1 (13)
oul(l+21);
P T o
where the transport length |, the basic parameter in the
problem of electron elastic scattering, appears in
explicit form.

The detailed description of techniques for calculat-
ing the energy spectra T;,(X, A) of electrons passing
through a solid layer of thickness x is given in [9]. As
for energy loss fluctuations, they should be considered
in the context of two problemsof cal culating the energy
spectra of reflected electrons.

(i) Finding the electron spectrum in anarrow energy
domain E, — A, < E < E; (A; = 100 eV) based on
detailed knowledge of the single inelastic scattering
Cross section w,(4) [10]. A corresponding experimen-
tal situation takes place when the characteristic electron
energy loss (CEEL) spectra are measured.

(i) Finding the reflected electron spectrum in awide
energy domain 0 < E < E, — A;, where a detailed
description of the single inelastic scattering cross sec-
tion isinappropriate.

With exhaustive accuracy, the spectrum is described
using the single inelastic scattering cross section w,(A)
determined in the two-threshold approximation [9, 10]:

Wn(8) = 3 M (d), (14)
k

where
, A<,

(3+ ap)sz"
inT! pS
(1+a) "
inTl
0,, isthetotal inelastic cross section, A, is the probabil-
ity of inelastic scattering, J, is an adjustable parameter

w(A) =

J <A,

DQDDD%DD%

TECHNICAL PHYSICS Vol. 47 No. 11 2002



REFLECTION OF keV-ENERGY ELECTRONS

(J, = €y, Where g, isthe energy of bulk plasmon excita-
tion), J, are the ionization thresholds, and a, and a; are
adjustable factors.

Then, the function T;,(x, A) isgiven by [9]
exp(—t
To(t.8) = 2 e cf (p3y, -3- a1y
0

(16)
+Aicf(pd, =1 —ap])cos(pA —T[A ,sf(pd,, —3—0a))

+Asf(pd;, —1—a;)])dp.

Here, T = XN0jp, Aj = Gio/ i, Tion IS the ionization cross
section, A, = 1—A;,
cf(s,a) = —as °C(s, a), 17)
sf(s,a) = —as “S(s, a).

In turn, the functions C(s, a) and (s, a) are related
to the incomplete gammafunction as I(a, is) =
exp(iar’2)[C(s, a) —iS(s, a)].

Calculations based on formulas (16) and (17) are
hard to perform. However, in our problem, we areinter-
ested in the domain T > 1; therefore, it is possible to
consider thefirst threetermsin the expansion of (17) in
powers of s:

cf(s,a) = 1—as I (a)cos(arv2) — aszl(4 +2a),
sf(s,a) = —as T (a)sin(ar/2) (18)
+as/(1+a)—as’/(18 + 3a).

In view of (4) and (13), we come to an expression
for the function of electron reflection from asolid layer:

d[ﬁl

I Z

x P, (y) exp Elu'(' > o7, (u,8)du.

HUo

R(d, A, Qp, Q) = n—2 TE

—0q4)
(19)

Inelastic losses will be described in terms of formu-
las (16) and (18).

Figure 6 shows the spectra of electrons reflected
from the layer. Theoretical calculations performed with
formula (19) are seen to be in good agreement with
Kulenkampff and Ruttiger's experimental data [11].
The total inelastic cross section was determined from
datain[12]. The elastic differential cross section wy(Y)
was found from tables [13]. By way of example, the
dashed line in Fig. 6 demonstrates the result of calcula-
tion by formula (9) for the thinnest layer (marked by a
circlein Fig. 5). Without pretending to a high accuracy,
formula(9), derived by simplest calculations, still gives
an estimate of the layer thickness.
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R, A, Q, Q), arb. units
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Fig. 6. Spectraof electronsreflected fromtheAl layer: right
angle of incidence, angle of observation 63° to the normal,
initial energy 30 keV. Data points are taken from [11]. The
target thickness is 0.44 mg cm™ (triangles), 0.31 mg cm™
(squares), and 0.16 mg cm2 (circles). Continuous lines
depict the related spectra calculated by (19).

Now, let us caculate the spectra of electrons
reflected from multilayer targets. Let a wide beam of
particles be incident on a layered plane-paralel target
at an angle Q, to the normal. The target consists of a
layer of material 2 (thickness d,) applied on alayer of
material 1 (thickness d,). Let d; — oo (semi-infinite
target). Also, let us know the following parameters: R,
double-differential function of reflection from semi-
infinitetarget 1 [Ry(d; — o) = Ry]; and Ry(d,) and T,
the double-differential functions of reflection from, and
transmission through, the free layer of material 2. Then,
the reflection function R;5(d,) for the layered target is
given by

Rio(d;y) = Ry(dy) +T, 0RO T,
+T, 0RO Ry(dh) R, T,+

Here, we use an abbreviated form of writing where the
symbol [0 meansintegration over angular variables and
convolution over energy losses.

(20)
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Imagine that the homogeneous target made of mate-
rial 2 is two-layer. Applying the same approach as for
the inhomogeneous target, we arrive at

Ro(dy) = Ry =Ry(dy) + T, U R T,

(21)
+T,0RE Ry(d) R,

T+ ...
Subtracting Eqg. (21) from relationship (20) yields

Rip(dy) —R, = T,O (R —RJ T,
+T,0 (R O Ry(dy)d Ry
R, O0R,(dy)] R)OT,+....

(22)

In the first approximation, we obtain the reflection
function for the inhomogeneous (layered) target:

Rio(dy) = R+ T, O (R =R T, (23)

Expression (23) meets the invariance conditions
throughout the range of the thickness d of the inhomo-
geneous coating. We have

T,—1 and Ryy(dy) =Ry,

if d, —0,
(24)
T,— 0 and Ryy(dy) =Ry,

|f d2 —> 00,
Let uswrite formula (23) in detail:
Rip(dz A, Qg, Q) = Ry(A, Qy, Q)

+J’J’J’J’T2(d2, A-N,Qp Q) R(A -A" Q', Q)
—-R,(A'-A", Q', Q") ]T,(d,, A", Q", Q)
x dA'dA"dQ'dQ".

(25)

Here, T,(d,, A, Q,, Q) isthe function of particle trans-
mission that is responsible for the energy and angular
distributions of the particlesmoving in layer 2 of thick-
ness d,, and Ry;)(A, Qo, Q) is the function of particle
reflection from the semi-infinite target made of materia
lor2

The model elaborated allows for simple generaliza-
tion for the multilayer case. For example, for a three-
layer target, we have

Riz3(dy, d3) = Ry+ T30 (Ryp(dy) =R T3, (26)

where Ry»(d,) is given by (23) and the layers are
counted from the bottom.

Let us find the reflection function for a three-layer
target under conditions of continuous slowing-down
and single deflection. To do this, we substitute (6), (7),
and the function T;(X, A) derived in the continuous
slowing-down approximation into (26) and take the

AFANAS’EV et al.

integral to get

Ris3(dy, dp, d3, A,Q4,Q) =

x [e%&- :s3d3[ulo " ﬁE - @(A)}

nzwe,z(Qo,Q)[ _ _ 1.1
+ =1 OA—(E,d, + &,d [—+—E
g[—1.+1} - (&,0, $0a)| T+
2
Ho H

_ 1 1 N1Wy1(Qo, Q)
R e
as Clpe H ri.1

] —+=
1[uo lJ
_ _ _ 1 1
x| O —sd+sd+sd[—+—E
[% (11 242 33)“0 |J-

~0h - (&,d, + é3d3)[ﬁ1; + ﬁE}

In the first approximation, formula (27) describes
the specific features of the spectra of electrons reflected
from athree-layer target. A spectrum defined by (27) is
represented by the continuous curve (Nb/AI/Nb/S tar-
get) in Fig. 7. Simple mathematics demonstrates how
the spectrum changes when a layer of light material
appears at a certain depth. In this case, similarly to the
above case of electron reflection from the aluminum
free surface, estimates made under conditions of con-
tinuous slowing-down and single deflection give an
idea of the target geometry.

In this work, we are also interested in the accuracy
of locating alight material (Al in our case) marker bur-
ied in the bulk of a heavy material (Nb). Figure 8 com-
pares experimental (data points) and calculated (for-
mula (26)) spectra of electrons reflected from a homo-
geneous semi-infinite niobium target. The function
Alu, Q,, Q) for either of the materials was calculated
by (12); the function T, (X, A), from (16) and (18). The
discrepancy between the experimental and analytical
spectra near the peak of the elastically reflected elec-
tronsis associated with the simplified form of the func-
tion T (X, 4); namely, formulas (16) and (18) do not
involve the singular term responsible for the electrons
passing through the layer without scattering. The range
of the peak of the elastically reflected electrons, which
is carefully studied in CEEL spectroscopy, is of no
interest in this specific case. Thethickness of the alumi-
num marker and its depth (i.e., the thickness of the nio-
bium layer) in different targetsthat were restored by the
trial-and-error (fitting) procedure were found to be as
follows: dy; = 38 nm, dyy,; = 12 nm, dy,, = 26 nm, and
dnps = 45 nm. The thicknesses of the layers determined
with the Taylor—Hobsen profilometer were d,, = 34 nm,

(27)
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R 53(dy, ds, B, Qp, Q), arb. units

1.0+
dnp 3—Nb
1
I dy 2—Al
R
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.. ()
L K’ <
0.4
SAE[ + cosgICAl
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8Nb%l + COSSDdNb ;
’
R J
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0.80 0.85 0.90 0.95 1.00
1-0E,

Fig. 7. Experimental spectrum of electrons reflected from
the Nb/AI/Nb/Si multilayer target (circles) vs. spectrum cal-
culated by (27) within the model of single deflection and
continuous slowing-down (continuous line). The dashed
line shows the Nb spectrum.

dyps = 23 N, dyye = 47 nm, and dy,z = 70 nm. The most
considerable discrepancy is observed for the Nb thick-
ness. This fact, in our opinion, reflects today’s lack of
understanding of electron slowing-down parameters in
solids.

The extraction of exact quantitative data for a sam-
ple under study (specificaly, for the element distribu-
tion across its depth) with reflected electron spectros-
copy is unlikely without knowing reliable information
about the singleinelastic el ectron energy |0ss cross sec-
tion w,(4) in asolid. At present, published data even
for the first moments of w(4), total cross section g,

and mean energy loss per unit length €, may differ se-
veralfold. The most exhaustive information on the
inelastic cross section w,(A) can be found by analyzing
the reflected electron spectra in the low energy loss
range with a resolution of better than 1 €V. Such an
approach is applied in CEEL spectroscopy. Related
spectra have clear-cut peaks and are formed by elec-
trons that have traveled a distance comparable to the
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Fig. 8. Experimental spectraof electrons reflected from the
Nb/AI/Nb/Si multilayer target (circles, dypy; squares, dypo;
triangles, dyp3) Vs. spectracalculated by (26) interms of the
self-consistent theory (continuous lines).

mean free path for inelastic scattering I;,,. Sincel;, < |,
the electrons responsible for the CEEL spectrum also
experience low-multiplicity scattering in the elastic
channel. Formulas (12) and (13) describe the electron
range distribution in the target at u < I, with an
extremely high accuracy that is limited only by the
accuracy with which the elastic scattering cross section
is determined. Because of this, CEEL spectra seem to
be areliable tool for studying an elementary event of
inelastic scattering. A method for restoring the cross
section w,(A) from characteristic electron energy
lossesis described in [10].

CONCLUSION

Our experiments on the electron probing of targets
show that the reflected el ectron spectraare highly infor-
mative. The spectrum analysis technigque elaborated in
this work forms a basis for a method of layer-by-layer
analysisthat can be used in commercia instrumentsfor
surface analysis, for example, in Auger spectrometers.
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The self-consistent consideration of energy loss
fluctuations makes it possible to properly treat experi-
mental data both in the range of low losses and in that
range of losses responsible for the spectrum as awhole
(in other words, for the dome-shaped part of the spec-
trum).

In this work, we demonstrated the possibility of
finding the depth and thickness of the al uminum marker
in the niobium target. The adequate study of such atar-
get in the conventional statement of the RBS method
(most widely used for layer-by-layer analysis) is
impossible (only the niobium spectrum will be
observed). Electron spectroscopy, unlike the RBS
method, can study light inclusions in a heavy matrix
and heavy layers in a light material with equal effi-
ciency [14].

Errorsin determining the layer thickness arise from
anumber of factors.

(i) The basic (yet avoidable) error is associated with
the large spread in data for inelastic scattering cross
sections wy,(4).

(if) The method presented compares spectra taken
from a pure target and from this target with inclusions.
The difference between these spectraisthe most signif-
icant if the atomic numbers of atarget material, Z,, and
of an impurity, Z,, greatly diverge. As AZ = |Z, — Z,|
decreases, the error in thickness measurement grows.
For the targets used in this work, the error was no more
than 1 nm.

The relationship between the accuracy of depth pro-
filing and the atomic number Z depends on the layer
depth, initial energy, and energy resolution of the
energy analyzer. This subject is beyond the scope of
thiswork.

An important advantage of electron spectroscopy is
the ease of varying the electron probe energy. Thetarget
thickness that can be analyzed is comparable to the

electron transport length I,,. Since I, ~ ES, the change
in the beam energy from E; = 10 keV to E, = 32 keV

AFANAS’EV et al.

increases the target thickness from which information
is derived tenfold.

If the size of amultilayer structure does not exceed
l;, ONe can study it with asubmonolayer accuracy using
CEEL spectra. The associated technique will be
described in subsequent articles.
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Abstract—A technique for finding the electric field dependence of the coefficient of ion mobility in gasesis
suggested. For ions of 2,4,6-trinitrotoluene, 2,4-dinitrotoluene, 1,3,5-trinitrobenzene, 1,3-dinitrobenzene, and
dimethylmethylphosphonate, these dependences are taken in air by applying avariable periodic polarity-asym-
metric specially shaped electric field. The accuracy of the technique suggested is estimated and compared with
that of the conventional drift tube method. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The éectric field (E) dependence of the coefficient
of ion mability (K) in gasesin view of the gas molecule
concentration (N) is of both scientific and applied inter-
est. First, experimentally found dependences K(E/N)
may provide information on the molecule-ion interac-
tion potential; helpin estimating theion mean energy as
a function of the parameter E/N; and, with further
advances in the ion motion theory, determine the cross
sections of elastic, inelastic, and reactive collisions
between particles [1, 2]. Second, data on the depen-
dence K(E/N) are necessary for analytical applications
in using ion mobility increment spectrometers [3].

In experiments, the dependence K(E/N) is usualy
found with drift tubes, which measure the ion drift
velocity V = KE with the coefficient K determined with
an accuracy of 1-5% [4, 5]. Such an accuracy is
insufficient for studying ions whose mobility varies
with E/N within several percent. These are, as a rule,
heavy ions formed by organic molecules or ionic com-
plexes[6].

The recent method for finding the dependence
K(E/N) [7, 8] uses a variable periodic polarity-asym-
metric electric field, under the action of which the drift
velocity being measured varies in proportion to the
increment of ion mobility coefficient a(E/N). On the
assumption that thefield is moderately high and the gas
particle spatial distribution isisotropic, the dependence
K(E/N) can be represented in the form of a series
involving only even powers of the parameter E/N [1]:

K(E/N) = Ko(1+a(E/N))

O i @)
= KO%‘}'nZlazan E,

where K, incm?/(V s) isthe coefficient of mobility ina
“weak” field, where the ion energy is close to the
thermal energy of a gas (E/N < 6 Td, where 1 Td =
10V cm?), and a,, are the coefficients preceding the
powers of E/N in the expansion.

In [7, 8], the coefficients a,, were determined for
positiveionsof tertiary alkylamines; in[9], for Cl-ions.
In al the works cited, the objects of investigation were
ions for which the dependence a(E/N) is strong and
which accordingly can be studied with conventional
drift tubes.

The goa of thiswork isto study ions for which the
dependence a(E/N) isweak. Of particular interest isthe
dependence a(E/N) in air for negative ions of organic
substances: 2,4,6-trinitrotoluene (TNT), 2,4-dinitrotol-
uene (DNT), 1,3,5-trinitrobenzene (TNB), 1,3-dini-
trobenzene (DNB), as well as for positive ions of dim-
ethylmethylphosphonate (DMMP). Another goal was
to find the coefficients a,,, for theseions and to estimate
the accuracy in determining the dependences a(E/N).

METHOD FOR DETERMINING THE a(E/N)
DEPENDENCE

Under the action of a variable periodic polarity-
asymmetric electric field Ey(t) = E4f (t) (Ey is the drift
field amplitude and f(t) is shape of the field) satisfying
the condition

t+T

[ ftde=o,

t+T

1 2n+1 _ 2n+1,
T_[ 2 N )dt= "0z 0 (2)
t

(n = 1isan integer), ions of particular sort in the gas
execute fast oscillations with a period T, drifting along
the electric field lines with a characteristic mean veloc-
ity V proportional to a(E/N) [10]. This drift can be

1063-7842/02/4711-1453%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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compensated for by a constant electric field E.; then,
V = 0. Substituting (1) into the equation

V = K(E4(t)-E) = 0 ©)
and using the approximation
(Eq—E.)"=Ej—nEj 'E, a |EJ>|El, (4)
we find an expression for the compensating field [11]:
[Ed] 2n+1, []
EEdz CanEND O %
Ec= : ©)

Dl+ Z (2n+ 1)0(2“%!?\% szn%

From (5), it follows that E. depends on the coeffi-
cients a,, and on the drift field parameters [ 2"[]
(f2n*+1[] and E4 Calculating the values of [F2"Jand
[ 2"+ 1Jand experimentally finding the dependence of
the compensating voltage on the amplitude of the polar-
ity-asymmetric voltage U (U,), one can obtain the
dependence E(E,) and find the coefficients a,,, by solv-
ing the inverse problem for Eq. (5).

EXPERIMENTAL

The setup used in our experiments is depicted in
Fig. 1. Its mechanica part, developed by the Mine
Safety Appliances Company [12], consists of heated
ionization chamber 1 (®3Ni (3 source, t; = 150°C); drift
chamber 2, formed by two coaxia cylindrical elec-
trodes of radii r; = 1.4 cm and r, = 1.8 cm and purged
by acarrier gas (purified dry air, water vapor concentra-
tion <50 ppm, flow rate Q, = 30 cm?/s, temperaturet, =
21+ 1°C,N=(2.5+0.1) x 10 cm3); extracting elec-
trode 3 (x200V), which providesion transport from the
ionization chamber to the drift chamber; compensating
voltage source 4; generator 5 of variable periodic polar-
ity-asymmetric voltage, which is connected to the

2
7z 77, Rz Qout

Fig. 1. Experimental setup: Qp,, vapor—air mixture flow;
Qin, incoming flow of pure gas; Qg, carrier gas flow; Qqy,
outward flow.

BURYAKOV

coaxial electrodes; electrometric amplifier 6 (noise
amplitude 1 x 10** A); and collector 7.

The parameters of the generator (designed in the
Design and Technological Institute of Instrument Engi-
neering for Geophysics and Ecology) are as follows:

f(t) = (sin[m(t—mT)/1] —2t/TtT)/(1—2T/TTT)
for mT<t<(mT +1);
f(t) = —(2t/nT)/(1-21/1T)
for (IMT+1)<t<(m+1)T

(m= 0isan integer), the voltage amplitude range U, =
+(600-2900) V, the voltage period T = 7.1 us, and the
voltage pulse duration T = 2.7 ps. The compensating
voltage U, is measured with an accuracy of no worse
than dU, = +5%; the polarity-asymmetric voltage
amplitude, with an accuracy of no worse than dU, =
+7%.

Vapor—air mixtures of the nitrocompoundswere pre-
pared by passing purified air (flow rate Q,, = 1.2 cmd/s)
through a quartz tube (diameter 0.3 cm, length 20 cm)
with its inner wall covered by the reagent-grade com-
pound to be studied. An air-DMMP mixture was
obtained by passing the purified air through a cuvette
with a diffusion tube containing 97% pure DMMP
(Aldrich cat., no. D16910). Then, the mixture was
delivered to the ionization chamber.

(6)

STUDIED IONS

The physicochemical properties of the compounds
considered, as well as the types of ion—-molecular reac-
tions and ions produced by (3 ionization under atmo-
spheric pressure, is well known. Specifically, in the
presence of nitrogroups, the methyl group of DNT and
TNT exhibits acidic properties, while negative reacting
ions (H,0),0, (k= 0isan integer) behave as Bronsted
bases. Therefore, negative ions (M—H)~ of these com-
pounds (M is a molecule of the compound, H is a
hydrogen atom) are formed through ion—molecular
reactions of proton detachment [13, 14]. DNB and TNB
molecules have a high electron affinity, as a result of
which these compounds produce largely M- ions via
electron-exchange reactions [15, 16]. Because of ahigh
proton affinity of DMMP, its positiveions (M + H)* are
produced in proton-exchange reactions [17].

DEPENDENCE OF THE COMPENSATING
VOLTAGE U, ON THE AMPLITUDE
OF THE POLARITY-ASYMMETRIC VOLTAGE Uy

To obtain the U (U, curve experimentally, one
should first record ion current (1) vs. compensating
voltage U, spectra for various U,. Such a spectrum for
DMMP (M + H)* ions for different Uy is given in Fig. 2.
Current peaks for these ions are observed when rela-
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Fig. 2. Spectraof DMMP (M + H)* ions for a drift voltage
Uq = 1070, 1620, 2140, and 2560V (from left to right).

tionship (5) ismet. For agiven U, onefixesU, at which
the peak is observed. In this example for DMMP
(M + H)* ions, the absolute value of the compensating
voltage, |U.|, grows with the drift voltage amplitude.
The positive value of Uy and the negative value of U,
for the positive ionsindicate that a(E/N) has a positive
sign and the coefficient of mobility increases with Uy
For the negativeions, a(E/N) > 0when Uy<0and U, > 0.

Table 1 summarizes experimentally found U, for
ions of the compounds under study for different U,.

Table 1. Experimental valuesof U; vs. Uy
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Fig. 3. Increment of the ion mobility coefficient vs. E4/N:
(1) DMMP, (2) DNB, (3) DNT, (4) TNB, and (5) TNT.

CALCULATION OF COEFFICIENTS a5,
AND RECOVERY OF DEPENDENCES a(E)

The coefficients [f2"Cand [ 2"+ *for the generator
[see (6)] were found by numerical calculation at /T =
0.38 (Table 2). The coefficients a,, a,, ag, and dg
(Table 3) were calculated by solving the inverse prob-
lem for Eq. (5) with regard for the experimental data
(Table 1) expressed in units of field strength (with the
equation U = E(r, — r,) and the coefficients [(f 2"Oand
[f2n*1[Y(Table 2). The coefficients a,, were calculated
by means of a polynomial approximation with the least

Ug V E/N,Td |U,V,DNB|U,V,DNT | UV, TNB | U, V, TNT Uy V E/N, Td DUI\(/:I'I\\/{’P
-530 10.6 0.12 0.1 - - 530 10.6 -0.2
—680 13.6 0.3 0.3 0.14 0.12 680 13.6 -0.5
-830 16.6 0.6 0.6 0.34 0.3 850 17 -1
—-1020 204 12 11 0.7 0.64 1070 214 -2.1
—-1160 23.2 18 17 12 0.9 1350 27 -39
—1350 27 2.8 2.7 19 15 1620 324 -6.4
-1570 314 4.4 4.2 3 24 1900 38 -9.5
—-1730 34.6 5.7 55 39 31 2140 42.8 -13
—1900 38 7.3 6.9 5 39 2320 46.4 -15.8
—2060 41.2 9 85 6.1 4.7 2560 51.2 -19.7
—2200 44 10.8 9.7 7.3 55 2840 56.8 —24.5
—2330 46.6 12.3 11.3 84 6.2
—2500 50 14.6 131 9.6 7.6
—2670 534 16.9 154 114 -
TECHNICAL PHYSICS Vol. 47 No. 11 2002
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Fig. 4. Calculated values of the coefficient a vs. E./E4 (or
U./Uy. (@) DMMP, (A) DNB, (O) DNT, (O) TNB, and
(®) TNT and the regression line a = (K — Kg)/Kq =
8.354E_/E4 with an rms deviation o5 = 0.00074.

squares method (polynomia regression). Since the
coefficient a, defines the initial slope of the depen-
dence of theion mobility K on the parameter (E/N)?[1],
it was calculated in the interval 10.6 < E/N < 21.4 Td.
When finding the coefficient a,, we used the value of
o, found. The coefficient a, was calculated in the inter-
val E/N < 32.4 Td. The coefficients ag and ag were
determined using the previously found coefficients a.
and o, and the experimental datafor the entire range of
E/N. Such a partition made it possible to minimize the
rmsdeviations o of datapointsfrom theoretical curves
U(U,) recovered using the coefficients a,,. The numer-
ical values of o arelisted inthelast column of Table 3.

Table 2. Coefficients [ 2"Cand [0 2" * 1 [For generator (6)

BURYAKOV

Figure 3 shows dependences a(E/N) calculated by
Eg. (1) with the coefficients from Table 3. In the entire
range of E/N studied, a(E/N) grows in the order
DMMP>DNB > DNT >TNB > TNT.

ERRORS IN DETERMINING
THE DEPENDENCE o(E)

InFig. 4, the calculated coefficientsa for al theions
are plotted against experimental values of EJ/E, (or
UJUy). The solid curves are the regression line. The
total number of measurementsis R = 64. It is seen that
the data points fit well a straight line with aslope S=
8.354 = 1/0.1197. According to (5) and Table 2, we can
put S= 1/[T3[] therefore, for the ions studied and for
E/N =10-50Td, Eg. (5) can be represented in the form

SE U
= ZCx_—¢ 7
E« O, 0

From (7), it follows that the total error o, in deter-
mining the increment of the ion mobility coefficient
depends on therelative errorsin measuring the voltages
U.and Uy, aswell ason thermsdeviation of datapoints
from theregression line o, (o, = £0.00074). To find the
relative error of the linear approximation, it is neces-
sary to divide o, by a; then, the total error o, is calcu-
lated from the expression

2
G, = J%X1OOW<E +5U2+5U2, ®)

in other words, the error g, involved in a depends on
the absolute value of a. For example, therelative errors
in determining the increments o = 0.005 and 0.01 are,
respectively,

2
Og=0005 = /\/% +7°+5°=17%,

Generator {20 730 40 50 60 070 80 790
_}_ = 0.38 0.229 0.119 0.130 0.110 0.104 0.096 0.090 0.085
Table 3. Coefficients a, for the ions studied
Compound a, x10°, Td=2 a, x107° Td™ agx107%2, Td® | agx10716, Td® O V
DNB 2.39 0.47 -1.24 1.36 0.11
DNT 217 3.05 -351 6.47 0.11
TNB 1.48 153 —0.96 0.06 0.07
TNT 1.18 161 -1.65 2.79 0.13
DMMP 3.55 =311 —-0.84 1.83 0.08
TECHNICAL PHYSICS Vol. 47 No. 11 2002
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2
Ou-oo01 = J% +7°+5°= 11%.

Aswas noted above, the error in measuring the coef-
ficient of mobility K with conventional drift tubes
equals 1% in the best case, which corresponds to the
absolute value o, -, = £0.01 cm?/(V s). For DMMP
(M—H)*ions, K, = 1.95 cm?/(V s) [17]. Let, for exam-
ple, the increment a = (K — Ky)/Ky = (1.97 —
1.95)/1.95 = 0.01; then, the error in drift-tube measure-
ments of such an increment will be £50%, i.e., five
times greater than in measurements with a variable
periodic polarity-asymmetric electric field.

CONCLUSION

It is shown that the use of avariable periodic polar-
ity-asymmetric electric field for determining the incre-
ment of ion mobility coefficients that only dightly
depend on the field strength improves the measurement
accuracy severa times as compared with conventional
drift tubes.
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Abstract—An experiment for verifying the semiconductor model of detonation is described. Within this
model, the electron thermal conductivity isthe decisive parameter in initiating the detonation of 1,3,5-triamino-
2,4,6-trinitrobenzene (TATB), alow-sensitivity explosive. The idea of the experiment isto detect anincreasein
the electron concentration in the conduction band and to estimate the electron thermal conductivity from the
electrical conductivity of TATB compressed by shock waves of subthreshold intensity. © 2002 MAIK

“ Nauka/Interperiodica” .

It isknown [1] that chemical reactions attendant on
the shock-wave initiation of the detonation of con-
densed heterogeneous explosives start at so-called “ hot
spots’—microsites of combustion that appear because
of aloca temperature increase when the shock wave
passes through pores, cracks, and other inhomogene-
ities. The volumefraction of micrositesissmall [2], and
the explosive comes into reaction gradualy as a com-
bustion wave propagates from them.

According to the recent semiconductor model of ini-
tiating detonation in low-sensitivity TATB, a combus-
tion wave propagates from microsites owing to electron
heat conduction. The basic parameter of the model is
the energy gap €4 of acrystallineexplosive[3, 4], which
specifies the electron concentration in the conduction
band and, hence, the electron thermal conductivity of
the shock-compressed explosive.

The available information about the energy gap of
crystalline TATB is incomplete and contradictory even
under normal conditions. In [5], &, was estimated at
10 eV by the Hartree—Fock method. The estimation of
the el ectron density by the method of density functional
gave g, = 24 €V [6] and showed that €, tends to
decrease with increasing pressure. The recently
obtained experimental value of the TATB energy gap
was 6.6 eV [7]; however, these measurements were per-
formed on thin films (of thickness less than 1 pm) and
the validity of applying these valuesto explosive single
crystals with a thickness of tens to hundreds of
micrometers is doubtful.

High-pressure measurements of the TATB energy
gap have not been carried out. For many molecular
crystals, the energy gap decreases with increasing pres-
sure (see, e.g., [8]); it appears that the same takes place
in crystalline explosives [6, §].

In this work, we describe an experiment aimed at
verifying the hypothesis that is central to the semicon-
ductor model of detonation [3, 4]. According to this
hypothesis, the TATB energy gap isg; = 1.5-2.0 eV at
pressures of 10-20 GPa. If this hypothesisis valid, the
electron concentration in the conduction band must be
high after the passage of a shock wave. The idea of the
experiment is to detect a possible increase in the elec-
tron concentration in the conduction band by measur-
ing the electrical conductivity of TATB compressed by
shock waves of subthreshold intensity. From the el ectri-
cal conductivity measurements, one can estimate the
electron thermal conductivity of the shock-compressed
explosive with the Wiedemann—Franz law [9], because
the electron thermal conductivity isthe basic parameter
responsible for detonation initiation in this model.

Infact, the delay At of detonation initiation after the
passage of a shock wave depends on the wave propaga:
tion velocity D from hot spots: At = &/D, where d = 10—
100 um is the characteristic spacing between hot spots,
which ison the order of the size of explosive microcrys-
tals. For typical delays of initiation of 0.1-1.0 ps, the
combustion wave propagation velocity from hot spots
is estimated at D = 10-100 m/s. The wave velocity
depends on the thermal diffusivity x of the shock-com-
pressed explosive and reaction rate 1, of the explosive

in the combustion wave [10]: D = (x/1,)Y2

Thus, to find the explosive thermal diffusivity corre-
sponding to the combustion wave velocities expected,
one must know the reaction time of the explosivein the
combustion zone, which propagates from microsites at
high pressures and temperatures (3-5 GPa and 3000 K
for usual explosives, such as hexogen or octogen, and
1020 GPa and 2500 K for low-sensitivity TATB [1]).
Note that experimental data for explosive reaction

1063-7842/02/4711-1458%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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times under such conditions are absent and the extrap-
olation of explosive reaction times measured at lower
pressures and temperatures is unjustified and may
introduce large errors.

In this work, we estimated the explosive reaction
time by the method of classical molecular dynamics.
Such an approach is valid, since the ambient tempera-
ture under these conditions exceeds or is comparable to
typical vibration energy quantaof explosive molecules.
Calculations were performed for nitromethane—the
simplest explosive in the class of nitrocompounds.
Reaction times for other explosives were evaluated by
varying the energy of C—N bond breaking. Molecular
dynamics cal culations were carried out with the Tinker
program [11] with potentials taken from [12], and
valence bonds were simul ated with the Morse potential .
Two values of the C-N bond breaking energy were
taken: 60 and 40 kcal/mol. The first value is for
nitromethane and low-sensitivity TATB; the second, for
usual explosives like octogen and hexogen [13].
Atomic charges were selected so asto approximate the
potential distribution near a nitromethane molecule as
closely as possible. This distribution was obtained for
an isolated nitromethane molecule by means of quan-
tum calculations using the GAMESS program [14] in
the Hartree-Fock approximation with the N21-3G
basis. In the basic series of calculations, we simulated
the motion of 128 molecules in a cube with periodic
boundary conditions. The doubling of the number of
molecul es affects the result insignificantly. The molec-
ular dynamics calculations (NPT ensemble) were per-
formed with atime step of 0.1 fs.

The method was checked by performing calcula
tions for points on the shock adiabat of nitromethane.
A good fit with the experimental D—u relationship [15]
was obtained.

When estimating the explosive reaction time, we
assumed (seeg, e.g., [16]) that the limiting stage control-
ling the overall reaction time is C-N bond breaking,
since this bond is the weakest in molecules of explo-
sives based on nitrocompounds. From the molecular
dynamics calculations, we established the time depen-
dence of the number of dissociated molecules (with
broken C—N bonds). The bonds were assumed to be
broken when the spacing between the C and N atoms
reached 3 A (C-N bond doubled length).

Figure 1 shows the calculated time dependence of
the number of dissociated molecules for the two values
of the dissociation energy. For usual explosives like
hexogen and octogen, the characteristic time of decom-
position in the combustion wave is 1 ps; for low-sensi-
tivity TATB, 10 ps. Figure 2 demonstrates the calcu-
lated reaction time vs. pressure and temperature for the
low-sensitivity explosive.

Based on the reaction time estimated, one can eval-
uate the thermal diffusivity of shock-compressed
TATB: x = D?t, = 10°-10"" m?/s. On the assumption
that the energy in the combustion waveistransferred by
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Fig. 1. Time dependence of the number of dissociated mol-
ecules: (a) low-sensitivity explosive (the dissociation
energy 60 kcal/moal), P =10 GPa, T = 2500 K and (b) stan-
dard explosive (dissociation energy 40 kcal/mol), P =
3 GPa, T=3000K.
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Fig. 2. Reaction time vs. (8) pressure (T = 2500 K) and
(b) temperature (P = 10 GPa) for the low-sensitivity explo-
sive (dissociation energy 60 kcal/moal).

means of electron heat conduction, the above interval
of the thermal diffusivity corresponds, according to the
Wiedemann—Franz law [9], to the electrical conductiv-
ity of shock-compressed TATB in the interval 10°-
10* (Q m)y~ at pressures of 10-15 GPa, which are close
to the TATB detonation threshold.

Thus, according to the semiconductor model, the
TATB electrical conductivity is expected to sharply
increase up to a value typical of semiconductors under
conditions of shock wave compression. The experimen-
tal corroboration of thiseffect isof great importancefor
gaining a better insight into fundamental mechanisms
of detonation initiation in low-sensitivity explosives.

Calculated atomic charges in a nitromethane molecule

Atom Charge (in terms of unit charge)
C —0.3746
N 0.6898
O -0.3872
H 0.1527
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Abstract—A device for generating intense shock waves at low energies of an electric dischargein agasis sug-
gested and tested. © 2002 MAIK “ Nauka/Interperiodica” .

The generation of intense shock waves by an electric
discharge is achallenge because the energy distribution
of gas molecules over the degrees of freedom is
severely nonuniform. Experimental data show that
more than 95% of discharge energy evolvesin the form
of vibratory energy of gas molecules, while a shock
wave is generated by the kinetic energy. Moreover, a
part of the discharge energy is spent on the dissociation
and ionization of gas molecules.

For example, if it is necessary to produce a shock
wave in air under normal conditions with a pressure
drop at the front of 10 MPa, the local pressure induced
by an electric discharge should also be no less than
10 MPa. Asfollows from the laws of classical thermo-
dynamics, the kinetic temperature of gas moleculesin
the discharge zone must be no lessthan 30000 K. How-
ever, due to the amost complete dissociation of air
molecules, the necessary pressure can be reached at a
kinetic temperature of about 15000 K, with the air spe-
cific heat increasing more than fourfold. Even though
the thermodynamic equilibrium distribution of the dis-
charge energy over air moleculestook place, the neces-
sary discharge energy would increase several times.
Because of the short time of the shock wave formation
(comparable to the molecule mean free time), the
growth of the local pressure is provided by cutting the
discharge duration. Anincrease in the discharge energy
and a simultaneous decrease in the discharge duration
leads to an increase in the discharge electron tempera
ture. This, in its turn, results in a more intense energy
absorption by the molecules. The internal (vibratory
and electron) molecular energy rises, which is accom-
panied by dissociation and ionization. Eventially, the
discharge energy must be raised still further.

In the case of discharge in an open space, only a
small portion of the energy (up to 3%) is spent on shock
wave production. Moreover, asthe volume power of the
energy release increases, the efficiency of discharge
energy transformation into a shock wave decreases
after asmall rise.

Thus, to produce intense shock waves using an el ec-
tric discharge, one should resolve the contradiction
between the need for a considerable energy release for
a short time and the need for the effective transforma-
tion of the discharge energy into the kinetic energy of
gas molecules.

Let us consider a method of generating intense
shock waves at small energies of an electric discharge.
It relies on the formation of a guided shock wave and
uses the dynamic properties of gas flows. This method
was implemented with the device schematically shown
in the figure.

The device operates as follows. Cooled air flows
under pressure from an external source through inner
channel 5 of conductor 3 and fills cavity 4 of insulator
1, passing hole 7. The geometric sizes of outlet 6 and
inlet 5 with hole 7 are chosen in such a way that the
pressure in cavity 4 of insulator 1 is higher than the
ambient pressure. The air pressure drops to the ambient
pressurein and behind channel 6. The maximum veloc-
ity of the gas in channel 6 cannot exceed the critical
velocity of sound Cpp. The velocity of disturbance

I~

—<

-
/"

7
S

A€

Device for generating shock waves by electric discharge in
gas. (1) insulator; (2) conductor; (3) leading-in conductor;
(4) cavity; (5) entrance channel; (6) outlet channel; and
(7) holes.
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Parameters behind the shock wave front in air under normal
conditions before the front at Py = 10° Paand Ty = 293 K

Temperature | Velocity Pressure :
T, K D,mis | P, 10°Pa |PENSY Py
3840 2935 100 6.76

propagation in the gas will vary from C, to C3 (Cy is
the velocity of sound in a stagnant flow) [1].

Once the capacitive energy storage has been dis-
charged through switch Sin cavity 4, a portion of the
discharge energy is directly converted into kinetic
energy. Asaresult, the pressurein cavity 4 grows and a
compression wave starts propagating along channel 6.
Theinlet pressure prevents the gas motion toward chan-
nel 5. Note that the rate of vibratory-to-kinetic energy
conversion is directly proportiona to the gas pressure.
Therefore, as the pressure in the cavity grows further
because of the deactivation, compression waveswith an
increasing amplitude will propagate along the channel
in the partially heated gas with the resulting formation
of a shock wave. This process is similar to the forma-
tion of a shock wave in detonation tubes [2].

The parameters of our device were analyzed based
on thetheory of vibratory deactivation of gas molecules
[3] with regard for conditionsfor shock wave formation
in detonation tubes and gas properties.

Our design allows one to increase the time of shock
wave formation and, hence, to utilize the discharge
energy more efficiently by extending the discharge
duration in the high-pressure zone.

The table lists the parameters of the device that pro-
vide the formation of a shock wave with intensity and
under conditions corresponding to the above example.

To generate shock waves in detonation tubes, the
laminar gasflow should be provided in the channels. As
follows from experimental data, with disturbances at
the inlet removed, the laminar flow can be sustained at
Reynolds numbers up to Re = 10° where Re =
Unax@d/2v, U, isthe liquid axial velocity, d isthe tube
diameter, and v is the gas kinematic viscosity (in our
case, U, corresponds to the velocity D of the shock
wave leading edge and d, to the diameter of the outlet

KORYTCHENKO et al.

channel). The maximum temperature T, in theinsulator
cavity can be determined by equating the maximum
velocity of the heated air flow to the critical velocity of
sound Cr»:

_ CizM(y+ 1) _ DZM(y+ 1)

2yR 2yR
Here, M is the gas molar weight and R is the universal
gas constant.

The discharge duration is found from the time of
shock wave formation t:

T

I I

C:Ol COZ,
where| isthe outlet channel length and C,, and Cy, are
the vel ocities of sound in the stagnant flow under initial
conditions and in the discharge-heated gas, respec-
tively.

For example, if d = 0.001 m and | = 0.0015 m, we
find that R=10% T, =11100K, andt =4 x 10 s. For
comparison, the time of shock wave formation in air
under normal initial conditionsisno lessthan 102 s.

The device considered can be used as an initiator of
detonation waves of various frequency (with a maxi-
mum freguency of no lessthan 500 Hz) in earlier devel-
oped supersonic gas-dynamic pulsed lasers or pulsed
ramjets [4]. Moreover, this method allows one to mod-
ify the design of shock and detonation tubes and put
associated devices to scientific and technological use.
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Abstract—Processes in an electrolyte and a plasma layer between the liquid electrode (anode) and the solid
surface of aworkpiece are analyzed. A method of controlling the surface-heating power density by periodically
varying the time of turning on an elevated voltage and the voltage value is grounded. This method allows one
to control the rates of heating and cooling the workpiece in the range from 20 to 500°C/s and, correspondingly,
to heat surface layers to a depth of 0.1-10 mm. © 2002 MAIK “ Nauka/Interperiodica” .

The dectrolytic—plasma method of quenching has
been known for more than 50 years [1]. A workpieceis
immersed into an electrolyte, which isusually an aque-
ous salt solution. A plasma forms when an electric cur-
rent passes through the electrolyte near the cathode,
which is the workpiece [1-5]. The electrical energy is
converted to heat mainly at the cathode (workpiece)
surface. It was found experimentally that the energy is
spent largely on heating the surface and forming the
plasma layer; the loss is only about 15% [6]. Electric
discharges appear in the plasmalayer [1-5]. Discharge-
induced pressure variations cause the surface of thelig-
uid anode to vibrate. As a result, the gap between the
surfaces of the liquid electrode and the solid cathode
varies. The electric field strength in the electrolyte is
not high (up to 80-200V/m) but can reach 10*-10°V/m
in the plasmalayer (Fig. 1). The voltage in a 300-mm-
thick electrolyte layer was experimentally found to be
lower than 25V, while in a plasma layer 0.1-3.0 mm
thick, it reaches 300 V.

Depending on the voltage across the anode—cathode
gap, five characteristic modes of heating the surfaces of
the liquid electrode and the solid cathode can be distin-
guished [4].

In the first mode, the voltage is U = 60-120 V. The
electrolyte (liquid electrode) surrounds the surface of
the cold cathode. The temperature of the cathode sur-
face is lower than the boiling temperature of the elec-
trolyte. The electrical energy is spent mainly on heating
the electralyte. In the second mode (U = 80-160V), the
temperature of the cathode surface exceeds the boiling
temperature of the electrolyte and a vapor—gas layer
forms at the cathode. In the third mode (U = 120—
200V), the vapor—gas layer adjacent to the solid sur-
face islocally overheated owing to electric discharges.
Thevibration of the electrolyte surface providesalocal
increase in the electric field strength to 10° V/m and,
thus, the formation of microdischarges aternating with
cooling the cathode surface by the electrolyte. In the
fourth mode (U = 180-260V), a stable plasma layer of

avariable cross section forms between the cathode and
the electrolyte within 2-10 s and a stable plasma glow
is observed at the cathode.

A further increase in the voltage to 240-320 V pro-
vides the virtualy instantaneous formation of an
intensely glowing plasmalayer (in 0.1-0.5s). Therate
of surface heating can reach 500°C/s.

Earlier [7], we proposed combining various modes
of heating the liquid electrode and a metallic work-
piece. Figure 2 shows the measurement of the surface
temperature at the voltages between the electrodes cor-
responding to the five heating modes. When a voltage
of 320 V is turned on (curve 1), the sample surface is
rapidly heated (fifth mode). The rate of heating the sur-
face reaches 150°C/s. The current density equals 8-
9A/cm?, and the surface layer begins melting within
10-15 s. The periodic transition from the fifth to the
third heating mode or periodic switching from the high
(320 V) to low (200 V) voltage provides steady-state
heating at a mean rate of up to 50°C/s. The mean cur-
rent density is 6-7 A/cm?. The heating time can be set

U, V/m
6 h P
10 E‘.
e — — i
e E >/ \
Al /
I
10°|_ ==
3
(0] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 J
10O 2 46 8101214161820222426283

d, mm

Fig. 1. Variation of the electric field strength between the
cathode (C) (workpiece surface) and metallic anode (A) in
the electrolyte (E) and plasma layer (P).
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Fig. 2. Cathode surface temperature as a function of (1-3)
heating time and (4-7) cooling time at a voltage of (1) 320;
(2) 200, 320, and 30; and (3) 220V, aswell as at a reduced
voltage of (4) 60, (5) 40, (6) 20, and (7) 0V upon cooling.

such that rather thick (up to 10 mm) layers can be
quenched without melting the surface.

At 200 V, the heating process is initially unstable.
The instability time reaches 12 s. The current density
changes jumpwise from 0 to 50 A/cm?. It drops to the
nominal value (J = 5-6 A/cm?) only after the formation
of the vapor—gas layer with arelatively low conductiv-
ity (0 =0.5-0.7 Q' m™. Increasing and decreasing the
voltage (i.e., alternating high and low power densities),
one can heat the workpiece with a mean rate of 30—
60°C/s (Fig. 2, curve 2).

The periodic variation of the voltage changes the
mean power density of heating from 1 x 10° to 1 x
10* W/ecm?, which makes it possible to control electro-
lyticplasma heating and the formation of 0.1- to
1.0-mm thick quenched layers. Cooling rates can be
varied over wide limits by turning on the electric cur-

TYURIN, POGREBNJAK

rent upon cooling the workpiece surface (Fig. 2, cur-
ves4-7).

The possibility of controlling the mean power den-
sity alows us to use electrolytic—plasma treatment in
cleaning, melting, and soldering processes[1-4, 8, 9].
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Abstract—An attempt is made at direct experimental verification of the theory of thermomagnetic instability
in composite superconductors under conditions of external magnetic field or transport current variations. The
development of thermomagnetic instability in the form of a magnetic flux jump is experimentally studied in a
bulk low-temperature composite niobium-tin superconductor. The liquid-helium-cooled sample representing a
compressed tape helix (helicoid) is placed in an external magnetic field orthogonal to the turn plane and varying
with a constant rate. For the first time, both the magnetic induction inside the sample and its temperature are
simultaneously detected in experiments. The sample overheat preceding the magnetic flux jump is measured to
be 0.23 + 0.02 K. This valueis found to be independent of the rate of the external magnetic field variation and
the value of the jump itself and coincides, within the experimental accuracy, with the temperature parameter of
electric field buildup involved in the general exponential |-V characteristic of the composite superconductor,
which depends on temperature and magnetic induction. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Thermomagnetic instability in the form of a mag-
netic flux jump in composite superconductorsisrelated
to the interaction of thermal and electromagnetic fluc-
tuations (small perturbations) in superconducting ele-
ments incorporated into a normal metal matrix. As a
rule, such ajump quenches superconductivity. Theoret-
icaly, the stability of superconductivity depends sub-
stantially on the relationship between the characteristic
times of thermal and electromagnetic processes in a
superconductor. The characteristic times involved are
magnetic,

2
Hod
m= 1
o (1)
thermal,
cd’
O= 5 (2
and heat-exchange,
Cd
Ty = T (3)

Here, d is the characteristic transverse size of the com-
posite superconductor, pg is the transverse resitivity,
A isthe thermal conductivity, C is the specific heat per
unit volume, and h is the coefficient of heat transfer to
acoolant.

Of the most practical interest isthe case
T, > T, > T0,. 4

Relationships (4) is typical of most composite
superconducting structures and meets the conditions of
their cooling in superconducting magnetic systems. It
means that, in the “ dynamic approximation”

— Im
T = = o0, (5)

the growth of small temperature and electric field per-
turbations takes place with the magnetic flux remaining
unchanged (“frozen” magnetic flux). Thismakesit pos-
sible to simplify significantly the elaboration of acrite-
rion for the stability of the superconducting state of a
composite superconductor. Using the empirical expo-
nential 1-V characteristic of a superconductor [1, 2]

_ DTC_T _Ei ll]
E = EcexpD——TO + BO+ D (6)

(where E is the électric field intensity in the supercon-
ductor; E.isaconstant; T, isthe superconductor critical
temperature; T, B, and j are temperature, transverse
external magnetic field induction, and current density,
respectively; and T, By, and j, are the parameters char-
acterizing arise in the electric field with temperature,
magnetic field, and current density, respectively), Mints
and Rakhmanov [3] formulated a criterion for the sta-
bility of superconductivity in a composite supercon-
ductor. This criterion can be written as

J’j EdS< hPT,, (7)
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Fig. 2. Longitudinal cross section of the experimental setup:
(2) sample (superconducting niobium-tin helicoid); (2) ger-
manium thermometer; (3) Hall-effect sensor; (4) supercon-
ducting solenoid generating external field; (5) heater; and
(6) thermal insulation.

where E is the longitudinal electric field intensity
depending on the rate of variation of external parame-
ters, j. isthecritical current density depending on mag-
netic field and temperature, Sisthe cross-sectional area
of a composite superconductor, and P is the cooling
perimeter of the composite superconductor.

KRUGLOV, SHCHERBAKOV

The physical meaning of this criterion is apparent.
The superconducting state looses stability when the
overheat due to magnetization reversal losses caused by
the variation of external parameters (magnetic field,
transport current, and temperature) exceedsthe value of
the temperature parameter of electric field buildup. This
fact was verified experimentally. Alternative attempts
to verify the criterion [4, 5] wereindirect: they involved
the construction of experimental curves AB;(dB/dt)
(jump vs. rate of external magnetic field variation) with
an adjustable heat-transfer coefficient.

As a sample, we employed a superconducting nio-
bium—tin helicoid (a compressed tape helix [6-8])
(Fig. 1). In the presence of an external magnetic field,
the open helicoid (without the transport current)
behaves like a bulk composite superconductor, shield-
ingitsinternal volume by surface currentsclosing at the
ends of the helix.

EXPERIMENTAL SETUP

The sample consisted of 20 flat turns of inner diam-
eter 60 mm, outer diameter 86 mm, and height 35 mm
(Fig. 1). Each of the turns contained 14 parallel com-
posite niobium—tin superconductors with a diameter of
0.85 mm joined together in the helical plane by copper
plating. The characteristics of an individual supercon-
ductor were as follows: production method, bronzing;
the fraction of the external copper sheath, 25%; the
number of niobium—tin filaments, 14641; the filament
diameter, 3 um; and therated current density in thefield
B=6T,1.1x10°A/m?.

After two-sided copper plating, the thickness of the
flat turn was 1.75 mm. The sample was placed in the
working volume of a superconducting solenoid gener-
ating amagnetic field of induction up to 4 T. The rate of
field rise reached 0.15 T/s. The cross-sectional view of
the setup is shown in Fig. 2. The turns of the helicoid
were tightly compressed. A heater made of 0.1-mm-
thick stainless stedl foil, which is used to break the
shielding superconducting circuit if necessary, and a
heat-insulating layer were glued to the outer cylindrical
surface of the sample. The top and bottom surfaces of
the helicoid were also covered by a heat-insulating
layer. The coolant was in direct contact only with the
inner cylindrical surface of the sample. A Hall-effect
sensor, measuring the magnetic field, and a germanium
thermometer were placed at the central points of the
transverse cross section of the sample. The actual ther-
mal, magnetic, and heat-exchange characteristic times
of the sasmple were 1, = 1.5 x 102 s, 1, = 102 s, and
T, = 3 S, respectively.

EXPERIMENT

Figure 3 showsthetypical evolution of the magnetic
flux jump. In the time interval betweent=0and t =
30 s, the surface superconducting currents induced on
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Fig. 3. Interna magnetic field at the central point of the
cross section of the sample and the sample temperature ver-
sus time. The external magnetic field starts growing
(dB/dt = 8.36 x 1072 T/s) at the zero time moment.

the cylindrical surfaces of the sample completely shield
the external magnetic field. The currents close at the
ends of the sample through the copper matrix (the char-
acteristic time of magnetic field diffusion from the ends
of the sample to its center (6 h) significantly exceeds
the time of measurement). The temperature of the sam-
pleis dightly higher than that of the coolant owing to
electrical losses. The magnetic flux jump into the sam-
ple takes place at t = 30 s (the measurements were per-
formed every 0.3 s). The energy stored in the shielding
circuit is sufficient to quench superconductivity and heat
the sampleto 23 K. After cooling to the critical tempera-
ture (13.6 K), the sample can again shidd the still
increasing magnetic field. The next shielding period
startsfrom t = 33.5 sand lasts up to the next jump.

Figure 4 shows temperature variationsin the sample
on an enlarged scale. The absolute measurement error
is no greater than 0.02 K. The sample overheat relative
to the coolant temperature at the jump instant (t = 30 S)
iISAT = 0.24 K. Similar measurements were carried out
for four values of the rate of change of the external
magnetic field.

Figure5 plotsjump field versusthe rate of change of
the external field. The temperature parameter of field
rise T, can be found from the |-V characteristic of asin-
gle superconductor of the helicoid. This characteristic
usually yields the parameter 62 given by

52 = lo 6)
Je
This quantity is the relative variance of the normal
distribution that characterizes the nonlinearity of the |-
V characteristic at low electric fields (€104 V/m).

The parameters of field buildup areinterrelated [2]:

g = Tol2lc
Jo OGT
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Fig. 4. Sample temperature versus time on an enlarged
scale. The time interval extends from the time instant the
external magnetic field starts growing (dB/dt = 8.36 x 1072
T/s) to the instant of the magnetic flux jump.
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Fig. 5. Magnetic induction of the jump versus the rate of
external magnetic field variation.
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Fig. 6. Sample overheat at theinstant of stability breakdown
versus the rate of magnetic field variation.

Therefore, knowing &, one can determine T, from

To = 8(T.—Ty), (10)
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where T, is the helium bath temperature during the
measurements of j. and j.

Using the empirical dependence of the critical tem-
perature of the superconductors studied on magnetic
induction,

T.(B) = 15.39-0.615B, (11)
we arrive at the expression for Ty
To(B) = 8°(15.35-0.615B—T,). (12)

For our superconductors, & ranges from 2 to 3%
(for convenience, the actual value of & ismultiplied by
100%). Substituting the jump fields AB from Fig. 5into
expression (12) (instead of B), we find the spread of T

Ty = 019-0.28 K.

Figure 6 demonstrates the sample overheat AT at the
instants of magnetic field jumpsversustherate of exter-
nal magnetic field variation dB/dt. The arrow showsthe
range of T,. The independence of AT on dB/dt lets us
conclude that AT and T, coincide in experiments.

DISCUSSION

The use of niobium—tin samples allowed us to mea-
sure the overheat of a composite superconductor that
precedes magnetic flux jumps. Note by way of example
that the overheat in niobium—titanium superconductors
isless by one order of magnitude (0.02-0.03 K) owing
to the significantly lower nonlinearity of the |-V char-
acteristic (&% = 0.1-0.2%). This substantially compli-
cates the measurements.

The experimental facts that the overheat of a bulk
composite superconductor preceding a magnetic flux

KRUGLOV, SHCHERBAKOV

jump is independent of the rate of external magnetic
field variation and that the overheat coincides with the
temperature parameter of field buildup vaidate crite-
rion (7) for the stability of superconductivity under
varying conditions.
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Abstract—An approximate kinetic equation describing a gas of two- or three-level atoms in an external laser
field isfound under conditions of optomechanical parametric resonance, which causes atomic oscillationsalong
the field wave vector. The approximation is applicable to a gas of cylindrical particles whose axes retain their
spatial orientation, making the gas anisotropic. The closed set of equations for macroparameters allows for a
numerical solution. Expressions for direction-dependent transfer coefficients such as diffusion, viscosity, and
thermal conductivity are derived phenomenologically. A two-temperature medium is shown to arise if a
fluid consists of several gases with the optomechanical parametric resonance conditions satisfied for one of

them. © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

An anisotropic fluid, or aliquid crystal, is a well-
known and thoroughly studied system [1]. A gas may
also exhibit the anisotropy of, a least, its electrical
propertiesif it consists of dipole molecules subjected to
an electrostatic field. However, such an anisotropy does
not influence noticeably the transfer characteristics of a
gas. Below, we will discuss an anisotropic gaseous sys-
tem arising under conditions of optomechanical para-
metric resonance (OMPR).

Theoretically, the OMPR effect discovered recently
[2-4] shows up as a correlation between electromag-
netic radiation and the dynamics of atwo- or three-level
gas atom. This effect has many intriguing applications
[4-6]. In particular, if an atom is placed in the strong
field of resonant laser radiation consisting of two
modes with close frequencies Q; and Q, (bichromate)
and the OMPR conditions are satisfied in view of the
Doppler shift, the oscillating force acting on theatomis

F = nkagH(a, o, v)cos[(Q,—Q)t+Ww(v)]. (D)

Here, k is the wave vector of the externad field; ag, the
Rabi frequency (E is the electric component of the
external field and p is the dipole moment of the atom);
and (Q,— Q,), the detuning of the bichromate. The
dimensionless parameter H(a, o, v) is on the order of
unity (for other designations, see Appendix). In this
case, the atom oscillates along the direction of laser
beam propagation. The term “strong field” means that
atomic transitions are fully defined by an external field
and the occupancy oscillates with the Rabi frequency.
In other words, ag > vy, wherey is the inverse lifetime
of an excited state. Under usual laboratory conditions
(e.g., for a titanium—sapphire laser with a power of
1W), ag = 108-10° s corresponds to optical atomic

transitions, whereas one of the OM PR conditionsisthat
the bichromate detuning (Q, — Q,) amost coincides
with the Rabi frequency ag. Another OMPR condition
yields [4] the expression for the atomic oscillation
amplitude: A = y/kag. Under the same laboratory con-
ditions, the oscillation amplitude A is on the order of
10-° m. Considering the influence of OMPR on a gas
system as awhole, one can expect significant modifica-
tionsin its properties.

KINETIC APPROACH

In order to describe the gas behavior under OMPR
conditionsin terms of the molecular kinetic theory, one
has to modify the Boltzmann kinetic equation [7] with
regard for the existence of a nongradient oscillating
force given by Eq. (1). Thisyields

of L 0 (FO_
at+auxﬂnfD = J(f, f). 2

Here, f is the velocity distribution function; m, the
atomic mass; and J, the collision integral. Let ¢, be the
atom velocity providing the resonance between the
radiation and an atomic transition in view of the Dop-
pler shift. Then, only atoms with velocities distributed
in the vicinity of cy within dc will oscillate along the x
axis. For as many atoms as possible to be involved in
the effect, one should choose ¢, as close as possible to
the most likely thermal velocity of gas atoms (which is
10° m/s at room temperature) and appropriately tune
thelaser frequency. In[2], it was shown that dcison the
order of 10?2 m/s; therefore, one hasto provide atemper-
ature of several Kelvins for all the atoms to be set in
oscillation. In this case, however, the force amplitude
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Fig. 1. Dimensionless force amplitude as a function of the
atomic velocity at (a) near-room temperatures and (b) low
temperatures.

depends on the velocity stronger than at room tempera-
ture (see Fig. 1) and the dependence becomes almost
linear. Solving Eq. (2) in the general case poses great
mathematical difficulties.

L et us take the approximate expression

F, = Heos((Q,—Q))t+ )

(©)
X (8(ux—Co) —6(co +dC—Uy))
for the force F acting on the atoms, where H is a con-
stant (see Fig. 1a) and 6(x) is the Heaviside theta func-
tion.

Then, an approximate solution to Eq. (2) can be
found if the left of (2) is much smaller than the right.
This restriction meets the case when the oscillation fre-
guency of atoms far exceedsthe frequency of atom col-
lisons.

Under normal atmospheric pressure, the collision
frequency of gasatomsis 10° s™. Since thisvalue coin-
cides with the frequency of atomic oscillations induced
by OMPR at laser field intensities mentioned in the
Introduction, the OMPR effect isimpossible because of
collisions. However, if either the gasismore rarefied or
the field has a higher intensity, the situation will
change. The oscillation frequency may substantially
exceed the collision frequency, and the time between
collisionswill sufficeto set the OMPR regime. Consid-
ering time intervals comparable to the transit time, one
can notice that between collisions a rapidly oscillating
atom can be considered as a cylindrical particle of
height h equal to the doubled oscillation amplitude, h =
2A, and of diameter d equal to that of the atom. The cyl-
inder axisisaligned with the wave vector of thefield for
any atomic motion. This allows one to consider the gas
as anisotropic.

L et us introduce macroscopic parameters
n=(fdu, o= 1 uf du;
J’ ; nJ’ ,

(4)

1.1 2 . _ 3kgT
-nIz(u—u) fdu, [&0O= >

SIPAROV

Then, inview of (2), wefind
on _ . au au

w- % o O
du, H
Fri N5y cos((Q,—Q)t+y); )
aEtD H
Nt 5ECOS((Q2—Q1)t+l]J),
where
CotdC
Ns = Idu Idu J’ fdu,;
0 1) CytdC (6)

g5 = IduyIduz J’ (u,—0,) fdu,.

If the left of kinetic equation (2) is small, the first-
order approximation for the velocity distribution func-
tionislocally Maxwellian:

&p| g7 (u-0° (D

f = n g

[Pk TU

Then, ny and g are given by

Ny = gg [IZKB (Co—0, +60)}

®
-of [ Fr(e-0)]5
= 0 e ] e
©

m 210
- op| g7 (0 + 5975

where @ isthe probability integral.

Thus, the set of equations describing the gas proper-
tiesnear ¢, isclosed and can be solved numerically. The
gas properties beyond the vel ocity interval dc, where no
forces act on the atoms, are described in the ordinary
way. An evident drawback of the theory isthe presence
of singularities at ¢, and ¢, + dc because of the theta
function on the left side. At these velocities, the condi-
tions of the approximation are violated and the approx-
imation becomes inapplicable.

TRANSPORT COEFFICIENTS

Thetransport coefficients of adynamically anisotro-
pic gas depend on the direction. The well-known phe-
TECHNICAL PHYSICS  Vol. 47
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nomenological derivation of the transport coefficients
yields the following expressions for the diffusion coef-
ficient D, viscosity coefficient n, and thermal conduc-
tivity A:

I TR
n = 3uImn, A= 2quBn. (10)

Here, O isthe mean velocity of gas particles; |, thefree
path; m, the particle mass; n, the atomic concentration;
and kg, the Boltzmann constant. The free path | is of
interest for further consideration. If particles are solid
spheres, the free path | is given by

_ 1
J2md’n’
where d isthe particle diameter.

Under normal conditions, the mean free path is on
the order of 10" m; therefore, it increases in a rarefied
gas. Consider acylindrical particle of diameter d that is
equal to the atomic diameter and of height h=2A asan
approximation of an oscillating atom. The free path of
such a particle in the direction of laser beam propaga-
tion will alter insignificantly, since the amplitude A is
lessthan 1% of I. However, thisis untrue for two direc-
tions orthogonal to the beam direction. Asfollowsfrom
the well-known derivation of (11), for these directions
the cross-sectional areamd? in (11) should be replaced
by hd—the quantity characterizing a cylinder. This
means that the free path | in these directions is h/td
times shorter than in the direction of laser beam propa-
gation. Inview of (10), the diffusion coefficient, viscos-
ity coefficient, and thermal conductivity in the direc-
tions orthogonal to the beam are also h/td timessmaller
than those along the beam direction. For the external
field intensity mentioned above, h/rd = (2 x 10792 x
10719 = 3. This seems to be sufficient for this effect to
be observed experimentally. In order to smplify the
experiment and observe diffusion instead of self-diffu-
sion, a mixture of atoms may be used such that the
OMPR conditions are satisfied for atoms of one kind.
Their diffusion coefficients are easier to measure than
the self-diffusion coefficient. Thiswill make it possible
to reveal gas anisotropy, since the diffusion coefficients
will differ in various directions.

| (12)

THERMODYNAMIC PROPERTIES
OF A DYNAMICALLY ANISOTROPIC GAS

The thermodynamic properties of a dynamically
anisotropic gaswill also change. In the case of OMPR,
the term “temperature” acquires anew meaning similar
to that of the kinetic temperature of an interstellar gas
where atoms move in one direction with ahigh velocity.
In our case, vibratory motion in one certain direction
corresponding to two extra degrees of freedom takes
place instead of rectilinear motion. The energy of the
extradegrees of freedom [E0) = (1/2)mA%(Q, — Q,)? cor-
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responds to a temperature increment &T defined by the
laser power, so that [8[) = (2/2)kgdT. This implies that
the gasmedium, whichinitially wasin equilibrium with
the environment, serves as a heat source. Thus, the
energy of electromagnetic radiation turns into the
mechanical energy of oscillating atoms, i.e., into the
thermal energy of the gas. The heat flux toward awall
will be specified by particle collisions near the wall.
The temperature difference between the heat source
and the environment depends on the energy of atomic
oscillations, i.e., on the energy injected into the system
by the laser. Such an approach also implies the anisot-
ropy of the gas pressure. Thus, in adynamically aniso-
tropic gas subjected to OMPR conditions, the propaga-
tion of sound has tensor properties.

If agasisamixture mentioned in the previous sec-
tion, it is easy to check that a two-temperature medium
arises, since only one component of the mixture is
under OMPR conditions. In this case, the temperature
difference T = 80} /kg issmall.t

The heat sources are isotropically distributed over
the gas volume, while the thermal conductivity of the
medium is anisotropic. This means that the heat fluxes
through the lateral and front surfaces of a container will
differ. At the same time, the wall temperature T is the
same. The expression for the heat flux g from a heated
body has the form

q = a(T-Ty), (12)

where T, is the environmental temperature and a isthe
heat exchange coefficient usually found experimen-
tally.

It is worth noting that gas anisotropy will result in
various values of the heat exchange coefficient on the
lateral (a,) and front (o) walls of the container. The
difference in the time it takes for similar bodies touch-
ing the lateral and front walls to be heated to the same
temperatures could indicate gas anisotropy.

CONCLUSION

Our phenomenological derivation of the expressions
for the transfer coefficients is evidently approximate.
A rigorous mathematical derivation based on ab initio
principles, i.e., on the Boltzmann kinetic equation, is a
more complex mathematical problem currently being
solved. In order to solveit, the Maxwellian atom veloc-
ity distribution function should be modified. The tem-
perature effect should be taken into account upon com-
paring theoretical and experimental results. At room
temperature, only some of the atoms will make a con-
tribution to the anisotropy effect. The effect will be
enhanced at low temperatures such that all the atoms
meet the OMPR conditions. This can be achieved by
using atomic traps. It is clear that both theoretical and

1 The difference 3T in the effective temperatures can be increased
twice or thrice by using extralaser beams orthogonal to theinitial
one. They also must meet the OMPR conditions.
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experimental results must correlate with the ssmple
estimates presented here. It is the author’s opinion that
these estimates suffice to attract the attention of
researchers to the problem.
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APPENDIX
The designations used are as follows:

+G—o+ 20(1—I')}
O  3(c°+2n)

H@, 0, V) = a(o® + 2r) [1

G (J-0)K./2

x 1+ (1+0%)°+ V2

K = —v¥(0?+2l) —a’—2r%(1+ 0%’

2
—2r[1 +0%(1+0%) + aZGZM}

(J-0)?
—F*(1+0%)[4+0°(1+07)],
W(v) = arccos 1+7(1+0%) +1T,

1+7(1+0%) "+ v?

SIPAROV

a
ca= -2 ¢fp=Y G=5+ku
OR 1 Ogr 1

a2 = 22 o= K

Or 1 OR 1

efor = 12 G = Jo?+2.
Or1
Here, ar; and ag , are the Rabi frequencies for a
strong bichromate, vy, , isthe transverse relaxation con-
stant, u is the velocity of an atom, and v = O(1) isa
dimensionless parameter characterizing the tuning
accuracy of parametric resonance [2].
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Abstract—Characteristics of alow-pressure volume discharge in SFg are investigated. The discharge with a
spherical anode—plane cathode electrode system wasinduced by attachment instability. It isfound that applying
adc voltage (Ug, < 1.3 kV) to the anode in the absence of a confining dielectric wall resultsin theignition of a
repetitive discharge (f = 0.1-120 kHz). The spatial, frequency, and current—voltage characteristics of the volume
discharge; plasmaemission in the spectral range 200—700 nm; and the waveforms of the discharge voltage, cur-
rent, and plasma emission are investigated. It is shown that the plasma under study exists in the form of a
domain (autosoliton) and that the volume discharge is self-induced because, during attachment instability, the
plasmaitself acts as a switch enabling repetitive pulsed operation. The results obtained can be applied to study-
ing the physics and technology of e ectric-discharge chemical HF (DF) lasers based on nonchain reactions and
to devel oping high-aperture low-pressure repetitive Ar-, Kr-, and X e-fluoride lamps with low-corrosive working
media (low-pressure mixtures of Ar, Kr, and Xe with SFg). © 2002 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Studies of the characteristics of volume discharges
in pure sulfur hexafluoride and its mixtures with some
gases (SFg/H,, SF4/C,Hg, €tc.), aswell as physical pro-
cesses in such discharges, have recently attracted great
interest. This interest stems from the high output
parameters of electric-discharge HF (DF) lasersthat are
based on nonchain reactions and in which the main
component of the working medium is sulfur hexafluo-
ride [1-3]. Recent developments in these lasers initi-
ated a series of studies of the characteristics of repeti-
tive volume discharges in mixtures containing sulfur
hexafluoride [4, 5]. Repetitive discharges in the mix-
tures of SF; with noble gases, gaseous hydrocarbons,
and hydrogen are ignited by using pulsed high-voltage
generators with either capacitive or inductive energy
storage banks. In these generators, spark gaps or hydro-
gen thyratrons are usually used as switches. These
switches are characterized by limited service life and
large dimensions and, sometimes (e.g., spark gaps),
have an autonomous system for the working gas circu-
lation. In view of these disadvantages, a search for new
methods for igniting repetitive volume discharges in
sulfur hexafluoride and its mixtures with other molecu-
lar gasesis of great interest now. Sk, can aso be used
in the working mixtures of electric-discharge excimer
lamps[6], which, in contrast to excimer lamps based on
molecular fluorine, have alonger gas fill lifetime. The
working mixtures of such lamps are low-corrosive,
which alows operation in the gas circulation regime,
simplifies the technology of manufacturing the corre-

sponding radiation sources, and extends their range of
applicability.

Preliminary studies of volume discharges in chlo-
rine and CFC-12 showed that applying a dc voltage to
the anode resulted in the ignition of a repetitive dis-
charge (f = 0.1-50 kHz) in the interelectrode gap. As
the electron affinity of the electronegative molecule
increased, the amplitude of the discharge current pulse
increased from 0.1-0.5to 3-5 A at acurrent pulse dura-
tion of <50 ns. Hence, in order to increase the current
amplitude and control the other parameters of a self-
induced discharge, it is of interest to study even more
electronegative SFg-based working mixtures. Previ-
ously, the attachment instability was observed in the
generation zone of amultielectrode coronadischargein
the mixtures of noble gaseswith fluorine at pressures of
P =100-300 kPa[7].

Inthis paper, we study the characteristics of asulfur-
hexafluoride repetitive volume discharge induced by
attachment instability in alow-density plasma.

EXPERIMENTAL TECHNIQUE

The experimental facility consisted of an electrode
system, a discharge chamber, a dc power supply, and a
system for recording the electrical and optica charac-
teristics of a volume discharge. The electrode system
consisted of a massive 7-cm-diameter hemispherical
duralumin anode and 9-cm-diameter plane cathode
(Fig. 1). The radius of curvature of the anode working
surface was 3 cm. The interelectrode distance was
2.8cm. A dc positive voltage (Uy, < 1.3 kV) was
applied to the anode through a 20-kQ ballast resistor.

1063-7842/02/4711-1473%22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Electrode system and the cross-sections of avolume discharge plasmafor P(SFg) = (a) 40, (b) 200, and (c) 600 Pa: (A) anode,
(K) cathode, (R) ballast resistance, (1) high-voltage dc power supply, (2) positive column, and (3) negative cathode glow. The capac-

itance of the pulsed capacitor is Cy = 200 pF.

The pressure of technical-grade sulfur hexafluoride was
varied in the range 400-600 Pa. The average discharge
current was in the range 2-50 mA. The electrode sys-
tem was mounted on a glass textolite flange and was
placed in a 10-I-volume discharge chamber. The cham-
ber with the electrode system was pumped down to a
residual air pressure of 3-5 Pa. The chamber was her-
metically connected via an LiF window to a vacuum
monochromator with a spectral resolution of 0.7 nm.
The monochromator and an FEU-142 photomultiplier
(also with an LiF window) were relatively calibrated in
the spectral range 130—-350 nm. We also recorded the
total emission from the plasma with the help of a
FOTON photomultiplier and a broadband S1-99 oscil-
loscope. The FOTON photomultiplier was placed
opposite the entrance dlit of the vacuum monochroma-
tor so that the plasma under study was located halfway
between them. The pulsed plasma emission in the spec-
tral range 200—700 nm was recorded with a time reso-
lution of 7-10 ns. The repetition rate of the radiation
pulses was monitored using an S1-99 oscilloscope and
a Ch 3-57 frequency meter. The ac component of the
voltage across the anode—cathode gap was recorded
using a low-inductive capacitive divider, and a low-
inductive current shunt (r = 1-5 Q) was used to monitor
the current pulses. To investigate how the capacitance
shunting the discharge gap affects the amplitude, dura-
tion, and repetition rate of the discharge pulses, a set of
low-inductive capacitorswith thetotal capacitanceC, =
680 pF were introduced in the circuit in addition to the
self-capacitance of the electrode system, the stray wir-

ing capacitance (Cy < 20 pF), and theinput capacitance
of the voltage divider (C, = 200 pF).

SPATIAL AND ELECTRICAL
CHARACTERISTICS

The steady-state distribution of the plasmaemission
intensity in the interelectrode gap was monitored by
taking photos of the discharge. Figure 1 shows the pic-
tures of the sulfur hexafluoride plasma emission
obtained by processing the photos with a scanner and

PC. At alow sulfur hexafluoride pressure (P < 40 Pa),
the discharge occupied most of the cross-sectional area
of the interelectrode gap, except the central region,
where the E/N parameter was maximum (Fig. 1a). The
diameter of the negative cathode glow plasmawas 1.5~
2.0timeslarger than the maximum diameter of the pos-
itive column plasma. As P(SF;) increased to 200 Pa, the
volume of the positive column decreased about two
times. As the sulfur-hexafluoride pressure increased
further, the volume of the positive column decreased
and its shape changed significantly (Fig. 1c).

The current—voltage characteristics of the volume
discharge are shownin Fig. 2. The steady-state current—
voltage characteristic of the discharge (Fig. 2a) is simi-
lar to that of a dc longitudina subnormal glow dis-
charge [8, 9]. As the current |, increases from 2 to
50 mA, the average voltage drop across the gap
decreasesfrom 1.3 to 1.05 kV. For the same experimen-
tal conditions, the dependence between the instant val-
ues of the voltage and current (the dynamic current—
voltage characteristic) is completely different (Fig. 2b).
Intheinitia stage, when the domain plasmajust begins
to form, the discharge current increases to 29 A with
increasing discharge voltage. Then, the current
decreases, which results in a negative slope of the cur-
rent—voltage characteristic. Such a behavior of the
dynamic current—voltage characteristic is typical of a
plasma with devel oped attachment instability [10].

OPTICAL CHARACTERISTICS

Study of the emission spectrafrom a sulfur-hexaflu-
oride volume discharge showed that UV emission con-
sists mainly of the impurity molecular bands: the sec-
ond positive system; the third Kaplan system of

N,(A3z; —E); and the forth positive system of molecu-

lar nitrogen No(BM D35 ), OH(A-X), and CN(B—X).
Thisis related to the presence of small amounts of air
and water vapor (at a level of 1-2 Pa) in SF; and the
residual air pressure in the discharge chamber (P, <
5 Pa). Because of the strong attachment of dow elec-
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Fig. 2. Steady-state and dynamic current—voltage characteristics of the volume discharge for P(SFg) = 400 Paand Cq = 220 pF.

trons to Sk and SF; molecules (the SF; radicals are

efficiently produced in the dissociation of SF; mole-
culesin the discharge), the high-lying states of nitrogen
are excited most efficiently, which resultsin the preva
lence of the N,(C-B) 337.1- and 357-nm bands
(belonging to the second positive system of N,) in the
plasma emission.

The waveforms of the discharge voltage and current
and the total emission intensity from a discharge in a
sulfur hexafluoride—based mixture are shown in Fig. 3.
It follows from Fig. 3 that the discharge under study is
repetitive. At a dc voltage at the anode of 1.0-1.3 kV,
the pulsed voltage amplitude attains 4 kV. The voltage
pulse has a short (1 < 50-100 ns) leading edge and an
extended (up to 1.3 ps) trailing edge. The current pulse
with a full width of 75-150 ns is formed during the
leading edge of the voltage pulse. The duration of the
emission pulse attains 400-500 ns. The emission inten-
sity reaches its maximum in the near afterglow of the
current pulse; thisfact can be related to the recombina
tion and stepwise mechanisms for the formation of the
emitting plasma particles. The domain propagation
velocity in the anode—cathode gap can be determined
from the duration of the leading edge of the current
pulse and the interelectrode distance [11]. Under condi-
tions corresponding to Fig. 3, this velocity is 4 x
107 cmi/s.

Let us consider the influence of the capacitance
shunting the interel ectrode gap on the pulsed character-
istics of the volume discharge. Figure 4 presents the
waveforms of the current and the total plasma emission
intensity for different shunting capacitances at a con-
stant value of P(SFg). The increase in the capacitance
results in a significant increase in the current pulse
amplitude (by a factor of greater than 3), twofold
increase in the pulse duration, and decrease in the
domain propagation velocity in the interelectrode gap
from 6 x 107 to 3 x 107 cm/s. As the shunting capaci-
tance increases, the emission pulse shiftsin time from
the leading edge of the current pulse toward its maxi-
mum (Fig. 4). Figures 3 and 4 present the most repre-
sentative waveforms with the maximum pulse ampli-
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tudes; in the experiments, we recorded arather wide set
of U, I, and J- waveforms (up to 10-15 waveforms syn-
chronized in time), whose amplitudes obeyed certain
dispersion relations, as in the case with the other types
of autosolitons[12].

Figure 5 showsthe typical dependences of the pulse
repetition rate on the average discharge current for dif-
ferent values of P(SF;) and different shunting capaci-
tances. Generaly, the pulse repetition rate increases
with the average discharge current. The pulse ampli-
tude increases linearly with the average discharge cur-
rent. The increase in P(SFg) at the minimum capaci-

tance Cy'" resultsin asignificant increase in the pulse
repetition rate and the disappearance of the descending
segment in the f(ly) curve (Fig. 5, curve 1). The
increase in C, from 20 to 900 pF does not change the
behavior of the f(l,) curve; however, the current pulse
repetition rate decreases by more than one order of
magnitude. In this case, the shunting capacitance acts
as a capacitive energy storage bank, whereas the vol-

U, kV

JF, arb. units

20
10 2
0 " 200 400 1, ns

Fig. 3. Waveforms of (1) the discharge current, (2) voltage,
and (3) total plasma emission intensity at P(SFg) = 200 Pa
and Cy = 220 pF.
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Fig. 4. Waveforms of (1) the current of and (2) total plasma
emission intensity from a volume discharge for P(SFg) =
200 Paand Cp < (a) 20 and (b) 220 pF.
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Fig. 5. Repetition rate of the volume discharge pulses vs.
average discharge current for (1) P(SFg) = 200 Paand Cy <
20 pF, (2) P(SFg) = 600 Pa.and Cy < 20 pF, and (3) P(SFg) =
200 Paand Cq = 900 pF.

ume discharge plasma itself serves as a pulsed voltage
switch.

CONCLUSION

It has been shown that the plasma of a self-induced
repetitive volume discharge in sulfur hexafluoride rep-

SHUAIBOV, SHEVERA

resents a domain (a set of autosolitons), whose forma-
tionisrelated to the onset of attachment instability. This
isindicated by the presence of a segment with a nega-
tive slopein the dynamic current—voltage characteristic
of the volume discharge. The plasma emitsin the UV—
VUV spectral range due to vibronic transitions of
impurity molecules (N,, OH, etc.). Shunting the dis-
charge gap with an additional capacitance C, = 20—
900 pF allows one to control the amplitude and dura-
tion of the discharge-current and emission pulses, as
well as the domain propagation velocity in the inter-
electrode gap, over wide limits. Volume discharges in
sulfur hexafluoride and its mixtures with noble gases
and gaseous hydrocarbons can be used to devel op high-
repetition-rate switches, low-pressure excimer lamps,
and active elements for high-repetition-rate HF lasers
and amplifiers.
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Abstract—The possibility of observing the reversed Doppler effect in an electrodynamic system of coupled
transmission lines with different dispersion typesis demonstrated. © 2002 MAIK “ Nauka/Interperiodica” .

Recently, the creation of artificial media that offer
negative effective permittivity € and permeability
simultaneously has been reported [1]. Such artificial
media are of interest primarily because they allow for
the observation of reversed effects, in particular, the
reversed Doppler effect in the microwave range when
nonlinear “inclusions’ are introduced into the medium
in order to create the moving boundary of its parame-
ters.

Below, we propose a nonlinear electrodynamic sys-
tem where the reversed Doppler effect can be realized
relatively simply for positive € and p of the filling
medium. It has been shown [3] that ashock el ectromag-
netic wave (SEMW) that travels in an electrodynamic
system of coupled transmission lines with different
types of dispersions can efficiently excite an rf back-
ward wave. In this case, a video pulse propagating
through the electrodynamic system that is filled with a
nonlinear hysteretic medium remaining in the saturated
state for along time transforms into aradio pulse with
acarrier frequency meeting the synchronism condition
(i.e., when the wave phase velocity v,(w) equas the
SEMW velocity vg). For the backward waves,
V(@) vp(w) < 0 (v4(w) is the group velocity) and the
SEMW-generated radio pulse can be turned around to
pursue the SEMW front, for example, reflecting from
the input of the electrodynamic system. If |vy(w)| >
Vp(w) = v, the backward wave (radio pulse) will catch
up with the SEMW front and reflect from the receding
interface between the linear and nonlinear media. The
radio pulse reflected from the receding SEMW front
will have a higher carrier frequency than the incident
radio pulse (reversed Doppler effect).

For this scenario to occur, the electrodynamic sys-
tem must alow for both the SEMW formation and the
existence, in the saturated nonlinearity state, of back-
ward waves with v,(w) < |v4(w)| in a certain frequency
range. Such an electrodynamic system can be imple-
mented by coupling two transmission lines one of
which is linear and has a anomalous dispersion (back-

ward waves or a wave with adominating zeroth spatial
harmonic) and the other is nonlinear with anormal dis-
persion (forward wave) in the saturated state. If aferrite
is used as the nonlinear medium, the optimal normal-
dispersion transmission lineis, in our opinion, acoaxia
(or aquasi-coaxial) transmission line in which a steep-
front (several tenths of a nanosecond wide) SEMW can
be formed. As the anomalous dispersion line, the sys-
tem can use a shielded interdigital slow-wave structure
[4, 5] where, with the parameters chosen appropriately,
the fundamental spatial harmonic is backward and
dominates and where the magnitude of the phase veloc-
ity of the fundamental wave can be less than that of the
group velocity over a certain frequency range (Fig. 1).
Such slow-wave structures are used mostly in wideband
backward-wave tubes. The dispersion relation for the
interdigital structure derived by the multiwire line
method iswritten as

a2k Je _ Vot 4y, cos’ /2
2 y0+4ylsin2q)/2’

(D)

where
Yo = 4mneg(d—-D)(1/a-1/b),

¢ isthe phase shift over the structure period d, | isthe
finger length, k = w/c, and € is the permittivity.

These transmission lines can be coupled through a
narrow longitudinal slot carved in the shields as shown
inFig. 1.

It is most convenient to approximate the dispersion
characteristics of theinterdigital system by a CL multi-
section circuit with inductive cross links. The normal-
dispersion transmission line is convenient to approxi-
mate by ausual LC multisection circuit. When coupled
through the narrow dot at the shield center, the trans-
mission lines interact via the electric field alone. In the
equivalent circuit of the electrodynamic system
(Fig. 2), this coupling is included by the coupling
capacitance C,, which can easily be controlled by the

Y1 = 4mep/D,

1063-7842/02/4711-1477$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. System of coupled coaxia transmission line and
interdigital slow-wave structure: (1) metal and (2) ferrite.

parameters of the system. It is thus convenient to simu-
late the wave evolution and propagation in this electro-
dynamic system in terms of the equivalent circuit
shown in Fig. 2 [3]. Figure 3 plots the dispersion char-
acteristics of the coupled transmission lines calculated
using the equivalent circuit of Fig. 2 (its parameters are
given in thefigure caption). Asfollowsfrom Fig. 3, the
dispersion characteristics have two branches. The syn-
chronism between the SEMW and the backward wave
is possible on both the low-frequency and the high-fre-
quency branches (Fig. 3) at the frequencies wgn, and

BELYANTSEV, KOZYREV

Wyynen 2, respectively. However, the parameters of the
coupled transmission lines and the SEMW amplitude
are chosen such that the condition vp(Wynen1) = Vs <
|V(Wsyncn1)|, under which the SEMW-generated radio
pulse with the carrier frequency wgynenq Strikes the
SEMW front after being reflected from the input of the
electrodynamic system, isonly satisfied for the low-fre-
guency synchronouswave. Clearly, the frequencies ty,
of the secondary waves generated at the interface
between the linear and nonlinear media, which moves
withthevelocity v = v,, arerelated to the incident wave
frequency wi, = Wynen 1 Y the well-known Doppler for-
mula[2]

Wee _ 1= (v )V,
Wn 11— (vOrg)/va,

where v;,, and v are the phase velocities of the inci-
dent and secondary waves, respectively.

Using relationship (2), one can graphically calculate
the frequencies of all the secondary waves. They are
given by points of intersection with the straight line of
slope v, that passes through the point on the dispersion
curvefor the synchronous wave reflected from the input
(Fig. 3). In our case, al the secondary waves are for-
ward waves and satisfy the radiation condition, two of
them having frequencies higher than that of the wave

incident on the SEMW front (w; , W, > Wynen1)-

Interms of the equivalent circuit of Fig. 2, wave pro-
cesses in the electrodynamic system are described by
Kirchhoff's usual difference equations [6]. If the mag-
netization of the ferrite material in the coaxial line is
reversed rapidly and incoherently, the magnetization
variation is described by the equation [6]

)

dM_,n ay 2 2 )
= M™—M H,. (I
Tt 1+ o)) ( anHa(157), (3
where 1V M,,,,,, and H(1\") are the current in the fer-

rite, the averaged magnetization vector (parallel to the

Rl o Rl Vger L0/2

<

(1)
nsec + 1

Fig. 2. Equivalent circuit of the electrodynamic system in Fig. 1.
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('osynch 2

msynch

=21 —Tt 0 T 21

Fig. 3. Relative frequency w/w, (W, = 2/(L0C0)”2) versus
relative wave number ¢ = k/d (d is the structure period) for
the normal-dispersion transmission line coupled to the
interdigital slow-wavestructureat Cgy/Co= 0.1, Ceoyp/Co =

0.16, L{Lo =5, and Lgy/Lg = 22.5.

magnetic field), and the magnetic field, respectively, in
the nth cell of the nonlinear transmission line; M isthe
saturation magnetization of the ferrite; y is the absolute
value of the gyromagnetic ratio; and a isthe dissipation
factor.

The system of Kirchhoff’s equations [6] and
Egs. (3) were solved numerically by the Runge—Kutta
fourth-order method. Asin [6], we assumed that, at the
initial time moment (t = 0), the currents and voltagesin
all the cells are zero, a certain initial magnetization of
the ferrite is specified, and a semi-infinite voltage step

- (a)

—_ e —

V(Zlg, arb. units
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is applied to the input of the normal-dispersion trans-
mission line.

Figure 4aplots the typical time behavior of therela-
tive voltage at nodes of the normal-dispersion (upper
plot) and anomalous-dispersion (lower plot) transmis-
sion lines. The results were obtained numerically with
the input of the anomalous-dispersion line short-cir-
cuited for the high frequency. As follows from this
numerical experiment, the backward wave, striking the
SEMW front, partialy “penetrates’ the traveling inter-
face between the linear and nonlinear media (the signal
that passed through the SEMW front is seen more dis-
tinctly in the voltage waveform for the anomalous-dis-
persion line). The wavethat penetratesthe SEMW front
decays rapidly. Figure 4b plots the spectrum of oscilla-
tions in the anomalous-dispersion line. Peaksrelated to
the lower-frequency and higher-frequency synchronous
WaVES (Wgynch 1 AN Wyynen 2), @ Well as peaks related to

the secondary waves with the frequencies w; and w;,

are clearly observed in the spectrum. Note that the cen-
ters of the secondary-wave spectral lines are in good
agreement with those calculated from Eq. (2). The

amplitudes of the secondary waves with w; and w,

amount, respectively, to 20 and 10% of the backward
wave amplitude incident on the SEMW front. Since in
this electrodynamic system, reflections from the input,
the SEMW, and forward secondary wavestravel toward
the output of the system, the output radio pulse will
contain three carrier frequencies. The two higher fre-
guencies appear due to the reversed Doppler effect.

(b)
12f ©

1.0

0.8

T
e

DO B~ O PP RNXON B
T

V(Zzﬁ, arb. units

|1
o N B

T
£

0.6

0.4

0
| | | |

| |
200 400

)

] ]
600 0 0.2 0.4 0.6 0.8 1.0
1y W/,

Fig. 4. (a) Voltage waveforms for the 23th cell of the negative- and anomalous-dispersion lines, V(ZJS‘) Vg and V(z? Vg, normalized
to the SEMW amplitude and (b) voltage oscillation spectrum for the anomalous-dispersion line. The parameters of the nonlinear
medium and the amplitude of the input video pulse are such that the SEMW velocity is v4/vg = 0.506 (Vg = di(LoCq)Y?), which
corresponds to the slope of the straight linein Fig. 2 (here, 1o = (LOCO)l’ 2,
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Our simulations have thus shown that the reversed
Doppler effect can be observed at certain parameters of
an interdigital slow-wave structure coupled to a quasi-
coaxial transmission line. This effect can be used to
directly convert asingle-carrier radio pulse into a mul-
ticarrier radio pulse. The spectrum of this pulse can eas-
ily be controlled electronically (by varying the input
video pulse amplitude or the bias magnetization of the
ferrite material that fills the transmission line).
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Abstract—Calculation of the change of work function Ag at the surface of TiO, due to the adsorption of Na,
Ka, and Csatoms has been carried out in the framework of amodel taking into account the repulsion of adatoms
and metallization of the adsorbed layer. The calculation results are in good agreement with experiment. © 2002

MAIK “ Nauka/Interperiodica” .

Studies of adsorption at the surface of metal oxides
has begun fairly recently [1]. At present, the best stud-
ied are submonolayers of metal oxides on the surface of
rutile. The M=TiO, system therefore appears to be an
obvious choice for building a theoretical model of
adsorption on oxides, in which an alkali metal can be
conveniently chosen as the adsorbate metal M, asit is
the smplest adsorbate from the theoretical standpoint
and, at the same time, its deposition onto anonmetallic
substrate shows all the characteristic features of elec-
tronic structure formation in an adsorption system [2].
In[3], we proposed amodel giving afair description of
decrease A of work function ¢, at the (110) face of
rutile due to the adsorption of cesium. Taken into
account were both the dipole-dipole repulsion of ada-
toms and the broadening of their quasi-levels at large
coverages © = N,/Ny, (N, is the concentration of ada-
toms on the substrate; Ny, is the concentration of ada-
tomsin the monolayer) dueto the tunneling of electrons
between adjacent adatoms. Application of the model
[3] to experimental data on the adsorption of K atoms
on the (100) face [4] and Naatoms on the (110) face[5]
of TiO, revealed that the model needed modification.
The modified version is presented in this study.

Consider an atom with one electron in its outer s-
shell. Following adsorption, the electron can transfer
from the adatom to a Ti#* ion. As a consequence, the
filling number n of the s-orhital becomes different from
unity and the adatom acquiresachargeof Z=1-n. The
dependence of Z on the coverage © can be calculated
using the formula [6-10]:

2 Q-£6%7(0)
Z(@) = ;TarctanT, (1)

E = 2°N°NY2A, T =Ty(1+y0).

Here, Q isthe energy of the adatom quasi-level relative
tothe Fermi level inthe substrate; & isthe dipole—dipole

repulsion constant of the adatoms; 2A is the distance
between chargesin asurface dipole; A ~ 10 isadimen-
sionless coefficient weakly dependent on the adatom
lattice geometry; I, is the halfwidth of the level of an
isolated adatom; and y is a dimensionless coefficient
taking into account the band broadening [3].

Change of work function Ag is determined in the
following way [6, 7]:

AQ(O) = —®OZ, @ = 4Te’Ny, . 2

In order to determine the model parameters, we will
use both theoretical estimates and experimental data.
The value of A will be determined in a self-consistent
manner proceeding, first, from the initial slope of the
experimental curve of work function versus coverage,

Na/TiO,(110)

o ]
+ 2

_ 1 1 1 1 |
0 0.20 0.40 0.60 0.80 1.00
O]

Fig. 1. Variation of the work function Ag in the Na/TiO,
(100) system with coverage ©: (1) calculation results,
(2) experimental data of [5].
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Model parameters

Parameter Na K Cs
Ny, 104 cm? 7.0 55 6.0
Mo eV 1 1 1
Q eV 4.16 4.13 3.58
A A 1.0 14 17
P, eV 12.7 15.25 18.0
g, eV 5.3 83 11.7
Z, 0.85 0.92 0.83
L 0.16 0.24 0.18
% 5.0 4.6 3.9

i.e, (dA@/dO)s o and, second, from the adatom
charge Z. To determine the latter we assume

Q=o@-1+A, A= é/4A, ©)

where | is the ionization energy of the adsorbed atom
[11], ¢ is the work function of the rutile surface,
and A is the Coulomb shift of the adatom quasi-level
due to interaction of its electron with those of the sub-
strate [11].

It is by taking into account the shift A that modifica-
tion of the model is performed. Then, using the experi-
mental value of the decrease in the work function for
monolayer coverage Ag,, , we determine Z,, from (2);
in so doing, parameter y

Q-:z
y= —hn g @
FotanE’ETZM,H
Ag, eV
0

K/TiO,(100)

—-1F o]

+ 2

2+
3+
4 1 1 1 1 |
0 0.20 0.40 0.60 0.80 1.00
©

Fig. 2. Sameasin Fig. 1 for the K/TiO, (100) system, using
the experimental data of [4].

DAVYDOV, NOSKOV

Thus, the initial slope of the A@(®) curve, and then
itsfinal slope Ag,,, isfitted.

The parameter values calculated in this way are
given in thetable. In addition to sodium and potassium,
parameters for cesium are also given, calculated using
the experimental data of [12], which differ markedly
from the values given in [13] that we used in [3]. The
calculation results for A@(®), shown in Figs. 1-3, and
the experimental data agree remarkably well.

Let us anayze how the model parameters vary
across the Na—K—Cs series and their numerical values.
First of al, good correlation is hotabl e between the val-
ues of parameter A given in the table and ionic radii r;
in the Na—K—Cs series, which equal, respectively, 0.92,
1.33, and 1.86 A [10]. Namely, the increase in the
dipole charge separation 2\ in the Na—K—Cs series is
accompanied by a corresponding increase in the energy
parameters d(~A) and &(~A?) in the series. It should be
emphasized that the values of these parameters appear
quite reasonable (seg, e.g., [14-16].

Parameter y characterizes the broadening of the
guasi-levels into the band and therefore should corre-
late with integrals of nearest neighbor transitionsin the
monolayer of alkali metal atoms. Theseintegrals can be
equated to matrix elements V, of the Harrison model

of binding orbitals [17], which are proportional to r;
(r, being the atomic radius of the akali metal). For the
Na—K—Cs series, the respective ratios of the V; inte-
grasare0.40: 0.18: 0.14, corresponding to decreasing
y vauestransferring from sodium to cesium (seetable).

The parameter that is most difficult to evaluateisT .
In the simplest case of an atom adsorbed on the metal
surface, I has a clear physical meaning: it is the half-

A, eV
04
05k Cs/TiO,(110)
o]
+ 2
1.0+

-1.5F
2.0+
_2.5 1 1 1 1 ]
0 0.20 0.40 0.60 0.80 1.00
o

Fig. 3. Sameasin Fig. 1 for the Cs/TiO, (110) system, using
the experimental data of [12].
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width of an impurity quasi-level whose finite lifetime
hinges on the possibility of an electron tunneling
between adatom orbitals and the states in the conduc-
tion band of the metal. However, even in this simple
case, the scatter inthe estimates of I' isconsiderable. As
to the model of this study, with its nonmetal substrate
that has a complicated band structure, here, the param-
eter ' takes into account all the processes determining
the finite lifetime of the electron on the adatom, i.e.,
both tunneling and Auger processes (for discussion on
such transitions see, e.g., [12)]). It isevident that, in this
case, estimatesof I" areal the more difficult. Therefore,
in this work, avalue of ' = 1 eV is assumed for dl
adsorbates.

Thus, in the framework of the modified model, the
variation of the work function of rutile caused by the
adsorption of akali metal atoms can be quite ade-
quately described.
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Abstract—13-MeV electron beams are shown to generate low-frequency el ectromagnetic radiation in the gas-
eous medium of a 100-m-long dielectric electron pipe. © 2002 MAIK “ Nauka/Interperiodica” .

We present the results of studying low-frequency
(LF) secondary electromagnetic radiation (SER) gener-
ated by electron beamsin a rarefied gaseous medium.

The experimental setup (Figs. 1, 2) comprised an
MT-22S microtron, an electron beam transportation
path with a 100-m-long dielectric electron pipe (glass,
inner diameter 50 mm, intensity loss at the exit 15%,
residual gas pressure 10 Pa), antenna feeders, and an
on-line measuring module including an SK4-72 spec-
trum analyzer, a CAMAC system, and an IBM com-
puter [1, 2]. Theresultswere abtained for apulsed elec-
tron beam (electron energy E, = 13 MeV, average cur-
rent I, = 1-10 pA, pulse duration T = 2.5 ps, and pulse
repetition ratef = 388 Hz) inthefinal 15-m-long section
of the dielectric electron pipe, where the residua gas
pressure was varied from 1 to 10° Pa. A remote control
device was used to vary the spatial orientation of the
antennas and their position along (L = 0-15 m) and
across (d = 0.4-1.1 m) the beam axis within the final
section.

Our experiment demonstrated that the interaction of
the electron beam with the gaseous medium in the near-
field zone gives rise to low-frequency SER with fre-
guencies f that are multiples of the repetition rate of
beam pulses (Figs. 3, 4). It is shown that (i) the SER
signal U grows linearly with beam current (i.e., with an
increase in the number of ionized gas molecules; Fig. 5)
and decreases linearly with increasing spacing d
between the antenna and the beam axis (i.e., with a
decreasein the SER flux intensity inducing the antenna
signal; Fig. 5); (ii) an increase in the antenna offset L
from the beginning of the section studied or in the
residual pressure P in the electron pipe (i.e., the growth
of the length or density of aplasmainteracting with the
electron beam) resultsin amonotonic risein the U sig-
nal amplitude (Figs. 3, 6); and (iii) the U signal ampli-
tude depends on the antenna orientation, indicating the

poorly understood horizontal polarization of the SER
electric component (inset in Fig. 2).

Note that the considerable sizes of the frame
antenna and, accordingly, the high level of noise
induced in it and the use of the 100-m-long biconical
vibrator precluded the detection of individual spectral
lines. Another point to be emphasized is that, along
with the electron-beam-induced SER, the experimental
spectrum also included the contribution from the
antennainteraction with stray radiations dueto electron
beam scattering.

The results obtained are insufficient to draw any
conclusions concerning the physical nature of the LF
secondary electromagnetic radiation discovered.

0 15 115 130 m

Fig. 1. Experimental setup: (1) MT-22S microtron,
(2) quadrupole magnetic lens doublet, (3) rotary magnet,
(4) vacuum partition in dielectric electron pipe, (5) leak,
(6) movable antennas, (7) SK4-72 spectrum analyzer,
(8) analog interface, (9) digita interface, (10) generator,
(11) analog-to-digital convertor, (12) digital-to-analog con-
vertor, (13) CAMAC crate controller, and (14) computer.
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Fig. 2. (a) Ferrite and (b) electrical antennas. The insets
show their amplitude—frequency characteristics (k(f) is the
frequency-dependent transmission coefficient) and the

dependence of the SER signal amplitude U on the orienta-
tion angles ¢ and Y for the electrical antenna. L =10 m, d =
0.8m,P=6Pa and | =3 pA.

U, uv
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0
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300
|
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Fig. 4. Spectrograms of (a) background and (b) SER with-
out background (both measured with the electrical antenna).
L=10m,d=08m,P=6Pa and| =3 pA.

Fig. 3. SER spectrograms and the amplitudes U vs. pressure
P for the ferrite antenna with L = 10 m, d = 0.8 m, and

| =3 pA.

1 1 1 1 1
0 100 200 300 400 500 600
U, uv

Fig. 5. SER amplitude U vs. beam current | (at d = 0.8 m)
and spacing d (at | = 3 pA) from the electrical antennato the
beam axis (L =10 m, P = 6 Pa).

(1) The SER observed cannot be explained by the peaks in the range under study because of the low Q
excitation of the antenna feeders, since their ampli- factor of the oscillatory circuit formed by the antenna
tude—frequency characteristics have no resonance feedersand theinput circuit of the spectrum analyzer.
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U, uv
800

600

400

200

L,m

Fig. 6. SER amplitude U vs. spacing L between the electri-
cal antenna and the beginning of the section under study
(d=0.8m, 1 =3 pA).

(2) The amplitudes of the SER harmonic compo-
nents bear no resemblance to the amplitude spectrum of

aperiodic sequence of rf or video signals, in the Fourier
expansion of which the harmonic amplitudes should
noticeably decay.

(3) The SER observed is aradiation with a continu-
ous frequency spectrum in the range fromf=0to f =
3cy?/2R, where cisthe velocity of light, y= EJ/mc?, and
Risthe radius of curvature of the electron trgjectory.

Elucidating the origin of an SER generated by
pulsed beams of charged particlesin agaseous medium
evidently needs careful experiments with more intense
beams of particles.
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