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It has been shown that the differential cross section for low-energy triplet pp scattering that is caused by the
sum of the nuclear and magnetic interactions in the Coulomb field of the protons is a rapidly oscillating function
and has second-order poles in the forward and backward directions. In order to extrapolate such a cross section
to the energy region below 10 MeV, a simple low-energy approximation has been proposed. New phenomena—
proton–proton analogues of the Mott and Schwinger effects—are discussed. © 2005 Pleiades Publishing, Inc.
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1. INTRODUCTION

This work continues the preceding study [1] of the
role of the magnetic interaction in low-energy triplet pp
scattering. Let us recall the commonly accepted pp
model [2] used in this work.

The proton scattering is described by the standard
Schrödinger equation with the total interaction Vca =
Vc + Va, where Va decreases for r  ∞ faster than the
Coulomb potential Vc(r) = mp(e/")2/r = 1/rR, where mp

is the proton mass, e is the elementary charge, r is the
interproton distance, and R is the Bohr radius of the pp
system.

Three cases are theoretically possible. In the first
case, a = s and Va = V s is the short-range nuclear inter-
action. In the second case, a = m and Va = Vm is the
magnetic interaction. In the third, most realistic, case,
a = ms and Va = Vms = Vm + V s is the superposition of
the magnetic and nuclear interactions. The magnetic
interaction is the sum Vm = Vmt + Vmls of the tensor
interaction between the magnetic moments of the pro-
tons

(1)

and the spin–orbit interaction of the magnetic moment
of one proton with the electromagnetic field of the other
proton

(2)

Here, µp is the magnetic moment of the proton in µ0
magneton units; s1 and s2 are the proton spin operators;
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and s ≡ s1 + s2, l, and j ≡ l + s are the operators of the
spin, orbital angular momentum, and total angular
momentum of the pp system, respectively. In calcula-
tions, the soft-core Reid potential [3] is used as V s.

Let us introduce the following notation: k is the
momentum, E = (k")2/mp is the energy, and θ and ϕ are
the scattering angles of the protons; q ≡ kR and η ≡ 1/2q

are the dimensionless parameters; , , and
dσc, a(θ; q) = dσc, a/dθsinθ are the phases, mixing
parameters, and differential cross section, respectively,
for scattering caused by the interaction Va in the field

Vc. The phase  is equal to the difference between

the total phase  of scattering caused by the superpo-

sition Vc + Va and the Coulomb phase . The phases

 and cross sections dσc, a for the cases a = s, m, and
ms are called Coulomb–nuclear, Coulomb–magnetic,
and Coulomb–magnetic–nuclear.

The main aim of this work is to fill a gap in the the-
ory of low-energy pp scattering, namely, to derive a
simple formula that is appropriate for extrapolation of
the Coulomb–magnetic–nuclear cross section dσc, ms to
the low-energy region (E < 10 MeV) and explicitly
reproduces all low-energy and angular features of such
a cross section. To discuss these features, it is necessary
to recall the Mott [4] and Schwinger [5] effects.

The Mott effect [6] is manifested as fast oscillations
in the differential cross section for the low-energy Cou-
lomb scattering of two identical particles that have the
form cos{2η ln[ ]}, where θ is the scattering
angle and η is the Sommerfeld parameter.
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The Schwinger effect [7] is a rapid increase in the
differential cross section dσn for the neutron scattering
by a spinless nucleus at small scattering angles (dσn ≈
const[ ]2, θ  0). This increase is caused by
the spin–orbit interaction of the magnetic moment of
the neutron with the electromagnetic field of the
nucleus.

2. ANALYSIS OF THE CROSS SECTIONS

We begin to derive low-energy approximate formu-
las (q  0) for the cross section dσc, a, a = s, m, and
ms. According to Table II in [8],

(3)

where the amplitudes (ϕ, θ; q) are represented as

series containing associated Legendre polynomials 
with l = 1, 3, … and the partial amplitudes

(4)

In particular,

Each series  can be represented in the form

(5)

where the sum ( j ≤ 2) is the contribution from the

pp states with j ≤ 2 and the series ( j > 2) is the con-
tribution from all other terms. As is known [1], all

parameters  and  for a = s, m, and ms are much
less than unity for E < 10 MeV. For this reason, we set

 ≈ 2iexp(2i )  and  ≈ 0 for all partial
amplitudes given by Eqs. (4).

Let us analyze the Coulomb–nuclear scattering (a =
s). For q  0, all Coulomb–nuclear phases decrease
rapidly

(6)

Therefore, the main contribution to the amplitudes

 comes from the pp states with j < 2 and the stan-

dard approximation  ≈ ( j < 2) is valid. In this
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approximation, the Coulomb–nuclear cross section

given by Eq. (3) is equal to the sum  with a = s:

(7)

All phases  in this sum can be approximated as [1]

(8)

where hc(η) and (η) are the known Coulomb func-

tions and  are the Coulomb–nuclear scattering
lengths for the soft-core Reid interaction.

Let us analyze Coulomb–magnetic scattering (a =

m) for the case Vm = Vmls, when all phases  have the
low-energy asymptotic form [1, 9]

(9)

s = 1, and Ψ is the Ψ function. The Born approximation

for the phases  ≈  generates the Born approxi-

mation for the amplitudes Mnn' ≈ . Since only the
following two amplitudes among the five amplitudes

 are nonzero,

(10)

where

the cross section given by Eq. (3) for a = m is approxi-
mated as

(11)

The leading term of the low-energy asymptotic formula
for the auxiliary series g is determined by the method
described in detail in [10]. First, we verify that this term
is generated by the part of the series g with large values
l @ η. Then, the Coulomb phases and polynomials in
this part are replaced by the leading terms of their
asymptotic formulas for l  ∞, the resulting series is
approximated by the integral with respect to l, and the
asymptotic form of the integral is determined by the
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stationary phase method. The stationary phase point is
l0 ~ η . Therefore, the asymptotic behavior of
the series g is determined by its terms with large ordinal
numbers l ~ l0. Substituting the found asymptotic
behavior for g in Eq. (10), we obtain the following

asymptotic forms for the amplitudes  and :

(12)

where ω(η) ≡ 2η(lnη – 1) by definition and

(13)

According to Eqs. (11)–(13), the cross section dσc, m

has the low-energy asymptotic behavior

(14)

This asymptotic expression oscillates rapidly due to the
Mott factor cos{2η ln[ ]} and increases
unboundedly due to the functions t(θ) and t(π – θ) as
| |2 and | |2 for θ  0 and θ  π,
respectively. Since the asymptotic behavior of the
series g is determined by its terms with l ~ l0 ~
η , the main contribution to the nonzero

amplitudes  and , as well as to the cross sec-

tion dσc, m and its approximation , comes from
the pp states with large total angular momenta j ~ l0.

Let us analyze Coulomb magnetic–nuclear scatter-
ing (a = ms). As was shown in [1], to correctly describe

the phases  for low energies, in addition to the
nuclear interaction V s, both magnetic interactions Vmt

and Vmls and only the Vmls interaction should be taken
into account if j < 2 and otherwise, respectively. For this

reason, for j < 2, we use the exact phases  corre-
sponding to the sum V s + Vmt + Vmls and, for j > 2, we

set  =  ≈ , where  are approximations

(9) for the phases  corresponding to the interaction

Vmls. Therefore, Mc, ms( j > 2) ≈ ( j > 2) and decom-
positions (5) are approximated by the sums

(15)

As was shown above, (j > 2) = 0 if |n| = |n'|, and

the main contribution to nonzero series  and 
comes from the pp states with large j values. Therefore,

the parts (j > 2) and (j > 2) of these series
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θ/2( )cot

M̃10 M̃01

M̃10
c m,

M̃01
c m,[ ] *– i2 1/2– iϕ–( )exp[ ] bls∼=

× iω η( )[ ] α θ( ) α π θ–( )+[ ] ,exp

α θ( ) t θ( )
θ/2( )sin[ ] 2iη--------------------------------, t θ( ) 2 θ/2( )cot θ π–+

1 θcos+
-------------------------------------------.≡≡

dσc m, dσ̃c m, π bls
2 t θ( ) 2 t π θ–( ) 2+( )∼≈

+ 2π bls
2 2η θ/2( )tan[ ]ln{ } t θ( )t π θ–( ).cos

θ/2( )tan

θ/2( )cot θ/2( )tan

θ/2( )cot

M̃10
c m,

M̃01
c m,

dσ̃c m,

δl j,
c ms,

δl j,
c ms,

δl j,
c ms, δl j,

c m, δ̃l j,
c m,

δ̃l j,
c m,

δl j,
c m,

M̃
c m,

Mnn'
c ms, Mnn'

c ms, j 2≤( )≈ M̃nn'
c m,

j 2>( ).+

M̃nn'
c m,

M̃10
c m,

M̃01
c m,

M̃10
c m,

M̃01
c m,
JETP LETTERS      Vol. 82      No. 5      2005
by Eq. (12). In view of these properties of the ampli-

tudes , representation (15) corresponds to the fol-
lowing approximation of cross section (3):

(16)

where  and  are the cross sections given by
Eqs. (7) and (14), and the interference cross section

(17)

depends on the scattering angle θ as the function

(18)

In the limit q  0, the contributions to cross section
(16) are

(19)

The contribution  is oscillating and singular at
θ = 0 and π, the contribution dσint is oscillating and reg-

ular, and the contribution  is regular and is not
oscillating. Consequently, the cross section dσc, ms has
features for low energies: it depends slightly on energy,
increases unboundedly in the forward (θ = 0) and back-
ward (θ = π) directions, and is a rapidly oscillating
function of the angle θ.

The weak energy dependence and unbounded
increase of the cross section dσc, ms in the forward direc-
tion (θ = 0) as [ ]2 are the same features as
those for the Schwinger cross section dσn ≈
const[ ]2 and are attributed to interactions of
the same nature, namely, the interaction of the magnetic
moment of one particle with the electromagnetic field
of the other particle. For this reason, the effect that is
expected in the triplet pp scattering and is manifested as
these features of the cross section dσc, ms is a Coulomb
magnetic pp analogue of the Schwinger effect.

Fast oscillations of the cross section dσc, ms as a
function of the angle for low energies are the same fea-
tures as those for the cross section of the Coulomb scat-
tering of two arbitrary identical particles and are caused
by the identity and Coulomb interaction of protons.
Thus, the second effect that is expected in triplet pp
scattering and is manifested as such oscillations of the
cross section dσc, ms is a Coulomb magnetic pp ana-
logue of the Mott effect. The amplitudes of the oscilla-
tions are small, because the oscillating contribution to
sum (14) is much smaller than its first and second terms
for all angles and, according to Eq. (19), the other oscil-
lating term dσint in the cross section dσc, ms decreases
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with energy. Calculation of the cross sections confirms
these conclusions.

Let us obtain another approximate formula for the
cross section dσc, ms. Formulas (7) and (16)–(18) pro-

vide approximate parameterizations dσc, s ≈  and

dσc, ms ≈  of the cross sections dσc, s and dσc, ms in

terms of the phases  and  with j ≤ 2. Let us

replace the phases  and  in these formulas by,

respectively, the approximations  and the approxi-

mations  ≈  + , where  and  are
given by Eqs. (8) and (9), which are obtained in [1]. As
a result, we arrive at the explicit approximate parame-

terizations  and  of the cross sections dσc, s

and dσc, ms in terms of the Coulomb–nuclear scattering

lengths , whose values are the only data on the
nuclear interaction that are necessary for calculating

the approximation . In this sense, the approxi-

mation dσc, ms ≈  is independent of the choice of
the nuclear interaction.

3. CALCULATION OF THE CROSS SECTIONS

The cross section dσc, a is calculated for low ener-
gies (E < 10 MeV) and two cases a = s and ms in the

same scheme. The phases  with a = s and ms and j ≤
2 are calculated using the equations for the phase func-
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Fig. 1. Cross sections (solid lines with symbols) dσc, ms and
(dashed lines with symbols) dσc, s for E = (triangles) 50,
(circles) 100, and (diamonds) 200 keV and (the line without
symbols) the cross section dσc, ms for E = 10 keV.
tions [1]. For j > 2, we set  ≡ 0 and  = ;
i.e., the contribution from the nuclear interaction V s to

the phases  for j > 2 is ignored and the contribution

 form the magnetic interaction Vm = Vmls + Vmt is
approximated by the sum of the leading terms of their
asymptotic formulas (9) that are uniform in l for q 
0. As was mentioned in [1], where the pp phases were
analyzed, all these approximations are quite appropri-
ate for E < 10 MeV. The phases thus obtained are used
to calculate the finite parts (l ≤ lmax < 20η ) of

all series . Such a choice of lmax provides calcula-
tion of the cross sections dσc, a with a = s and ms (shown

in Fig. 1) and function χ ≡  (shown
in Fig. 2) with an accuracy to four decimal places.
Comparison of the calculated cross section dσc, ms with

its approximations  and  shows that the
relative accuracy of these approximations for E <
10 MeV and 0 < θ < π is equal to 10–3 and 10–2, respec-
tively.

Figure 1 illustrates a pp analogue of the Schwinger
effect that is manifested as an increase in the cross sec-
tion dσc, ms in the limit of small scattering angles (θ 
0). For E = 10 keV, the cross section dσc, ms in the plot
scale cannot be distinguished from the cross section

 given by Eq. (14). Noticeable oscillations in the
cross sections dσc, ms are manifestations of a pp ana-
logue of the Mott effect. As is seen, the cross sections
dσc, s and dσc, ms differ radically from each other.
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Fig. 2. Function χ(dσ, θ)for various energies E and the thin
straight line corresponds to χ = 0.
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As is seen in Fig. 2, the contribution of the magnetic
interaction should be included in the calculation of the
differential cross section dσc, ms, because this contribu-
tion for E ≤ 200 keV significantly exceeds the contribu-
tion from the nuclear interaction and the excess
increases as the energy or angle θ decreases.

4. CONCLUSIONS

The conclusions are summarized as follows. For
energies below 10 MeV, the interaction of the magnetic
moment of a proton with the electromagnetic field of
the other proton makes a significant contribution to the
differential cross section dσc, ms for triplet pp scattering
that is caused by the sum of the nuclear and magnetic
interactions in the Coulomb field of the protons. Owing
to the magnetic interaction, the cross section dσc, ms for
these energies depends only slightly on the energy for
scattering angles θ < 30° and θ > 150°, has second-
order poles in the forward and backward directions (a
Coulomb magnetic pp analogue of the Schwinger
effect), and is a rapidly oscillating function of the scat-
tering angle due to the identity of the protons (a Cou-
lomb magnetic pp analogue of the Mott effect). All fea-
tures of the energy and angular dependences of the
cross section dσc, ms for E < 10 MeV are reproduced
with a relative accuracy of ~10–3 by derived extrapola-
tion formula (16). A less accurate parameterization

 of the cross section dσc, ms in terms of the Cou-dσ̂c ms,
JETP LETTERS      Vol. 82      No. 5      2005
lomb nuclear scattering lengths  with j ≤ 2 follows
from this formula.
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We propose a design for the construction of a laboratory system based on present-day technology which repro-
duces and thereby simulates the quantum dynamics of the O(3) nonlinear sigma model. Apart from its relevance
in condensed-matter theory, this strongly interacting quantum field theory serves as an important toy model for
quantum chromodynamics (QCD) since it reproduces many crucial properties of QCD. The proposed design is
therefore a feasibility and proof-of-principle study for more general analogue quantum simulators. © 2005 Ple-
iades Publishing, Inc.
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INTRODUCTION

In many areas of physics, progress has been
thwarted by our lack of understanding of strongly inter-
acting quantum systems with many degrees of freedom,
such as quantum field theories. Beyond perturbation
theory with respect to some parameter or semiclassical
models/methods, there are not many analytical tools
available for the treatment of these systems. Numerical
methods are hampered by the exponentially increasing
amount of resources required for the simulation of
quantum systems with many degrees of freedom in
general. However, this obstacle applies to classical
computers only—quantum computers will be able to
simulate other quantum systems with polynomial effort
[1]. But as long as universal quantum computers of suf-
ficient size (e.g., number of QuBits) are not available,
one has to search for alternatives. One possibility is to
design a special quantum system in the laboratory,
which reproduces the Hamiltonian of a particular quan-
tum field theory of interest [2]. This designed quantum
system can then be regarded as a special quantum com-
puter (instead of a universal one), which just performs
the desired quantum simulation. In this Letter, we pro-
pose such a quantum simulator for the example of the
O(3) nonlinear sigma model and demonstrate that it can
(in principle) be constructed using present-day technol-
ogy, cf. [2, 3].

The model. The 1 + 1 dimensional σ model [4–10]
is described by the O(N) and Poincaré invariant action

(1)

with the internal vector s = (σ1, σ2, …, σN) ∈  RN

reflecting the O(N)-symmetry. So far, this theory

¶ The text was submitted by the authors in English.
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"
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2c
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describes N independent free fields, but the constraint

(2)

introduces an interaction corresponding to the coupling
g > 0. For vanishing coupling g ↓  0, the curvature of the
constraint sphere (s2 = N/g2) vanishes and we repro-
duce (locally) an effectively free theory. For finite cou-
pling g > 0, we obtain a nontrivially interacting theory
as long as N ≥ 3, i.e., in the non-Abelian case. The clas-
sical ground state s = const is O(N)-degenerate, but
quantum interaction lifts that degeneracy and gives the
classical Goldstone modes a mass gap; see, e.g., [7, 8].

Properties. Apart from its relevance in condensed-
matter theory (partly due to its relation to spin systems
such as antiferromagnets; see, e.g., [11]), it can be
shown that the 1 + 1 dimensional O(N) σ model repro-
duces many crucial properties of quantum chromody-
namics (QCD) and hence serves as an important toy
model; see, e.g., [7]. The σ model is renormalizable (in
1 + 1 dimensions; cf. [10]) and its running coupling
g(p2) generates asymptotic freedom g2(p2 @ Λ2) ∝
1/ln(p2/Λ2), cf. [5]. In analogy to QCD, the classical
scale invariance xν  Ωxν is broken dynamically, cor-
responding to the dimensional transmutation g  Λ.
Furthermore, the σ model generates nonvanishing vac-

uum condensates such as 〈 〉  ≠ 0 in the operator prod-

uct expansion and reproduces the trace anomaly 〈 〉  ≠
0 (see, e.g., [7]). It also serves as a toy model for the
study of the low-energy theorems and sum rules (see,
e.g., [7]). Finally, for N = 3, the σ model exhibits instan-
tons (mapping of S2 onto R2, cf. [6, 7]) and θ vacua.

The analogue. In order to reproduce the quantum
dynamics of the 1 + 1 dimensional O(N) σ model
according to Eqs. (1) and (2), let us consider a large
number of perfectly insulating thin hollow spheres
(radius ρ) lined up at equal distances ∆x with single

s2 σ1
2 σ2

2 … σN
2+ + + N /g2,= =

+̂

T̂ν
ν
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electrons being captured by the polarizability (inducing
a finite extraction energy) on each of the hollow
spheres. These insulating spheres are surrounded by an
arrangement of superconducting spheres (radius α) and
wires (radius δ) as depicted in figure, which generate
controlled interactions of the confined electrons via
their image charges. The involved length scales includ-
ing the typical wavelength of the excitations λ, the dis-
tance of elements (lattice spacing) ∆x, the distance
between the insulating and the conducting spheres γ,
the radii of the insulating and conducting spheres (ρ
and α) and wires δ (cf. figure) are supposed to obey the
following hierarchy

(3)

The total Lagrangian for the system of electrons
reads

(4)

with m being the mass of the electrons and V(ri + 1, ri)
their interaction potential, where only nearest neigh-
bors are taken into account in view of the assumptions
(3). In this limit, the interaction potential induced by the
images of the electron charges e simplifies to

(5)

where the first addend in the denominator on the right-
hand side is due to the capacitance of the conducting
spheres 4πε0α and the second one due to the capaci-
tance of the long wires 2πε0∆x/ln(∆x/δ). Comparing the
resulting Lagrangian in Eqs. (4) and (5) with the one in
Eq. (1), we can read off the effective propagation speed

(6)

Since the first term under the root represents the classi-
cal electron radius (of order 10–15 m), the effective
propagation speed ceff is much smaller than the speed of
light in vacuum c0 @ ceff for realistic parameters (see
below), i.e., we obtain a large slow-down. Furthermore,
we may identify the effective coupling for N = 3

(7)

where the first term under the root is the classical elec-
tron radius over the square of the fine structure con-
stant. The value of the effective coupling can be tuned
by varying the ratio γ/ρ @ 1 and may well be of order
one (see parameters below). Strictly speaking, the
above equation determines the value of the running
coupling geff(p2) at a length scale corresponding to the
lattice spacing ∆x (lattice renormalization scheme). In

λ  @ ∆x @ γ  @ ρ α  @ δ.∼

+
m
2
---- ṙi

2 V ri 1+ ri,( )– ,
i

∑=

V ri 1+ ri,( ) e2α2

4πε0γ
4

-----------------
ri 1+ ri–( )2

4α ∆x/ ∆x/δ( )ln+
---------------------------------------------,=

ceff c0
e2

4πε0mc0
2

--------------------- 2α2∆x2/γ4

4α ∆x/ ∆x/δ( )ln+
---------------------------------------------.=

geff 3
γ
ρ
---

4πε0"
2

me2
-----------------4α ∆x/ ∆x/δ( )ln+

2α2
---------------------------------------------4 ,=
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complete analogy to ΛQCD, the coupling (p2 @ ) ∝

1/ln(p2/ ) determines the induced scale of dynamical
symmetry breakdown Λσ of the σ model (dimensional
transmutation). This important quantity sets all other
length scales such as the mass gap (see, e.g., [8]) and
must satisfy the condition (3) for consistency, i.e.,
Λσ∆x ! 1. Finally, identifying (again for N = 3)

(8)

the continuum limit (    for λ @∆x) of

Eq. (4) generates the Lagrangian (1) of the O(3) nonlin-
ear sigma model with the constraint (2) being imple-

mented by  = ρ2.

Disturbances. Of course, for a realistic proposal, it
is essential to estimate the impact of the contributions,
which have been omitted so far. The additional kinetic
terms due to inductances L of the wires are negligible

LI2 !  provided that

(9)

holds, i.e., for a sufficiently large slow-down (as one
would expect). For the same reason, the influence of the
zero-point fluctuations of the electromagnetic field
(inductance of free space) is negligible.

In contrast to sequential quantum algorithms, where
errors may accumulate over many operations, the quan-
tum simulation under consideration is basically a
ground state problem and hence more similar to adia-
batic quantum computing [12]. In this case, decoher-
ence can be neglected as long as the interaction ener-

geff
2 Λσ

2

Λσ
2

s x i∆x=( ) 3
geff
-------

ri

ρ
---,=

∆x
i∑ xd∫

ri
2

mṙ2

4
α
∆x
------

ceff

c0
------- 

 
2 ∆x

δ
------ 

   ! 1ln

Sketch of the proposed analogue quantum simulator. The
solid lines and spheres denote (super) conductors and the
hollow spheres are insulators containing single electrons.
Shown are just three elements of a long chain (top) and a
close-up view (bottom) with the involved length scales.
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gies of the disturbances are much smaller than the
energy gap between the ground state and the first
excited state [12]. For the nonlinear σ model, this gap
is determined by the induced scale Λσ (in analogy to
QCD). Therefore, the energies of all perturbations (e.g.,
impurities in the material) must be much smaller than
the gap of order "ceffΛσ. In particular, in order to see
quantum behavior (where the Heisenberg uncertainty
relation becomes important), the temperature must be
small enough:

(10)

Another issue concerns the spins of the electrons,
which have been omitted so far. Fortunately, we may fix
the electron spins by a small external magnetic field
(see the next paragraph) and the various spin–spin and
especially spin–orbit coupling terms are negligible (in
comparison to "ceffΛσ) for the parameters provided
below.

Phase diagram. Before investigating the impact of
an external magnetic field, let us turn to the phase dia-
gram of the nonlinear σ model in terms of the tempera-
ture T and the chemical potential µ. For low tempera-
tures kBT ! "ceffΛσ and small chemical potentials µ !
"ceffΛσ, we basically get the usual vacuum state. Note
that the introduction of a chemical potential necessi-
tates the definition of a particle number (which is a non-
trivial issue in interacting theories). In the σ model, this
can be achieved by means of the Noether current corre-
sponding to the global O(3) invariance jν = s × ∂νs and
the associated global charge along some internal axis n
with n2 = 1

(11)

For the laboratory system, the Noether charge Q is just
the total (orbital) angular momentum in units of ". Note
that still many charges Q @ 1 are required to generate
one magnetic flux quantum (due to c0 @ ceff).

In terms of the chemical potential defined with
respect to this (dimensionless) Noether charge, the

grand-canonical Hamiltonian  reads

(12)

Translating this expression back to our laboratory sys-
tem in Eq. (4), we observe that the chemical potential
exactly corresponds to an external magnetic field B
inducing the additional term  · A =  · (r × B)/3 =
B · (  × r)/3

(13)

(The second-order term e2A2/m is three orders of mag-
nitude smaller for the parameters given below and can

kBT  ! "ceffΛσ.

Q
1

ceff
-------n xs ṡ.×d∫⋅=

Ĥgc

Ĥgc Ĥ0 µN N̂+ Ĥ0 µQQ̂.+= =

ṙ ṙ
ṙ

µeff
e"
3m
-------B.=
be neglected.) When the effective chemical potential
µeff exceeds the energy gap of order "ceffΛσ, the struc-
ture of the ground state changes, and the above Noether
current jν acquires a nonvanishing expectation value
(quantum phase transition, see, e.g., [8]). At the critical
field Bcrit = 2(mceffΛσ/e) where this quantum phase tran-
sition occurs, the energy of the electron spins is of the
same order as the gap ms · B = 2("ceffΛσ) and thus much
bigger than the temperature. Hence one can fix the elec-
tron spins with much smaller external magnetic fields
B ! Bcrit without disturbing the vacuum state too much.
On the other hand, it is also possible to explore the full
phase diagram (e.g., cross the quantum phase transi-
tion, monitored by a SQUID) by increasing the external
magnetic field, which is completely equivalent to
changing the chemical potential (and hence the number
of particles). For the set of parameters discussed below,
the critical field Bcrit is on the order of milli-Tesla.

Experimental parameters. The aforementioned
constraints, in particular Eqs. (3) and (10), provide the
frame of a window of opportunity for the experimental
realization of the proposed quantum simulator, which is
(fortunately) open to present-day technology. Let us
first explore the limit set by the ultra-low temperatures.
For solid bodies of reasonable size, one can reach tem-
peratures on the order of 10 µK by electron gas cooling
via spin relaxation. If we choose our parameters
according to δ = 100 nm, ρ = 400 nm, α = 500 nm, γ =
2.5 µm, and ∆x = 12.5 µm, we obtain geff = 2(1), ceff ≈
104 m/s,  ≈ 125 µm, and "ceffΛσ corresponds to
600 µK, which satisfies all of the above assumptions
reasonably well. Alternatively, we may start from the
present state of nano-technology, which facilitates the
production of nano-wires with a radius of order nanom-
eter. If we explore this limit and choose δ = 1 nm, ρ =
12 nm, α = 5 nm, γ = 25 nm, and ∆x = 125 nm, we
obtain a similar value for geff and ceff ≈ 105 m/s, but now
"ceffΛσ corresponds to a temperature of order Kelvin.
The range between µK and fractions of a Kelvin as well
as between nanometres and micrometers provides a two
or three orders of magnitude wide window of opportu-
nity and the optimum experimental parameters are
probably somewhere in the middle.

The thin (super) conducting wires can be switched
on and off by local variations of the temperature (below
and above the critical value). If the interaction V(ri + 1, ri)
is switched off, the energy spectrum of the electrons is
determined by the usual spherical harmonics

(14)

The energy gap between the s state (l = 0) and p state
(l = 1), i.e., without interaction V(ri + 1, ri), is one order
of magnitude larger than with interaction "ceffΛσ. Con-
sistently, the interaction potential V(ri + 1, ri) between
the electrons on different spheres is of the same order

Λσ
1–

El
"

2

2m
------- l l 1+( )

ρ2
-----------------.=
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of magnitude as the gap between the s state (l = 0) and
p state (l = 1) on a single sphere leading to strong entan-
glement of the ground state. If we want to switch on the
interaction V(ri + 1, ri) adiabatically (e.g., via changing
the temperature of the wires) satisfying the condition

for the adiabatic theorem |〈ψ0|d (t)/dt|ψ1〉|/(∆E01)2 ! 1
in order to stay in the ground state |ψ0〉 , the typical adi-
abatic switching time should be longer than a few pico-
seconds. Finally, for the parameters discussed above,
the various spin–spin and spin–orbit coupling energies
are at least two orders of magnitude smaller than
"ceffΛσ.

SUMMARY

As we have demonstrated above, it is (in principle)
possible to construct a quantum simulator for the O(3)
nonlinear σ model with present-day technology. Such a
restricted quantum computer would allow the compari-
son, for a controllable scenario, between perturbative
and nonperturbative analytical methods (renormaliza-
tion flow [5, 10, 11], instantons [6], operator product
expansion and vacuum condensates, low-energy theo-
rems and sum rules [7], the S-matrix [8], etc.), as well
as numerical results [9] on the one hand with real quan-
tum simulations on the other hand. In contrast to most
numerical simulations, for example, the proposed
quantum simulator works in real (laboratory) time; i.e.,
it is not necessary to perform a Wick rotation to Euclid-
ean time. This advantage facilitates the study of the
evolution of excitations, for example collisions
(S-matrix).

Furthermore, the proposed setup allows direct
access to the quantum state and hence an investigation
of the strong entanglement (e.g., in the ground state or
near the quantum phase transition). This could be done
via state-selective radio/micro-wave spectroscopy of
transitions from the levels in Eq. (14) to some higher
lying empty and isolated internal level (of the semi-
conductor) with a sharp energy, for example (fluores-
cence measurement). Generating the radio/micro-
waves via a circuit (waveguide) facilitates the position
control of the measurement (vicinity of the inductance
loop). Furthermore, one may also switch off the wires
(e.g., by locally increasing the temperature) before the
measurement.

It is also possible to create particles (and their anti-
particles), which can be used to study the S-matrix, for
example, via the illumination with (left and right) cir-
cular polarized radio/micro-wave radiation; cf. Eq. (11)
and the subsequent remarks. Another interesting point
is the robustness or fragility of nonperturbative proper-
ties (such as the instanton density) with respect to a
small coupling to external degrees of freedom.

Apart from above points of interest, the construction
of such a restricted quantum computer, which is espe-
cially dedicated to the simulation of the O(3) nonlinear
σ model, would be an interesting feasibility study for

Ĥ
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more general quantum simulators for a comparably
well understood (yet nontrivial) system. Finally, expe-
rience shows that the availability of a new tool (such as
the proposed quantum simulator) yielding new tests
and results usually leads us to a new level of under-
standing in physics with possibly unexpected out-
comes.

Outlook. After having handled and understood the
1 + 1 dimensional situation, the extension to 2 + 1
dimensions should not be very problematic. The 2 + 1
dimensional O(3) nonlinear σ model loses some of the
properties discussed above, but also acquires novel fea-
tures, such as skyrmions which are described by the
topological current jρ = eµνρs · (∂µs × ∂νs). The inclu-
sion of an explicit O(3)-symmetry-breaking term n · s
should be easy in 1 + 1 and 2 + 1 dimensions. Note that
we did not incorporate a topological (Chern-Simons
type) θ-term +θ = θeµνs · (∂µs × ∂νs) in our 1 + 1

dimensional scenario (in analogy to the θ term 
in QCD), whose implementation is less straightfor-
ward. Further interesting topics are the behavior of
strongly interacting quantum field theories (such as
QCD and the σ model) during the cosmic expansion
and the (long-range) entanglement of the nonperturba-
tive vacuum state (which might be used as a tool for
diagnosis and a resource).
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of the German Research Foundation (DFG) under grant
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Optical Zoomeron as a Result of Beatings 
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A new solution of two-wave Maxwell–Bloch equations has been obtained analytically and numerically. It
describes the propagation of an oscillating nonlinear optical solitary wave, or optical zoomeron, in a one-dimen-
sional periodic resonant Bragg structure. It has been shown that the appearance of large oscillations in the veloc-
ity and total amplitude of Bloch modes of the pulse is caused by beating of internal modes of the perturbed
Bragg soliton. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.25.Fx, 42.50.Md, 42.65.Tg, 42.70.Qs
Investigations of the dynamics of nonlinear wave
processes involving solitary nonlinear waves, or soli-
tons, are continuously attracting great interest in vari-
ous areas of natural sciences and engineering [1]. First
of all, this interest is associated with the rich variety of
nonlinear dynamic systems in nature whose evolution
is to a high extent determined by the unique properties
of solitons, namely, the conservation of the shape and
velocity during propagation and after interaction.
Strictly speaking, such properties are characteristic
only of solutions of completely integrable nonlinear
dynamic equations such as the sine-Gordon equation,
Maxwell–Bloch equations, and nonlinear Schrödinger
equation, which appear as a result of the use of certain
approximations when solving a number of physical
problems. Using the inverse-scattering method, one can
mathematically construct an infinite number of com-
pletely integrable equations including those that, being
taken with various initial conditions, can have both tra-
ditional soliton solutions and qualitatively new solu-
tions called zoomerons [2]. A zoomeron is stable when
propagating and interacting, as is typical for a soliton,
but it exhibits new dynamics such that its amplitude and
velocity oscillate considerably during motion, and a
change not only in the magnitude but also in the sign of
the velocity of the pulse is possible. For this reason, the
appearance of zoomeronlike equations in actual physi-
cal problems would provide rich possibilities for study-
ing new dynamic laws for nonlinear systems and would
allow the generalization of various results concerning
soliton dynamics to the case of oscillating pulses.
Unfortunately, a physical phenomenon that is described
by the completely integrable zoomeron equation has
not yet found. At the same time, it is known [3] that a
change in the magnitude of the velocity of solitonlike
solutions in equations close to being completely inte-
grable is possible, for example, in the trapping of the
0021-3640/05/8205- $26.000253
soliton by a perturbation, when oscillations with zero
average velocity arise near the perturbation, as well as
in the inelastic collision of pulses that is accompanied
by the single excitation and absorption of the internal
mode of the soliton [4]. Long-lived oscillations of the
soliton amplitude are also possible when the internal
mode is excited at nonzero frequency [5], but the veloc-
ity of the soliton is conserved or changes insignificantly
in this case. The Bragg solitons of incompletely inte-
grable Maxwell–Bloch equations [6] and nonlinear
Schrödinger equations for coupled modes [7] are char-
acterized by dynamic multistability, when, under cer-
tain initial conditions, oscillations arise in the velocity
of the pulse with a characteristic change of the sign of
the velocity, but only for zero average value. Numerical
simulation of the dynamics of Bragg solitons in a reso-
nantly absorbed lattice in the case of small detuning
from the exact Bragg condition reveals strong oscilla-
tions of the amplitudes of Bloch waves and velocity of
the Bragg soliton propagating with nonzero average
velocity [8]. However, the physical cause of the appear-
ance of such pulse dynamics is not yet understood.

In this work, the problem concerning the excitation
of the internal mode in the standing Bragg soliton of the
self-induced transparency with perturbed envelops of
direct and inverse Bloch waves is solved. It is shown
that two internal modes close in shape can be simulta-
neously excited at low and zero frequencies. As a result
of beatings of these modes, a periodic energy exchange
arises between the internal-mode fields and the reso-
nant subsystem of two-level atoms in the Bragg soliton,
which results in the appearance of oscillations in the
inversion of excited atoms in the Bragg soliton. The
solution is generalized to the case of a slowly moving
soliton. Such a soliton is already perturbed due not only
to the profile deformation but also to inversion oscilla-
tions accompanying the internal-mode beatings, which
 © 2005 Pleiades Publishing, Inc.
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results in strong oscillations of the amplitude, polariza-
tion, inversion, and velocity of the pulse. Such dynam-
ics of a solitary wave is characteristic of a zoomeron.
The parameters of the solutions obtained by direct
numerical integration of the two-wave Maxwell–Bloch
equations agree well with the proposed analytical solu-
tion for the optical zoomeronlike pulse. The time
dependence of the zoomeron velocity is obtained using
the energy integral.

The problem concerning the coherent interaction of
laser radiation with a one-dimensional resonant Bragg
structure of periodically located thin layers containing
two-level oscillators is described by two-wave Max-
well–Bloch equations [9] for the slow complex ampli-
tudes of the electric field E± of the direct and inverse
Bloch waves, average atomic dipole moment P normal-
ized to the transition dipole moment, and inversion n:

(1.1)

(1.2)

Here, Ω = Ω+ + Ω–;  = Ω+ – Ω–; Ω± = (2τcµ/")E±; τc is
the cooperative time; µ is the matrix element of the
transition density matrix; x = x'/cτc and t = t'/τc are
dimensionless variables, where x' and t' are the space
coordinate and time, respectively, and c is the speed of
light; and the subscripts x and t stand for the respective
partial derivatives. Equations (1) are written under the
exact Bragg condition and for the identical frequencies
of radiation and resonance transition of oscillators.

We first obtain an expression for the internal mode
of the perturbed Bragg soliton with zero propagation
velocity and then generalize the solutions to the case of
a slowly moving soliton.

Equations (1) have the following integrals of motion
corresponding to the conservation of the total energy W
and topological charge Q of the localized Ω(x = +∞; t) =
0 solution:

(2)

We seek the solution in the form of the linear superpo-
sition of the deformed standing soliton solution of

Eqs. (1), Ωs, , and small perturbation δΩ,  satis-
fying the second of Eqs. (1.1):

(3)

Ωt Ω̃x+ 2P, Ω̃t Ωx+ 0,= =

Pt nΩ, nt
1
2
--- P*Ω PΩ*+( ).–= =

Ω̃

W
1
4
---ΩΩ*

1
4
---Ω̃Ω̃* 1 n+( ) x,d++

∞–

∞

∫=

Q Ω̃ x.d

∞–

∞

∫=

Ω̃s δΩ̃

Ω x t,( ) Ωs x( ) δΩ, Ω̃ x t,( )+ Ω̃s x( ) δΩ̃.+= =
Here,

(4)

soliton components have the form Ωs(x) = 0 and (x) =

(4/β) , where β ≡  and α is the param-
eter of the soliton profile deformation such that α = 0
corresponds to the exact soliton solution; ε is a small
real parameter; and f(t) and ϕ(t) are real functions. The

choice of perturbation δΩ,  in the form of imagi-
nary additions (a phase shift of π/2 with respect to the
soliton solution is generally necessary) ensures the

elimination of cross terms (  +  +

c.c.) = 0 in the energy integral given in Eqs. (2). Thus,
we exclude the interaction of the field components of
the soliton with the internal mode but retain the possi-
bility of the interaction of the internal mode with reso-
nant oscillators. This interaction is described by Bloch
equations (1.2), which have the following solutions for
fields (3) and (4):

(5)

where b is the integration constant determined from the
initial conditions. Substituting Eqs. (3)–(5) into initial
equations (1.1) and linearizing under the conditions ε,
ω, α ! 1, we arrive at the expressions

(6)

if b = 1 – α/2. Here, φ0 is the initial phase and the func-
tion amplitudes f0 and ϕ0 satisfy the conditions εf0,
εϕ0 ! 1. In what follows, f0 = 1. The corresponding
equation for the function ϕ(x) has the form

(7)

Using perturbation theory, it is easy to show that the
eigenvalue problem specified by Eq. (7) has the finite
localized solution

(8)

if

(9)

Substituting Eqs. (6) and (8) into Eq. (4) and omit-
ting the εω2 terms, we obtain the following expressions
for the found internal modes:

(10)
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Fig. 1. Space–time dynamics of the difference field  of the internal modes of the Bragg soliton in the presence of beatings of
two modes with nonzero and zero frequencies. The inset shows the square of internal-mode oscillation frequency ω vs. the soliton-
profile perturbation parameter α (dashed line) as calculated by Eq. (9) and (solid line) as obtained by numerically integrating
Eqs. (1) with initial conditions (3), (5), and (10).

δΩ̃
The low frequency of oscillations (9) is determined by
the parameter of the soliton profile deformation α < 0.

The difference field  given in Eqs. (10) is the super-
position of two modes with nonzero and zero frequen-
cies. The forms of these modes ~  are
determined by functions ϕ1x (6) and ϕx (8) and coincide
with each other in the first approximation in the small
parameter. This leads to effective beatings of these
modes with the oscillating-mode frequency ω if |ϕ0| ≈
1. Note that the presence of the zero-frequency internal
mode for unperturbed soliton solutions [case ω = 0 in
Eq. (10)] is a characteristic feature of a number of non-
linear dynamic equations, including the sine-Gordon
equation [3]. Figure 1 shows the results of the numeri-
cal integration of Eqs. (1) with the initial conditions in
the form of the analytical solutions given by Eqs. (3),
(5), and (10) for the standing soliton with the internal
mode. The absence of losses on the emission of contin-
uous spectrum waves indicates that the solutions found
for the internal mode are stable. The oscillation fre-
quency (see the inset in Fig. 1) and the form of the inter-
nal mode agree well with analytical results (9) and (10).

δΩ̃

βx βxtanhsech
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In addition, this figure shows that, owing to beatings,
the energy of the internal-mode fields varies from zero
to a certain maximum value. In this case, the energy of
the system of excited two-level atoms changes by the
corresponding value due to a change in the conversion
n(x, t) given by Eq. (5). In the case considered above for
the Bragg soliton with zero velocity, the beatings of the
internal modes do not change the soliton velocity. How-
ever, for the moving Bragg soliton, a change in the
maximum inversion of atoms in beatings of the internal
modes is an additional perturbation of the soliton and
can lead to a considerable change in the pulse propaga-
tion velocity.

Let us generalize the solutions obtained for the per-
turbed standing soliton given by Eqs. (3), (5), and (10)
to the Bragg soliton propagating with low velocity v  !
ω. We assume that the form of the envelop of the per-
turbed moving soliton coincides with the form of the
exact solution [9], and the form of internal modes
slightly differs from the above expressions (10). Let the
pulse center coordinate ξ(t) and its velocity v (t) = ξt(t)
depend on time due to the perturbation of the soliton in
the presence of beatings of the internal modes. Thus,
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Fig. 2. Dynamics of the (a) inversion n(x, t), (b) difference (x, t) (arb. units), and (c) total δΩ(x, t) (arb. units) internal-mode
fields of the zoomeron-like pulse. The vertical dashed straight line corresponds to the time t = τ at which the amplitudes of internal-
mode fields are equal to zero and the velocity of the pulse is maximal.
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the trial solution is chosen in the form

(11)

Substituting Eqs. (11) into the energy integral given in
Eqs. (2), we arrive at the following expression for the
pulse velocity:

(12)

As follows from Eqs. (11) and (12), the velocity and
field amplitudes in the pulse, as well as the dipole
moment and the inversion of atoms in the perturbed
Bragg soliton, oscillate with the frequency of the inter-
nal mode of soliton (9), thus exhibiting the zoomeron-
like dynamics of the pulse propagation.

In order to verify that the proposed trial solution
given by Eq. (11) is sufficiently close to the exact solu-
tion, as well as to demonstrate the stability of such a
zoomeronlike solution, we perform the direct numeri-
cal integration of Eqs. (1) taking analytical solution
(11) as the initial conditions. As is seen in Fig. 2, the
space–time dynamics of the inversion and internal-
mode fields obtained in this integration correspond to
analytical expressions (11). Similar results are also

valid for the fields Ωs and  of the soliton components
of the solution and for the function of the dipole
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moment P. Topological charge (2) of the oscillating
pulse obtained in numerical simulation satisfies the ine-
quality Q < 2π, which corresponds to the analytical
result with the substitution of solution (11) into Eq. (2):
Q = 2π + απ, where α < 0. At the initial stage of the evo-
lution of the solution, weak emission occurs (Fig. 2b),
but the energy losses in this process are very small
(about 0.05% of the pulse energy), which indicates that
the trial zoomeronlike solution is close to the exact
solution. The found zoomeronlike solution is quasis-
table, conserves stability for about one hundred oscilla-
tion periods, and elastically interacts with the soliton
moving with velocity v  ≥ 0.1. The collision of two
zoomeronlike pulses can be both elastic and inelastic,
depending on the velocity and signs of the amplitudes
of interacting pulses. Comparison of the plots in Fig. 2
provides a clear explanation of the cause of the appear-
ance of oscillations in the zoomeronlike pulse. At t = τ,
when the pulse velocity is maximal (see Fig. 2a), the
amplitudes of the internal-mode fields are equal to zero
(see Figs. 2b and 2c). Further, the energy of internal
modes increases due to the emission of the energy of
excited medium atoms (the maximum inversion at the
pulse center becomes less than unity in this case, see
Fig. 3), the pulse stops and then the energy of the inter-
nal modes is absorbed by resonant atoms and the pulse
is accelerated, again reaching the maximum velocity.
Therefore, one can conclude that oscillations in the
zoomeronlike pulse occur due to the beatings of the
internal modes and to the energy exchange between the
internal modes and resonant atoms, as follows from

Fig. 3. (Solid line) Trajectory of the Bloch vector R(x = x0;
t) = {ReP; ImP; n} on a unit sphere at a certain point of the
medium x = x0 when the zoomeronlike pulse propagates.
The dashed lines correspond to the projections of the shown
trajectory on the coordinate planes. Each loop of the trajec-
tory corresponds to one oscillation of the pulse.
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analytical solutions (11) and (12). Moreover, the
numerical simulation results confirm form (12) of the
time dependence of the velocity of the zoomeronlike
pulse and the linear frequency dependence of the max-
imum velocity. Thus, the solution given by Eqs. (11)
and (12) for the zoomeronlike pulse accurately repro-
duces the dynamics of the oscillating pulse that is
obtained in the direct numerical integration of two-
wave Maxwell–Bloch equations (1).

In conclusion, we note that the two-wave Maxwell–
Bloch equations, as follows from a number of the prop-
erties of their solutions, are incompletely integrable. It
is difficult to expect that these equations have an exact
zoomeron solution, which is an oscillating soliton of
integrable nonlinear equations. For this reason, the
approximate zoomeronlike solution described in this
work is of interest as likely the first example of oscillat-
ing quasistable nonlinear solitary waves with nonzero
average propagation velocity and a large amplitude of
velocity oscillations, which appear in an actual physical
problem, namely, in the problem concerning the propa-
gation of laser pulses in a resonant Bragg structure.

I am grateful to A.I. Maœmistov for stimulating dis-
cussions of the results. This work was supported by the
Russian Foundation for Basic Research (project no. 04-
02-16866).
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It is proposed to use a pulsed transverse inductive discharge for exciting gas lasers operating on electron tran-
sitions in atoms and molecules. An electron transition laser on fluorine (FI) atoms pumped by a transverse
inductive discharge is developed. Lasing at three wavelengths (703.75, 712.79, and 731.1 nm) is obtained by
exciting He–F2 (NF3) gas mixtures in a pressure range from 20 to 350 Torr. The results of experimental inves-
tigation of the spectral, temporal, and energy characteristics of the inductive FI laser are presented. © 2005 Ple-
iades Publishing, Inc.

PACS numbers: 32.70.Fw, 42.55.Lt, 52.80.Yr
The rf induction excitation of continuous-wave las-
ing was reported in [1–3]. Continuous-wave lasing on
transitions in atomic argon ions in the green spectral
range under excitation by a longitudinal inductive rf
discharge was obtained in [1, 2]. Lasing on vibrational
transitions in CO2 molecules in a wavelength range of
10.6 µm in an expanding nitrogen flow heated by an
inductive discharge after the addition of cold CO2 to it
was reported in [3]. The possibility of developing a
laser excited by a pulsed inductive discharge was dis-
cussed in [4].

In this work, a method for exciting laser active
media by a pulsed transverse inductive discharge is pro-
posed and experimentally implemented in order to
obtain lasing on electron transitions in atoms and mol-
ecules in gases. It is important that the pulse repetition
rate must be several hertz or higher; i.e., all processes
of discharge formation, creation of population inver-
sion, amplification, absorption, and quenching must
occur during each pulse irrespective of the past history
of the preceding pulse.

It is well known that a pulsed transverse electric dis-
charge as a method for pumping gas lasers has a num-
ber of advantages over a pulsed longitudinal or contin-
uous discharge. Here, we assume that the transverse
discharge is an electric discharge in which the current
flows in a direction perpendicular to the optical axis.
Such a discharge ensures lasing on a very large number
of transitions in atoms, molecules, and their ions due to
realization of various (including new) mechanisms of
producing population inversion in a wide range of pres-
sures including atmospheric pressure. This lasing is
achieved because a much higher level of pulsed pump-
ing power is ensured in the transverse discharge and,
therefore, lasing occurs at various transitions, including
0021-3640/05/8205- $26.00 0259
those for which no gain can be obtained for other types
of discharge. As a result, lasers with a high radiation
energy and a high efficiency (1–10%) can be devel-
oped. In contrast to conventional pulsed longitudinal
and transverse discharges, a pulsed transverse inductive
discharge is formed due to the magnetic field induction
produced by the pumping system without any elec-
trodes in the active medium. The appropriate choice of
the tube material ensures the purity of the active
medium considerable endurance of lasers. The forma-
tion of such a discharge is not accompanied by the
appearance of cathode spots on the surface of the elec-
trodes, which are responsible for the instability and
contraction of the discharge, deterioration of the homo-
geneity of the discharge, contamination of the gas mix-
ture, quenching of lasing, and limitation of the pulse
repetition rate. The application of the pulsed inductive
discharge for excitation is a promising method for
pumping not only gas lasers, but also metal vapor
lasers. In addition, this method can be used to produce
a plasma for obtaining radiation (including induced
radiation) in any spectral range, especially that extend-
ing from 10 to 150 nm, which is of considerable interest
for microelectronics and photolithography.

To demonstrate the possibility of developing an
inductive laser, we chose transitions in neutral fluorine
atoms excited by a pulsed transverse inductive dis-
charge in a He:F2 (NF3) mixture, because inversion in
these transitions is reached at comparatively low exci-
tation levels in a wide pressure range. In this case, a
high gain is achieved, which ensures the superlumines-
cence regime in a low-Q resonator, and lasing takes
place in the red spectral region and the transition from
spontaneous emission to the lasing mode is easily
detected.
© 2005 Pleiades Publishing, Inc.
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There are many works on lasing on various transi-
tions in fluorine atoms in a spectral range of 623–
780 nm [5–16]. Lasing was observed on 17 lines. How-
ever, owing to different excitation conditions, the spec-
tra obtained in different works differ in the number of
lines with various wavelengths. Population inversion
on atomic fluorine transitions was created using two
methods of excitation, viz., a longitudinal electric dis-
charge [5–9] in low-pressure (0.5–50 Torr) helium mix-
tures with fluorine-containing molecules and a trans-
verse discharge [10, 12, 13, 15] ensuring lasing in the
same mixtures in a wide pressure range up to 3 atm. At
low pressures, HF, SF6, CF4, C2F6, NF3, and F2 mole-
cules were used as fluorine donors, while only NF3 and
F2 molecules were used for high pressures due to the
homogeneity of the discharge achieved using the pre-
liminary UV ionization of the discharge gap.

In most available experiments, lasing on transitions
in fluorine atoms took place in the superluminescence
regime. The duration of laser pulses in various experi-
ments varied from a few microseconds (in a longitudi-
nal discharge) to tens of nanoseconds (in a transverse
discharge). The gas mixture forming the active medium
of the laser usually consisted of helium and admixtures
of fluorine-containing molecules in a ratio of 30 : 1 to
1000 : 1. Helium was required for creating inversion on
transitions in fluorine atoms via excited states of helium
atoms. The use of other inert gases (such as Ne or Ar)
as the buffer gas did not lead to lasing. The above fea-
tures of the operation of the FI laser indicate that it is a
suitable device for obtaining lasing in a pulsed trans-
verse inductive discharge.

To produce a pulsed transverse inductive discharge,
we used the excitation system of an excimer laser,
which was assembled as an L–C inverter circuit and
was previously described in [17]. In this system, the
peaking capacitor was removed and inductor L in the
form of a 40–60-cm-long solenoid was connected
(Fig. 1). The solenoid consisted of individual solenoids

Fig. 1. Electric circuit of the system of excitation of a laser
by a pulsed transverse inductive discharge: SG is an RU-65
standard spark gap, C1 = 50 nF, C2 = 100 nF, DT is the dis-
charge tube, and L is the inductor.
prepared in the form of parallel-connected sections
wound on a glass tube into which gas mixtures were
admitted. Each section contained 3 to 20 turns of a
stranded insulated cable with a cross section from 1.5
to 4 mm2. In experiments, inductor parameters such as
the total inductance and resistance were varied to
ensure the required values of the magnetic induction
and electric field strength in the tube and, hence, the
parameters of the inductive discharge. The experiments
were carried out with glass tubes with an inner diameter
of 1 to 4 cm and an active region length of 40–60 cm.
At the ends of the tube, adjusting units with plane-par-
allel quartz or CaF2 plates W1 and W2 were fixed. The
plates were arranged perpendicularly to the tube axis
and were used as sealing windows and optical cavity
elements. On one side of the tube, a dense plane Al mir-
ror or dielectric mirror M was placed.

We studied the intensity and duration of radiation
emitted by the inductive discharge, as well as its spec-
tral and energy characteristics under various excitation
conditions. In our measurements, we used FEK-22 and
FEK-15 coaxial photocells with a high time resolution,
Tektronix TDS-220 and C1-104 oscilloscopes, an
Ocean Optics HR 2000 spectrometer, and an Ophir
Optronics pyroelectric laser radiation energy meter.
The accuracy of measurements was 5%.

As the active medium for the laser, we chose
He:F2(NF3) gas mixtures of various compositions
under various pressures. Gas mixtures circulated in the
tube with a low velocity. The charging voltage Uc
across the reservoir capacitors C1 and C2 was varied
from 20 to 27 kV. The best results were obtained in a
tube with an inner diameter of 1.9 cm under the maxi-
mal voltage U = 27 kV; the total inductance of inductor
L was equal to 60 nH in this case.

Under low pressures of the He:F2 gas mixture in the
pressure range from 1 to 4 Torr, the inductive discharge
filled the tube almost uniformly over the cross section,
but no lasing was achieved. An increase in pressure
from 4 to 20 Torr led to a redistribution of the discharge
from the center to the tube walls, and a ring-shaped dis-
charge was observed.

Under pressures of the He:F2 gas mixture from 20 to
350 Torr, lasing on transitions in fluorine atoms was
obtained in the wavelength range 703–731 nm. Radia-
tion was shaped in the form of a ring with an outer
diameter of 1.9 cm and an inner diameter of about
1.7 cm. Thus, the active volume for a 40-cm-long sole-
noid was 22 cm3.

Figure 2 shows the dependence of laser radiation
intensity on the ratio of the mixture components. The
optimal composition for our pumping conditions was
He:F2 (100 : 1). When F2 was replaced by NF3, lasing
was also obtained, but with a lower intensity. For this
reason, subsequent experiments were made on the
He:F2 (100 : 1) mixtures.

Figure 3 shows the dependence of laser radiation
intensity on the total pressure in the He:F2 (100 : 1)
JETP LETTERS      Vol. 82      No. 5      2005
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mixture. It can be seen that in the low-pressure range up
to 60 Torr, the laser radiation intensity increases rap-
idly, reaches its peak value upon a further increase in
pressure, and then decreases slowly. Such a dependence
can be explained, on the one hand, by an increase in the
gain in the medium with increasing pressure and, on the
other hand, by the change in the electron parameters of
the inductive discharge in the tube.

Analysis of the spectral composition of radiation
shows that lasing occurs at three lines (703.7469,
712.7890, and 731.1019 nm), which correspond to the

transitions   3s2P3/2,   3s2P1/2,

and   3s2P3/2 [18].

It was found experimentally that the number of
spectral lines in the radiation of the FI laser and the
ratio of their intensities depend strongly on the total
pressure in the gas mixture. Figure 4 shows the laser
radiation spectrum in the pressure range from 28 to
328 Torr.

Figure 5 shows the oscillograms of voltage and
spontaneous radiation under a pressure of 15 Torr, as
well as oscillograms of laser radiation under a pressure
of 250 Torr. The time dependence of the voltage across
the inductor shows that it is of an oscillatory type,
which indicates that the parameters of the excitation
system were not properly matched to the parameters of
the active medium in these preliminary experiments.
Spontaneous radiation, as well as voltage, was of an
oscillatory type, but with a period equal to half the
period of voltage oscillations; in other words, radiation
was emitted over the positive and negative half-periods
of voltage oscillations. In contrast to spontaneous radi-
ation, a laser radiation pulse appeared only at the begin-
ning of the excitation pulse at the front of the first half-
period and had a different shape with a much smaller
duration. This is an indication of the transition to the
amplification and lasing mode. Other evidence of the

3 p2P3/2
o 3 p2P1/2

o

3 p2S1/2
o

Fig. 2. Radiation intensity of the FI laser vs. the F2 concen-
tration in He under optimal pressure for Uc = 27 kV.
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appearance of this mode is the spectral composition and
directivity of radiation. When the lasing mode was
achieved, an increase in pressure from 40 to 300 Torr
shortened the duration τ of laser pulses (Fig. 6). Conse-
quently, the pulse duration is a function of not only the

Fig. 3. Radiation intensity of the FI laser vs. the total pres-
sure in the He:F2 (100 : 1) mixture for Uc = 27 kV.

Fig. 4. Spectral composition of the radiation of the FI laser
for various total pressures in the He:F2 (100 : 1) mixture at
Uc = 27 kV.

P (Torr)

328 Torr
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total pressure but also of the ratio of the mixture com-
ponents. Such behavior is typical of transverse dis-
charge lasers characterized by short current pulses in
gas mixtures [10, 12, 13, 15]. The minimum laser pulse
duration in the He:F2 (100 : 1) mixture under a pressure
of 260 Torr and higher was 20 ± 2 ns. The maximum
laser radiation energy was 0.12 mJ, which corre-
sponded to a pulse power of 6 kW.

Fig. 5. Time dependence of (a) the voltage across the induc-
tor L, (b) the spontaneous radiation of the inductive dis-
charge in the He:F2 (100:1) mixture under a pressure of
15 Torr, and (c) laser radiation intensity under a pressure of
250 Torr in the gas mixture.

Fig. 6. Half-amplitude pulse duration of the FI laser vs. the
total pressure of gas mixtures for two compositions, P =
250 Torr, and Uc = 27 kV.

P (Torr)

—
—

In our experiments, we measured the gain in the
active medium using the cavity loss method. The max-
imum gain was about 0.025 cm–1.

Thus, as a result of the experiments described above,
the first laser excited by a pulsed transverse inductive
discharge was created. Using transitions in the fluorine
atom as an example, we demonstrated that population
inversion can be created on electron transitions in
atoms and molecules in an inductive electric discharge.
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The generation of ultrashort superradiant pulses in the stimulated scattering of an intense microwave (38 GHz)
pump wave by a counterpropagating high-current relativistic electron bunch has been observed. Scattered radi-
ation is a single ~200-ps pulse with a peak power of about 1 MW. Owing to the Doppler shift of the radiation
frequency, frequencies up to 150 GHz are present in the spectrum of the scattered pulse. © 2005 Pleiades Pub-
lishing, Inc.

PACS numbers: 41.60.Cr, 52.59.Rz, 84.40.–x, 84.70.+p
1. Considerable attention is currently focused on
theoretical and experimental investigations of the
effects of superradiance of high-current relativistic
electron bunches [1–7], which may be used to create
fundamentally new sources of ultrashort superintense
electromagnetic pulses. Superradiance is the coherent
emission of a single electromagnetic pulse by an elec-
tron bunch with a length extended in the scale of the
wavelength. Correspondingly, this process includes the
development of self-bunching of particles, where in-
phase emission from different parts of the bunch is
ensured by the translation of the wave with respect to
electrons due to the difference of the group velocity of
the wave from the translational velocity of the particles.
The superradiance of classical electron ensembles can
be associated with various mechanisms of stimulated
emission: cyclotron, Cherenkov, and undulator. To
date, the generation of superradiant pulses through
these mechanisms has been experimentally observed
[5–7] in the centimeter and millimeter wavelength
ranges.

The generation of ultrashort pulses in higher fre-
quency ranges can be performed through a new super-
radiance mechanism that is realized in the process of
the stimulated scattering of an intense electromagnetic
pump wave by a moving electron bunch [2, 8]. When
the pump wave with frequency ωi propagates oppo-
sitely to the electron beam, owing to the Doppler effect,
the scattered-radiation frequency ωs is expected to be
0021-3640/05/8205- $26.00 0263
much higher than the pump frequency [9]:

(1)

where V|| is the translational velocity of the electrons
and Vph.i and Vph.s are the phase velocity of the pump
and scattered waves, respectively. In particular, when
intense optical laser radiation is scattered by high-cur-
rent beams with particle energies 1–2 MeV, the genera-
tion of superradiant pulses is possible in the UV range.
The use of high-power relativistic electron microwave
generators of the centimeter and millimeter ranges can
provide the generation of submillimeter superradiant
pulses.

The aim of this work is to carry out evaluation
experiments for observation of the effect under discus-
sion. The radiation of a high-power relativistic back
wave oscillator of the 8-mm band was scattered by a
high-current electron bunch with the moderately rela-
tivistic particle energy (γ ~ 1.4–1.6). The generation of
subnanosecond superradiant pulses was detected in the
short-wavelength part of the millimeter range. In order
to compare with the experiment, a simple theoretical
model is presented, where the waveguide character of
the propagation of electromagnetic radiation, as well as
the effect of the focusing magnetic field, is taken into
account.

2. Let us consider the scattering of the electromag-
netic pump wave by a counterpropagating electron

ωs ωi

1 V ||/Vph.i+
1 V ||/Vph.s–
----------------------------,=
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bunch with duration ∆tb that moves through a smooth
cylindrical waveguide with radius R along the uniform
driving magnetic field H0 = H0z0. In the approximation
of the fixed pump-wave amplitude, the generation of
short single pulses of scattered radiation (superradiant
pulses) can be described by the system of equations
including the time-dependent equation for the scat-
tered-field amplitude and averaged equations of motion
of electrons in the field of the combined wave

(2)

Here, ζ = ωcz/c; τ = ωcc(t – z/V||)(1/Vgr – 1/V||)–1; ai, s =
eAi, s/2m0γc2 are the normalized amplitudes of the (i)
pump wave and (s) scattered radiation; Vgr is the group
velocity of the scattered wave; θ = wct – kcz is the phase
of electrons with respect to the combination wave; ωc =
ωs – ωi; kc = hs + hi; hi and hs are the longitudinal wave-
numbers of the pump wave and scattered wave, respec-

tively; µ =  is the bunching parameter; I =

(eJ0/mc3)(1/2γ0hskcR2Ns); J0 is the electron current; and
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Fig. 1. Superradiant pulse formed due to the scattering of
the pump wave by the relativistic electron bunch. The sim-
ulation parameters correspond to the experimental condi-
tions.
Ns is the scattered-wave normalization constant. The
parameter

(3)

describes an increase in the amplitude of the oscilla-
tions of electrons in the pump field in the presence of
the driving magnetic field near the cyclotron resonance,
ωH = eH0/m0cγ0 is the gyrofrequency, Ω = ωi + hiV|| is
the frequency of the oscillations of electrons in the
pump field, Jn(x) is the Bessel function, ni, s is the azi-
muth index of the mode determining the transverse
structure of the respective waves, R0 is the electron
injection radius, and k⊥ i, s are the transverse wavenum-
bers. The function f(τ) specifies the profile of the
electron bunch with normalized duration τb =
∆tbωcc(1/Vgr – 1/V||)–1.

Equations (2) describe the joint action of the pump
field and scattered wave on the electrons, which leads
to the appearance of self-bunching of electrons. As a
result, the amplitude of the scattered wave increases
(exhaustion of the pump wave is negligible under the
condition ωs @ ωi [9]). The slippage of the scattered
wave with respect to the electrons, which is character-
istic of superradiance, leads to the synchronization of
emission from different parts of the extended bunch and
the formation of scattered radiation in the form of a
short pulse (see Fig. 1). It was assumed in numerical
simulation that the small initial modulation of the elec-
tron density is the seed of radiation. The parameters of
the pump wave and electron bunch are taken close to
the experimental conditions. The pump wave with a
power of 100 MW and a frequency of 38 GHz had the
transverse structure of the TE11 mode. Scattering
occurred to the same mode in a waveguide with a radius
of 0.4 cm and a length of 20 cm by the electron bunch
with a current of 1 kA and a particle energy of 200 keV
that was focused by a magnetic field of 24 kOe. The cal-
culated frequency of the scattered wave was equal to
about 150 GHz. The bunch duration of 200 ps used in
estimates corresponds to the plateau duration with a
constant energy near the pulse peak of the accelerating
voltage. As is seen in Fig. 1, a short electromagnetic
pulse with a duration of about 50 ps is formed as a
result of interaction. The peak power is approximately
equal to 25 MW.

3. For experimental realization of the above mecha-
nism of superradiance, a setup was created on the basis
of two high-current RADAN-303 accelerators [10],
which were synchronized with a subnanosecond accu-
racy and formed nanosecond and subnanosecond elec-
tron beams. The electron bunch from the first accelera-
tor was used to generate a low-frequency pulse of the
microwave pump wave, which then underwent scatter-
ing with an increase of the frequency by a counterprop-
agating subnanosecond beam formed in the second
accelerator. Figure 2 shows the layout of the experi-
mental setup.

g Jni 1– k ⊥ iRb( )Jns 1– k ⊥ sRb( )Ω/ Ω ωH–( )=
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As a pump generator in the experiment, we used a
relativistic back wave oscillator with a radiation fre-
quency of 38 GHz [11]. Figure 3a shows the oscillo-
gram of the pump pulse with a duration of about 4 ns
and a power of 100 MW. The transfer of the TE11 pump
wave to the scattering section and radiation extraction
to the external space were performed by means of a
quasi-optical parabolic mirror and a system of horn
antennas. The mirror had high reflecting properties for
the low-frequency pump wave: the mirror transmission
coefficient at a frequency of 38 GHz was equal to about
95%. At the same time, the partial transparency of the
mirror for microwave radiation with frequency above
60 GHz was ensured by means of an orthogonal lattice
consisting of holes 3 mm in diameter with a step of
4 mm. Figure 3b shows the oscillogram of a signal from
the hot-carrier microwave detector placed behind the
quasi-optical mirror in the absence of the scattering
beam. The pulse detected in this case was caused by the
parasitic microwave radiation of the pump wave gener-
ator at the working-frequency harmonics.

In the scattering section, which is a section of the
smooth waveguide with a length of about 40 cm, the
pump wave propagating opposite to the subnanosecond
(~600 ps at half maximum) high-current (250–300 keV,
1–1.5 kA) electron beam, which was formed by the sec-
ond accelerator. In the absence of the pump wave, the
noise radiation of the scattering beam was low and was
not detected by the microwave detector placed behind
the quasi-optical mirror. In the presence of the pump
wave, a short high peak appears in the detected signal
(see Fig. 3c), which can be treated as a superradiant
pulse. With the inclusion of the voltage–power nonlin-
earity of the microwave detector used in the measure-

Fig. 2. Layout of the experiment on the observation of
superradiance in the process of the scattering of the relativ-
istic back wave oscillator by the counterpropagating high-
current relativistic bunch: (1) the generator of a 4-ns elec-
tron beam, (2) the generator of a beam with duration less
than 1 ns, (3) the generator of synchronizing voltage pulses,
(4) pulsed solenoids, (5) the electrodynamic system of the
relativistic inverse-wave 38-GHz lamp, (6) the scattering
region, (7) the parabolic reflector, and (8) the superradiant
pulse.
JETP LETTERS      Vol. 82      No. 5      2005
ments, the FWHM of the superradiant pulse does not
exceed 200 ps. Superradiant pulses were observed in a
wide range of the rearrangement of the strength of the
driving magnetic field. The highest power of superradi-
ant pulses was obtained in the range 20–25 kOe, where,
according to Eq. (3), the magnetic field noticeably
affected the oscillation velocity of the particles.

In order to analyze the frequency content of the
emitted pulse, calibrated waveguide low-frequency fil-
ters were placed to the detector channel. The relative
amplitude of the detector responses governed by the
signals passed through the microwave filters for various
cutoff frequencies of the filters is shown in Fig. 4. The
steps of the dashed line characterize the relative content
of various spectral components in the microwave pulse.
Thus, the main fraction of the radiation power is located
in the range 3.5–4.2 mm. However, there are both lower
and higher frequency components, including that with
a wavelength of about 2 mm, close to the calculated

Fig. 3. (a) Typical pulse signal of the microwave detector
recording the power envelop of the pump wave, (b) the
microwave detector signal in the absence of the scattering
electron bunch that is associated with the presence of mul-
tiple harmonics in the pump wave spectrum, and (c) the
superradiant pulse recorded by the microwave detector in
the presence of the scattering electron bunch.
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value. It is worth noting that, owing to a decrease in the
sensitivity of the detector with wavelength, the real
decrease in the power for the short wavelength region
should be much weaker than that seen in Fig. 4. The
considerable broadening of the radiation spectrum
compared to the initial theoretical model can be
explained by the excitation of several waveguide modes
corresponding to lower phase velocities and, corre-
spondingly, lower frequencies of the scattered waves.
Moreover, significant spread inevitably arises in the
energy and velocity of electrons in an actual high-cur-
rent bunch. These factors also lead to an increase in the
duration of the superradiant pulse compared to the sim-
ulation results.

The spectrum-integrated power in the radiation peak
is estimated as 1 MW. This value is determined from
the power level recorded by the microwave detector
with the inclusion of the aperture of the receiving
antenna of the detector, the distance from the radiator,
and the characteristic width of the directional radiation
pattern. However, this estimate is approximate. On the
one hand, the sensitivity of the hot-carrier detector,
which was calibrated at a frequency of 38 GHz,
decreases when detecting radiation of lower frequen-
cies (to 150 GHz). On the other hand, the design and
location of the parabolic quasioptical mirror were
responsible for the complex interference pattern of
radiation at the output of the setup, which makes it dif-
ficult to sum the detector records over the directivity
pattern.

Fig. 4. Amplitude of the microwave detector signal vs. the
cutoff wavelength of the low-frequency waveguide filters as
a characteristic of the spectral content measured for scat-
tered radiation.

Cutoff
Thus, in the described experiments, the generation
of short superradiant pulses was observed in the pro-
cess of the stimulated scattering of the intense 38-GHz
microwave pump wave by the counterpropagating
high-current relativistic electron bunch. Scattered radi-
ation is a single 200-ps pulse with a spectrum-inte-
grated power up to 1 MW. Owing to the Doppler shift
of the radiation frequency, frequencies up to 150 GHz
are present in the spectrum of the scattered pulse. The
above effect can be interpreted as the superradiance of
the electron bunch, because radiation is generated in the
absence of the external high-frequency signal and
external resonators; i.e., it cannot be a result of the tra-
ditional mechanisms of amplification and autogenera-
tion. In addition, owing to the development of a group
of particles in the extended bunch, the power of the
scattered signal is much higher than the power of noise
spontaneous radiation in the pump field that is caused
by bunch density fluctuations and the duration of the
pulse is much shorter than the duration of this noise.

This work was supported by the Russian Foundation
for Basic Research (project no. 05-02-17553-a).
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Anomalous Diffusion of Light in TiO2-Powder Layers
near the Absorption Edge
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The transfer of visible and near-IR radiation in layers of polydisperse TiO2 (rutile) particles has been studied
by measuring diffusion transmission and coherent backscattering in order to determine the optical parameters
of the samples under investigation. An approach based on the coherent potential approximation is applied. It
has been shown that, in the short-wavelength region of the visible range, anomalous diffusion of light occurs
due to the effect of interference at mesoscopic scales on the transport characteristics of the scattering medium.
© 2005 Pleiades Publishing, Inc.

PACS numbers: 42.25.Dd, 42.70.Qs
At present, the effect of the localization of light in
randomly inhomogeneous media is being actively ana-
lyzed both theoretically and experimentally. Interest in
this phenomenon was initiated by the possibilities of
creating new materials with unique optical properties
(in particular, disperse laser media; see, e.g., [1–3]).
The transition from the localized states of the light field
in a scattering medium to the localization regime is
determined by the Ioffe–Regel criterion kl* ≤ 1 [4],
where k is the wavenumber of light in the medium and
l* is the transport length determined by the scale at
which the wave vector of propagating radiation is ran-
domized [5]. For most multiple scattering media, kl* @
1 and radiation transfer is described using radiation-
transport theory [5, 6]. In particular, analysis of the
dependence of the transmittance T of the medium layer
on the layer thickness L in the absence of absorption in
the diffusion approximation of radiation-transport the-
ory yields the known relation TL @ l* ∝  l*/L [5, 7, 8],
which agrees well with experimental data. According to
the current concept, interference at a characteristic
scale ξ that exceeds l* and increases as kl* decreases
affects radiation transfer for kl*  1. The contribu-
tion of interference to radiation transfer is responsible
for the dependence of the transport characteristics of
the medium (transport length and radiation diffusion
coefficient) on the sizes of the scattering system and,
correspondingly, in specific differences from the classi-
cal laws of radiation diffusion. In particular, the devia-
tion of the dependence T(L) from the diffusion law T ∝
L–1, as well as broadening and characteristic changes in
the shape of the coherent backscattering peak, is
expected to be observed in this case [9, 10]. At the
localization threshold, kl* = 1, ξ  ∞, and l*  0
and scaling localization theory [11] predicts the inverse
square dependence T ∝  L–2. Below the threshold, T ∝
0021-3640/05/8205- $26.00 0267
exp(–L/η), where η is the scale depending on kl* and is
called the localization length. Thus, the transition from
the radiation transfer regime in the layer T ∝  L–1 to the
T ∝  L–2 regime is a characteristic criterion of the
achievement of the threshold kl* = 1. For this reason,
analysis of experimental dependences T(L) is often
used to identify the threshold regime of radiation trans-
fer in scattering media [12, 13].

In contrast to mesoscopic media with a regular
structure (photon crystals), the conditions for the tran-
sition to localized states of the light field in randomly
inhomogeneous media are restricted by a number of
fundamental factors (effect of the self-absorption of the
medium, nonmonotonic dependence of l* on the vol-
ume fraction p of scattering centers, frequency-size
constraints associated with the width of low-order Mie
resonances, dispersion dependence of the scattering
center material). There are only a few experimental
works devoted to investigations of radiation transfer in
disordered media near the localization threshold [12,
14–16]. In this work, we study the propagation of light
(λ = 400–800 nm) in close-packed layers of polydis-
perse particles of titanium dioxide (rutile). The results
show the features of the diffusion of radiation in the
short-wavelength region of the visible range (λ0 ≤
500 nm), which can be interpreted in terms of the effect
of interference on radiation transfer in scattering media.
These features are attributed to the high refractive index
of rutile in the visible range (n ≥ 2.4). For such a scat-
tering system, the localization parameter close to the
critical value kl* = 1 can be obtained at a certain rela-
tion between λ0 and the parameters  and δa =

 (a is the characteristic size of a randomly
chosen scattering center).

a

a a–( )2
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We analyze samples of the layers of polydisperse
particles of titanium dioxide (rutile) obtained as a result
of the participation of colloid suspensions of TiPure
R900 (DuPoint Corp.) pigment in deionized water. Par-
ticipation was performed on glass substrates with the
subsequent slow evaporation of the liquid phase. The
resulting layers with the volume fraction of scatterers
p = 0.35 ± 0.03 had a thickness of 15 to 350 µm. The
thickness was measured by a scanning laser profilome-
ter with an error of 1.5 µm. We selected samples with a
layer thickness inhomogeneity of no more than 5% on
an area of no less than 2 cm2, which had no cracks,
chips, etc. in the region under investigation. The sizes
of the initial-material particles were analyzed using a
scanning electron microscope (Hitachi with a magnifi-
cation of 35 000). Figure 1 shows the histogram of the
effective radius a of scatterers (with allowance for

asphericity, it is determined as a = , where V is
the particle volume calculated from the electron-
microscopy data).

The spectra of the diffusion transmission T(λ0) of
the samples were obtained using a Cary-2145 spectro-
photometer. Angular measurements of the coherent
backscattering peaks were carried out for linearly
polarized light with λ0 = 633 nm (a He–Ne laser), λ0 =
532 nm (the second harmonic of an YAG:Nd laser, λ0 =
1064 nm), and λ0 = 473 nm (the second harmonic of an
YAG:Nd laser, λ0 = 946 nm). The coherent backscatter-
ing peaks were measured using a goniophotometer
based on a G-5 goniometer with a system for detecting
backscattered radiation (a polarizer for the separation
of the co-polarized component of scattered light and an
objective with f = 80 mm). The face of a multimode
light guide with a core diameter of 50 µm was placed in
the focal plane of the objective for the collection of
radiation backscattered at the angle θ and transmitted it

3V /4π3

Fig. 1. Histogram of the effective radius of TiO2-based pig-
ment particles.
to a photoreceiver (an HC-7468 Hamamatsu module).
Figure 2 shows the coherent backscattering peaks for
the samples under investigation. The inset shows the
diffusion-transmission spectra for two samples with
significantly different thicknesses.

The experimental data were analyzed using effec-
tive-medium theory—the coherent potential approxi-
mation [17–19]. In the framework of this approach, the
characteristics of a real scattering medium (effective
refractive index neff, scattering length l, transport length
l*, wavenumber k, and the effective phase speed of
light) are determined from the complex refractive index

 of the homogeneous effective medium. The com-

plex refractive index  is determined from the mini-
mization condition (〈Σ〉 ) of the total cross section for a
scattering center embedded into the effective medium.
As the scattering center, we consider a sphere with
radius a and the refractive index that is equal to either
the refractive index nsc of the scatterer material or the
refractive index nbk of the medium containing scatter-
ers. In the framework of the classical coherent-potential
approximation, minimization (〈Σ〉 ) is reduced to the
minimization of 〈 f(0, )〉  = 〈pf1(0, ) + (1 – p)f2(0,

)〉 , where f1, 2(0, ) is the amplitude of the forward
scattering of scattering centers with the refractive indi-
ces nsc and nbk, respectively, which is calculated using
Mie theory for a spherical particle [20]. This procedure
is reduced to the solution of the iterative equation

(1)

where  = /λ0 is the complex wavenumber of
light in the effective medium at the ith iteration step and
K is the parameter chosen from the condition of the best

ñeff

ñeff

ñeff ñeff

ñeff ñeff

q̃i 1+ q̃i
K
q̃i

---- f 0 ñeff
i,( )〈 〉 ,+=

q̃i 2πñeff
i

Fig. 2. Coherent backscattering peaks for the samples under
investigation for (h) 633, (s) 532, and (n) 473 nm. The
inset shows the diffusion-transmission spectra for the sam-
ples with L = (1) 17 and (2) 340 µm.
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convergence of the iteration procedure. For polydis-

perse scattering systems, 〈 f(0, )〉  is calculated by
averaging over all possible a values. We used the mod-
ification of the coherent-potential approximation
(coated CPA [17, 21]), where a sphere in a shell with
the refractive index nbk is considered as a scattering cen-
ter in the effective medium. The radius of the inner
sphere with the refractive index nsc is equal to the radius
of the scatterer, and the outer radius of the shell is cal-
culated as a' = az[p(z3 – 1) + 1]–1/3, where z ≈ 1.65. A
homogeneous sphere with the radius a'' = z(a3 – pa'3)1/3

is considered as a scattering center of the second type
with the refractive index nbk. This procedure makes it
possible to take into account the effects of the correla-
tion in the positions of scatterers for high packing den-
sities more exactly than in the usual coherent-potential
approximation.

In this approach,  is also calculated by solving
iterative equation (1). After the completion of the itera-
tion procedure, the parameters of the scattering system
are determined as l = λ0/4πIm( ) and neff = Re( ).
For anisotropic scattering, radiation transfer is gov-
erned by the transport length l* ≥ l. The l* value for a
given neff value is determined using the iteration proce-
dure minimizing 〈σext〉  – 〈σasym〉 , where σext and σasym
are the cross sections for the extinction and asymmetry
of the scattering center in the effective medium that are
calculated using Mie theory for the sphere in the shell
[20, 21].

We applied an original approach to determine l* and
neff for various λ0 values in the case of the absence of
a priori data on the optical characteristics of scatterers
[nsc(λ0) spectra]. Although information on the optical
characteristics of chemically pure oxides is available
[22, 23], the use of these data for calculating l* and neff
is doubtful because of the presence of impurities (e.g.,
SiO2) in the TiPure R900 under consideration. For the
known size distribution of scatterers (Fig. 1), the para-
metric dependence l*(nsc) = ϕCPA(neff(nsc)) with nsc as a
parameter can be obtained using the coherent-potential
approximation. The (neff, l*) values corresponding to
this dependence certainly minimize 〈(0, )〉  and
〈σext〉  – 〈σasym〉  for given nsc and λ0 values. At the same
time, in the diffusion approximation, the T value and
width Ω0.5 of the coherent backscattering peak that are
measured in the experiment for λ0 can be represented
by the expressions [8, 24]

(2)

(3)

where z1, 2(neff)l* are the extrapolation-length values
that are determined by the boundary conditions for the

ñeff
i

ñeff

ñeff ñeff

ñeff

T neff l*,( )
1 z1 neff( )+{ } l*

L z1 neff( ) z2 neff( )+{ } l*+
--------------------------------------------------------------,=

Ω0.5

λ0

3πl*
------------Ξ neff( ),≈
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equation of the diffusion of light at the boundaries of
the layer and depend on the reflectivities R1, 2 of the
boundaries. The function Ξ(neff) describes the effect of
the reflectivity of boundary 1 for the case L @ l* on the
coherent backscattering peak width, is equal to 1 for
R1 = 0, and decreases monotonically as R1 increases.
Using the results obtained in [25], we arrive at the
expressions z1, 2 = 2{1 + R(neff, n1, 2)}/3{1 – R(neff,
n1, 2)} and Ξ(neff) = {1 – R(neff, n1)}/{1 – 0.2R(neff, n1)},
where n1 and n2 is the refractive indices of the media
surrounding the scattering layer. For the case under
consideration, n1 = 1 (free space) and n2 ≈ 1.5 (glass
substrate). The function R(neff, n1, 2) is calculated by
integrating the Fresnel reflection coefficients for unpo-
larized light over all possible angles of incidence of
light on the boundary. For measured T and Ω0.5 values,
the parametric dependences l* = fT(neff) and l* =
ψΩ(neff) can be constructed using Eqs. (2) and (3). The
conditions ϕCPA{neff(nsc)} = fT(neff) and ϕCPA{neff(nsc)} =
ψΩ(neff) unambiguously determine the parameters neff,
l*, and nsc of the scattering medium. Figure 3 illustrates
the application of this approach to the T and Ω0.5 values
for λ0 = 633 nm. The confidence intervals correspond to
measurement errors for T, Ω0.5, L, and p. The table pre-
sents the estimates obtained by this procedure for l*,
neff, nsc, and kl* for various λ0 values. The inset in Fig. 3
shows the values obtained for nsc in comparison with
the spectral dependences taken from [22, 23] for the
refractive indices no and ne for chemically pure rutile.
The insignificant divergence between nsc and no can be

Fig. 3. Method for determining l*, neff, and nsc from exper-
imental values of T and Ω0.5 with the coherent-potential
approximation for λ0 = 633 nm and l*(nsc) =
(1) ϕCPA(neff(nsc)), (2) ψΩ(neff), and (3) fT(neff). The inset
shows nsc vs. λ0 according to (s) [22], (j) no [23], (h) ne
[23], and (lines) data obtained using the coherent-potential
approximation.

l*
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The l*, neff, nsc, and kl* values for the samples under investigation as obtained from the experimental data

λ0, nm l*, µm neff nsc kl* Data source

800 2.15 ± 0.30 1.45 ± 0.05 2.45 ± 0.05 24.4 ± 2.5 Measurements of T

633 0.86 ± 0.06 1.49 ± 0.06 2.45 ± 0.06 12.72 ± 0.34 Measurements of T

0.82 ± 0.05 1.52 ± 0.06 2.49 ± 0.04 12.37 ± 0.30 Measurements of coherent 
backscattering

532 0.27 ± 0.04 1.67 ± 0.05 2.74 ± 0.11 5.30 ± 0.65 Measurements of T

0.26 ± 0.04 1.69 ± 0.07 2.78 ± 0.08 5.10 ± 0.45 Measurements of coherent 
backscattering

473 0.075 ≤ l* ≤ 0.13 1.88 ≤ neff ≤ 2.0 3.00 ≤ nsc ≤ 3.15 2.0 ≤ kl* ≤ 3.2 Measurements of coherent 
backscattering
attributed to the effect of impurities in the pigment
under investigation.

Calculations of neff and l* were performed for the
scattering medium without absorption (Im(nsc) = 0),
which is justified for the samples under investigation in
the range λ0 = 473–800 nm. In this range for the sam-
ples under investigation, the minimum absorption

length [5, 7, 8] La =  ≈ 45 µm (µa is the absorp-
tion coefficient of the medium) for λ0 = 473 nm is much
larger than l*. The neff and l* values were determined
for various L values from the T values for λ0 = 800, 633,
and 532 nm. For λ0 = 473 nm, only Ω0.5 values are ana-
lyzed, because absorption that is ignored in the model
under consideration significantly affects the diffusion
transmission of samples with L ≥ La. For smaller L val-
ues, systematic deviations of the experimental depen-
dence T(L) from dependence (2) are observed. In coher-
ent backscattering experiment for λ0 = 473 nm, a peak
that is anomalously wide compared to that predicted by
diffusion theory (3) is also observed. Owing to this
behavior, the dependences l*(ψΩ(neff) and l*(nsc) =
ϕCPA(neff(nsc)) do not intersect each other. In this case,
the difference between the parameters obtained in the
coherent-potential approximation and diffusion
approximation (4) in the region of the minimum differ-
ence between the dependences does not exceed 25–
30% for l* and 5–7% for neff. In addition, a small devi-
ation (smoothing) of the shape of the observed coherent
backscattering peak from the diffusion contour for non-
absorbing media is observed in the small-angle region.
This effect cannot be attributed to the effect of the self-
absorption of TiO2 that increases in the short-wave-
length region of the visible range, because the enhance-
ment factor obtained for coherent backscattering at λ0 =
473 nm is approximately equal to the values for λ0 =
532 and 633 nm (Fig. 2), and the effect of absorption on
the coherent backscattering peak is manifested in the
smoothing of the peak with a simultaneous decrease in
the amplification factor [26]. Moreover, for λ0 =
473 nm, the relation La @ l* is valid and, therefore, the
effect of absorption on the shape and width of the

3l*/µa
coherent backscattering peak is negligibly small [26].
As was shown in theoretical work [10], effects similar
to those observed in our experiment (smoothing and
broadening of the peak) are expected near the localiza-
tion threshold.

The sharp decrease in kl* with λ0 (see table), as well
as anomalies observed in the coherent backscattering
experiment for λ0 = 473 nm, implies that interference at
scales exceeding l* contributes to radiation transfer in
this case. According to the scaling theory of the renor-
malization of the scattering-medium parameters near
the localization threshold [11], the transport length is
represented as

(4)

where ξ is the interference scale in the medium and the
parameter χ represents the effect of the sample geome-
try on radiation transfer. For a cubic sample with side
L, χ = 1, whereas for a layer with thickness L, χ < 1 due
to the contribution of the scattered-field components
propagating in the layer in the transverse direction [8].
The parameter ξ is determined as l*2/(l* – ), where

 = k–1 is the critical transport length. For l*  
in the nonabsorbing medium (La = ∞ and L @ l*),

  0. This effect is manifested at the macroscopic
level as a change in the dependence of T on L. Far from

the localization threshold,  ≈ l* and T ∝  L–1, whereas
T ∝  L–2 at the threshold. For ξ > l*, the renormalization
effect on the “macroscopic” dependence T = f(L) can be
studied by analyzing the logarithmic derivative β =
d(lnT)/d(lnL). Substituting Eq. (4) into Eq. (2) and
after some algebra, we arrive at the expression

(5)

l̃* l*2 1
ξ
--- 1

La

----- χ
L
---+ + 

  ,=

lc*

lc* lc*

l̃*

l̃*

β 1
l*2

L2
------- 1 ηL+( ) z01 z02+( )+

 
 
 

1–

–=

– 1 ηL+( ) 1
l*2

L2
------- 1 ηL+( ) z01 z02+(+

 
 
 

1–

,
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where η = (1/ξ + 1/La)/χ. For a layer with L @ l* and
La  ∞, we obtain β  –2 for β  0 (l*  ),
whereas β ≈ –1 for large η values (classical radiation

diffusion). The behavior of the parameter /  for
the T(λ0) spectra is analyzed as a function of the layer

thickness: for a given λ0 value,  is determined from
the T(λ0) spectra for the samples with close L1 and L2

values (L1, L2 @ |L1 – L2|) as  = ln(T2/T1)/ln(L2/L1).

The normalized spectral slope /  is determined
for the narrow spectral interval ∆λ = 20 nm near λ0 =

475 m. Figure 4 shows | / | as a function of  =
(L1 + L2)/2. This dependence illustrates the transitions
between various regimes of radiation transfer in the
layer with finite absorption and for ξ > l*. According to
Eq. (5), the interference effect on radiation transfer is
noticeable for small L values and becomes insignificant
as the layer thickness increases. For classical radiation
diffusion (T ∝  L–1), dβ/βdλ = 0. For L > La, absorption
governs radiation transfer in the layer, T ∝  exp(–L/La),
and dβ/βdλ = dLa/Ladλ (is independent of L). The
regions corresponding to various regimes of radiation
transfer are separated in Fig. 4 as follows. Region 3 cor-
responds to the diffusion of light that is governed by

absorption for  > La (La for the samples under inves-
tigation and for λ0 = 475 nm is estimated as 45 µm.
Region 2 corresponds to the transition to the T ∝  L–1

regime of the classical diffusion of radiation for  < La.
In our opinion, region 1 corresponds to the transition to

scale-dependent diffusion for  ~ η–1.

Using the results for λ0 = 473–500 nm, the η value
for λ0 = 475 nm is estimated as 0.8 ± 0.4 µm–1, which
gives a value of 1.2 ± 0.6 µm for the interference scale
in the scattering medium and corresponds to a fairly
large renormalization factor (χξ is at least six times as
large as l*). It is useful to compare the result with the
data of the pulse modulation measurements of the light
diffusion coefficient in layers of anatase particles with

 = 0.3 µm and p = 0.5–0.7 [27]. The maximum renor-
malization factor ≈2.8 is obtained for λ0 = 514 nm. As
compared to the experimental results reported in [27],
much higher efficiency of light scattering in the short-
wavelength region (near low-order Mie resonances) is
expected in our case due to a higher nsc value for rutile
as compared to anatase and a lower p value (the p value
corresponding to the maximum l and l* values for close
packed media lies in the range 0.25–0.4 [21]).

Until recently, the main direction of achieving the
localization threshold in randomly inhomogeneous
media was the use of powder semiconductors (Si, Ge,
GaAs, etc.) in the IR range far from the absorption
bands of materials (see, e.g., [8, 12, 13, 28, 29]). In this
case, low k values can be reached at a high efficiency of

lc*

∆β̃ ∆λβ̃

β̃

β̃
∆β̃ ∆λβ̃

∆β̃ ∆λβ̃ L̃

L̃

L̃

L̃

a
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scattering due to high nsc values. The results obtained
above show that kl* values close to the threshold value
are reached in the short-wavelength region of the visi-
ble range (where k values are sufficiently high) near the
absorption edge of the material of scattering particles
(the maximum absorption for rutile corresponds to λ0 ≈
282 nm [22]). A sharp decrease in kl* with λ0 is caused
by an increase in nsc near the region of the anomalous
dispersion of rutile (the maximum value  ≈ 5.35 is
reached for λ0 ≈ 322 nm [22]). An increase in the scat-
tering efficiency in the region of a sharp increase in nsc
can be provided by choosing the parameters of the size
distribution of the particles (  and δa). It is worth not-
ing that the effect of the scale-dependent diffusion of
light, which is manifested for the samples under inves-
tigation in the short-wavelength region, is expected to
significantly affect the formation of the transmission
edge of scattering media based on TiO2 particles.

This work was supported by the Russian Foundation
for Basic Research (project no. 04-02-16533). We are
grateful to V.I. Kochubeœ for assistance in spectral mea-
surements.
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We present an exact diagrammatic approach for the problem of dimer–dimer scattering in 3D for dimers being
a resonance bound state of two fermions in a spin-singlet state, with corresponding scattering length aF. Apply-
ing this approach to the calculation of the dimmer–dimer scattering length aB, we recover exactly the already
known result aB = 0.6 aF. We use the developed approach to obtain new results in 2D for fermions and bosons.
Namely, we calculate bound state energies for three bbb and four bbbb resonantly interacting bosons in 2D. For
the case of resonance interaction between fermions and bosons, we exactly calculate bound state energies of
the following complexes: two bosons plus one fermion bbf, two bosons plus two fermions bf↑bf↓, and three
bosons plus one fermion bbbf. © 2005 Pleiades Publishing, Inc.

PACS numbers: 61.72.Cc, 61.80.Az, 61.82.Ms
1. INTRODUCTION

The physics of ultracold Fermi gases has been the
subject of intensive investigations in recent years. In
particular, the possibility of experimental observation
of the crossover from the BCS to BEC limit due to Fes-
hbach resonance is being actively discussed. In the
vicinity of the resonance, the scattering length is very
large, being positive on one side of the resonance and
negative on the other side. In the limit of the positive
scattering length for two fermions, the formation of
weakly bound dimers consisting of two different fermi-
ons becomes energetically favorable. Far from the res-
onance on the positive side, a weakly interacting gas of
these composite bosons exists. In this paper, we present
a diagrammatic approach to an exact solution for dim-
mer–dimer elastic scattering, assuming that the (posi-
tive) scattering length greatly exceeds the characteristic
radius r0 of interaction between atoms (the so-called
resonance approximation). As was first shown by Sko-
rniakov and Ter-Martirosian [1], in the case of the
three-body fermionic problem, the scattering length of
a fermion on a weakly bound dimer is determined by a
single parameter, the two-body scattering length aF, and
is equal to 1.18aF in the zero-range approximation for
the interatomic potential. The same situation holds in
the case of the fermionic four-body problem, where the
dimmer–dimer scattering amplitude is fully determined
by the value of aF.

In the first study of the crossover problem by Hauss-
mann [2], the scattering length of composite bosons aB

¶ The text was submitted by the authors in English.
0021-3640/05/8205- $26.00 ©0273
was found in the lowest order (Born approximation)
and is equal to 2aF. Later, Pieri and Strinati [3], using a
diagrammatic approach, greatly improved this result
and found that in the ladder approximation the scatter-
ing length of composite bosons is approximately equal
to 0.75aF. However, the ladder approximation, strictly
speaking, is not valid, because it misses an infinite
number of diagrams, which give a contribution of the
same order of magnitude as those taken into account.
Recently, Petrov, Salomon, and Shlyapnikov [4] have
found the exact value of the scattering length of com-
posite bosons aB = 0.6aF. They solved the Schrödinger
equation using the well-known method of pseudopo-
tentials. Below we show an exact solution of the scat-
tering problem of two weakly bound dimers using the
diagrammatic approach in the resonance approxima-
tion.

We use the developed approach to obtain new
results for two different systems in the 2D case.
Namely, we consider first a system of resonantly inter-
acting bosons. We calculate exactly the three boson bbb
and four boson bbbb bound state energies in this case.
We also apply our approach to the 2D system of bosons
resonantly interacting with fermions. Here we calculate
exactly the bound state energies for the following com-
plexes: two bosons plus one fermion bbf, two bosons
plus two fermions bf↑bf↓, and three bosons plus one fer-
mion bbbf.

This paper is a natural continuation of our previous
results, where we predicted the possibility of two-fer-
mion ff [5, 6] and two-boson bb [7] pairing, as well as
composite fermion creation fb [8] in resonantly inter-
 2005 Pleiades Publishing, Inc.
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acting (a @ r0) 2D Fermi–Bose gases and Fermi–Bose
mixtures.

2. THREE-PARTICLE SCATTERING

As a preliminary exercise, we will rederive the result
of Skorniakov and Ter-Martirosian for dimer–fermion
scattering length using the diagrammatic method [9].

Following Skorniakov and Ter-Martirosian in the
presence of the weakly bound resonance level –|Eb| in a
two-particle cross section, we can limit ourselves to the
zero-range interaction potential between fermions. A
two-fermion vertex can be approximated by a simple
one-pole structure, which reflects the presence of the
s-wave resonance level in a spin-singlet state:

(1)

where P = {E, P}, E is the total energy and P is the total
momentum of incoming particles, m is the fermionic

mass, |EB| = 1/ . Indices α, β and γ, δ denote spin
states of incoming and outgoing particles. The function
χ(α, β) stands for the spin singlet state, χ(α, β) =
δα, ↑δβ, ↓ – δα, ↓δβ, ↑.

The simplest process that contributes to dimer–fer-
mion interaction is the exchange of a fermion. We will
denote it as ∆3. Its analytical expression is

(2)

where G(p) = 1/(ω – p2/2m + i0) is a bare fermion
Green’s function. The minus sign on the right hand side
of Eq. (2) comes from the permutation of two fermions.
In order to obtain a full dimer–fermion scattering vertex
T3, we need to build a ladder from ∆3 blocks. One can
easily verify that the spin projection is conserved in
every order of T3 and thus T3α, β = δα, βT3. An equation
for T3 will have the diagrammatic representation shown
in Fig. 1, and in analytical form it is written as

(3)

T2αβ ; γδ P( ) T2 P( ) δα γ, δβ δ, δα δ, δβ γ,–( )=

=  T2 P( )χ α β,( )χ γ δ,( ),

T2 P( ) 4π
m3/2
----------

EB P2/4m E–+

E P2/4m– EB+
-------------------------------------------------,=

maF
2

∆3α β, p1 p2; P,( ) δα β, G P p1 p2––( ),–=

T3 p1 p2; P,( ) G P p1– p2–( )–=

– i G P p1 q––( )G q( )T2 P q–( )T3 q p2; P,( ),
q

∑

Fig. 1. Graphic representation of the equation for the full
dimmer–fermion scattering vertex T3.
where  ≡ /(2π)4. We can integrate out the

frequency Ω in Eq. (3) by closing the integration con-
tour in the lower half-plane, since both T2(P – q) and
T3(q, p2; P) are analytical functions in this region.
Moreover, if we are interested in the low-energy s-wave
dimmer–fermion scattering length a3, we can safely put
P = {E, P} = {–|Eb|, 0} and p2 = 0. The full vertex T3 is
connected with a3 by the following relation:

(4)

Introducing a new function a3(k) according to the for-
mula

(5)

and substituting it in Eq. (3), we obtain the Skorniakov–
Ter-Martirosian equation for the scattering amplitude:

(6)

Solving this equation, one obtains the well-known
result for dimer–fermion scattering length a3 = a3(0) =
1.18aF.

3. DIMER–DIMER SCATTERING

Now we can proceed to the problem of dimer–dimer
scattering. This problem was previously solved by
Petrov et al. [4] by studying the Shrödinger equation
for a 4-fermion wave function.

Inspired by the work of Petrov et al. [4] we are look-
ing for a special vertex, which describes an interaction
of two fermions constituting a first dimer with a second
dimer as a single object. An obvious candidate for this
vertex would be the sum of all diagrams with two fer-
mionic and one dimer incoming line. It would be natu-
ral to suppose that these diagrams should have the same
set of outgoing lines—two fermionic and one dimmer.
However, in this case there will be a whole set of dis-
connected diagrams contributing to our sum that
describes the interaction of a dimer with only one fer-
mion. As was pointed out by Weinberg [10], one can
construct a good integral equation of the Lippmann–
Schwinger type only for a connected class of diagrams.
Thus far, we have been forced to give attention to the
vertex Φαβ(q1, q2; p2, P) corresponding to the sum of all
diagrams with one incoming dimer line, two incoming
fermionic lines, and two outgoing dimer lines (see
Fig. 2). This vertex Φαβ(q1, q2; p2, P) is rather straight-

q∑ d3q Ωd∫

8π
m2aF

------------ 
  T3 0 0; Eb–,( ) 3π

m
------a3.=

8π
m2aF

------------ 
  T3 k2/2m k,{ } 0; Eb–,( ) 3π

m
------a3 k( )=

3/4a3 k( )

m EB 3k2/4 m EB++
--------------------------------------------------------------

1

k2 m Eb+
------------------------=

– 4π
a3 q( )

q2 k2 q2 kq m Eb+ + +( )
----------------------------------------------------------- d3q

2π( )3
-------------.∫
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forwardly related to the standard dimer–dimer scatter-
ing vertex T4(p1, p2; P):

(7)

Note that, by definition, in any order of interaction Φ
contains only connected diagrams.

The spin part of the vertex Φα, β has the simple form
Φα, β(q1, q2; P, p2) = χ(α, β)Φ(q1, q2; P, p2). A diagram-
matic representation of the equation on Φ is given in
Fig. 3. One can assign some a physical meaning to the
processes described by these diagrams. The diagram of
Fig. 3a represents the simplest exchange process in
dimmer–dimer interaction. The diagram of Fig. 3b
accounts for the more complicated nature of a “bare”
(irreducible by two dimer lines) dimmer–dimer interac-
tion. Finally, the diagram in Fig. 3c allows for multiple
dimer–dimer scattering via a bare interaction. The last
term in Fig. 3 means that we should add another three
diagrams analogous to Figs. 3a, 3b, and 3c, but with
two incoming fermions (q1 and q2) exchanged. The ana-
lytical equation for the vertex Φ can be written as

(8)

T4 p1 p2; P,( ) i
2
--- χ α β,( )G P p1 k–+( )

k ; α β,
∑=

× G k( )Φαβ P p1 k k; p2 P,,–+( ).

Φ q1 q2; p2 P,,( ) G P q1 p2+–( )G P q2 p2––( )–=

– i G k( )G 2P q1 q2 k–––( )T2 2P q1 k––( )
k

∑

× Φ q1 k; p2 P,,( ) 1
2
--- G Q q1–( )G 2P Q– q2–( )

Q k,
∑+

× T2 2P Q–( )T2 Q( )G k( )G Q k–( )Φ k Q k; p2 P,–,( )

+ q1 q2( ).

Fig. 2. Vertex Φ represents the full dimer–dimer scattering
matrix T4 with one dimer line being cut.
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Since we are looking for s-wave scattering length,
we can put p2 = 0 and P = {0, –|EB|}. At this point we
have a single closed equation on the vertex Φ in the
momentum representation, which, we believe, is analo-
gous to the equation of Petrov et al. in the coordinate
representation. To make this analogy more prominent,
we have to exclude frequencies from the equation.
However, this exclusion is rather cumbersome and we
leave it for a more extended publication.

The dimer–dimer scattering length is proportional
to the full symmetrized vertex T4(p1, p2; P):

(9)

If one skips the second term in Eq. (8), i.e., omits the
diagram in Fig. 3b, one arrives at the ladder approxima-
tion of Fieri and Strinati. The exact equation (8) corre-
sponds to the summation of all diagrams. We have cal-
culated the scattering length in the ladder approxima-
tion and the scattering length derived from the exact
equation and obtained 0.78aF and 0.6aF, respectively.
Thus, our results in the ladder approximation are in
agreement with the results of Pieri et al. [3] and in the
general form with the results of Petrov et al. [4]. Note
also that our approach allows one to find the dimmer–
dimer scattering length in the 2D case (this problem
was previously solved by Petrov et al. [11]).

Finally, we would like to mention that our results
allow one to find the fermionic Green’s function, chem-
ical potential, and sound velocity as a function of aF in
the case of the dilute superfluid bose gas of dimers at
low temperatures. The problem of dilute superfluid
bose gas of di-fermionic molecules was solved by
Popov [12] and later deeply investigated by Keldysh
and Kozlov [13]. Those authors managed to reduce the
gas problem to a dimer–dimer scattering problem in
vacuum but were unable to express the dimmer–dimer
scattering amplitude in a single two-fermion parameter.
A direct combination of our results with those ones of
Popov, Keldysh, and Kozlov allows one to get all the
thermodynamic values of a dilute superfluid resonance
gas of composite bosons. However, a more interesting
subject for the application of our results is the high-
temperature expansion for the thermodynamic poten-
tial and sound velocity in the temperature region T ~
T* ~ |EB|, where composite bosons start to appear.

8π
m2aF

------------ 
  2

T4 0 0; 2 Eb– 0,,( )
2π 2aB( )

m
--------------------.=
Fig. 3. Graphic representation of the equation on function Φ describing dimer–dimer scattering.
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4. NEW RESULTS IN THE 2D CASE

As was first shown by Danilov [14] (see also the
paper of Minlos and Fadeev [15]) in the 3D case, the
problem of three resonantly interacting bosons cannot
be solved in the resonance approximation. This state-
ment stems from the fact that in the case of identical
bosons the homogeneous part of Skorniakov–Ter-Mar-
tirosian equation (6) has a nonzero solution at any neg-
ative energies. The physical meaning of this mathemat-
ical artifact was elucidated by Efimov, who showed that
a two-particle interaction leads to the appearance of an
attractive 1/r2 interaction in a three-body system. Since,
in the attractive 1/r2 potential in 3D, a particle falls to
the center, short-range physics is important and one
cannot replace the exact pair interaction by its reso-
nance approximation.

In contrast, in the case of the 2D problem, the phe-
nomenon of the particle falling to the center is absent,
and one can utilize the resonance approximation [16].
Therefore, it is possible to describe three- and four-par-
ticle processes in terms of the two-particle binding
energy |EB| = 1/ma2 only (below, for simplicity we will
assume that all particles under consideration have the
same mass m). We will omit the problem of composite
particles\ scattering and will mainly concentrate on the
problem of the binding energies of the complexes of
three and four particles.

As in the 3D case, the cornerstone in the diagram-
matic technique is the two-particle resonance scattering
vertex T2. For two resonantly interacting particles with
total mass 2m, it can be written in 2D as

(10)

where we introduce the factor α = {1, 2} in order to take
into account whether or not two particles are indistin-
guishable. It is α = 2 for the case of resonance interac-
tion between identical bosons and α = 1 for the case of
resonance interaction between fermion and boson or
for the case of two distinguishable bosons.

4.1. Three Particles in 2D

We start with a system of three resonantly interact-
ing identical bosons—bbb—in 2D. The equation for
the dimmer–boson scattering vertex T3, which
describes interaction of three bosons, has the same dia-
grammatic form as shown in the Fig. 1; however the
rules of its analytical notation are changed. It can be
written as

(11)

T2 P( ) 4π
m
------ α

P2/4m E–{ } / EB( )ln
------------------------------------------------------,–=

T3 p1 p2; P,( ) G P p1 p2––( ) i G P p1 q––( )
q

∑+=

× G q( )T2 P q–( )T3 q p2; P,( ),
where  ≡ /(2π)3, P = {0, E}, and one

should put α = 2 for the two-particle vertex T2 in
Eq. (10). The opposite signs in Eq. (3) for fermions and
Eq. (11) for bosons are due to the permutational prop-
erties of the particles involved: an exchange of fermions
results in a minus sign, while an analogous exchange of
bosons brings no extra minus. Finally we note that the
three-particle s-wave (s-wave channel of boson–dimer
scattering) binding energies E3 correspond to the poles
in T3(0, 0; –|E3|) and, consequently, at energies E = E3
the homogeneous part of Eq. (11) has a nontrivial solu-
tion. Solving Eq. (11), we find that a complex of three
identical bosons has two s-wave bound states E3 =
16.52EB and E3 = 1.267EB in accordance with the pre-
vious results of Bruch and Tjon [16, 17].

Let us now consider a complex—fbb—consisting of
one fermion and two bosons. As noted above, we con-
sider bosons and fermions with equal masses mb = mf =
m. We assume that a fermion–boson interaction Ufb,
characterized by the radius of interaction rfb, yields a
resonance two-body bound state with an energy E =
−|EB|. At the same time, a boson–boson interaction Ubb,
characterized by the interaction radius rbb does not
yield a resonance. Hence, if we are interested in low-
energy physics, the only relevant interaction is Ufb, and
we can ignore the boson–boson interaction Ubb, the lat-
ter would give small corrections on the order of

|EB|  ! 1 at low energies. In order to determine
three-particle bound states, one has to find poles in the
dimmer–boson scattering vertex T3. Since we neglect
boson–boson interaction Ubb, the vertex T3 is described
by the same diagrammatic equation of Fig. 1 as in the
problems of three bosons. The analytical form of this
equation also coincides with Eq. (11), with the minor
correction that the resonance scattering vertex T2 now
corresponds to the interaction between a boson and a
fermion and, therefore, we should put α = 1 in Eq. (10)
for T2. Solving the equation for T3, we find that the fbb
complex has only one s-wave bound state with the
energy E3 = 2.39EB.

Note that a complex—bff—consisting of a boson
and two spinless identical fermions (or a complex bf↑f↓
of a boson and spin ↑  and spin ↓  fermions) with the res-
onance interaction Ufb does not have any three-particle
bound states.

4.2. Four Particles in 2D

After solving the above three-particle problems, we
may proceed to complexes consisting of four particles.
First we will consider four identical resonantly interact-
ing bosons bbbb [18]. Any two bosons would form a
stable dimer with a binding energy E = –|EB|. We are
going to find a four-particle binding energy as the
energy of an s-wave bound state of two dimers. Gener-

q∑ d3q Ωd∫

mrbb
2
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ally speaking, bound states could emerge in channels
with larger orbital momenta; however, this question
will be the subject of further investigations. To find the
binding energy, we should examine the analytical struc-
ture of the dimer–dimer scattering vertex T4 and find its
poles. The set of equations for T4 has the same diagram-
matic structure as those shown in Figs. 2 and 3. The
analytical expression of the first equation can be written
as

(12)

and the equation for the vertex Φ is

(13)

where T2 should be taken from Eq. (10) and one should
put α = 2 for the case of identical resonantly interacting
bosons. Solving the above equations for the poles of T4
as a function of the variable P = {0, E}, we found 2
bound states for the bbbb complex (see table). Cer-
tainly, for the validity of our approximation we should

have |E4| ! 1/ . For the case of four bosons bbbb,

this means that 194|Eb| ! 1/  and, hence, a/r0 @

. This case can still be realized in the Feshbach
resonance scheme.

The case of a four-particle complex bf↑bf↓ consist-
ing of resonantly interacting bosons and fermions is
described by the same equations (12, 13) but with the
parameter α = 1. In this case, we found two bound
states; they are also listed in the table.

In order to obtain bound states of the fbbb complex,
one has to find energies P = {0, E} corresponding to
nontrivial solutions of the following homogeneous
equation:

(14)

This equation corresponds to the diagrams of Fig. 3b.
We found a bound state of the fbbb complex with
energy E4 = 4.10EB.

T4 p1 p2; P,( ) i
α
--- G P p1 k–+( )G k( )

k

∑=

× Φ P p1 k k; p2 P,,–+( ),

Φ q1 q2; p2 P,,( ) G P q1 p2+–( )G P q2 p2––( )=

+ i G k( )G 2P q1 q2 k–––( )T2 2P q1 k––( )
k

∑
× Φ q1 k; p2 P,,( )

–
1

2α
------- G Q q1–( )G 2P Q– q2–( )

Q k,
∑

× T2 2P Q–( )T2 Q( )G k( )G Q k–( )Φ k Q k; p2 P,–,( )

+ q1 q2( ),

mr0
2

mr0
2

194

Φ q1 q2; p2 P,,( ) i G k( )G 2P q1 q2 k–––( )
k

∑=

× T2 2P q1 k––( )Φ q1 k; p2 P,,( ) q1 q2( ).+
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Finally, we summarize the results concerning bind-
ing energies of three and four resonantly interacting
particles in 2D in the table. Note that all our calcula-
tions correspond to the case of particles with equal
masses mf = mb = m, though they can be easily general-
ized to the case of different masses.

5. CONCLUSIONS

For the problem of resonantly interacting fermions
in 3D, we developed an exact diagrammatic approach
that allows the dimmer–dimer scattering length to be
found. We apply the developed approach to obtain new
results in the 2D case. Namely, we exactly calculate the
binding energies of the following complexes: three
bosons bbb, two bosons plus one fermion bbf, three
bosons plus one fermion bbbf, two bosons plus two fer-
mions bf↑bf↓, and four bosons bbbb.

Our investigations enrich the phase diagram of
ultracold Fermi–Bose gases with resonance interaction.
They serve as an important step for future calculations
of the thermodynainic properties and the spectrum of
collective excitations in different temperature and den-
sity regimes. Note that, in purely bosonic models in 2D
or in the Fermi–Bose mixtures in the case of prevailing
density of bosons nB > nF, creation of larger complexes
consisting of 5, 6, or more particles is also possible. In
fact, here we are dealing with the macroscopic phase
separation (with the creation of large droplets). The
radius of this droplet RN for N bosons in 2D is estimated
in [18] on the basis of a variational approach. Note that
even for N = 5 the exact calculation of the bound state
energies requires huge computational capability, which
is why it was not performed by us.
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Civilian Research and Development Foundation (grant
no. RP2-2355-MO-02), and a grant of the Russian
Ministry of Science and Education. We are grateful to
A.F. Andreev, I.A. Fomin, P. Fulde, Yu. Kagan,
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Bound states of resonantly interacting particles in 2D

System Relative1 
interaction

Number of 
bound states Energy (in EB)2 α3

bbb Ubb 2 1.267, 16.52 2

fbb Ufb 1 2.39 1

fbbb Ufb 1 4.10 1

bf↑bf↓ Ufb 2 2.84, 10.64 1

bbbb Ubb 2 24, 194 2
1 Interaction that yields resonance scattering. All other interactions

are negligible.
2 m = mb = mf.
3 The indistinguishability parameter in Eq. (10).
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We present the results of our low-temperature scanning tunneling microscopy (STM) investigation of the clean
Ge(111) surface. Our experiments enable, for the first time, STM observation of one-dimensional surface
screening around surface defects. We identify the dominating role of surface states in the low-temperature
STM imaging as well as the important influence of nonequilibrium kinetics on the measured tunneling spectra.
© 2005 Pleiades Publishing, Inc.

PACS numbers: 68.35.Dv, 68.37.Ef, 73.20.At
The (111) surface of Ge is among the most widely
studied elementary semiconductor surfaces. Some fea-
tures of this surface are presently well established, e.g.,
the (2 × 1) surface reconstruction corresponding to a
π-bonded chain model with buckling [1–3]. On the
other hand, some properties still remain to be clarified.
There is no clear understanding of the (2 × 1) recon-
structed surface electronic properties, which should
somehow reveal a one-dimensional (1D) character. In
this work we present the results of our low-temperature
scanning tunneling microscopy (STM) investigation of
clean Ge(111)–(2 × 1) surfaces [4]. The samples under
investigation were cut from heavily doped (resistivity
1 mΩ cm) Ge single crystals with n-type bulk conduc-
tivity. The doping element was phosphorus, which is a
shallow impurity with an ionization energy of 13 meV,
while the doping concentration was rather high, around
8 × 1018 cm–3. The samples were 1.5 × 1.5 × 3.0 mm3

slabs with the long axis aligned along the [111] direc-
tion. Samples are cleaved in situ after the low-tempera-
ture STM instrument is cooled down to liquid-helium
temperature. The details of the cleaving procedure and
the experimental STM setup are described elsewhere
[4]. After cleavage, the high-quality Ge(111) surface
with pronounced optical reflectivity (mirror) is exposed
to the STM tip for imaging and spectroscopy.

According to the commonly accepted point of view,
the Ge(111) surface with (2 × 1) reconstruction is ter-
minated by π-bonded chains with Ge atoms running

along the [ ] direction [2], and only every second
atomic chain is imaged as a protrusion by STM. The

¶ The text was submitted by the authors in English.
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surface unit cell contains two atoms, both having one
dangling bond, and these bonds are responsible for π
bonding along zigzag rows. One atom (up atom) is
shifted out of the surface, while the other atom (down
atom) is shifted towards the surface. Consequently, the
bonding surface states band πVB derived from the up-
atom orbital is filled, while the antibonding surface
state band  derived from the down-atom orbital is
empty. At sufficiently high doping concentration, the
anti-bonding surface states band  is partially popu-
lated, and at the surface the Fermi level lies above the
bottom of the  band. The band structure for a
heavily doped n-type Ge(111)–(2 × 1) surface, which is
consistent with first-principles calculations [5], photoe-
mission measurements [6], and our local tunneling
spectroscopy data (see below), is illustrated in Fig. 1.
Here we would like to mention some numbers charac-
teristic of the Ge(111)–(2 × 1) surface. The widths of
antibonding  and bonding πVB surface state bands
which can be derived from both theoretical [5] and
experimental [6] data are approximately equal to 1.2
and 0.8 eV, respectively. The value of the band gap on
the EGS surface measured by means of scanning tunnel-
ing spectroscopy at low temperature [7] is about 0.5 eV.
The bulk band gap [8] equals 0.74 eV at liquid-helium
temperature (4.2 K).

Typical STM images of the Ge(111)–(2 × 1) surface
are presented in Fig. 2 for different values of the tunnel-
ing bias voltage applied to the sample (tip is grounded),
which implies that filled (empty) state images are taken
at negative (positive) bias. The first two images in

πCB*

πCB*

πCB*

πCB*
© 2005 Pleiades Publishing, Inc.
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Fig. 2 were acquired with a bias voltage corresponding
to the band gap region. All images reveal an ordered,
chainlike surface structure. For the Ge(111) surface,
such a chainlike structure has been attributed to a (2 ×
1) surface reconstruction with π-bonded chains [2]. The
images in Fig. 2 reveal the presence of surface defects,
including the presence of ad-atoms on the surface.

We now turn to some remarkable features appearing
in the Ge(111)–(2 × 1) surface STM images shown in
Fig. 2. First, the images taken with a bias voltage corre-
sponding to the band gap reveal the presence of screen-
ing of localized surface charges. The streaks observed
in the STM images reflect the perturbation of the local
density of states by the scattering on surface imperfec-
tions of electrons with 1D confinement along the
π-bonded chain rows. STM images of all surface
defects (impurities, ad-atoms, atomic size elements of
domain boundaries) have a pronounced 1D shape. The
areas around the defects appear as stripes with length
up to 60 Å along the direction of the π-bonded chain

rows ([ ] direction), while their width is approxi-
mately equal to the period of the surface reconstruction

in the [ ] direction (about 7 Å). For an asymmetric
defect such as a single atomic size element of a domain
boundary, the stripe, which reflects the screening in the
STM image, is asymmetric along the chain rows. While
the screening cloud is localized mainly next to the
defect, it smoothly decays in one direction with
increasing distance from the domain boundary, but in
the opposite direction it abruptly ends at the domain
boundary. For symmetric defects such as individual
surface impurity atoms or ad-atoms, the screening
cloud has a symmetric shape along the chain row. We
would like to stress that the contrast of the empty states
STM images (positive sample bias voltages) is higher

011

211

Fig. 1. Band structure of the metal tip—Ge(111)–(2 × 1)

tunneling junction. πVB and  denote the bonding and

antibonding surface states band, respectively. The partially
filled surface-state antibonding (conduction) band is
responsible for Fermi level pinning in the vicinity of the
valence band maximum. The surface (EGS) and bulk (EG)
band gaps are indicated. The figure is not to scale.

πCB*
than for the filled states STM images (negative sample
bias voltages). This can be accounted for by the differ-
ent screening for empty and filled states, respectively
(see below). It is also important to note that the low-
temperature STM images of the Ge(111)–(2 × 1) sur-
face become completely dominated by the density of
surface electronic states for the range of bias voltages
corresponding to the surface band gap.

We also experimentally probed the local density of
electronic states. The results of scanning tunneling
spectroscopy (STS) measurements are presented in
Fig. 3. The normalized tunneling conductivity spectra
were obtained by averaging the experimental data col-
lected above a square surface area containing four
π-bonded zigzag rows. The details of the data treatment
procedure are described elsewhere [9]. The overall
energy resolution for the present experiments is esti-
mated to be 20 meV due to our numerical method of
differentiation and subsequent averaging. This value is
sufficiently small for reliable tunneling spectroscopy
on semiconductors.

Let us now discuss the important features of the
spectroscopic measurements on the Ge(111)–(2 × 1)
atomically flat surface at low temperature. The pres-
ence of a band gap can be observed in the spectrum
with bottom and top located at –0.07 V and +0.5 V,
respectively. The Fermi level (0 V on the V-axis) is posi-
tioned in the spectrum slightly above the valence band
maximum, although our samples are heavily doped and
have n-type bulk conductivity. This can be accounted
for by Fermi level pinning at the surface in the case of
the Ge(111)–(2 × 1) surface (see Fig. 1). It is interesting
to note that, for the Ge(111)–(2 × 1) surface, the posi-
tion of the Fermi level in the tunneling spectra remains
the same, independent of the type of doping of the bulk
semiconductor, i.e., p-type or n-type bulk conductivity

0.3 V 0.5 V

–1.0 V 1.0 V

[011]
–

[211]
––

Fig. 2. STM images of the Ge(111)–(2 × 1) surface for dif-
ferent sample bias voltages. The set point for the tunneling
current is 20 pA. The image size is 14 nm × 14 nm.
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[10]. According to photoemission data, the position is
independent of the bulk doping concentration, as well
[6]. The main source of the difference in tunneling
spectra for the p-type and n-type Ge(111)–(2 × 1) sur-
face is the difference in surface band bending. While
for a n-type sample surface, band bending almost
exceeds the bulk band gap value (Fig. 1), bands remain
nearly flat near a p-type sample surface.

The tunneling current inside the bang gap is not neg-
ligible (see inset in Fig. 3). With our choice of the set
point for the tunneling current (It = 20 pA), a compara-
ble value of the tunneling current was detected through-
out the band gap, except for a narrow region (|V | <
0.1 V) around the Fermi level. This implies that the sur-
face states are able to carry a current up to ~109 elec-
trons per second. Hence, the tunneling rate through sur-
face states is comparable to the relaxation rate of non-
equilibrium electrons due to the eiectron–phonon
interaction at low temperature (108 s–1 [11]). A local
nonequilibrium charge can then be accumulated on the
surface states, causing local band bending. This bend-
ing alters the ratio of the tunneling rates from surface
states to the bulk semiconductor and to the metallic tip,
respectively, and consequently alters the measured tun-
neling spectrum.

As can be seen in Fig. 3, the tunneling conductivity
curve reaches an absolute minimum about 0.2 V above
the Fermi level. Two other local minima followed by
peaks are located on both sides of the surface band gap.
A relatively weak peak is centered at –0.15 V near the
valence band maximum. A strong peak with two shoul-
ders on the high energy side can be found at 0.6 V, just
below the conduction band minimum. The dips appear-
ing at the band gap edges are characteristic for our
experiments and are highly reproducible.

In order to understand the obtained experimental
results, we rely on a model of resonant tunneling
through surface state bands. The details of this model
can be found in [12]. When the bias voltage is in the
voltage range corresponding to the band gap, the cou-
pling between surface and bulk states is very weak. As
indicated in Fig. 1, a 250-Å-wide depletion layer sepa-
rates the surface and bulk states. This depletion layer is
formed because of charging of the surface states, which
results in strong band bending near the surface. For
heavy doping the Ge(111)–(2 × 1) surface band bend-
ing almost exceeds the band gap value (see Fig. 1).
Consequently, correct modeling of tunneling processes
through surface states requires that the STM junction
be treated as a double barrier structure, and tunneling
through the depletion layer needs to be taken into
account.

Using the nonequilibrium Keldysh Green’s function
formalism, the local tunneling current can be deter-
mined [12]:

I V r,( ) εν ε r,( ) nt
0 ε( ) nb

0 ε( )–[ ]
γt ε( )γb ε( )

γt ε( ) γb ε( )+
-------------------------------,d∫=
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where γt and γb are the tunneling rates from the surface
states band to the metallic tip and to the bulk semicon-

ductor, respectively.  and  are the equilibrium fill-
ing numbers of the metallic tip and the semiconductor,
respectively, and ν(ε, r) is the local density of surface
states. It is important to note that ν(ε, r) is not the den-
sity of defect-free surface states but includes contribu-
tions from surface defects of all kinds (impurity atoms,
lattice vacancies, etc.).

We now turn in more detail to specific features of the
tunneling current in the vicinity of a defect or individ-
ual impurity atom for small positive sample bias volt-
ages. Because the empty surface state  band is par-
tially filled, the impurity potential is screened by sur-
face electrons:

where ε(q, 0) is the dielectric function of the semicon-
ductor surface states band. The density of empty sur-
face states is changed by this screened potential. ε(q, 0)
has a logarithmic singularity at q = 2kF. When the Fermi
level falls inside the empty surface states band , the
screening effects become more pronounced within the
range of positive sample bias when compared to the
cases of low doped n-type and p-type surfaces for
which the  band is completely empty. Conse-
quently, the empty-state STM images of highly doped
n-type samples reveal details caused by local screening,
in contrast to STM images of p-type samples, where
empty-state STM images are less informative than
filled-state images.

nt
0 nb

0

πCB*
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Fig. 3. (dI/dV)/(I/V) normalized tunneling conductivity
measured above two different defect free areas of the
Ge(111)–(2 × 1) surface as a function of the applied bias
voltage. The inset shows the logarithm of the current–volt-
age characteristic I(V). The current set point for the mea-
surements is It = 20 pA, while the voltage for the approach
is Vt = 0.3 V.
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Because of the spatial localization of surface states
in the π-bonded chains, screening occurs in the direc-
tion of π-bonded atomic rows, and consequently it is a
quasi-1D process. The additional contribution to the
local surface density of states due to screening of the
impurity potential can be expressed as

where ν0 is the unperturbed density of surface states, δ
is the phase shift determined by the exact shape of the
potential, and k(ε) is the quasi-1D wave vector corre-
sponding to the energy value ε. The additional term for
the tunneling current at small positive bias voltage can
then be written as

where e is the electron charge and " is Plank’s constant.
In the effective mass approximation, the Fermi level
position is determined by the expression

As can be inferred from the experimental observations
presented in Fig. 2, the typical spatial extent of the area
with enhanced tunneling current near a defect is about
50 Å. We suppose that it is reasonable to use the bulk
value of electron effective mass: meff = 0.063m with m
the free electron mass. In this case the degree of occu-
pation for the empty surface states band can be esti-

mated from the value of the Fermi wavelength  ~
100 Å, and we then find that the Fermi level εF is
approximately 4 meV above the bottom of the 
band, which is close to the value of 0.5% band filling
obtained in [13].

We argue that specific features of the surface elec-
tronic structure do not dramatically affect the general
shape of the tunneling spectrum. For instance, our
experimental tunneling conductivity spectrum for the
Ge(111)–(2 × 1) surface is very similar to the tunneling
spectrum for the Ge(111)–c(2 × 8) surface [14]; i.e., the
exact type of surface reconstruction does not dominate
the tunneling spectrum. When the applied bias voltage
approaches the conduction band from below, the tun-
neling rate from surface states to semiconductor bulk
states increases (Fig. 1) due to a decrease of the deple-
tion layer width. At a certain voltage this tunneling rate
becomes comparable to the tunneling rate from surface
states to the metallic tip. The weakest link of the STM
junction, which is caused by tunneling from surface
states to the bulk semiconductor, will then disappear.
One may expect in this specific range of bias voltages
the appearance of a peak in the tunneling conductivity
versus bias voltage dependence [15]. Because the onset
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of the peak is located inside the surface band gap, the
value of the surface band gap measured by tunneling
spectroscopy is smaller than its real value.

The difference between tunneling spectroscopy on
Ge(111)–(2 × 1) and Ge(111)–c(2 × 8) surfaces is due
to the difference in the physics of depletion-layer for-
mation. In the case of n-type Ge(111)–(2 × 1), strong
band bending is present at the surface due to charging
of the surface states. On the other hand, tip-induced
band bending is responsible for the creation of the
depletion layer at the Ge(111)–c(2 × 8) surface [14].

The bulk band gap value for the Ge(111)–(2 × 1)
surface is 0.74 eV [8]. Due to the gap narrowing
described above, the surface band gap value derived
from our experimental tunneling conductivity spectra is
about 0.6 eV (see Fig. 1). This value corresponds to the
reduced bulk band gap value and not to the separation
between the surface-state related bands. We would like
to point out once more that, in spite of the dominating
role of surface states in low-temperature STM imaging
of the (111) surface of elemental semiconductors, the
STS spectra always reflect the electronic structure of
bulk states.

The intense peak appearing in the tunneling conduc-
tivity spectra near the conduction band edge is a char-
acteristic feature of spectroscopy on the (111) surface
of Ge and Si that is not strongly affected by the exact
type of reconstruction (2 × 1, 2 × 8) [14, 16].

In conclusion, the Ge(111)–(2 × 1) surface obtained
by in situ sample cleavage was investigated by means of
low-temperature STM and STS. The dominating influ-
ence of surface states on the STM image formation was
revealed. It was shown that perturbations of the local
density of states around surface defects are confined
along the π-bonded chain rows, directly reflecting the
quasi-1D spatial distribution of the surface states. The
surface band structure for the heavily doped n-type
Ge(111)–(2 × 1) surface was clarified, and the degree of
occupation of the empty surface state band  was
estimated from the typical spatial extent of the area
with enhanced tunneling current. It was demonstrated
that the tunneling spectrum is determined not only by
the local density of states but also by the nonequilib-
rium kinetics of the tunneling processes.
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Shock-Wave Compression of Hydrogen to Pressures of 65 GPa
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The results of experiments on determining the shock-wave compression of initially solid hydrogen (protium)
in the pressure range from 17 to 66 GPa are reported. The data have been obtained by using spherical explosive
charges. Pressure in samples is created by the impact of a steel striker accelerated to maximum velocities of
23 km/s. Gaseous protium is converted to the solid state using a special cryogenic cooling system. © 2005 Ple-
iades Publishing, Inc.

PACS numbers: 51.35.+a, 52.35.Tc
The behavior of initially solid hydrogen (protium)
under high pressures and temperatures is of interest due
to a number of circumstances. First of all, it is associ-
ated with the study of the structure of stars and the giant
planets of the Solar System, as well as with problems
involving controlled nuclear fusion and obtaining
metallic hydrogen and many applied problems. How-
ever, investigations of shock-wave compression of pro-
tium in Russia have not yet been carried out for some
reason. Experiments on shock-wave compression of
liquid (in the initial state) protium to pressures of
15 GPa were performed in the United States [1–3]. In
these experiments, explosive-based measuring systems
and two-stage light-gas guns were used.

Being a substance with the simplest single-electron
structure, hydrogen allows ab initio analysis of high-
density and high-temperature plasma states without
employing semiempirical approaches. Unfortunately,
theoretical results obtained by different researchers dif-
fer considerably, primarily due to the difficulty of the
correct inclusion of the strong interaction between par-
ticles under such conditions. For this reason, obtaining
reliable experimental data on hydrogen compression in
the unexplored range of states must not only serve an
impetus for performing a deeper theoretical analysis of
this problem, but also provide a test material for verify-
ing theoretical premises.

Let us also recall the results of recent experiments
on the compressibility of liquid deuterium [4, 5], in
which anomalously high densities of this material were
obtained. Numerous doubts as to the authenticity of
these data called for a series of new experiments [6–9],
which ultimately refuted the results obtained in [4, 5].
This work is a continuation of these experiments.
Finally, we mention the opportunity of studying disso-
ciation of molecules and ionization of atoms in the
high-temperature states realized under the action of
0021-3640/05/8205- $26.00 0284
megabar-amplitude shock waves on the samples using
hydrogen isotopes as examples.

The main aim of this work is to reach pressures sub-
stantially exceeding those achieved so far [1–3]. The
fact that our measurements were made with solid pro-
tium (in the initial state), in contrast to the American
experiments, which were carried out with a liquid sub-
stance, is immaterial, because these phases are close in
properties. Moreover, the results allow mutual recalcu-
lations. It is worth noting that we do not know of pub-
lications on shock-wave compression of solid protium.

These experiments began in 2002 at the Russian
Federal Nuclear Center VNIIÉF (Sarov) and were car-
ried out simultaneously with analogous experiments on
liquid and solid deuterium [7, 9]. Intense shock waves
were produced by a hemispherical explosive charge
detonated simultaneously on the entire outer spherical
surface [10]. The explosion products of a converging
detonation wave accelerate a steel striker separated by
a small air gap from the inner cavity of the explosive
towards the center of the system. The velocity of the
striker at the impact radius varies from 9 to 23 km/s
depending on the chosen measuring instrument and the
range of measurements (the range in which the samples
are arranged). Three runs of measurements were con-
ducted, differing in the geometry of measuring instru-
ments (radii of explosives and strikers, their thickness,
and the radii of location of the samples and the hemi-
spherical aluminum screens shielding them). The thick-
ness ∆R of protium samples was the same (4 mm) and
the thickness of the screens was 4–5 mm. Each run con-
sisted of four independent experiments with three inde-
pendent measurements of the wave velocity in each
experiment.

In these experiments, we determined the time ∆τ of
the propagation of shock waves through the sample
thickness ∆R. The time was monitored using electric-
© 2005 Pleiades Publishing, Inc.
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contact sensors; time intervals were recorded on TDS
and HP54645 oscilloscopes with an accuracy of 2 ns.
As a result of measurements, we determined the aver-
aged velocity D = ∆R/∆τ of a shock wave in a given run
of measurements.

To determine the mass velocities, we used the reflec-
tion method [11]. In this method, known states in the Al
screen (which were determined in a preliminary run of
measurements) and the experimentally obtained aver-
age wave velocity Dav are used to find the shock-wave
compression pressure P and the mass velocity U of the
substance behind the shock wave front from the point
of intersection of the wave ray ρ0Dav and the expansion
isentrope of Al from the states on its shock adiabat (in
this case, the adiabat of “cold” Al at T ~ 10 K). This
isentrope was calculated from the equation of state for
aluminum that was considered in [12, 13] and fitted to
the results obtained in [14]. The advantage of this equa-
tion in describing the available experimental data on
aluminum (and pertaining to the pressure interval of
interest) over other available equations of states was
demonstrated preliminarily. The energy and density of
shock compression were determined from the relations
following from conservation laws.

The initial state of the sample was monitored from
the data of semiconductor thermometers mounted in
the region of location of the samples, where the con-
densation of hydrogen occurred. This region was
cooled by helium vapor or directly by liquid helium
supplied via a special system of pipes. The system
ensured the supply of a measured (and controlled)
amount of helium to the cell being cooled, which con-
tained initially gaseous protium [7, 9]. When the lique-
faction temperature of protium (24 K) was reached, it
condensed, which was indicated by the abrupt decrease
in the volume of the gasholder containing the initial
gas. After holding protium in the liquid state for 5–
10 min, the temperature of the sample being cooled was
further reduced to convert it to the solid state (at a tem-
perature below 19 K). After 5–10 min, the experimental
cell was detonated.

The converging shock wave on the screen and in the
sample under investigation is not steady. For this rea-
son, small (≤1%) corrections to the wave velocity must
be introduced to determine the parameters of compres-
sion. The final results are given in the table.

The initial density of solid protium is ρ0 =
0.088 g/cm3. The error in the wave velocity corre-
sponds to the standard deviation of the arithmetic mean,
while the error in the mass velocity corresponds to the
maximum error in the U value obtained from the inter-
section of expansion isentrope for aluminum with two
rim rays of the wave in protium, which correspond to
the errors in the D value. The corresponding errors in
pressure, density, and compression are determined in
terms of the errors in the kinematic parameters.

Figure 1 shows our results in the D vs. U coordi-
nates. Naturally, these results differ from those obtained
JETP LETTERS      Vol. 82      No. 5      2005
in [1–3] for initially liquid protium. For their appropri-
ate comparison, we recalculate the results obtained here
to the initial density of liquid (0.071 g/cm3). To this end,
we assume that the D(ρ0) dependence in protium and
deuterium in each of the three devices used here is lin-
ear. According to analysis of the data on the compres-
sion of metallic elements, such an assumption is rea-
sonable under strictly controlled experimental condi-
tions (which are in fact satisfied). The corresponding
position of the recalculated points is shown in Fig. 1. It
is seen that the results of our measurements and Amer-
ican experiments are in satisfactory agreement. Thus,
the upper limit of investigated pressures for protium has
been increased sixfold.

The following circumstance is worth noting. The
slopes of the adiabats of both solid and liquid hydrogen
phases in the velocity range D > 20 km/s (P ≈ 30 GPa)
are close and amount to s = dD/dU ≈ 1.26. Therefore,
the limiting compression is ρlim/ρ0 = s/(s – 1) ≈ 4.85,
which corresponds to a reasonable value of the adia-
batic exponent for an ideal monatomic gas. This is
probably an indication that dissociation processes
occurring under the shock-wave compression of
diatomic protium are completed under these pressures.

Table

Shock wave 
velocity
D, km/s

Mass velocity
U, km/s

Pressure
P, GPa

Density
ρ, g/cm3

31.30 ± 0.30 23.82 ± 0.30 65.6 ± 1.0 0.368 ± 0.030

22.20 ± 0.50 16.43 ± 0.30 32.1 ± 0.9 0.339 ± 0.030

16.67 ± 0.30 11.59 ± 0.20 17.0 ± 0.3 0.289 ± 0.020

Fig. 1. Results for protium in the D vs. U coordinates.
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Figure 2 shows the results in P vs. ρ coordinates.
The steep region of the adiabat for protium is close in
compression to the limiting states and, as the data
obtained in [6–9], do not lead to an anomalously large
density of shock-wave compression detected in experi-
ments with liquid deuterium [4, 5].
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The structure of the ζ-Ta4C3 – x nonstoichiometric trigonal (rhombohedral) carbide, which is formed in the tan-
talum–carbon system, has been analyzed by neutron diffraction, x-ray diffraction, and metallography. The
ordered distributions of carbon atoms and structure vacancies have been experimentally determined and the dis-
tribution function of carbon atoms over the nonmetallic-sublattice sites, where ordering occurs, has been cal-

culated. The parameters of the unit cell of the ζ-Ta4C3 – x (TaC0.67) trigonal (space group ) carbide are
found to be aH = 0.3123 nm and cH = 3.0053 nm. It has been shown that the metallic close packed sublattice of
the ζ-Ta4C3 – x carbide is formed by alternating blocks, where metal atoms are located both in the fcc and hcp
sublattices of the TaCy cubic and Ta2C hexagonal carbides, respectively. © 2005 Pleiades Publishing, Inc.

PACS numbers: 61.12.Gz, 61.50.Ks, 61.66.Fn, 61.72.Dd, 64.70.Kb, 81.30.–t

R3m
A feature of MCy (MCyh1 – y, 0.65–0.70 ≤ y ≤ 0.88–
1.00) cubic, M2Cy' (MCy'/2h0.5 – y'/2, 0.70 ≤ y' ≤ 1.00) hex-
agonal, and ζ-M4C3 – x (M4C3 – xh1 + x, or MC(3 – x)/4h(1 + x)/4,
0.20 < x < 0.56) trigonal (rhombohedral) carbides
formed in M–C binary systems (M = V, Nb, or Ta) con-
sisting of a Group V transition metal and carbon is a
strong nonstoichiometry of the nonmetallic sublattice.
The content of structure vacancies h in the carbon sub-
lattice of the indicated carbides may reach several tens
of at %. For this reason, they are classified among the
group of strongly nonstoichiometric compounds [1, 2].
A high concentration of vacancies in strongly nonsto-
ichiometric carbides with base cubic, hexagonal, and
trigonal lattices is a background for atomic–vacancy
ordering in these compounds. Ordering in the MCy

cubic and M2Cy' hexagonal carbides was studied in
detail both experimentally and theoretically [1–3],
whereas only assumptions are available for ordering in
trigonal carbides, known as ζ-M4C3 – x phases. In order
to fill this gap, the structure of the ζ-Ta4C3 – x trigonal
(rhombohedral) carbide is analyzed by the neutron dif-
fraction method.

The ζ-Ta4C3 – x phase is infamous in publications. Its
synthesis is difficult, and information on it is scarce.
The ζ phase in the Ta–C system has been found in two-
and three-phase samples with compositions between
TaC0.52 hexagonal and TaC0.73 cubic carbides [4]. The
samples were obtained by solid-state sintering of Ta
and C powders at 2070–2370 K. The maximum amount
of the ζ phase was contained in TaC0.59–0.64 carbides.
The heating of the TaC0.64 carbide at 2070 K for 26 h
resulted in an increase in the relative content of the ζ
phase, although the sample remained three-phase.
0021-3640/05/8205- $26.00 0287
Heating at a higher temperature resulted in a decrease
in the amount of this phase and was accompanied by
the spreading of the reflections of the ζ phase in an x-
ray diffraction pattern. X-ray analysis of the ζ phases of
vanadium, niobium, and tantalum [5] shows that they

have trigonal symmetry (space group ) and their
composition including the structure can be represented
as M4C3 – x. According to electron-diffraction data [6],
the ζ-Ta4C3 – x phase belongs to the Sn2P3 structure type

(space group ) and is close in composition to
TaC0.67. This composition is realized due to the high
concentration of carbon vacancies with respect to the
stoichiometric composition Ta4C3: x in ζ-Ta4C3 – x may
reach 0.5. Using electron microscopy analysis of
TaC0.70–0.80 carbides, Rowcliffe and Thomas [7] hypoth-
esized that the formation of the ζ phase from the TaCy

nonstoichiometric cubic carbide is a result of the elim-
ination of every fourth (111)B1 carbon plane and the
corresponding shift of (111)B1 metallic atomic planes.
The elimination of the (111)B1 carbon plane occurs due
to the sink of structure vacancies and the shift of a
neighboring (111)B1 metallic plane is ensured due to the
sink of dislocations. According to [8–10], the ζ phase of
tantalum carbide is thermodynamically stable only for
T > 1400 K and disappears when heated at 1200–
1300 K. The authors of [8, 11] state that the milling of
a bulk sample containing the ζ phase also leads to its
disappearance. However, the conclusion made in [8–
10] that the range of thermodynamic stability of
ζ-Ta4C3 – x is limited contradicts the data reported in
[12, 13], according to which this phase is stable when
annealing in vacuum or in argon atmosphere in the

R3m

R3m
© 2005 Pleiades Publishing, Inc.
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wide temperature range 300–3170 K. The available
data on the intensities of the diffraction reflections of
the ζ phase are strongly different. For this reason, its
structure has not yet been determined exactly.
Markhasev et al. [8] believe that the ζ-Ta4C3 – x carbide
is an ordered phase of the TaCy nonstoichiometric cubic
(with the B1 structure) tantalum carbide. However, the
ζ-Ta4C3 – x trigonal carbide and the TaCy disordered
cubic carbide have metallic sublattices with different
symmetries, whereas the symmetry of the metallic sub-
lattice of the ordered phase in disorder–order transi-
tions in nonstoichiometric compounds is necessarily
the same as in the disordered base phase.

A high concentration (from 25 to 33–35 at %) of
structure vacancies in the carbon sublattice of the ζ-
Ta4C3 – xh1 + x phase is a background for atomic–
vacancy ordering. However, there is no experimental
evidence of the disordered (statistical) or ordered distri-
bution of carbon atoms and vacancies. The ζ-M4C3 – x
carbide phases (M = V, Nb, or Ta) have the trigonal

structure (space group ), where 12 metal atoms
doubly occupy the 6(c) sites, whereas the sites of the
nonmetallic sublattice are the 3(a), 3(b), and 6(c) sites
with the coordinates (0 0 0), (0 0 1/2), and (0 0 ~5/12),
respectively (hereinafter, the coordinates of atoms and
the unit-cell parameters are given in the hexagonal
axes). One quarter of all sites of the nonmetallic sublat-
tice in the ζ-Ta4C3 – xh1 + x phase are vacant even at x =
0. It is known that carbon atoms occupy all the 6(c)
sites. For this reason, the remaining carbon atoms and
structure vacancies occupy the 3(a) and 3(b) sites sta-
tistically or regularly. In the statistical distribution, car-
bon atoms occupy the 3(a) and 3(b) sites of the nonme-
tallic sublattice with the same probability (1 – x)/2.
Ordered distribution is possible in two variants. In the
first variant, carbon atoms occupy the 3(a) sites with the
probability (1 – x) and the 3(b) sites are vacant. In the
second variant, carbon atoms are located at the 3(b)
sites with the probability (1 – x) and vacancies are at the
sites 3(a). Since new crystallographic positions do not
appear in such ordering, the lattice conserves its sym-
metry. Therefore, it is expected that reflection intensi-
ties are only redistributed in the diffraction spectrum
and additional reflections do not arise. The amplitude of
the x-ray scattering by carbon atoms is much lower than
that by tantalum atoms. For this reason, in x-ray diffrac-
tion experiment with the ζ-Ta4C3 – x phase, the relative
change in the reflection intensities due to the redistribu-
tion of carbon atoms is very small. If a sample contains
impurity carbide phases and is textured (both properties
are characteristic of samples with the ζ phase), it is
really impossible to reveal the disordered or ordered
distribution of carbon atoms and structure vacancies by
the x-ray diffraction method. The distribution of carbon
atoms and vacancies h in ζ-Ta4C3 – x can be experimen-
tally determined using neutron diffraction, but this
method has not yet been applied to analyze ζ-Ta4C3 – x.
In this work, the distribution of carbon atoms and
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vacancies h in the ζ-Ta4C3 – x lattice is experimentally
determined using the structure neutron diffraction
method together with accurate x-ray diffraction and
metallography.

We synthesized samples of the TaC0.68–0.78 tantalum
carbide by sintering powder mixtures in 0.0013-Pa vac-
uum in three temperature regimes: (i) sintering TaC0.975
and Ta for 6 h at 2270 K with intermediate milling of
the products after 3 h, (ii) sintering TaC0.75 and C for 6 h
at 2200–2400 K with intermediate milling after 3 h, (iii)
sintering TaC0.75 and C for 20 h at 2200–2400 K with
intermediate milling after 10 h. The composition of the
samples was determined by the chemical method and
the composition of the surface of sintered samples was
additionally controlled by x-ray fluorescence spectros-
copy (energy dispersive x-ray spectroscopy). The
TaC0.685 sample synthesized in the first regime con-
tained a large amount of ζ-Ta4C3 – x. The ζ phase was
absent in the samples freshly synthesized in the second
and third regimes and they were additionally annealed.
The samples synthesized in the second regime were
annealed at 1470 K for 100 h and then annealing was
performed with a decrease in temperature to 570 K with
a rate of 0.25 K/min. The samples synthesized in the
third regime were annealed at 1570 K for 35 h, then the
annealing temperature was decreased to 1170 K for
120 h, and a further decrease in temperature to 570 K
was performed at a rate of 0.25 K/min. The x-ray pat-
terns of annealed TaC0.70 and TaC0.72 bulk samples
include intense reflections of the ζ-Ta4C3 – x phase. The
authors of [8, 11] reported that the ζ phase disappeared
after the milling of bulk samples, but we did not find this
effect in this work: the reflections of the ζ phase did not
disappear in the x-ray patterns of powders obtained by
milling the TaC0.685, TaC0.70, and TaC0.72 bulk samples.

X-ray diffraction was measured by the Bragg–Bren-
tano method in CuKα1, 2 radiation in the angular range
2θ = 5°–120° with the step ∆(2θ) = 0.02° and by the
modified Guinier method in CuKα1 radiation using an
STADI-P autodiffractometer with transmission geome-
try. Neutron diffraction (λ = 0.1532 nm) was measured
in the angular range 2θ = 10°–125° in the step scanning
regime with the step ∆(2θ) = 0.1° and a signal accumu-
lation time of 1.0 min in each point.

A feature of experimental x-ray and neutron diffrac-
tion patterns obtained by the Bragg–Brentano method
from both bulk and powder samples is a high intensity
of the (0 0 12) and (0 0 24) reflections, which is much
higher than their theoretical intensity. The strong
enhancement of these reflections is caused by the
uniaxial texture of the samples in the (0 0 1) direction,
i.e., along the c axis of the ζ-Ta4C3 – x phase. Indeed,
analysis of the microstructure of bulk tantalum carbide
samples reveals the pronounced characteristic plate
fragments of the ζ phase (Fig. 1). The noticeable effect
of the texture of ζ-Ta4C3 – x samples on the intensity of
x-ray reflections was mentioned in [11, 13]. The exist-
JETP LETTERS      Vol. 82      No. 5      2005
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ence of a certain texture is the cause of significant dif-
ferences in the relative intensities of the diffraction
lines of the ζ phase that were measured in [4, 8, 11, 13].
In order to eliminate the effect of texture on the inten-
sity of reflections, special diffraction experiments were
carried out such that x-ray patterns were obtained in
transmission geometry by the modified Guinier
method. The measurements were conducted with
strong accumulation of a signal at each point. Owing to
the high-precision measurements with low background,
the signal-to-noise ratio was very high and reached 30–
40 even for moderate-intensity reflections and 70–80
for intense reflections (when the same TaCy samples
were investigated by the Bragg–Brentano method, the
signal-to-noise ratio for moderate-intensity lines did
not exceed 20). The use of CuKα1 radiation made it
possible to eliminate double reflections and to addition-
ally increase the measurement accuracy. Analysis
shows that all tantalum carbide samples with the
ζ phase also contain the TaCy carbide and a small
amount of the Ta2C hexagonal carbide. Figure 2 shows
the x-ray patterns of TaC0.685 tantalum carbide with a
high content of the ζ phase. Their analysis shows that
the set of the diffraction reflections of the ζ-Ta4C3 – x
phase that are observed in x-ray and neutron diffraction
patterns of the samples under investigation correspond

to a trigonal unit cell (space group ). A hexagonal
unit cell of the ζ phase (Fig. 3) contains three Ta4C3 – x
formula units.

The accurate determination of the unit-cell parame-
ters of the observed phases and the phase composition
of the TaC0.685 sample was performed from the x-ray
pattern that was obtained by the Guinier method and
excluded the effect of texture on the intensity of diffrac-
tion reflections. The parameters of the unit cell of the

ζ-Ta4C3 – x trigonal phase (space group ) are aH =
0.3123 nm and cH = 3.0053 nm in hexagonal axes (atr =
1.0179 nm and αtr = 17.65° in trigonal axes). The rela-
tive contents of the TaCy cubic carbide, Ta2C lowest
hexagonal carbide, and ζ phase in the TaC0.695 sample
are equal to ~18, 1, and 80–81 vol %, respectively. The

period of the cubic phase (space group Fm ) is aB1 ~
0.4418 nm and corresponds to ~TaC0.76 carbide. The
periods of the Ta2C hexagonal carbide (space group
P63/mmc) are a = 0.3119 nm and c = 0.4934 nm. Taking
into account the composition of the sample and the con-
tent of the TaC0.76 cubic and TaC0.50 (Ta2C) hexagonal
carbides, we conclude that the ζ phase has a composi-
tion of ~TaC0.67 (TaC2/3) or Ta4C3 – x with x = 1/3.

The ratio of the intensities of the observed x-ray dif-
fraction reflections of the ζ phase corresponds to ether
the statistical (disordered) distribution of carbon atoms
over the 3(a) and 3(b) sites of the nonmetallic sublattice
or the ordered distribution of carbon atoms and vacan-
cies over the 3(a) and 3(b) sites, respectively. Another
ordering variant, when carbon atoms are located at the

R3m

R3m
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3(b) sites and vacancies, at the 3(a) sites, is inconsistent
with experiment. Indirect information on the distribu-
tion of carbon atoms and vacancies was obtained by
determining the coordinates including the displace-
ments of atoms.

10 µm

Fig. 1. Microstructure of the sintered TaC0.685 sample with
plate fragments of the ζ-Ta4C3 – x phase. The sample is
strongly textured. Such a microstructure is characteristic of
all tantalum carbide samples containing the ζ phase.

Fig. 2. X-ray patterns of the TaC0.685 tantalum carbide con-
taining ~80 vol % of the ζ-Ta4C3 – x phase. The intensities
of the (0 0 12) and (0 0 24) reflections obtained by the
Bragg–Brentano method from (1) the surface of a bulk sam-
ple and (2) the powder sample are noticeably higher than the
theoretical values due to the axial texturing. Pattern 3 is
obtained from the powder sample by the modified Guinier
method with transmission geometry, which makes it possi-
ble to eliminate the effect of texture on the intensity of dif-
fraction reflections.

ζ-Ta4C3 – x
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In the unit cell of the ζ-Ta4C3 – x phase, 12 Ta atoms
doubly occupy the 6(c) sites with the coordinates
(0 0 0.1274) and (0 0 0.291), the 6(c) sites with the
coordinates (0 0 0.417) are occupied by carbon atoms,
and the 3(a) and 3(b) sites with the coordinates (0 0 0)
and (0 0 1/2), respectively, are lattice sites at which car-
bon atoms may be located disorderedly or regularly
(Fig. 3). Thus, carbon atoms in the ζ-Ta4C3 – x phase are
located at the octahedral interstitial sites of the close-
packed metallic sublattice. Tantalum atoms occupying

Fig. 3. Distribution of atoms in the unit cell of the

ζ-Ta4C3 − x trigonal (space group ) phase (cell is
shown in the hexagonal axes and the interplanar spacings
along the c axis are given in nanometers): (1) the ordered
distribution of carbon atoms over the 3(a) sites and structure
vacancies h over the 3(b) sites, (2) the disordered distribu-
tion of carbon atoms and vacancies with a probability of
(1 – x)/2 over the 3(a) and 3(b) sites of the nonmetallic sub-
lattice, and (3) and (4) the distribution of Ta atoms in the lat-
tices of the Ta2C lowest hexagonal carbide and TaCy cubic
carbide (with the B1 structure), respectively. For the
ζ-Ta4C3 – x phase, the 3(a), 3(b), and 6(c) sites of the non-
metallic sublattice and their octahedral surrounding by tan-
talum atoms are shown for the disordered phase. Tantalum
atoms are shown by d, tantalum atoms located outside the
unit cell are shown by (, carbon atoms are shown by s,
structure vacancies are shown by h, and the 3(a) and 3(b)
sites of the nonmetallic sublattice that are statistically occu-
pied by carbon atoms with a probability of (1 – x)/2 are
shown by C.

R3m
the 6(c) sites with the coordinates (0 0 0.1274) on the
planes perpendicular to the c axis of the unit cell are
shifted to the carbon-sublattice planes formed by the
3(b) sites and from the carbon-sublattice planes formed
by the 3(a) sites. The existence of such displacements
indirectly indicates different populations of the 3(a)
and 3(b) sites by carbon atoms, i.e., their possible
ordering. Interplanar spacings along the c axis are nec-
essarily identical in the ζ-Ta4C3 – x disordered carbide.

As is seen in Fig. 3, the ζ-Ta4C3 – x phase has a close-
packed metallic sublattice. However, the distribution of
metal atoms in it differs from the distributions of metal
atoms in the fcc and hcp sublattices of the TaCy cubic
carbide and Ta2C lowest hexagonal carbide, respec-
tively. The metallic sublattice of the ζ-Ta4C3 – x phase
consists of alternating blocks, where metal atoms are
located in the fcc and hcp sublattices of the TaCy cubic
and Ta2C hexagonal carbides, respectively, and is tran-
sient between these two sublattices.

Figure 4 shows the neutron diffraction pattern of the
TaC0.685 carbide containing ~80 vol % of ζ-Ta4C3 – x.
The neutron diffraction pattern is analyzed using the

model of the trigonal unit cell (space group ) with
the parameters determined from the x-ray diffraction
spectrum. The ratio of the neighboring reflections (1 0 4),
(0 0 12), (1 0 –5), and (1 0 7) is characteristic evidence
of the ordering in ζ-Ta4C3 – x. The intensity I of the
(1 0 4) reflection is the same for the disordered and
ordered phases. In units of the I(1 0 4) intensity, the inten-
sities are I(0 0 12) ≈ 0.4, I(1 0 –5) ≈ 0.6, and I(1 0 7) ≈ 19 for
the ordered ζ phase and I(0 0 12) ≈ 0.4, I(1 0 –5) ≈ 1.6, and

R3m

Fig. 4. Neutron diffraction pattern (λ = 0.1532 nm) of the
TaC0.685 tantalum carbide containing ~80 vol % of
ζ-Ta4C3 – x (TaC0.67). The inset shows (1) the fragment of
the measured neutron diffraction pattern in comparison with
the theoretical neutron diffraction patterns of the ζ-Ta4C3 – x
(TaC0.67) phase with the (2) ordered and (3) disordered dis-
tributions of carbon atoms and vacancies over the 3(a) and
3(b) sites of the nonmetallic sublattice.

ζ-Ta4C3 – x
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I(1 0 7) ≈ 15 for the disordered phase. In the experiment,
the intensity I(1 0 –5) is higher than the intensity I(0 0 12) by
a factor of 1.5 (Fig. 4), which is characteristic of the
ordered phase. On the whole, calculations show that the
experimental neutron diffraction pattern corresponds to
the ordered ζ-Ta4C3 – x (TaC0.67) phase with the distribu-
tion of carbon atoms over the 3(a) sites and completely
vacant 3(b) sites.

Taking into account the ordered distribution of car-
bon atoms and vacancies h over the 3(a) and 3(b) sites,
the structure formula of the ζ phase is represented as
Ta4C2C1 – xh1 + x. Let the distribution of carbon atoms
and vacancies over the 3(a) and 3(b) sites be character-
ized by the long-range order parameter η. Ideal order-
ing with the long-range order parameter ηmax = 1 is
achieved for x = 0, when all the 3(a) sites are occupied
by carbon atoms and the 3(b) sites are vacant. As x, i.e.,
the vacancy concentration, increases, the maximum
long-range order parameter ηmax decreases, because
vacancies appear at the 3(a) sites. The maximum long-
range order parameter depends on the content of the
ζ phase as ηmax(x) = (1 – x). In the disordered ζ phase,
3(1 – x) carbon atoms are equiprobably located at the
3(a) and 3(b) sites. Therefore, the relative concentra-
tion of carbon atoms involved in ordering is equal to
(1 – x)/2. Thus, the distribution of carbon atoms over
the 3(a) and 3(b) sites of the nonmetallic sublattice of
the ζ phase is described by the function

(1)

where r = (xh yh zh) is a 3(a) or (3(b) site of the nonme-
tallic sublattice (coordinates are given in hexagonal
axes). Distribution function (1) is the probability of the
location of a carbon atom at sites r belonging to the 3(a)
and 3(b) sites of the nonmetallic sublattice of the
ζ-Ta4C3 – x phase. For the maximum long-range order
parameter ηmax(x) = (1 – x), function (1) is equal to 1 –
x and 0 at all the 3(a) and 3(b) sites, respectively. In
other words, for the maximum long-range order param-
eter, the probability of the location of a carbon atom at
the 3(a) and 3(b) sites is equal to 1 – x and 0, respec-
tively. In the absence of order, when η = 0, the distribu-
tion function has the form n(r) = (1 – x)/2 at all the 3(a)
or (3(b) sites of the nonmetallic sublattice.

In principle, for x > 0, the distribution of carbon
atoms and vacancies occupying the 3(a) sites can also
be disordered or ordered. In the case of ordering, the
neutron diffraction pattern necessarily exhibits addi-
tional superstructure reflections in the small-angle
range 2θ < 30°. Such additional reflections were not
observed in the experiment. Therefore, the statistical
distribution of carbon atoms and vacancies h over the
3(a) sites is suggested in the ζ-Ta4C3 – x (TaC0.67) phase
under investigation.

On the whole, the above investigation shows that the
ζ-Ta4C3 – x carbide is an independent nonstoichiometric
compound of the Ta–C system in addition to two other

n r( ) 1 x–( )/2 η /2( ) 6πzh,cos+=
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nonstoichiometric compounds—the Ta2Cy' hexagonal
and TaCy cubic carbides. The ζ-Ta4C3 – x carbide is sta-
ble in the compact and disperse states in a wide temper-
ature range from 300 to ~2400 K. Conclusions made in
[8–11, 14] that the ζ-Ta4C3 – x phase is metastable are
likely associated with the fact that the ζ phase was
obtained in those works in the nonequilibrium state
and, therefore, the annealing or milling of the samples
resulted in the transformation of this phase into the
TaCy cubic carbide. The ζ-Ta4C3 – x carbide has trigonal

symmetry (space group ) with order in the non-
metallic sublattice: for x = 0 and the maximum long-
range order parameter, carbon atoms occupy all the
3(a) sites, whereas all the 3(b) sites are vacant; for x >
0 and the maximum long-range order parameter, carbon
atoms occupy some 3(a) sites and vacancies occupy all
the 3(b) sites and some 3(a) sites. The close-packed
metallic sublattice of the ζ-Ta4C3 – x phase is transient
between the metallic sublattices of the TaCy cubic and
Ta2C hexagonal carbides.

We are grateful to V.G. Zubkov, I.F. Berger, and
A.P. Tyutyunnik for assistance in experiment. This
work was supported by the Russian Foundation for
Basic Research (project no. 03-03-32031a).
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It has been shown that phase contrast in atomic force microscopy (AFM) can be used to obtain adequate infor-
mation on the density and distribution of antiphase domains on the surface of CdHgTe films grown by molec-
ular beam epitaxy on a Si(301) substrate. By comparing the AFM phase images of the film surface with TEM
images of structural defects in the near-surface region, the relation between microstructure and micromorphol-
ogy of the films is revealed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 68.37.–d, 68.47.Fg, 68.55.–a
Antiphase domains are structural defects of binary
compounds or two-component ordered solid solutions
whose crystal lattice can be considered as a superposi-
tion of two identical sublattices embedded into each
other. For example, each compound of the A3B5 or A2B6
types has a sphalerite-type crystal lattice, which can be
considered as a superposition of two face-centered sub-
lattices. In such a structure, the A-type atoms occupy
the nodes of one of the sublattices while the B-type
atoms represent the nodes of the other sublattice. If, in
some region of the crystal, the A and B atoms are inter-
changed, a so-called antiphase domain bounded by
antiphase boundaries is formed. Inside the domain, all
the chemical bonds and atomic positions correspond to
a perfect structure. The structural defect is precisely the
antiphase boundary, at which the interelement chemical
bond is violated. Such defects may be distributed over
the whole volume of a heteroepitaxial film and, hence,
may strongly deteriorate the electrophysical and optical
properties of the material and the instruments made on
its basis. To eliminate these defects from the operating
part of the material, it is necessary to investigate the
basic laws and mechanisms of their formation. The first
step in solving this problem is the development of an
adequate express method for the detection and observa-
tion of antiphase boundaries in heteroepitaxial films.

According to experimental studies, antiphase
boundaries can be observed in heteroepitaxy of binary
semiconductor compounds on an elementary semicon-
ductor: GaAs–Ge [1], GaP–Si [2], CdTe–Si [3], etc. In
these studies, the main method used to observe the
antiphase boundaries was transmission electron
microscopy (TEM). The TEM technique provides max-
0021-3640/05/8205- $26.00 0292
imum information on structural defects, including
those on the atomic scale. At the same time, this tech-
nique is destructive and cannot be used as an express
method in contrast to, e.g., atomic force microscopy
(AFM). In our previous paper [4] devoted to studying
the nature of V-shaped defects in CdHgTe films on
GaAs(301), it was shown that a simultaneous applica-
tion of TEM and AFM techniques makes it possible to
determine the unique relationship between the micro-
morphological features of the growth surface of the film
in the region of V-shaped defects and the internal struc-
ture of these defects. This information was used to
reveal the mechanisms of the nucleation of V-shaped
defects and served as the basis for the interpretation of
the subsequent AFM data without any further use of
TEM analysis.

This work is devoted to determining the relation
between the micromorphology of the surface of
CdxHg1 – xTe films grown on Si(301) and the internal
structure of these films. The purpose of this study is to
reveal the characteristic features of the growth surface
relief that are caused by the presence of antiphase
domains in the film volume. To investigate the effect of
antiphase domains on the electrophysical properties of
the films, local electrophysical measurements were car-
ried out in the regions of domain accumulations.

The samples were CdxHg1 – xTe films grown by
molecular beam epitaxy (MBE) on Si substrates with
(301) orientation. The heteroepitaxial structure included
a ZnTe buffer layer with a thickness of 100 nm, a CdTe
buffer layer with a thickness of 6–8 µm, and a
Cd0.22Hg0.78Te film with a thickness of 10 µm. The
MBE procedure used for growing heteroepitaxial struc-
© 2005 Pleiades Publishing, Inc.
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tures on Si substrates was described in [5]. The micro-
morphology of the growth surface was studied by AFM
with a Solver P-47H (Nt-MDT) microscope, and the
defects in the film volume were studied by TEM with a
JEM-4000EX (JEOL) electron microscope. For the
TEM studies, the samples were prepared in the form of
both thin foils parallel to the growth surface and trans-
verse sections [6].

To obtain thin foils that are transparent for an elec-
tron beam and lie in the plane parallel to the film sur-
face, we developed an original method. We placed a
Si/ZnTe/CdTe/CdHgTe heterostructure in a hot 30%
KOH solution and waited until the silicon substrate was
completely dissolved. Then, the remaining
ZnTe/CdTe/CdHgTe film was washed and thinned by
etching in a 1.5% solution of bromine in methanol.

The surface morphology was analyzed by AFM in
the topographic and phase contrast modes simulta-
neously. The topographic mode provided the images of
the three-dimensional surface relief, and the phase con-
trast allowed us to visualize the boundaries of antiphase
domains and the stacking faults [7]. The phase contrast
in AFM is associated with the frequency shift of natural
oscillations of the tip (cantilever) touching the surface
in the tapping mode [8]. Although the physical mecha-
nism responsible for the phase shift has not yet been
uniquely interpreted, tapping-mode AFM has received
wide acceptance in studying surface inhomogeneities
[9, 10].

According to AFM and TEM data, all of the
CdHgTe films grown on Si(301) contain V-shaped
defects similar to those observed in films of the same
composition that were grown on GaAs(301). From the
comprehensive analysis of these defects [4], it follows
that V-shaped defects are complex objects containing
damaged structure regions, twinning lamellas, and
stacking faults. Figure 1 shows typical (a, c) AFM and
(b) TEM images of V-shaped defects on the surface of
a CdHgTe film grown on a Si(301) substrate. A compar-
ison of these images allows us to determine the relation
between the characteristic features of the relief in the
region of the defect and the structure of the latter. Since
the {111} planes play an important role in the forma-
tion of defects in A2B6 compounds, in Fig. 1d we sche-
matically represent the pyramid that is formed by the
{111} planes inclined to the (301) growth surface and
the quadrangle that is formed by the traces of the inter-
sections of the {111} planes with the (301) plane. In
both AFM and TEM images, one can clearly see the
characteristic elements of a V-shaped defect: the stack-
ing faults, the twinning lamellas, and the damaged
structure regions [4]. The stacking faults and the twin-
ning lamellas grow from the central region (the dam-
aged structure region) of a V-shaped defect along the
tilted {111} planes. From the comparison of the defect
images shown in Figs. 1a and 1b with the schematic

diagram, it follows that these are the ( ) planes,
which form an angle of 68.58° with the (301) plane, and

111
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the (111) planes, which form an angle of 43.09° with
the (301) plane. The TEM studies of transverse sections
showed that almost all stacking faults observed in
CdxHg1 – xTe films lie in the planes intersecting the
(301) surface at an angle of 68.58° and grow from the
buffer layer. The stacking faults that lie in the planes
making an angle of 43.09° with the (301) surface only
occur in the region of a V-shaped defect.

Unlike the case of epitaxy on GaAs(301), for
CdHgTe films grown on Si(301), the AFM data reveal
two types of growth surface relief (Figs. 1a, 1c). The
two images differ in the positions of V-shaped defects
and stacking faults with respect to the base cut of the
silicon crystal. The base cut coincides with the (100)
plane, which intersects the (301) surface along the

[ ] direction along which the scanning was per-
formed. It should be noted that the position of the sam-
ple and the scanning direction were the same for each
of the experiments. Multiple stacking faults that are

denoted as ( ) stacking faults in Fig. 1a lie in the

( ) planes, while the ( ) stacking faults in Fig. 1c
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Fig. 1. Typical (a, c) 12 × 12 µm AFM images and (b) a
TEM image of a V-shaped defect consisting of stacking
faults (SF), twinning lamellas (TL), and a damaged struc-
ture region (DS) on the (301) surface of a CdHgTe film. Sur-
face images of two antiphase domains: (a) A and (c) C.
(d) The pyramid formed by the {111} planes and the quad-
rangle formed as a result of the intersection of this pyramid
by the (301) surface.
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lie in the ( ) planes. These kinds of stacking faults

predominate in the films, whereas the (111) and ( )
stacking faults only occur near a V-shaped defect, as
one can see from Figs. 1a and 1c, respectively. In the
tetrahedron formed by the {111} planes in Fig. 1d, the

( ) and ( ) planes are neighboring faces of dif-
ferent polarity. Does this mean that the stacking faults
shown in Figs. 1a and 1c are of different polarity? The

111

111

111 111

A

A

A
C

C

CC

C

Fig. 2. 30 × 30 µm AFM image of the CdHgTe(301) surface
containing antiphase domains of A and C types.
subsequent study of a great number of films gave a neg-
ative response to this question. It was found that a sin-
gle film surface may simultaneously contain regions
with morphological features characteristic of the films
shown in Figs. 1a and 1c. We will call these regions
domains. Figure 2 shows an AFM image of the surface
of a CdxHg1 – xTe film with domains. The surface mor-
phology of domains denoted by A and C corresponds to
the surface morphology of the films shown in Figs. 1a
and 1c, respectively. This is confirmed by the direction
of the stacking faults and the geometry of V-shaped
defects. Thus, for the ZnTe/CdTe/CdHgTe heterostruc-
ture on the Si surface, two positions (two types of
domains), shown in Figs. 1a and 1c, are possible.
According to AFM data, when the heterostructure is
grown on a GaAs(301) substrate, it can occupy only
one position, which corresponds to Fig. 1c. It should be
noted that, if we rotate the surface image shown in

Fig. 1a about the ( ) axis through 180°, we obtain
the surface image shown in Fig. 1c. This symmetry
operation relates the antiphase domains.

The crystallographic relation between domains of A
and C types can be determined with the use of TEM.
For the TEM observation of antiphase domains, it is
convenient to use CdTe/ZnTe/Si films, because they
contain no V-shaped defects, which hinder the prepara-
tion of thin foils along the growth surface.

Figure 3 shows the TEM images of the near-surface
region of a CdTe film with domains, which were
obtained at the (100) pole. Microdiffraction patterns
obtained from domain types A and C completely coin-
cide, which testifies to the absence of rotations of the
crystal lattices in the corresponding regions. From the
TEM image shown in Fig. 3c with high magnification,

103
(a)

(b) (c)

〈110〉

18 nm

4 µm

1 µm

AC

Fig. 3. (a, b) TEM images of the near-surface region of a CdTe film containing antiphase domains of A and C types, respectively;
the images are obtained at the (100) pole. (c) Linear inhomogeneities along the 〈110〉  direction at the boundary between two
domains.
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one can see that, in neighboring domains, mutually per-
pendicular fringes occur along the 〈110〉  directions with
a period of about 18 nm. The dotted contrast observed
along the fringes may be caused by the decoration of
the most active growth areas of the CdTe film surface.
The nature of the separated linear inhomogeneities and
the nature of the decorating particles are not discussed
in this paper. The analysis of the surface images
obtained at the (301) and (100) poles suggests that the
direction of the separated lines coincides with the traces
of the intersections of the (110) planes with the film
surface. Since, in the course of MBE growth, the sur-
face of CdTe is usually terminated by a single sort of
atom, the fact that the separated lines in the domains are
mutually perpendicular (when observed at the (100)
pole) means that the domains are antiphase. According
to [1], in similar heterosystems, antiphase domains are
formed in the case of the layer-by-layer growth on a
substrate whose surface contains steps equal to an odd
number of atoms in height. A fault in the periodic series
of ordered atomic planes gives rise to an antiphase
boundary. As the film grows, the antiphase boundary
may transform into an interlayer with a damaged struc-
ture, which stimulates the nucleation of V-shaped
defects under nonoptimal conditions of epitaxial
growth. Figure 2 illustrates the initial stage of the V-
shaped defect nucleation: the formation of regions with
damaged structure along the antiphase boundaries.

The fact that antiphase boundaries actually are dam-
aged structure interlayers with an excess Te content was
used by us to reveal the antiphase domains by chemical
etching in a selective etchant. The procedure is as fol-
lows. The sample is first heated in a KOH solution dur-
ing 10–15 min. Then, the sample is washed in water and
placed in the 1.5% Br + HBr solution for several sec-
onds. After such a processing, the observation of
antiphase domains becomes possible with an optical
microscope (Fig. 4). From studying a great number of
samples, we found that the film parts containing
antiphase domains with a density corresponding to that
in Fig. 4 are visualized as mat areas on CdHgTe film
surfaces.

The possibility to visualize specific structural
defects in atomic force and optical microscopes allows
us to obtain the information on the density of these
defects and on their distribution over the epitaxial film
surface. This makes it possible to perform local electro-
physical measurements in the regions with high defect
density or in the defect-free regions. From local Hall
measurements, we found that, in the film areas where
the density of antiphase domains was 106 cm–2, the
mobility of charge carriers was an order of magnitude
lower than the mobility observed in the domain-free
parts of the same film. This testifies to the scattering of
charge carriers by the antiphase boundaries. At the
same time, the measurements of electrophysical param-
eters performed for a great number of samples showed
the absence of explicit dependences of the concentra-
tion, mobility, and lifetime of carriers on the domain
JETP LETTERS      Vol. 82      No. 5      2005
type (A or C in Fig. 2) and on the density of stacking
faults within 106–108 cm–2.

Thus, the combined observation of the same defects
by AFM and TEM allowed us to determine the relation
between the micromorphology and microstructure of
CdxHg1 – xTe films on Si substrates with the (301) orien-
tation. We demonstrated the possibility of using the
phase contrast in AFM for obtaining adequate informa-
tion on the density and the character of distribution of
antiphase domains, stacking faults, and V-shaped
defects on the surface of an epitaxial film. We found
that a ZnTe/CdTe/CdHgTe heteroepitaxial film can lie
on the Si surface in two positions corresponding to two
antiphase domains. The ZnTe/CdTe/CdHgTe hetero-
structure may occupy the position of one of the
antiphase domains or may form a combination of dif-
ferent antiphase domains. The size of antiphase
domains may vary from 1 µm to several hundreds of
microns. We presented original methods for preparing
thin foils suitable for TEM studies and methods for
revealing antiphase boundaries by selective etching to
make them observable with an optical microscope. The
possibility to visualize antiphase domains by both opti-
cal and atomic force microscopes allowed us to investi-
gate the effect of antiphase boundaries on the electro-
physical properties of the samples. It was found that the
concentration, mobility, and lifetime of charge carriers
do not depend on the type of antiphase domains and on
the density of stacking faults within 5 × 106–108 cm–2.
The appearance of antiphase domains with a density of
106 cm–2 reduces the mobility of charge carriers by an
order of magnitude.

We are grateful to D.V. Shcheglov for assistance in
the AFM studies.

15 µm

Fig. 4. Antiphase boundary image obtained with an optical
microscope after chemical processing.
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Tunneling through a system with two discrete electron levels coupled by electron–phonon interaction is con-
sidered. The interplay between elastic and inelastic tunneling channels is analyzed not only for weak electron–
phonon coupling but also for strong coupling in the resonant case. It is shown that the intensity and width of
peaks in the tunneling conductivity is strongly influenced by nonequilibrium effects. © 2005 Pleiades Publish-
ing, Inc.

PACS numbers: 73.40.Gk, 73.63.–b
Recently, much attention has been given to both
experimental and theoretical investigations of kinetic
processes in nanostructures, in connection with the pos-
sible fabrication of ultrasmall electronic devices. The
electron–phonon interaction is one of the important
effects which influence the transport properties of vari-
ous nanostructures, including structures with a quan-
tum dot or a single molecule placed in tunneling contact
between the leads. On the other hand, scanning tunnel-
ing microscopy (STM) investigation of single mole-
cules on a surface is a powerful method of diagnostics
of electron structure changes of adsorbed molecules
[1]. One of the important characteristics of these
changes is the modification of the vibrational modes of
an adsorbed molecule. Thus, inelastic tunneling mea-
surements can give information about the type of mol-
ecule bonding to the surface. Electron–phonon interac-
tion is also very important in STM experiments con-
cerning the problem of a single atomic (molecular)
switch, in which atoms or molecules are transferred
from one state to another by a tunneling current [2]. The
development of a theoretical description should clarify
the role of the electron–phonon interaction in kinetic
processes in nanostructures and help to further progress
in this field.

In a number of papers, electron–phonon interaction
in tunneling structures is described within the most
simple model for an intermediate system with a single
electron level coupled with a phonon mode ([3–5]). If
interaction with the leads is omitted, then this model
has an exact solution [6]. But this model cannot be
derived consistently from the many-body theory of
condensed matter (see, e.g., [7]) and thus seems to be
unrealistic.

¶ The text was submitted by the authors in English.
0021-3640/05/8205- $26.00 0297
We discuss a different model, which can be argued
to be more physically justified for various systems, with
electron transitions between two levels, accompanied
by emission or absorption of a phonon (vibrational
quantum). This model allows one to describe the inter-
play between two tunneling channels coupled by the
electron–phonon interaction. The influence of such
interplay on the tunneling spectra of semiconductor
structures with 2D electron layers has been revealed in
recent experiments [8]. It was found that tunneling
spectra essentially change their shape when the inter-
subband electron transition energy was close to the LO
phonon frequency.

In the present paper, we consider the simplest sys-
tem of this kind, which is described by a Hamiltonian
of the following type:

(1)

The part  corresponds to the intermediate sub-
system in which we take into account two localized
states and interaction transitions induced by electron–
phonon between these two states:

(2)

where εi corresponds to discrete levels in a quantum dot
(or two-electron states in a molecule), ω0 is the optical
phonon frequency (or molecular vibrational mode), and
g is the electron–phonon coupling constant. Tunneling

Ĥ Ĥdot Ĥ tun Ĥ0.+ +=

Ĥdot

Ĥdot εiai
+ai

i 1 2,=

∑=

+ g a1
+a2 a2

+a1+( ) b b++( ) ω0b+b,+
© 2005 Pleiades Publishing, Inc.
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transitions from the intermediate system are included in

(3)

The free-electron spectrum in the left and right elec-
trodes (k and p) includes the applied bias V:

(4)

The operators ck and cp correspond to electrons in the
leads, and ai, to electrons at the localized states of the
intermediate system with energy εi.

By means of the Keldysh diagram technique, the
tunneling current through such a structure is deter-
mined as

(5)

The expression for the tunneling current can be rewrit-
ten in a form containing only Green’s functions of the
intermediate subsystem [9, 10]:

(6)

where  = TkiTikνk(ω), νk(ω) is the density of states in

the left electrode and (ω) is the equilibrium filling
number in the left electrode.

The main problem is to calculate the Green’s func-
tions for the intermediate system in the presence of both
the tunneling coupling and electron–phonon interac-

tion. The equations for  are now coupled with the

equations for  due to electron–phonon interaction.

The equations for  as usual describe the modifica-
tions of electron spectral functions (density of states),
but in this case they depend on electron filling numbers,
determined by the kinetic processes. For an arbitrary
ratio of the electron–phonon coupling constant g to the
tunneling rates γ, this is a strongly correlated system
which cannot be solved exactly. The situation is analo-
gous to the widely discussed Hubbard-Anderson
model.

The theory can be developed in two limiting cases:
g ! γ and g @ γ. In the present work, we shall not dis-
cuss nonequilibrium phonon effects and suppose that
the phonon subsystem remains unperturbed by tunnel-
ing processes.

Ĥ tun Tp i, cp
+ai h.c.+( )

p i, 1 2,=

∑=

+ Tk i, ck
+ai h.c.+( ).

k i, 1 2,=

∑

Ĥ0 εk µ–( )ck
+ck εp µ– eV–( )cp

+cp.
p

∑+
k

∑=

I V( ) ωTki Gik
< Gki

<–( ).d∫
k i 1 2,=,
∑=

I V( ) = 2 γi
k 2ImGi

R ω( )nk
0 ω( ) iGii

< ω( )–[ ] ω,d∫
i 1 2,=

∑

γi
k

nk
0

Gi j,
R A,

Gi j,
<

Gi j,
R A,
In the limit of weak electron–phonon interaction,

g ! γ, we can calculate Im (ω) and (ω) as pertur-
bation series in g. The first term is

(7)

(8)

All the Green’s function are calculated for the tunneling
problem without electron–phonon interaction:

(9)

where the nonequilibrium filling number ni(ω) =

( (ω) + (ω))/(  + ), and Σ(ω) is the sim-
plest self-energy part due to the electron–phonon inter-
action:

(10)

(11)

The first-order contribution to the tunneling current can
be divided into two different parts: I = I1 + I2. The first
corresponds to small changes in electron density of
states due to electron–phonon interaction and is

described simply by some corrections to :

(12)

The second contribution is more interesting,
because it describes inelastic tunneling processes with
emission or absorption of a phonon:

(13)

Gi
R Gii

<

G11
< ω( ) G1

R ω( )Σ11
R ω( )G1

< ω( )=

– G1
R ω( )Σ11

< ω( )G1
A ω( ) G1

< ω( )Σ11
A ω( )G1

A ω( ),+

G11
R ω( ) G1

R ω( )ΣR ω( )G1
R ω( ).=

Gi
R ω( ) 1

ω εi i γi
p γi

k+( )+–
-------------------------------------------,=

Gi
< ω( ) 2ini ω( )ImGi

R ω( ),–=

γi
pnp

0 γi
knk

0 γi
p γi

k

Σ11
R ω( ) ig2 DR ω'( )G2

< ω ω'–( )[∫=

+ D> ω'( )G2
R ω ω'–( ) ]dω',

Σ11
< ω( ) ig2 D< ω'( )G2

< ω ω'–( ) ω'.d∫–=

Gii
R

I1

γ1
kγ1

p

γ1
p γ1

k+( )
---------------------2ImG11

1( )R ω( )∫=

+
γ2

kγ2
p

γ2
p γ2

k+( )
---------------------2ImG22

1( )R ω( ) nk
0 ω( ) np

0 ω( )–( ) ω.d

I2 4πg2 γ1
kγ2

p γ2
kγ1
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γ1
p γ1

k+( )2 γ2
p γ2
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-----------------------------------------------=

× ωImG11
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The sign of this additional correction to the total current
depends on the ratio between the four tunneling rates

, , , . The physical reason why the electron–
phonon interaction can either increase or decrease the
tunneling current is connected with interference effects
between direct and indirect tunneling channels. It
becomes more obvious if we notice that

Thus, the inelastic processes increase the total current
if the inverse population of our two-level system
appears due to elastic tunneling. Two examples which
demonstrate enhancement and suppression effects in
the tunneling conductivity are shown in Fig. 1.

In the limit of small tunneling coupling to the leads
so that all γ ! g, we use a perturbation treatment of tun-
neling processes in small parameter γ/g. For the most
interesting case, when phonon frequency is close to the
resonance with electron transition energy ε1 – ε2 . ω0,
we can retain in the Hamiltonian only the following
interactions as the most important (similar to the rotat-
ing-wave approximation for two-level systems):

.

Direct calculation of dot (molecule) Green’s func-

tions ,  based on the Heisenberg equations for
isolated dot (molecule) leads to the system of equations

where the new functions ,  are introduced:

N and n2 are the number of phonons and electrons at the
second level, respectively. At the third step, the mean
value of phonon filling number is decoupled from the

average 〈a2b(1 + b+b), 〉   〈a2b, 〉 (N + 1). After
this approximation is performed, the retarded Green’s
function is determined:

(14)

γ1
k γ1

p γ2
k γ2

p

γ1
kγ2

p γ2
kγ1

p–

γ1
p γ1

k+( ) γ2
p γ2

k+( )
------------------------------------------- nk

0 ω( ) np
0 ω( )–( ) n1 ω( ) n2 ω( ).–=

Ĥel–phon g a1
+a2b a2

+a1b++( )=

G11
R

G22
R

ω ε1–( )G01
R gG2b1

R– 1,=

ω ε2 ω0––( )G2b1
R gG2n1

R– 0,=

ω ε1–( )G2n1
R g N 1+( )G2b1

R– 1 n2 N ,+–=

G2b1
R G2n1

R

G2b1
R iθ t t'–( ) a2 t( )b t( ) a1

+ t'( ),[ ]〈 〉 ,=

G2n1
R iθ t t'–( )=

× a1 t( ) b t( )b+ t( ) a2
+ t( )a2 t( )–( ) a1

+ t'( ),[ ]〈 〉 .

a1
+ a1

+

G01
R 1

ω ε1–( )
-------------------=

× 1
g2 N 1 n2–+( )

ω ε1–( ) ω ε2 ω0––( ) g2 N 1+( )–( )
--------------------------------------------------------------------------------------+ .
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The same procedure for the second level gives

.

We see that new poles in the Green’s functions have
appeared, which corresponds to splitting of two reso-
nantly close pairs of levels: ε1 and ε2 + ω0, as well as ε2

and ε1 – ω0. We can expect the appearance of three res-
onant peaks in the local density of states near ε1 and ε2.
Note that the energies of the two split states depend on
the temperature through the phonon filling number N.

G02
R 1

ω ε2–( )
-------------------=

× 1
g2 N n1+( )

ω ε2–( ) ω ε1 ω0+–( ) g2 N 1+( )–( )
--------------------------------------------------------------------------------------+

Fig. 1. Tunneling conductivity spectra for weak election–
phonon coupling. Elastic and inelastic contributions and
total tunneling conductivity are shown in Fig. 1 (a) and (b)
by dashed, dotted, and solid curves, respectively. Values of

the parameters are ε1 – ε2 = 1, ω0 = 0.6, g = 0.4. (a)  @

; (b)  !  Phonon-induced structure is more

pronounced in d2I/dV2 as shown in (c) by dashed line for
case “a” and by dotted line for case “b”; solid line corre-
sponds to elastic part of the current.
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kγ1

p γ1
kγ2
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Now we treat as the first-order perturbation the self-
energy parts of two kinds, appearing due to the tunnel-
ing coupling with the leads (see Fig. 2).

Tunneling current is determined by the self-energies
as

The contribution of the first diagram is rather simple

The contribution described by the second diagram
reduces in the first nonvanishing order in (γ/g)2 to the
following form:

It is important that functions  are determined
with the help of Eq. (14):

This expression allows us to estimate the effective
width of each of the three resonant peaks near the initial
electron levels. It is remarkable that broadening of
these peaks is different and depends on nonequilibrium
electron numbers; it can thus be tuned by changing the
parameters of the tunneling contact. The peak corre-

sponding to ε1 has the effective width  = (  +

)n2/(N + 1). The two split peaks near it have the

width  = (  + )(N + 1 – n2)/2(N + 1). The same

I 2 γi
k Gi

R ω( ) iΣii
< ω( )–( )Gi
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i 1 2,=
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A ω( ) ] ω.d

I1 γ1
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Fig. 2. Two first-order diagrams for the self-energy part Σ11.
Dashed line denotes electron Green’s function in the leads,
wavy line denotes phonon Green’s function.
values for the second set of peaks near ε2 are  = (  +

)(1 – n1)/(N + 1),  = (  + )(N + n1)/2(N + 1).

Some tunneling conductivity curves for zero tem-
perature (N = 0) are shown in Fig. 3. In this figure we

Γ2
0 γ2

k

γ2
p Γ2

± γ2
k γ2

p

Fig. 3. Tunneling conductivity spectra for strong resonant
electron phonon coupling. Elastic and inelastic contribu-
tions to the tunneling conductivity are shown by dashed and
solid curves respectively. Chosen values of the parameters

are ε1 – ε2 = 1, ω0 = 0.9, g = 0.4. (a)  = 0.3,  = 0.06;

(b)  = 0.06,  = 0.3; (c)  =  = 0.1. In (c), elastic

tunneling current through each electron level is shown sep-
arately by dotted and dashed curves.
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consider the case when both levels ε1 and ε2 lie above
the Fermi level at zero applied bias voltage.

Let us point out the most interesting features of the
tunneling conductivity behavior in this case. For the
elastic channel in the tunneling conductivity spectra,
nonequilibrium narrowing of the two split peaks near ε2
is always clearly seen, while the peak at initial energy
ε2 is broadened in the usual way by the tunneling rates.
In the bias range close to ε1, we can distinguish two dif-
ferent cases dependent on the ratio between the tunnel-
ing rates, because it determines the filling number of

the deeper state ε2. For  ! , two split peaks near
ε1 are narrow, and the tunneling conductivity peak at a
bias voltage equal to the initial level ε1 has the usual
tunneling width (Fig. 3).

For  @  the split peaks are broadened up to the
usual tunneling width and peak at a bias voltage equal
to the initial level ε1. For a sufficiently strong electron–
phonon coupling, the contribution of the inelastic chan-
nel to the tunneling conductivity can strongly exceed
the elastic channel’s contribution at a certain bias close
to ε1. The tunneling conductivity peaks of the inelastic
channel are narrow due to nonequilibrium effects.

At high temperature, when N @ 1, the shape of the
tunneling conductivity curves are not so sensitive to the
ratio between different tunneling rates. One should
observe very narrow peaks at ε1 and ε2, while the broad-
ening of split peaks is always equal to one half of the
usual tunneling width.

CONCLUSIONS

In the weak electron–phonon coupling limit, we
revealed that interference effects between various chan-
nels can lead either to a certain increase in the total cur-
rent or to its suppression. The sign of the resulting
effect depends on the ratios between the tunneling
rates.

For tunneling rates which are too large, observation
of inelastic peaks in the tunneling conductivity spectra
is nearly impossible.

γ2
k γ2

p

γ2
k γ2

p
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For strong electron–phonon coupling, three peaks
can arise in the tunneling conductivity spectra near
each electron level in the resonant situation. Nonequi-
librium narrowing of these peaks at a certain ratio
between the tunneling rates is discovered. The positions
of satellite peaks in this case are determined not only by
the phonon frequency ω0 but also by the electron–
phonon coupling constant and the temperature.

An important feature of the system under consider-
ation is that we can change the relative intensity and
width of elastic and inelastic peaks by tuning the tun-
neling coupling of the intermediate system with the
leads.
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Hole spin relaxation in an isolated Ge quantum dot due to interaction with phonons is investigated. Spin relax-
ation in this case occurs through the mechanism of the modulation of the spin–orbit interaction by lattice vibra-
tions. According to the calculations performed, the spin relaxation time due to direct single-phonon processes
for the hole ground state equals 1.4 ms in the magnetic field H = 1 T at the temperature T = 4 K. The dependence
of the relaxation time on the magnetic field is described by the power function H–5. At higher temperatures, a
substantial contribution to spin relaxation is made by two-phonon (Raman) processes. Because of this, the spin
relaxation time decreases to nanoseconds as the temperature is raised to T = 20 K. Analysis of transition prob-
abilities shows that the third and twelfth excited hole states, which are intermediate in two-step relaxation pro-
cesses, play the main part in Raman processes. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.70.Ej, 72.25.Rb, 73.21.La
At present, spin phenomena in nanostructures are
considered to be one of the topical problems of modern
solid state physics. This area of study has received the
separate name “spintronics,” which is associated with
the potential application of the spin degree of freedom
for quantum computations and for the creation of data
storage devices. Ge/Si-based heterostructures are the
most promising for the use of the spin degree of free-
dom, because the spin–lattice relaxation time T1 in Si is
1–10 h at helium temperatures [1] and the dephasing
time T2 equals several milliseconds [2]. In Ge at the
same temperatures, the times T1 and T2 are of the same
order and equal several milliseconds [3].

Ge/Si quantum dots are formed in the course of Ge
heteroepitaxy on a Si substrate when, under certain
conditions, a transition occurs from the two-dimen-
sional layer-by-layer mechanism of Ge film growth to
three-dimensional growth. The characteristic size of
islands is 10–20 nm, and their height is 1–2 nm; thus,
the behavior of charge carriers in these islands is deter-
mined by quantum size effects [4]. The existing energy
band discontinuity and deformation effects lead to the
formation of a potential well in Ge for holes. Recent
investigations have shown that the spin relaxation time
increases as the dimensionality of the system decreases
[5, 6]. The matter of fact is that the mechanisms associ-
ated with quasimomentum scattering become less
effective in low-dimensionality systems upon freezing
degrees of freedom. Thus, for example, the Dyakonov–
Perel mechanism becomes less effective in the case of
two-dimensional systems. As the dimensionality fur-
ther decreases to zero-dimensional objects, the spin
relaxation time further increases. The possibility that
the spin orientation is retained for a long time is impor-
tant for the creation of devices that use the spin degree
0021-3640/05/8205- $26.00 0302
of freedom. Schemes for the implementation of quan-
tum computations using quantum dots [7] and such
devices as spin transistors and spin filters based on
quantum dots [8] have been proposed to date.

This work presents calculated results for the spin
relaxation time of hole states due to interaction with
phonons in an isolated Ge quantum dot in a magnetic
field. In addition to phonons, a spin flip can be induced
by the magnetic field created by nuclear spins [9, 10],
as well as by processes that proceed upon hole tunnel-
ing from one quantum dot to another [11]. However,
there are conditions at which the phonon mechanism of
spin relaxation predominates. Tunneling processes can
contribute to spin relaxation only in sufficiently dense
quantum dot arrays and only for carriers with energy
close to the Fermi level. Interaction with nuclear spins
(hyperfine interaction) becomes determining only in
the case when the external magnetic field is sufficiently
small as compared with the field of nuclear spins. For
estimation, experimental data on InP quantum dots [12]
can be used, in which the effect of electron spin dephas-
ing by nuclear spins is suppressed in the external mag-
netic field > 0.1 T. For Ge/Si dots, this value can be con-
sidered as an upper estimate, because the nuclear
momenta of In and P are considerably larger than the
nuclear momenta of Ge and Si [13]. The role of hyper-
fine interaction in Ge/Si quantum dots will be consid-
ered in more detail in the subsequent publications.

The nature of the spin relaxation through interaction
with phonons is in the fact that lattice vibrations lead to
modulation of spin–orbit interaction. Spin–orbit inter-
action becomes time-dependent, which eventually
leads to spin relaxation. Spin–orbit interaction plays a
significant role in the formation of the valence band
structure and in the spin relaxation of holes in bulk
© 2005 Pleiades Publishing, Inc.
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semiconductors. The value of the spin–orbit interaction
in Ge (~0.3 eV) is comparable with the quantization
energy of Ge in the quantum dot. Therefore, it signifi-
cantly affects the electronic structure in the Ge quan-
tum dot. For this reason, we suggest that this mecha-
nism of spin relaxation is the main mechanism at
helium temperatures.

The calculations were performed for a particular
geometry of the quantum dot: a pyramid with a square
base and a height ten times smaller than the base side.
The choice of the geometry was based on the data of
investigations using scanning tunneling microscopy
(STM) and high-resolution transmission electron
microscopy (HRTEM) [14]. The problem was solved
within the framework of the tight-binding method and
was mainly based on our previous investigations of the
electron spectrum in Ge quantum dots [15–17].

At the first step, we considered spin relaxation due
to single-phonon direct processes (first-order perturba-
tion theory). Following the approach developed by
Roth [18] for the calculation of the spin–lattice relax-
ation time, we calculate new wave functions of Zeeman
sublevels in a magnetic field and then find the transition
matrix element between them due to interaction with
phonons. We consider processes at low temperatures
(T < 40 K) and, therefore, take into account only acous-
tic phonons. The contribution of optical phonons is sup-
pressed by the Boltzmann exponent exp(–Eph/kT),
where Eph is the optical phonon energy. The operator of
interaction with acoustic phonons is described by the
equation

where  is the deformation potential tensor, defor-
mation potential constants D also determine the change
in the spectrum upon a homogeneous deformation, and
the subscripts m and m' run over the energy bands. The
strain tensor εij is determined as

where ρ is the density of the medium, eq is the phonon

polarization vector, q is the phonon wavevector, and 
and aq are phonon creation and annihilation operators.
We used the standard form of the electron–phonon
interaction operator for the valence-band states [19].

We suggest that a carrier remains in the state with
the same spatial configuration and only flips the spin,
emitting a phonon. The transition matrix element
between the spin up |↑〉  and spin down |↓〉  states

(1)
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where nq are phonon occupation numbers and ωq is the
phonon energy. In Eq. (1), we set the exponential factor
eiqr equal to 1 because we consider only long-wave-
length phonons for which the condition ql ! 1 is ful-
filled, where l is the characteristic size of the localiza-
tion region of the hole wave function in the quantum
dot.

The transition probability between the spin up |↑〉
and spin down |↓〉  states is determined by the Fermi
golden rule

(2)

where ∆Ez is the Zeeman splitting energy, s is the speed
of sound, and a linear dispersion law is assumed for
phonons. Substituting Eq. (1) for the transition matrix
element Mq into Eq. (2), we obtain

(3)

where the quantity

is obtained by integration over all the directions of the
unit vector n.

In order to elucidate the functional dependence of
the transition probability on the magnetic field, we sim-
plified Eq. (3) in the limit of low temperatures (kT !
∆Ez) to the following:

(4)

Here, q0 = ∆Ez/"s.
At the first glance, Eq. (4) demonstrates the third

order of the power dependence on the magnetic field,
but a quadratic dependence is hidden in the matrix ele-
ment 〈|DΩ|2〉 , because the variation of the wave func-
tions δψ linearly depends on the magnetic field (up to
fields H ~ 10 T),

Thus, the dependence of the spin relaxation rate on the
magnetic field is described by a power function Γ ~ H5.
Calculations by Eq. (2) in the magnetic field H = 1 T at
temperature T = 4 K gave the spin relaxation time for
the ground state τ = 1.4 ms. The magnetic field is
directed along the quantum dot symmetry axis Z (H ||
Z). The value of the g factor obtained in [15] was used
for the calculation of the Zeeman splitting ∆Ez.

The temperature dependence of the relaxation time
due to single-phonon processes has the form
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where nq is the number of phonons in the vibrational
mode with the phonon energy ∆Ez. The value of nq is
proportional to temperature at kT @ ∆Ez and vanishes at
T  0. Thus, τ tends to a constant at T  0 (because
only spontaneous transitions remain) and τ ~ T–1 at suf-
ficiently high temperatures (which corresponds to the
predominance of induced transitions).

Consider in more detail how the wave functions
change in a magnetic field. The wave functions are cal-
culated in the same way as in [15–17] by the tight-bind-
ing method, but the operator of interaction with the
magnetic field is added to the Hamiltonian. According
to the calculated results, the wave function of the hole
ground state in a Ge quantum dot in a zero magnetic
field is mainly formed from states of the heavy-hole
band (~84%) and has a small admixture of states of the
light-hole band (~8%) and the split-off subband (~8%).
The angular momentum J serves as the effective spin
for the hole states. The expansion of the wave functions
of the Zeeman sublevels in the basis set |J, Jz〉  indicates
that the state |↑〉  is mainly formed by states with Jz =
+3/2 and Jz = –1/2. However, the reverse situation
occurs for the state |↓〉 , for which the states with Jz = –
3/2 and Jz = +1/2 play the main role. Therefore, the
wave functions of the Zeeman sublevels are conve-
niently represented in the form

This expansion indicates that the admixture of states of
the light-hole band and the split-off subband with Jz =
1/2 has an opposite spin with respect to the main con-
tribution of heavy-hole states. The magnetic field leads
to the following changes in the wave functions: for the
upper Zeeman sublevel, the contribution of the light-
hole states with the opposite spin increases and the con-
tribution of heavy-hole states decreases. For the lower
Zeeman sublevel, the situation is the reverse: the contri-
bution of the heavy hole increases. These changes in the
ground-state wave functions in the magnetic field are
due to an admixture of excited hole states in the Ge
quantum dot. The calculated results demonstrate that
not all the excited states make an equivalent contribu-
tion to the change in the ground-state wave function
δψ(H). The contributions of the first and third excited
states to δψ(H) exceed the contributions of the other
states by an order of magnitude. On the basis of an anal-
ysis of the form of wave functions [15], it was found
that the symmetry of wave functions is the main factor
determining the contributions of excited states. The
ground state is formed by the s-type component of the
heavy hole and has an admixture of the d-type compo-
nent of the light hole. Under the action of the magnetic
field, the s-type state of the light-hole component of the
third excited state is admixed to the s-type state of the
heavy hole, because the symmetries of these states
coincide. On the other hand, the admixture of the p-type

↑| 〉 α +3/2| 〉 β 1/2–| 〉 ,+=

↓| 〉 α –3/2| 〉 β +1/2| 〉 .+=
state of the light-hole component of the first excited
state is explained by the fact that this state is mainly
localized at the center of the quantum dot, as well as the
ground state [15].

We analyzed the contributions of various compo-
nents of the strain tensor to the matrix element of inter-
action with phonons. It was found that the εxz and εyz

components of the strain tensor make the main contri-
bution to spin relaxation. These components of the
strain tensor are responsible for the mixing of the states
of the heavy-hole band and the light-hole band. This
allowed the conclusion that spin relaxation proceeds
because of the mutual oscillating variation of the con-
tributions of heavy- and light-hole states, which is
induced by the phonon wave. The contribution of the
light hole for excited states is larger than that for the
ground state; therefore, the variation introduced by the
phonon wave is larger. Correspondingly, spin relax-
ation proceeds more intensely. Actually, calculations
for the first excited state give a shorter spin relaxation
time of τ = 0.37 ms.

At the next step, two-phonon (Raman) processes
were taken into account in the calculation of the spin
relaxation time for the ground state. In this case, the
relaxation process proceeds through an intermediate
excited state. A carrier makes a transition from the
ground state to an excited state and in the reverse direc-
tion, which is accompanied by the absorption of a
phonon with a frequency ωq and by the emission of a
phonon with a frequency ωq'. A spin flip can occur at
any of the two steps. The condition that provides the
conservation of energy is written in the form ωq' – ωq =
ω, where "ω = ∆Ez. The probability of Raman pro-
cesses is defined as

here, the operator Hε describes electron–phonon inter-
action, j is the number of the excited state, and the sum-
mation is over the wave vectors and their polarizations.

When the Raman processes are taken into account,
the temperature dependence becomes more important.
While the spin relaxation time for the ground state of a
hole in a Ge quantum dot equals 0.3 ms (magnetic field
H = 1 T) at the temperature T = 4 K, it drops to 0.65 µs
at T = 10 K. With a further increase in temperature, the
spin relaxation time continues to decrease and makes
up several nanoseconds at 20 K. The temperature
dependence of the relaxation rate with regard to two-
phonon processes is described by the T7 law (see fig-
ure), while relaxation due to single-phonon processes
weakly depends on temperature. Analysis of transition
probabilities shows that the third and twelfth excited
states play the main part in Raman processes; these
states are intermediate states in two-step relaxation pro-
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cesses. It should also be noted that direct processes
become determining at temperatures below a certain
critical temperature. This critical temperature for the
field H = 1 T equals 3 K.

In conclusion, we formulate the range of applicabil-
ity of the obtained results. The first restriction stems
from the condition ∆Ez ! E0 – En; that is, the Zeeman
splitting must be smaller than the distance between the
quantization levels. This condition is fulfilled for mag-
netic fields H ~ 10 T. The second restriction follows
from the condition λ @ l, where l is the characteristic
size of the localization region of the hole wave function
and λ is the phonon wavelength. This corresponds to
the temperature restriction T < 70 K, because the local-
ization region l ≈ 3 nm according to our calculations
[11]. The latter restriction is also connected with the
requirement that the higher orders of the perturbation
theory are small. We considered the first two orders of
the perturbation theory and obtained the corresponding
relaxation rates Γ(1) and Γ(2). From dimensionality con-
siderations, the following relation can be written for the
relaxation rate in the next order of the perturbation the-
ory Γ(3):

From the condition that this ratio is small, we find the
temperature restriction T < 60 K.

Thus, the given approach to the calculation of the
spin relaxation rate is valid for temperatures T < 60 K
and magnetic fields up to H ~ 10 T. The long relaxation
time due to direct processes obtained in this work (τ ~

Γ 3( )

Γ 2( )-------- M 3( )

M 2( )------------- 
 

2 kT( )4

ρs5
"

3
-------------.∼

Temperature dependence of the spin relaxation time due to
interaction with phonons for the hole ground state in a Ge
quantum dot (the height h = 1.5 nm, the base size l = 15 nm).
The magnetic field is H || Z, where Z is the growth direction
of the Ge quantum dot.
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1 ms) is the direct consequence of the fact that the char-
acter of the hole ground state in the quantum dot is
close to the state of the heavy hole. The possibility of
relaxation depends on the degree of admixture of the
light-hole states, and, because this degree is small, spin
relaxation is suppressed.

This work was supported by the Russian Foundation
for Basic Research, project no. 05-02-16285, and by
INTAS, grant no. 2001-0615.

REFERENCES
1. G. Feher, Phys. Rev. 114, 1219 (1959); G. Feher and

E. Gere, Phys. Rev. 114, 1245 (1959); D. K. Wilson and
G. Feher, Phys. Rev. 124, 1068 (1961).

2. M. Chiba and A. Hirai, J. Phys. Soc. Jpn. 33, 730 (1972).
3. R. Vrijen, E. Yablonovitch, K. Wang, et al., Phys. Rev. A

62, 012 306 (2000).
4. A. I. Yakimov, A. V. Dvurechenskii, A. I. Nikiforov, and

O. P. Pcheljakov, Thin Solid Films 336, 332 (1998).
5. N. S. Averkiev, L. E. Golub, and M. Willander, Fiz. Tekh.

Poluprovodn. (St. Petersburg) 36, 97 (2002) [Semicon-
ductors 36, 91 (2002)].

6. N. S. Averkiev and L. E. Golub, Phys. Rev. B 60, 15582
(1999).

7. D. Loss and D. DiVicenzo, Phys. Rev. A 57, 120 (1998).
8. P. Recher, E. V. Sukhorukov, and D. Loss, Phys. Rev.

Lett. 85, 1962 (2000).
9. I. A. Merkulov, Al. L. Efros, and M. Rosen, Phys. Rev. B

65, 205 309 (2002).
10. A. V. Khaetskii, D. Loss, and L. Glazman, Phys. Rev.

Lett. 88, 186 802 (2002).
11. A. F. Zinovieva, A. V. Nenashev, and A. V. Dvurechen-

skii, Phys. Rev. B 71, 033 310 (2005).
12. P.-F. Braun, X. Marie, L. Lombez, et al., in Proceedings

of 13th International Symposium on Nanostructures:
Physics and Technology, Ed. by Zh. Alferov and L. Esaki
(Ioffe Physicotechnical Inst., St. Petersburg, 2005),
p. 45.

13. A. Losche, Kerninduktion (Wissenschaften, Berlin,
1957; Inostrannaya Literatura, Moscow, 1963).

14. A. I. Yakimov, A. V. Dvurechenskii, Yu. Yu. Proskurya-
kov, et al., Appl. Phys. Lett. 75, 1413 (1999).

15. A. V. Nenashev, A. V. Dvurechenskii, and A. F. Zinovi-
eva, Phys. Rev. B 67, 205 301 (2003).

16. A. V. Nenashev, A. V. Dvurechenskiœ, and A. F. Zinov’e-
va, Zh. Éksp. Teor. Fiz. 123, 362 (2003) [JETP 96, 321
(2003)].

17. A. V. Dvurechenskii, A. V. Nenashev, and A. I. Yakimov,
Nanotechnology 13, 75 (2002).

18. L. M. Roth, Phys. Rev. 118, 1534 (1960).
19. G. L. Bir and G. E. Pikus, Symmetry and Strain-induced

Effects in Semiconductors (Nauka, Moscow, 1972;
Wiley, New York, 1974), p. 393.

Translated by A. Bagatur’yants



  

JETP Letters, Vol. 82, No. 5, 2005, pp. 306–310. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 82, No. 5, 2005, pp. 341–345.
Original Russian Text Copyright © 2005 by Gulyaev, Zil’berman, Épshte

 

œ

 

n.

                                                                                            
Switching Effect in Ferromagnetic Metallic Junctions
Yu. V. Gulyaev, P. E. Zil’berman, and É. M. Épshteœn

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino, Moscow region, 141190 Russia
e-mail: zil@ms.ire.rssi.ru

Received July 15, 2005

Mechanisms are determined for homogeneous current-induced switching in ferromagnetic metallic junctions
of the spin-valve type. The spin flux is perpendicular to the junction surface and is directed from the pinned
layer to the free one. The switching is due to the joint action of two mechanisms: (i) current-induced surface
torque and (ii) current-induced injection of nonequilibrium longitudinal spins into the free-layer bulk. Both
mechanisms lead to the instability and reorientation of magnetization; however, only the injection mechanism
can stabilize the switching. © 2005 Pleiades Publishing, Inc.

PACS numbers: 72.25.–b
Magnetic junctions represent an interesting object
for investigation and subsequent applications, because
current-induced magnetic-moment instability in them
was recently predicted [1, 2] and manifestations of this
instability—resistance jumps [3] and microwave emis-
sion [4]—have been observed experimentally. It has
been found that the torque mechanism proposed in [1,
2] is not the only one essential mechanism leading to
instability. Another mechanism associated with longi-
tudinal-spin injection by current into the bulk of the fer-
romagnetic layer was proposed and studied in [5–8]. In
the recent work [9] (and in the preprint [10]), a theory
has been constructed in which the joint action of both
instability mechanisms mentioned above was
described.

However, the question remains open as to what
properties the new magnetic state arising from the
development of this instability should possess. Mean-
while, in the end, this question is most essential,
because it is the resulting state that is experimentally
observed for the present. However, the possibilities of
applications depend in many respects on the properties
that will be exhibited by this state.

Since the first works [1, 2], it has been considered
that the instability caused by only the torque action
leads to magnetic switching. However, this has not been
proved and is still only a suggestion. Nevertheless, the
fact of switching itself has been confirmed experimen-
tally. In this work, we demonstrate for the first time that
the torque action by itself cannot provide the stability of
switching. To explain this effect, the effect of longitudi-
nal-spin injection by current must be taken into account
in the theory.

1. Model and calculations. In the calculation, the
junction is considered as a planar layered structure per-
pendicular to axis x. Two ferromagnetic metallic layers
are separated at x = 0 by a thin nonmagnetic layer that
does not preclude conductivity and does not disturb the
0021-3640/05/8205- $26.00 0306
spin polarization of the current. At x < 0, ferromagnetic
layer 1 is located with fully pinned magnetization vec-
tors of the lattice M1 and the mobile electrons m1
(“injector”). At 0 < x < L, ferromagnetic layer 2 is
located with free magnetization vectors M and m,
which can vary as functions of the external magnetic
field H and the current density vector j. The electron
flux flows in the direction from the injector to layer 2.
This direction is further considered positive, so that
j/e > 0 (e is the electron charge). At x > L, there is a well
conducting nonmagnetic layer, which is necessary for
the closure of the electric circuit. It is considered that
the external circuit provides the regime of the specified
current, so that the processes under consideration can
change only the voltage drop V across the junction.

According to the main idea of the works [1, 2], an
important part is played by an extremely narrow layer
near the interface 0 < x < λF ≤ 1 nm. Inside this layer,
which we will further call the Slonczewski–Berger
(SB) layer, the directional deflection of vector M from
the fixed vector M1 by a certain angle χ leads to a pre-
cession of vector m around M, that is, to the appearance
of the transversal m⊥  and longitudinal m|| (relative to
M) components. Component m⊥  decays inside the SB
layer because of the statistical scatter of electrons by
velocities. Parameter λF determines the thickness of the
SB layer and, in essence, is close to the quantum elec-
tron wavelength at the Fermi surface. Owing to the
decay of component m⊥ , the transversal part of the elec-
tron spin flux vanishes. However, the total transversal
spin flux must be conserved and, therefore, its vanished
part must be transferred from the mobile electrons to
the magnetic lattice. This is the torque appearance
mechanism.

The spin injection mechanism considered in [5–8],
as distinct from torque, is associated with the longitudi-
nal m|| rather than transversal component. The longitu-
© 2005 Pleiades Publishing, Inc.
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dinal-spin flux penetrates deep into layer 2 at the diffu-
sion length l ~ 10–100 nm. It creates a current-depen-
dent effective sd-exchange field Hsd, which also affects
the magnetic lattice.

Further, we will use the theory of the joint action of
the above effects that was developed in [9]. The theory
is based on the solution of the macroscopic Landau–
Lifshitz–Gilbert (LLG) equations for vector M and the
continuity equation for vector m. According to this the-
ory, the spin flux in pinned layer 1 arises only because
of the occurrence of an electric current and can be pre-
sented in the form

(1)

where parameter 0 < Q1 < 1 is the degree of current spin

polarization,  = M1/M1 is the unit vector, and µB is
the Bohr magneton. The flux given by Eq. (1) contains
both the longitudinal J1|| and transversal J1⊥  compo-

nents with respect to vector  = M/M taken at the
boundary x  +0. Namely,

(2)

The longitudinal component J1|| continuously passes
into layer 2 and, at x > λF, equals

(3)

where parameter Q is similar in its sense to Q1 but is

taken for layer 2. Parameter  is the spin diffusion

coefficient in layer 2. The designation m|| = m ·  is
introduced for the longitudinal magnetization. The
characteristic length over which the quantity m varies is
the spin diffusion length l, and the characteristic length

for the quantity  is the inverse wave number of spin
waves in the lattice q–1. As in [9], we assume further
that λF is the least of all the characteristic lengths in the
problem and, in particular, λF ! l, qλF ! 1, which cor-
responds to the real situation. Then, the equation

(4)

holds. This equation can be considered as one of the
boundary conditions in the determination of the magne-
tization m(x). Another boundary condition is the conti-
nuity of the spin flux at the boundary x = L. Flux J3 in
layer 3 coincides with that given by Eq. (3) if the sub-

stitutions Q  Q3 = 0,   , and m  m3 are
made. Then the continuity condition is written as

(5)

J1

µB

e
------Q1 jM̂1,=

M̂1

M̂

J1||
µB

e
------Q1 j M̂1M̂ +0( )( )M̂ +0( ),=

J1⊥
µB

e
------Q1 j M̂ +0( ) M̂1 M̂ +0( ),[ ],[ ] .=

J x( )
µB

e
------Qj D̃

∂m x( )
∂x

---------------– 
  M̂ x( ),=

D̃

M̂

M̂

J1|| J +0( )=

D̃ D̃3

J L 0–( ) J3 L 0+( ).=
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Moreover, the difference of the chemical potentials of
the spin subbands must also be continuous at x = L [9].

The continuity equation for the magnetization m and
the above boundary conditions describe the process of
nonequilibrium longitudinal spin injection by current.
The solution of this problem in [9] yielded the expres-
sion

(6)

where meq is the equilibrium magnetization value at j =
0. The current-induced nonequilibrium term in Eq. (6)
contains the following designations: n is the concentra-
tion of mobile electrons, λ = L/l, ξ = x/l, jD = enl/τ, τ is
the spin equilibration time, and ν ~ 1 is the parameter
characterizing the matching of spin fluxes at the bound-
ary of layers 2 and 3. At typical values of parameters
n ~ 1022 cm–3, l ~ 3 × 10–6 cm, τ ~ 3 × 10–13 s, the esti-
mate jD ~ 1.6 × 1010 A/cm2 is obtained. The currents of
interest are on the order of the instability thresholds,
that is, j ~ jth ≤ 3 × 107 A/cm2 [3, 4]. Thus, j/jD ~ 2 ×
10−3 ! 1, so that the conditions of weak spin injection
are fulfilled.

Note in addition that, in the derivation of Eq. (6) in
[9], it was taken into account that the precession of the
lattice outside the SB layer occurs at frequencies ω of
the microwave range for which ωτ ! 1. Hence, elec-
trons react to the instant magnetization of the lattice,
which explains why the quantity m in Eq. (6) depends

instantaneously on the nonequilibrium vector .

Now, it is necessary to consider the passage of the
transversal spin flux across the layer interface. Inside
layer 2, the LLG equation is valid, and this equation can
be presented according to [9] in the form

(7)

where A ~ 10–12 cm2 is the intralattice exchange con-
stant, 0 < κ ! 1 characterizes dissipation, and γ is the
gyromagnetic ratio. The field H' = H + Ha + Hd

includes the external field H, the anisotropy field Ha,
and the demagnetization field Hd. The effective
sd-exchange field in this problem must be presented in
the functional derivative form [11]

(8)

m x( ) meq
j

jD

-----
µBn

λsinh ν λcosh+
---------------------------------------+=

× Q ξcosh Q1 M̂1M̂ +0( )( ) Q–[ ]+{

× λ ξ–( )cosh ν λ ξ–( )sinh+[ ] } ,

M̂

∂M
∂t

-------- γA M
∂2M

∂x2
-----------, γ M Hsd,[ ]+ +

+ γ M H',[ ] κ M
∂M
∂t

--------,– 0,=

Hsd x( )
δUsd

δM x( )
-----------------,–=
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where the sd-exchange energy equals

(9)

and α is the dimensionless sd-exchange constant (for
example, α ~ 2 × 104). We emphasize that, when substi-
tuting Eq. (9) into Eq. (8) and computing the derivative,
it is essential to take into account the functional depen-
dence m(M), which, in this case, is given explicitly by
Eq. (6). Then, the direct calculation gives

(10)

where only the nonequilibrium (~j) part of the effective
field is retained. Its equilibrium part is collinear with M
and therefore makes no contribution to Eq. (7). The
field Hsd describes the bulk spin injection effect and,
therefore, depends on the bulk parameters of layer 2: n,
ν, L, and l. However, the δ function in the right-hand
side of Eq. (10) shows that this field is applied to the
boundary surface x  +0. Therefore, it can be taken
into account as a certain addition to the continuity con-
dition for the transversal spin flux across this boundary.

Consider the second and the third terms on the left-
hand side of Eq. (7). After the substitution of Eq. (10)
and direct transformations (see Appendix I in [9]),
these terms take the form

(11)

where the quantities

(12)

and

(13)

are treated as lattice magnetization fluxes due to
intralattice exchange and sd exchange, respectively.
Here, a = γMA, θ(x – ε) = 1 at x > ε, and θ(x – ε) = 0 at
x < ε. Fluxes given by Eqs. (12) and (13) are transversal
with respect to vector M. Owing to the smallness of λF,
the two latter terms in Eq. (7) can be neglected inside
the SB layer. Then, the continuity condition for the
transversal flux at the boundary x = 0 is reduced to the
equation

(14)

Usd α m x' t,( )M x' t,( ) x',d

0

L

∫–=

Hsd x( ) αµBnQ1l
j

jD

----- 
 =

× 1 ν
λsinh ν λcosh+

---------------------------------------– 
  M̂1δ x 0–( ),

γA M
∂2M

∂x2
-----------, γ M Hsd,[ ]+

∂ JM Jsd+( )
∂x

----------------------------,=

JM x( ) a M̂
∂M
∂x
--------,=

Jsd x( ) γαµBnQ1l
j

jD

----- 1 ν
λsinh ν λcosh+

---------------------------------------– 
 =

× M +0( ) M̂1,[ ]θ x 0–( )

J1⊥ JM λF( ) Jsd λF( ).+=
This equation can be regarded as one of the boundary
conditions when the LLG equation is solved in the
region λF < x < L of layer 2. Another condition arises at
the boundary x = L and can be written as

(15)

because flux Jsd(x) according to Eq. (13) is constant at
x = L and falls out of the continuity condition given by
Eq. (15).

2. Stability of the initial static state. The simplest
initial static state is accomplished with collinear vectors

, , Ha, and H lying in the junction plane. In this
case, Eq. (7) is fulfilled by a homogeneous magnetiza-
tion distribution over the sample. There are two possi-
bilities: either static vectors  and  are parallel
(P state) or they are antiparallel (AP state). Consider
then the most important case when the AP state is
accomplished in the absence of current (j = 0), namely,

 = – ,  = , and H = , where , , and  des-
ignate unit vectors of coordinate axes. Upon switching
on the current, fluctuations can become unstable. The
instability threshold was calculated in [9]; however, in
that case, the singular (containing δ function) sd-
exchange field [10] was taken into account in the equa-
tion of motion itself (Eq. (7)) rather than in the flux
Jsd(x) and in the boundary condition (Eq. (14). In the
new approach proposed in this work, the singularity is
eliminated from the equations of motion. This signifi-
cantly simplifies the solution of Eq. (7) and allows one
to find not only the threshold of instability but also non-
linear solutions arising from the development of this
instability.

Fluctuations  are introduced by the equation

 =  + . Equation (7) linearized with respect to
fluctuations take the form (taking into account that Hd =

–4πM∆ )

(16)

where Ωx = γ(H + Ha + 4πM), Ωy = γ(H + Ha), and Ωx >
Ωy . After linearization, the boundary conditions
(Eqs. (14) and (15)) are reduced to the equations

(17)

JM L 0–( ) 0,=

M1 M

M1 M

M̂1 ẑ M̂ ẑ ẑ x̂ ŷ ẑ

∆M̂

M̂ ẑ ∆M̂

M̂xx̂

∂2∆M̂x

∂x2
----------------

Ωx iκω–( )
a

---------------------------∆M̂x–
iω
a

------∆M̂y– 0,=

∂2∆M̂y

∂x2
----------------

Ωy iκω–( )
a

---------------------------∆M̂y–
iω
a

------∆M̂x+ 0,=

∂∆M̂x

∂x
-------------- k∆M̂y p∆M̂x,–=

∂∆M̂y

∂x
-------------- k∆M̂x– p∆M̂y–=
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at x = 0 and to the equations

(18)

at x = L. Solving the linear problem given by Eqs. (16)–
(18) leads to the dispersion relation for fluctuations

(19)

in which the square of the wave number equals

(20)

and the parameters

(21)

describe the spin injection (p) and torque (k) effects.
Dispersion equation (19) allows the instability condi-
tion Imω > 0 to be obtained. Consider sufficiently small
thicknesses of layer 2 obeying the inequality |p ± ik|L ! 1.
This inequality is fulfilled, for example, at L ~ 2–7 nm.
At such thicknesses, the instability condition takes the
form

(22)

Because, according to Eq. (21), parameters p and k
are proportional to current j, we obtain from Eq. (22)
for the instability threshold

(23)

where f =  < 1, j⊥  = κeML /µBQ1, and an
important parameter

(24)

is introduced. This parameter characterizes the relative
role of parameters p and k, that is, spin injection and
torque. At η @ 1, torque dominates and it follows from
Eq. (23) that jth  j⊥ . At η ! 1, spin injection domi-
nates. In this case, jth  ηfj⊥  ! j⊥ ; that is, the instabil-
ity threshold becomes significantly lower. A numerical
estimation gives j⊥  ~ 3 × 107 A/cm2, which corresponds
to experimental data (see [3, 4] and others).

3. Switching effect. As was already mentioned,
junctions of small thickness are considered for which
|p ± ik|L ! 1 and, in addition, L ! l, qL ! 1. Then the
state arising from the development of instability must
remain spatially homogeneous. There exist only two
such states: P and AP. Since the AP state was selected

∂∆M̂x

∂x
-------------- 0,

∂∆M̂y

∂x
-------------- 0= =

q qLtan p ik,±–=

q2 –
1

2a
------ Ωx Ωy 2iκω Ωx Ωy–( )2 4ω2+±–+[ ] ,=

p
aµBQ1τ j

eAM
--------------------- 1 ν

λsinh ν λcosh+
---------------------------------------– 

  ,=

k
µBQ1 j

eγM2A
-----------------=

κ2 Ωx
ap
L

------– 
  Ωy

ap
L

------– 
  ak

L
------ 

 
2

0.<–

jth

j⊥
----- η f 1– f+( ) f 1– f–( )2

4η2+–

2 1 η2–( )
-----------------------------------------------------------------------,=

Ωy/Ωx ΩxΩy

η γαMτκ 1 ν
λsinh ν λcosh+

---------------------------------------– 
  1–

,=
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as the initial state, the development of instability can
give rise only to the P state. Switching will take place
only in the case when the P state turns out to be stable.

The stability of the P state can be investigated in the
same way as in section 2, but the substitution M1 
−M1 should be made in Eqs. (2) and (13). In the condi-
tion (22), this will lead to the substitution p  –p and
k  –k. At a positive current (j/e > 0), which is the
only case that we consider, spin injection will always
make a positive contribution to the left-hand side of
Eq. (22), that is, will suppress instability. However,
instability still could occur because of the action of
torque. The threshold of such instability is obtained
from the condition given by Eq. (22) with the above
substitutions and is given by the equation

(25)

A schematic diagram constructed by Eqs. (23) and
(25) is shown in the figure. This diagram shows the
regions of stability and instability in the plane (j, η). It
is seen that the new P state is stable only at not-too-high
values of parameter η, when the injection of nonequi-
librium transversal spins by current. Contrary to the
prevailing opinion, the torque mechanism alone does
not provide stable switching. In fact, the torque arises
from the decay of the precession in the SB layer. This
decay always exists regardless of whether vector M is
oriented in this layer parallel or antiparallel with
respect to M1. At the same time, the parallel orientation
of the above vectors corresponds to a minimum of the
sd-exchange energy and, therefore, is the most stable
orientation in the effective field Hsd. It should be noted
that, if the current increases to become considerably
higher than the threshold value jth, both homogeneous
states, P and AP, can become unstable because of the

jth

j⊥
----- η f 1– f+( ) f 1– f–( )2

4η2++

2 η2 1–( )
-----------------------------------------------------------------------.=

Stability–instability regions. The boundaries of regions I
and II are constructed by Eqs. (23) and (25), respectively:
(I) P and AP are stable, (II) P is stable and AP is unstable,
and (III) P and AP are unstable.
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torque effect. In this case, evidently, a new time-depen-
dent state of the turbulence type can arise.
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It has been shown that the τ2 (Baxter–Bazhanov–Stroganov) model for N = 2 with arbitrary parameters is a par-
ticular case of the generalized Ising model. The model satisfies the free-fermion condition, which enables one
to solve it by the method of the auxiliary Grassmann field. Explicit expressions have been derived for the par-
tition function on a finite-size lattice and eigenvalues of the transfer matrix. In this approach, in contrast to
the functional relation method, there is no problem with the multiplicities of the eigenvalues of transfer matrix.
© 2005 Pleiades Publishing, Inc.

PACS numbers: 05.50.+q, 75.10.Hk
The τ2 model is one of a few exactly solvable mod-
els in which pseudospin variables take N values. This
model was found by Baxter [1], who noted that the
inverse matrix to the column–column transfer matrix of
the superintegrable chiral Potts model specifies a new
integrable model and called it the “Inverse SOS”
model. More recently, this model in the L matrix formu-
lation appeared in work [2] by Bazhanov and Stroganov
as an auxiliary model that enables one to find a connec-
tion between six-vertex model and chiral Potts model.
The connection between these three models makes it
possible to formulate a system of functional relations
[2, 3] for the transfer matrices of these models. The
solution of this system of functional relations is one of
the basic methods of calculating the free energy of the
chiral Potts model. Recently, using the connection of
the τ2 model with the chiral Potts model and certain
assumptions concerning analytic properties, the for-
mula for the order parameter in the chiral Potts model
was verified [4]. In what follows, we use the term Bax-
ter–Bazhanov–Stroganov (BBS) model rather than the
term τ2 model.

In this work, it has been shown that the BBS model
for N = 2 is a particular case of the generalized Ising
model. The model satisfies the condition of “free fermi-
ons,” which enables one to solve it by the method of the
auxiliary Grassmann field [5]. Simple calculations pro-
vide explicit expressions for the partition function on a
finite-size lattice and the eigenvalues of the transfer
matrix. A similar expression for eigenvalues was
obtained by the functional relation method in [6]. A dis-
advantage of this method is that it provides a set of
solutions that contains all eigenvalues of the transfer
matrix, but additional analysis is necessary in order to
determine which solutions are really eigenvalues (and
their multiplicities). The method used in this work does
0021-3640/05/8205- $26.00 0311
not have this disadvantage: it provides a set of eigenval-
ues unambiguously.

The BBS model is considered [7] on a rectangular
lattice at whose sites there are the pseudospin variables
br (r is the number of a site) taking N values 0, 1, …,
N – 1, where N ≥ 2. It is convenient to specify br values
by all integers, identifying two values whose difference
is a multiple of N. Not all values are allowable: values
at the rth and sth sites neighboring in the vertical (r is
higher than s) must satisfy the additional condition

(1)

The model includes the parameters (complex in gen-
eral) α, t, x, y, µ, x', y', and µ'. Each plaquette has the
Boltzmann weight

where ω = e2πi/N,

and expressions for F'(l, m) are obtained from the
expressions for F(l, m) by changing x, y, and µ to x', y',
and µ', respectively. Note that the BBS model is ZN-
symmetric; i.e., the addition of the same number to br

values at all lattice sites does not change the Boltzmann
weights of plaquettes.

For N = 2, we reformulate the model as follows.
Ising spins σr, which take the values 1 and –1 instead of
0 and 1 for br, respectively, are located at lattice sites.
Condition (1) is automatically satisfied for N = 2. The

br bs or bs 1 modN .+=

W τ b1 b2 b3 b4, , ,( ) α ωm b
4

b
2–( ) ωt–( )b

1
b

4
m––

m 0=

1

∑=

× F b1 b4– m,( )F ' b2 b3– m,( ),

F 0 0,( ) 1, F 0 1,( ) ωt/y,–= =

F 1 0,( ) µ/y, F 1 1,( ) ωxµ/y,–= =
© 2005 Pleiades Publishing, Inc.
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Boltzmann weight associated with a plaquette has the
form

(2)

where bk = (1 – σk)/2, for k = 1, 2, 3, and 4, and

The functions F ' are defined similarly.
The transfer matrix of the generalized Ising model

in the absence of the external field has the form (num-
bering of lattice sites is shown Fig. 1)

(3)

Its dimension is equal to 2L × 2L, where L is the number
of lattice sites along the horizontal axis. In Eq. (3), σx is
the Ising pseudospin. The boundary conditions are peri-
odic (σL + 1 = σ1). The most general form of the Z2 sym-
metric function of the four spin variables are specified
by eight parameters:

(4)

wτ σ1 σ2; σ4 σ3,,( ) α 1–( )m b
4

b
2–( )t b

1
b

4– m–

m 0=

1

∑=

× F b1 b4– m,( )F ' b2 b3– m,( ),

F 0 0,( ) 1, F 0 1,( ) t/y,= =

F 1 0,( ) µ/y, F 1 1,( ) xµ/y.= =

T σ σ',[ ] w σx σx 1+ ; σx' σx 1+',,( ).
x 1=

L

∏=

w σ1 σ2; σ4 σ3,,( )

=  a0 1 aikσ
iσk a4σ

1σ2σ3σ4+
i k<

4

∑+
 
 
 

.

Fig. 1. 

Fig. 2. 
The numbering of the spins in the expression (4) for the
statistical weight in the elementary plaquette of the lat-
tice is shown in Fig. 2.

Note that the generalized Ising model in the absence
of an external field in terms of dipole arrows unambig-
uously corresponds to (at the statistical-weight level)
the eight-vertex model with the external field [8].

The BBS model under consideration given by
Eq. (2) corresponds to the following set of the parame-
ters of Boltzmann weight (4):

(5)

Using the additional Grassmann-field method [5],
the partition function of the generalized Ising model on
the L × M plane lattice with periodic boundary condi-
tions can be represented as the following sum of four
integrals over the four-component Grassmann field:

(6)

Here,

(7)

r = (x, y) are the coordinates of the lattice sites, where
x = 1, 2, …, L and y = 1, 2, …, M. The action S[ψ] has
the form

(8)

where

(9)

a0
α
4
--- 1 tµ

y
-----+ 

  1 µ'
y'
----+ 

  ,=

a0a14
α
4
--- 1 tµ

y
-----– 

  1 µ'
y'
----+ 

  ,=

a0a23
α
4
--- 1 tµ

y
-----+ 

  1 µ'
y'
----– 

  ,=

a0a4
α
4
--- 1 tµ

y
-----– 

  1 µ'
y'
----– 

  ,=

a0a24
α t

4yy'
--------- 1 xµ+( ) 1 x'µ'

t
--------+ 

  ,=

a0a12
α t

4yy'
--------- 1 xµ–( ) 1 x'µ'

t
--------+ 

  ,=

a0a34
α t

4yy'
--------- 1 xµ+( ) 1 x'µ'

t
--------– 

  ,=

a0a13
α t

4yy'
--------- 1 xµ–( ) 1 x'µ'

t
--------– 

  .=

Z Tr TM( ) 2a0( )ML1
2
--- Qaa Qap Qpa Qpp–+ +( ).= =

Q ψ[ ] eS ψ[ ] , ψ[ ]dd∫ ψr
j,d

j 1=

4

∏
r

∏= =

S ψ[ ] 1
2
--- ψD̂ψ( ) g ψr

1ψr
2ψr

3ψr
4,

r

∑+=

D̂ â ∇̂+=
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is the lattice analogue of the Dirac operator, antisym-

metric matrices  and  have the form

and the operators ∇ x and ∇ y of the one-step shift in the
horizontal and vertical directions, respectively, are
specified as

The superscripts p and a of the terms on the right-hand
side of Eq. (6) correspond to the periodic and antiperi-
odic boundary conditions, respectively, that are speci-
fied as

The constant g in the quartic term in action (8) is
expressed in terms of the parameters of Boltzmann
weights (4) as

(10)

If the parameters of the model are such that g = 0 (free-
fermion condition), the quartic term in action (8) van-
ishes and integrals (7) are expressed in terms of the

Pfaffians of the matrix . Representation (6) coincides
in form with the classical solution of the two-dimen-
sional Ising model by the Pfaffian method [9] and
reproduces the corresponding result in this particular
case.

It is easy to verify that parameters (5) of the BBS
model satisfy the free-fermion condition g = 0. For this
reason, the partition function of this model, as well as
all eigenvalues of the transfer matrix, is calculated ele-
mentarily.

Let Dqp be the Fourier transform (∇ ±x  e±iq, ∇ ±y 

e±ip), of the matrix  given by Eq. (9). Then,

(11)

where q and p are the quasimomentum components tak-
ing (half-)integer values (in 2π/L and 2π/M units,

â ∇̂

â

0 a12 a13– a14

a12– 0 a23 a24–

a13 a23– 0 a34

a14– a24 a34– 0 
 
 
 
 
 
 

,=

∇̂

0 ∇ x–– ∇ x– ∇ y– ∇ y–

∇ x 0 ∇ y– ∇ x∇ y–

∇ x∇ y– ∇ y– 0 ∇ x–

∇ y– ∇ x– ∇ y– ∇ x– 0 
 
 
 
 
 
 

,=

∇ xψ x y,( ) ψ x 1 y,+( ), ∇ yψ x y,( ) ψ x y 1+,( ),= =

∇ x
T ∇ x– ∇ x

1– , ∇ y
T ∇ y– ∇ y

1– .= = = =

∇ x
p( )L

1, ∇ x
a( )L

1,–= =

∇ y
p( )M

1, ∇ y
a( )M

1.–= =

g a4 a12a34– a13a24 a14a23.–+=

D̂

D̂

Q Pf D̂( ) Dqp
1/2,

qp

∏= =
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respectively) in the Brillouin zone in the case of
(anti)periodic boundary conditions. [In what follows,
we call this set of values the “(anti)periodic” spectrum.]

The determinant of the 4 × 4 matrix Dqp has the form

(12)

where

(13)

(14)

Note that the critical surface in the space of the param-
eters aik is determined by the condition that the right-
hand side of any of Eqs. (14) vanishes.

Using Eq. (5) for the BBS model, we obtain

The product with respect to one of the components
of the quasimomentum in Eq. (11) is calculated in the
explicit form by representing the determinant given by
Eq. (12) in the factorized form

(15)

dqp Dqp C1 C2 q C3 pcos+cos+= =

+ C4 q p C5 q p,sinsin+coscos

C1
1
4
--- d00 d0π dπ0 dππ+ + +( ),=

C2
1
4
--- d00 d0π dπ0 dππ––+( ),=

C3
1
4
--- d00 d0π dπ0 dππ–+–( ),=

C4
1
4
--- d00 d0π– dπ0 dππ+–( ),=

C5 C4 at a12 a23 a24, ,( ) a12 a23 a24, ,( );––=

d00 1 a4 a12 a34 a14 a23 a13 a24+ + + +––+( )2,=

d0π 1 a4 a12 a34– a14– a23– a13– a24––+( )2,=

dπ0 1 a4 a12 a34 a14 a23 a13– a24–+ + + + +( )2,=

dππ 1 a4 a12 a34 a14– a23– a13 a24+ + + + +( )2.=

C1
α2

2a0
2y2y'2

------------------- y2y'2 x2x'2µ2µ'2 t2 1 µ2µ'2+( )+ +( ),=

C2
α2

a0
2y2y'2

---------------- xx'yy' t2–( )µµ',=

C3
α2

2a0
2y2y'2

------------------- y2y'2 x2x'2µ2µ'2 t2 1 µ2µ'2+( )–+( ),=

C4
α2

a0
2y2y'2

---------------- xx'yy' t2+( )µµ',=

C5
α2

a0
2y2y'2

---------------- xy x'y'+( )tµµ'.=

4dqp 2uq v qei p– v q– e i p––=

=  ρq 1 νqei p–( ) 1 ν q– e i p––( ),
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where

(16)

Then,

(17)

where the plus and minus signs on the right-hand side
of Eq. (17) appear for the antiperiodic and periodic
spectra for p, respectively.

For each pair of terms in Eq. (6), we introduce the
notation

(18)

where the superscripts a and p on the right-hand sides
correspond to the antiperiodic and periodic spectra,
respectively, of the q component of the momentum. As
a result, we obtain

(19)

Expanding the products in Eqs. (19), we arrive at

(20)

uq 2 C1 C2 qcos+( ), ρq uq uq
2 v qv q–– ,+= =

v q 2 C3 C4 qcos iC5 qsin–+( ), νq– v q/ρq.= =

2LM Dqp
1/2

qp

∏

=  ρq
M /2 1 νqei p–( ) 1 ν q– e i p––( )

p

∏ 
 
 

1/2

q

∏

=  ρq
M /2 1 νq

M±( ),
q

∏

2a0( )LM1
2
--- Qaa Qap+( ) Za,=

2a0( )LM1
2
--- Qpa Qpp–( ) Zp,=

Za λ a( )M1
2
--- 1 νq

M+( )
q

∏ 1 νq
M–( )

q

∏+
 
 
 

,=

λ a a0( )L ρq
1/2,

Lq
2π
------ Z

1
2
---;+∈

q

∏=

Zp λp( )M1
2
--- 1 νq

M+( )
q

∏ 1 νq
M–( )

q

∏–
 
 
 

,=

λp a0( )L ρq
1/2,

Lq
2π
------ Z.∈

q

∏=

Za λ a( )M
1 νq1

νq2
( )M

q1 q2<
∑+





=

+ νq1
νq2

νq3
νq4

( )M …+
q1 … q2< <

∑ 



,

Zp λp( )M νq
M νq1

νq2
νq3

( )M …+
q1 q2 q3< <

∑+
q

∑ 
 
 

.=
The sum of these expressions should coincide with the
expansion of the trace of the Mth power of the transfer
matrix in its eigenvalues; i.e.,

for all values of M, in particular, up to M = 2L. This sys-
tem of 2L equations for eigenvalues λk has the single

solution (λa, p ) (up to renumbering). It is easy
to see from definitions (16) for νq that |νq| < 1 for L ≠ ∞.
Therefore, the maximum eigenvalue is λa given in
Eqs. (19).

Representation (20) not only provides explicit
expressions for all 2L eigenvalues of the transfer matrix
but also evidently specifies a classification of eigenval-
ues. First, it is seen from Eqs. (20) that the eigenvalues
are characterized by a certain number of momenta and
by their specific values, which is a consequence of the
translational invariance of the system. Second, they are
divided into two families: the first family with an even
number of momenta (“particles”) with the antiperiodic
spectrum λa(q1, …, q2n) including vacuum λa(∅ ) = λa

and the second family with an odd number of particles
and the periodic spectrum for momenta λp(q1, …,
q2n + 1) including the “one-particle” state

Here,

(21)

In terms of this notation, the resulting expressions for
the eigenvalues of the transfer matrix have the form

(22)

(23)

The appearance of the phase Θq in Eqs. (22) and (23)
for eigenvalues indicates that the system evolves not
only in “time,” but also in “space.” The phase Θq disap-
pears if the coefficient C5 in Eq. (12) vanishes, which
imposes a certain constraint on the parameters of Bolt-
zmann weights (4). As seen from Eqs. (22) and (23), at
Θq = 0, the spectrum of eigenvalues corresponding to
multiparticle states is strongly degenerate, because γq =

γ–q and, therefore, the sums  with different sets of
momenta can be equal to each other. If Θq ≠ 0, degen-

Tr TM( ) Za Zp+ λ1
M λ2

M … λ
2L
M+ + += =

νqkk 1=
n∏

λp q( ) λpνq λpe
γq– iΘq+

.= =

uq/ v q γq, Θqcosh v q( ).arg= =

λ a q1 … q2n, ,( ) λ a γqk
– iΘqk

+( )
k 1=

2n

∑
 
 
 

,exp=

Lqk

2π
-------- Z

1
2
---,+∈

λp q1 … q2n 1+, ,( ) λp γqk
– iΘqk

+( )
k 1=

2n 1+

∑
 
 
 

,exp=

Lqk

2π
-------- Z.∈

γqk∑
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eration is removed and this property can be useful for
calculation of eigenvectors and form factors.

Before presenting the formulas for the eigenvalues
of the transfer matrix in terms of parameters (2) and (5)
of the BBS model, we introduce the notation

(24)

Then,

(25)

From Eqs. (16) and (25), it follows that  is a qua-
dratic polynomial of t:

(26)

with the roots –tq and –t–q, where

(27)

The sign of the root  is fixed by the conditions

Since the function  =  in notation (24) has
the form

(28)

using Eqs. (26) and (28), it is easy to verify that

Aq 1 2µµ' q µ2µ'2,+cos–=

Bq µµ' xy x'y'+( ) q,sin=

Cq y2y'2 2xx'µµ'yy' q x2x'2µ2µ'2,+cos+=

Dq AqCq Bq
2.–=

uq
α2

a0
2y2y'2

---------------- Aqt2 Cq+( ),=

uq
2 v qv q––

4α4t2

a0
4y4y'4

----------------Dq.=

a0
2ρq

a0
2ρq

α2

y2y'2
----------- Aqt2 Cq 2t Dq+ +( )=

=  
α2

y2y'2
-----------Aq t tq+( ) t t q–+( )

tq
1
Aq

------ Dq iBq–( ).=

Dq

Dq D q– , q 0 π,,≠=

D0 µµ' 1–( ) yy' xx'µµ'+( ),=

Dπ µµ' 1+( ) yy' xx'µµ'–( ).=

a0
2v q a0

2ρqνq

a0
2ρqνq

α2

y2y'2
----------- Aqt2 Cq 2itBq+–( )=

=  
α2

y2y'2
-----------Aq t tq–( ) t t q–+( ),

νq

t tq–
t tq+
-----------.=
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Finally, the formulas for the eigenvalues of the transfer
matrix have the form

(29)

(30)

where  values are given by Eq. (27), and

A similar expression for the eigenvalues was
obtained for the particular case of x' = x, y' = y, and µ' =
µ in [6] using the functional relation method. However,
we again emphasize that, in contrast to this method,
which provides only possible eigenvalues of the trans-
fer matrix (without indicating their multiplicities: 0, 1,
or more), the method described in this work, as is seen
from the above formulas, provides a set of the eigenval-
ues unambiguously.
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Translated by R. Tyapaev

λ a q1 … q2n, ,( ) λ a t tqk
–

t tqk
+
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Lqk

2π
-------- Z

1
2
---,+∈

k 1=

2n
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–
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+
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