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Abstract—This paper is an overview of the studiesinto the effect of weak magnetic fields on the structure and
mechanical properties of nonmagnetic solids of various nature (ionic, covalent, molecular, and metallic crystals,
polymers, etc.). The various effects and aftereffects initiated by static, pulsed, and microwave magnetic fields
that have been discovered over the past 15 years are classified and critically analyzed. The thermodynamic and
Kinetic aspects of the magnetic-field sensitivity of real solids with structural defects containing paramagnetic
centers (electrons, holes, radicals, excitons, etc.) are discussed. Possible mechanisms for the effect of a weak
magnetic field on the defect structure of crystals are considered. Special attention is given to the most devel oped
chemical-physical theory of spin-dependent reactions between mobile particles and unpaired electrons. Inter-
pretation of magnetoplastic effectsis proposed in terms of the spin, electron, molecular, and disl ocation dynam-
ics of the complex multistage processesinitiated by amagnetic field in asystem of metastable structural defects.
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1. INTRODUCTION

Theeffect of amagnetic field (MF) onthe properties
of magnetic (or, more precisely, magnetically ordered)
materials has been known for thousands of years and
has been consistently explained in terms of the current
guantum theory of magnetism [1]. The possibility that
the macroscopic properties of “nonmagnetic” solids
(para- and diamagnets, characterized by a disordered
magnetic structure) are significantly affected by weak
MFst is by no means evident and is frequently ques-
tioned despite numerous publications in which various
“magnetic” effects observed in these materials are
described.

It should be remembered that weak MFs are part of
the environment; they affect processes occurring on
Earth without interruption and should be subject to
technical and health regulations based on clear physical
notions and established facts [2]. MFs both occur in
nature and can be created by man; for instance, they can
be produced intentionally to suppress hostile electronic
equipment or can arise during powerful explosions
(e.g., of nuclear devices). Finaly, MFs are efficient
tools for studying the fine structure of materials (in
EPR, NMR, ENDOR, and other magnetic-resonance
spectroscopy methods), whereit isimportant to be con-
fident that the probe field will not significantly affect
the processes in the object under study. A similar prob-
lem arisesin the development of highly sensitive exper-

1n what follows, MFs are called weak if MgB < KT (and, for met-
ds, w = Be/m < wy), where pg is the Bohr magneton, B is the
induction of the MF, k is the Boltzmann constant, w is the cyclo-
tron frequency, e and m are the charge and mass of an electron,
and . is the collision frequency of an electron with scattering
centers.
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Fig. 1. Amount of publications (over the past ten years) on
the MPE observed in various strain ranges.

imental setups (e.g., a gravity-wave antenna) and in
interpreting the results obtained with these setups. In
such cases, it isnecessary to take into account that weak
MFs and variations in them can affect the operation of
precision measuring instruments and the results they
give, including through the physical-mechanical
parameters of the brackets, electromechanical cavities,
pendulums, etc. Therefore, it is important to be aware
of the mechanisms of the possible effects of weak MFs
on the structure and properties not only of magnetically
ordered solids but also of nonmagnetic materials.

It is widdly bdieved that weak MFs cannot signifi-
cantly change the structure and properties of nonmag-
netic solids (for such materias, laboratory fiddsB< 10T
can be considered weak at room temperature Tg).
Indeed, the effect produced by afield B~ 1T in systems
a thermodynamic equilibrium is of the order of
(MgB/KTR) ~ 1073, whichisfar less than the typical mea-
surement errors encountered in studying mechanical
properties. For this reason, the few earlier attempts to
detect the influence of MFs on the structure [3-8] and
physical-mechanical characteristics [9-12] of diamag-
netic crystals did not attract considerable attention.
Moreover, most researchers considered the results
obtained in those studies to be suspect, as they were
inclined to believe that the results were artifacts. How-
ever, in the 1960s-1980s, luminescence [13-15], pho-
toelectric [16—19], and radiospectroscopy studies [20—
25] of various diamagnetic crystals revealed a number
of magnetic effects and the validity of those findings
was more than once confirmed in independent investi-
gations.

The data on the magnetoplastic effects reported in
[26-31] were apparently the first that were beyond
question and had clear physical interpretation. The
effect of static and low-frequency ac magnetic fields on
the dislocation mobility and macroplasticity in ferro-
magnets revealed in those studies was explained in
terms of interaction of dislocations with domain walls,
which move when magnetization is produced or
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reversed. After the theoretical paper by Kravchenko
[32], the effect of magnetic fields B ~ 5-10 T on the
plasticity of pure diamagnetic metals at liquid-helium
temperatures was intensively studied experimentally
[33—42] and theoretically [43, 44]. Many of those stud-
ies are reviewed in [45-47]. Note that, in those experi-
mental studies (aswell asin the relevant studies of fer-
romagnets [26-31]), the MFs were not weak and the
results were explained in terms of MF-induced varia-
tionsin the viscosity of an electron gasand in el ectron—
didocation friction. However, this interpretation is not
full and disagrees with experimental data in certain
cases.

Severa studies were devoted to the inverse effect,
namely, the influence of plastic deformation and dislo-
cation structure on the magnetic properties of semicon-
ductors [48], transition metals [49-52], and ionic crys-
tals [53]. To the best of our knowledge, the results of
[53], a study that was widely debated (see, e.g., [54,
55]), have not been reproduced by anybody. As for
studies [33, 34], their results were also subject to criti-
cism, because, as shown in [56], they depended
strongly on the effect MFs exhibit on the movable parts
of the test machine employed (despite the fact that
those parts were made of nonferromagnetic austenitic
steel). After this effect was taken into account and
removed, the magnetoplastic effect persisted but
became an order of magnitude smaller.

In 1987, Al'shits and coworkers [57] reported the
observation of a phenomenon which was paradoxical at
first glance and attracted considerable interest: disloca-
tions produced by aweak impact into NaCl single crys-
tals were observed to move under the action of a static
magnetic field B < 1 T in the absence of an external
load. The experiments were performed at room temper-
ature (like the majority of experiments described in this
review); therefore, the MFs could be considered weak
and the observed effect was regarded with caution even
by the authors themselves.

However, later, the authors of [57] and then several
other independent research groups confirmed the exist-
ence of such effects not only in NaCl but also in other
materials, such asLiF, KCl, KBr, Csl, InSb, Al, Zn, Si,
NaNO,, ZnS, Cg,, polymers, etc. (see Section 2). Fur-
thermore, many related phenomena have been discov-
ered that testify to MFs having a significant effect on
various physical-mechanical and other structure-sensi-
tive characteristics of nonmagnetic materials (see Sec-
tion 3). These phenomena were observed in static, ac,
pulse, and mw magnetic fields with almost the entire
range of techniques used for studying microstructure
and mechanica properties (Fig. 1) and various load
modes in different temperature ranges.

In terms of time characteristics, the magnetoplastic
effects (MPE) can be divided into three basic groups,
namely, effectsthat occur only during the action of MFs
and effects that exist for a long time after an MF is
switched off and can, in turn, be completely reversible
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or relax slowly with time (Fig. 2). In certain cases, the
time dependences of the response to the application of
MFs were more complex and characterized by alatent
period after the MF was switched off or were nonmono-
tonic and even changed sign.

These and other thermodynamic and kinetic features
of observed MPE suggest that the most important and
necessary factor that causes high sensitivity of a defect
structure to external and internal MFs is nonequilib-
rium, which exists from the outset in a crystal or is
maintained externaly (using loading, illumination,
irradiation, etc.). Note that the occurrence of large
responses to weak perturbations in a system that is far
from equilibrium does not contradict the basic princi-
ples of thermodynamics.

The existence of such effects is presently a firmly
established fact. However, their nature is not com-
pletely understood. It is not even clear whether asingle
mechanism or several different mechanisms control the
effect of MFs on the mechanical properties of materials
that differ in terms of bonding, defect structure, etc.
This situation is similar in certain respects to that in
magnetobiology, where the effect of weak MFs on var-
ious living organisms and processes occurring in them
has been firmly established using very precise modern
techniques [58-61], but the mechanisms of this effect
are poorly understood. A great number of papers have
been published in this field; some of them did not con-
form to the standards of natural science (it is enough to
mention the term “magnetized water”), and some were
obviously only speculative. As a result, the skepticism
about the possibl e effects of weak MFs on nonmagnetic
substances is often extended to other, nonbiological
objects.

Since the study of the magnetoplastic effects in
weak MFs has a short history, no monographs have
been published on this subject; there are only a few
brief review articles [62—65], in which the authors pri-
marily give an overview of their own studies and con-
centrate on separate aspects of the problem. Thisreview
also does not pretend to be complete (if for no other rea-
son than its limited size) but aims at calling the atten-
tion of researchers to the most prominent and, without
doubt, reliable results obtained recently by severa
independent groups. These results open up a new area
in the physics of plasticity whose basic principles
should be treated on the electron-spin or even nuclear-
spin level.

2. EFFECT OF WEAK MAGNETIC FIELDS
ON THE PHYSICAL-MECHANICAL
CHARACTERISTICS OF REAL DIAMAGNETIC
CRYSTALS

The physical-mechanical properties of solids are
determined by the elastic characteristics and inelastic
processes that proceed at the atomic, dislocation, mesos-
copic, and macroscopic structural levels. The mechanical
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Fig. 2. Three main types of behavior of honmagnetic mate-
rialsin a magnetic field: (1) in situ effects, (2) irreversible
aftereffects, and (3) aftereffects with slow relaxation.

properties of an ideal nonmagnetic crystal can be
changed by applying very high magnetic fields (=100 T).
Inrarecases, e.g., in certain metals (Bi, Be, Al, Nb, etc.),
oxides, and alloysin which the bands overlap slightly or
are separated by anarrow gap (AU ~ 102 eV), the mag-
netic energy U,,, ~ UzB becomes larger than AU at B ~
10 T; i.e, the “quantum limit” is reached. In these
cases, a so-called magnetic breakdown occurs at liquid-
helium temperatures, which can affect the equilibrium
properties (including the mechanical ones) of a non-
magnetic crystal [66].

We will not discuss these interesting aspects of the
effect of MFs on weakly magnetic materials taking
place in the perfect crystal lattice approximation. This
review is dedicated primarily to the effect of much
weaker MFs on the structure-sensitive inelastic charac-
teristics, which are mainly determined by structural
defects and their mobility and interaction. Obviously, a
weak MF can affect the properties of nonmagnetic
crystals only through structural defects. Therefore, we
consider resultsthat allow one to elucidate the effect of
MFs on the dynamics of defects determining theinelas-
tic properties, namely, dislocations and small atomic
complexes that hinder the motion of dislocations in
easy-dip planes. Different techniques are used depend-
ing on the amount of deformation and the level of struc-
tural hierarchy at which the deformation is analyzed.
The available experimental data are classified in accor-
dance with these differences.

2.1. Depinning of Dislocationsin a Magnetic Field

Systematic studies into the effect of weak MFs on
the mechanical properties of nonmagnetic crystals
began with the work of Al’shits et al. [57], where the
following phenomenon, paradoxical at first glance, was
observed. The motion of edge dislocationsin NaCl sin-
gle crystals was initiated by a uniform static magnetic
field B (varied from 0.1to0 1.6 T) in the absence of exter-
nal stresses. It was found that the dislocation path
length L (which can be determined using the highly
reliable standard double-selective-etching method)
increased with the square of the magnetic field Band in
proportion to the duration tg of the exposure to the MF
and reached severa hundred micrometers. The direc-
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Fig. 3. Regularities of MF-stimulated depinning of disloca
tionsin various materials. (a) Dependence of the path length
L of edge dislocations on magnetic field and exposure time
tg for NaCl crystals with a Ca concentration of (1, 1') 0.5,

(2,2) 1, (3,3) 10, and (4, 4" 100 ppm obtained (1-4) from
the L(B) dependence and (1'—4') from the L(tg) dependence;
(5) the proportion of starting dislocations; insets show the
concentration dependence of L for B= 0.5 T and the dia-
gram representing the experiment; Lg is the path length in
etchant. (b) (1) Didlocation path lengthsin Al normalized to
the average distance between dislocationsA = 1 @ , where
Pg is their average density, and (2) proportion of starting
didlocations as functions of the duration tg of exposureto a

magnetic field B = 1.2 T. Inset shows the consecutive order
of procedures: arrow means production of dislocations,
asterisk standsfor etching, and B means exposure to an MF;
T=293K.

tion of motion of dislocations did not change as the
field wasreversed, from which it was concluded in [57]
that the effect was not due to the ponderomotive forces
caused by the magnetic field and to the vortex electric
field that arises when an MF is switched on or when a
sample is placed in it. Later, analogous results were
obtained by this research group for other wide-band-
gap crystals (LiF, Csl, InSb) [67-75] and metals Zn
[76] and Al [77]. Theseresults are partly represented in
Fig. 3. The path length L depended on temperature only
weakly (or not at al in certain cases); this behavior of
mobile dislocations under MPE conditions differs dras-
tically from that under a stressfield alone.
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Estimations show that the force exerted on disloca-
tions by an MF (for any possible mechanism) is several
orders of magnitude less than the internal stresses, let
alone the starting dislocation stresses. In [78], a great
number of dislocation paths (N > 10°) were measured in
different widely separated (>1 mm) regions of acrystal
and it wasfound that the quantity of shifted dislocations
and their mean path lengths were the same in the four
equivalent crystallographic directions (for the fcc struc-
ture) and were independent of the MF direction (pro-
vided the dislocation lines were perpendicular to this
direction). It follows that dislocations move in the ran-
domfield of internal stressesand an MF only lowersthe
height of barriersto dislocation motion.

Note that these data do not indicate conclusively
whether the barriers are lowered when dislocations
interact with them or before this interaction as a result
of changesin the dislocation cores and pinning centers.
The fact that the average density of forest dislocations
in these crystals was ~10°-10* cm (and, therefore, the
average spacing between them was several hundred
micrometers) suggests that MFs affect the interaction
of moving dislocationswith impurity centersand, prob-
ably, change their internal structure. Specia experi-
ments were carried out in which the composition and
state of impurities were varied using different thermal
treatments, and it was shown that a high sensitivity to
MFs did not aways take place. For example, an
increase in Ca concentration in NaCl crystals from 0.5
to 100 ppm effected an increase in the MF threshold
value from 0.03t0 0.25 T and adecreasein L from 100
to several micrometersinafieldB=0.5T (seeinset to
Fig. 3). The introduction of Pb and Cu with a concen-
tration of severa tens of parts per million caused pile-
ups of didocations and a loss of MF-sensitivity,
whereas doping with Ni (<0.06 ppm) enhanced the
MPE significantly [71, 79]. The observation of a great
number of dislocations that were close together and
traveled large distances in the same direction and of the
path length L increasing directly with the duration of
MF exposure up to several hundred or even afew thou-
sand micrometers in high-purity crystalsat B=16T
suggests that dislocations were driven, for the most
part, by large-scale macroscopic internal stresses rather
than by fields of individual dislocations (which were
much closer together), as assumed in [80] when dis-
cussing the possible mechanisms for the MPE.

Further modifications of these experiments pro-
vided many new data. For example, in [79, 81, 82],
samples were rotated with various angular velocity v
about the [001] axis during exposure to a static MF and
it was found that the MF sensitivity decreased sharply

at v > v, where v, isone or several critical frequen-
cies (see Subsections 3.1, 3.3) and varied as B? but were
independent of temperature and impurity concentration
(Fig. 4). From these data, the upper estimate of the
shortest duration of exposure to an MF of a certain ori-
entation sufficient for efficient depinning of disloca-
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tions was found to be T4, ~ 10 s. Note that depinning
is not an elementary event but rather occurs in several
steps (for more details, see Section 4, Fig. 20); there-
fore, thereisno a priori reason to assign thetime 14, to
one of these steps, e.g., the spin-evolution stage, and
assume it to be dominant neglecting the waiting time
for excitation of the dislocation—pinning center com-
plex and the time required for the bond-breaking prod-
uctsto leave the reaction cell. We can only state that the
results under discussion agree qualitatively with the
experimentally observed dependence of the MPE on
the mutual orientation of the magnetic field B, the dis-
location linel, and the Burgers vector b (see, e.g., [79)]).

Double selective etching has a very poor time reso-
[ution (not better than afew tens of seconds) and gives
no way to determine the actual time of dislocation
motion or even elucidate whether thistime islonger or
shorter than the duration of MF exposure. Additional
information on the dislocation motion kinetics[67] and
the MF aftereffect was obtained in [83, 84] using con-
tinuous etching. A crystal was subjected simulta-
neously to a short MF pulse (B = 7 T, pulse duration
tg = 10 ms) and to etching in the absence of external
stresses. On the crystal surface there appeared chains of
etching pits progressively decreasing in size, which
suggests that disocations moved discontinuously.
Using such patterns and the preliminarily measured
growth rate of etching pits, one can determine the quan-
tity of jumps, the dislocation velocity in a jump, the
jump waiting time, the correlation coefficients between
various events, etc. Figure 5 shows the dependence of
the average vel ocity of edge dislocations [V [bnthedis-
tance traveled in NaCl crystals not subjected to a pulse
magnetic field and in those subjected to this treatment.
After the MF exposure, the velocity [V increased sev-
eral times. Note that MFsfavored dislocation depinning
and (what is more important) subsequent dislocation
motion for several tens of seconds after the MFs were
switched off; i.e., an aftereffect took place. Small val-
ues of the correlation coefficient (<0.1) between the
average time spent at a pinning center and the disloca-
tion velocity after depinning indicate that these two
parameters are not related to each other. This result is
easily understood; indeed, MFs could not affect the
interaction of dislocations with the majority of pinning
centers in these experiments, because almost the entire
path lengths of dislocations were traveled in the
absence of an MF and the MPE arose due to the mag-
netic field having acted on pinning centers before dislo-
cations approached them.

These experiments made it possible to directly
determine the minimum duration of an MF pulse t;,,
sufficient for depinning of dislocations. It can be seen
from Fig. 6 that, for NaCl crystalswith atotal divalent-
impurity content of ~10 ppm at T = 293 K, t,,, isof the
order of 10585, 86] and isindependent of B (in con-
trast to the experiments with rotating MFs [79-82]). Of
course, this time is not a constant even for a single
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x-ray irradiation over tg for B=05T, T =293 K, and tg
equal to (1) 0, (2) 10, (3) 20, and (4) 30 s. Inset shows the
diagram representing the experiment.
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Fig. 5. Average velocity of edge dislocationsin NaCl single
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(1) etchant and (2) a magnetic field B =7 T, tg = 10 ms,
obtained using the continuous-etching method at T = 293 K.
Inset illustrates measurements.
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Fig. 6. Dependence of the path lengths of edge dislocations
in NaCl single crystals on the duration of an MF that stim-
ulates depinning: (1) B=7, (2) 2, and (3) 1 T. Inset shows
the consecutive order of procedures. Notation isthe same as
that in Fig. 3b.

material, but it gives an idea of the scale of characteris-
tic times in the dynamics of depinning. Note that, from
these data (as well as from the critical frequencies v,
measured in the experiments with rotating MFs; see
Fig. 4), it does not follow that this time characterizes a
certain electronic process proceeding in the disloca-
tion—pinning center system, because only the final
result (depinning of a dislocation segment) is consid-
ered. These events cannot occur without involvement of
the slow molecular and dislocation dynamics, i.e., cor-
related motion of alarge number of atoms entering into
the dislocation core. The large difference between the
time 1y, obtained in[79, 81, 82] and thetime 1,,,, found
in[84, 85] can be dueto differencesin the doping level,
internal stresses, the state of impurity complexes, the
MF geometry (the action of apulsed MF of fixed orien-
tation is not equivalent to that of arotating field B with
fixed magnitude), etc.

The above-described simple experiments on the
effect of MFs alone on a crystal made it possible to
detect MF-stimulated dislocation depinning and inves-
tigate its general features. However, the physical inter-
pretation of these experiments is hampered by a num-
ber of specific features inherent to the techniques
employed. First, there is no information on the internal
stresses (their sign, strength, range), which are respon-
sible for depinning and the motion of dislocations in
these experiments. Second, dislocations begin to move
at different instants of time rather than at the instant an
MF is switched on (Fig. 3). Therefore, dislocations that
start earlier have a chance to move under an MF for a
longer period (though this will not necessary happen
for al of them, because part of them will be arrested
before the MF is switched off and the other part will
continue moving after the MF is switched off). Thus,
the path lengths alone do not characterize the effect in
question, because the time spent at a pinning center is
not taken into account. In other words, the ensembl es of
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objects and events involved in this effect are not in a
steady state, because, first, the number of dislocations
in an ensemble increases after an MF is switched on
and, second, the driving stresses vary constantly intime
and space.

Thisfundamental feature must be taken into account
when performing a statistical treatment of such data. It
should be noted that this problem is associated with the
dislocation dynamics in the case of very low stresses
(close to the depinning stresses) rather than with the
MPE itself. At least two cases should be distinguished
here: an ensemble of didocations that progressively
increase in number and an ensembl e in which the num-
ber of moving disocations is maintained constant
dynamically.

When interpreting the experiments described above,
as Fig. 5 suggests, one should consider not only the
effect of MFs on the interaction of dislocations with
pinning centers but also the possible effect of MFs on
the electronic and atomic structures of dislocation cores
and pinning centers (the latter can consist of severa
impurity atoms and cation vacancies and vary in com-
position [87, 88]). Furthermore, one should take into
account that they can be affected not only by the MF
alone but aso (what is even more possible) by the com-
bined action of the MF, high stresses, and electric fields
in their “contact” interaction. Indirect evidence of this
effect isthe fact that, after an MF is switched on, dislo-
cations do not immediately began to move, but rather
the displaced did ocations gradually increase in number
over severa minutes (Fig. 3). In the case of normal
relaxation of internal stresses, the opposite occurs,
namely, the moving dislocations gradually decrease in
number.

Much more diverse data on the dislocation dynam-
ics can be obtained by applying a magnetic field in
combination with external stresses. The corresponding
experiments and their results are described in the fol-
lowing subsection.

2.2. Mobility of Individual Dislocations

We define the mobility of dislocations (by analogy
with the mobility of elementary carriers in transport
phenomena) as the dislocation velocity averaged over a
steady-state ensemble in a unit field or as the average
path length, when a square stress pulse of afixed ampli-
tude and duration is applied. Magnetic fields can be
switched on at different stages of the experiment (see
below), which makesit possible to vary the experimen-
tal conditions, more specificaly, the stresses acting on
dislocations, the type and state of defects subjectedto a
field, etc.

In [89-92], in order to separate the mechanisms of
the effect of MFs on the defect structure of a crystal,
several series of experiments were performed in which
an MF was switched on at different stages and could
influence different objects and processes. In other
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words, only the consecutive order of different proce-
dures was changed, while the main experimental char-
acteristics, such as the duration of MF pulses and
applied stresses, the temperature, and the way in which
new dislocations were produced (scratching of the sur-
face of acrystal), remained unchanged.

Asseenfrom Fig. 7, the application of an MF before
producing dislocations caused the path length L of dis-
locations to increase in the subsequent loading test
(curve 2) as compared to the path length L* in the ref-
erence samples not subjected to an MF. In these exper-
iments, the magnetic field could have an effect only on
point defects and their complexes, which then became
pinning centers for moving dislocations. An even
greater increase in L was observed when MFs were
applied after new dislocations had been produced
(curve 3). In this case, an MF could have an effect not
only on pinning centers but also on the dislocations;
therefore, the observed additiona increase in L (in
comparison to curve 2) could be due to a change in the
state of dislocations themselves or to an enhancement
of the former processin the presence of dislocations. In
these experiments (in contrast to those described in
[67—72]), the application of a magnetic field alone did
not cause depinning and the motion of dislocations,
because the content of “nonmagnetic” impurities was
higher than that in [67—72]. Thus, by switching on an
MF and applying stresses separately, one can detect a
prolonged aftereffect of MFsand, furthermore, can sep-
arate magneticaly sensitive and insensitive pinning
centers and investigate them. Aftereffects of MFs have
been observed not only in ionic but also in molecular
and covalent crystals [93-95].

Finaly, in the case where an MF and stresses were
applied smultaneously and B 0|, a 6-s exposure to an
MF caused the sameincreasein L asin the experiments
described above after an exposure of crystals to MFs
for over ~10° s(point 4 in Fig. 7). This enhancement of
the effect of the MF can be explained by either (a) a
third mechanism of the effect of the MF beginning to
operate, namely, the influence of the MF on theinterac-
tion of dislocations with pinning centers (this mecha-
nism was absent in the experiments corresponding to
curves 2 and 3 in Fig. 7, because the MF had been
switched off before the application of stresses), or
(b) the processes proceeding in pinning centersand dis-
location cores under the influence of the MF becoming
faster by afactor of ~102to 10°%in the presence of exter-
nally applied stresses. Which of these two possible
effects actually occurs can be established by perform-
ing special experiments. In the case of B ||, the MPE
was not observed, asin [67-72].

In[83, 84, 92, 96], the“mechanical” mobility of dis-
locationsinionic crystalsin the presence of an MF was
investigated using a high-resolution (~1 us) in situ
method of measuring the dislocation electric polariza-
tion; this method makes it possible to discriminate
between the stages of depinning of dislocations and
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Fig. 7. Dependence of the path lengths of edge dislocations
inNaCl singlecrystals caused by the same mechanical |oad-
ing (o =0.1 MPa, duration 6 s, pulse risetime 10 ms) on the
set and consecutive order of procedures and the duration of
exposure to a static magnetic fieldB=1T at T = 293 K:
(2) reference tests in the absence of an MF (average path
length L*); (2) dislocations are produced after exposure to
an MF; (3) dislocations are produced before exposure to an
MF; and (4, 5) ssimultaneous |oading and exposureto an MF
(tg = 6 ) with different orientation of vector B with respect

to dislocation linel: (4) B O1 and (5) B || 1. Insets show the
consecutive order of procedures for different types of test:
o0 means mechanical loading; the remainder of theinterpre-
tationisthe same asin Fig. 3b.

their subsequent motion. In KCl : Ca crystals, MFs
increased the quantity of dislocations and decreased the
time spent by dislocations at pinning centers while
affecting the average velocity of dislocations only
weakly.

By applying two successive MF pulses or an MF
pulse and a pulse of stress g, one can perform atime-
resolved spectroscopic study of relaxation processesin
the system of point defects and elucidate their kinetic
features (Fig. 8). We will refer to theformer study asthe
B test and to the latter as the o test. The idea of such
experiments is to first treat only MF-sensitive point
defects with an MF pulse and then, after acertain time,
produce dislocations and cause them to move using the
two different methods in order to investigate magneti-
cally sensitive and insensitive pinning centers sepa-
rately. It can be seen from Fig. 8a that prior magnetic
treatment of pinning centers caused L toincreaseinac
test and to decrease much more significantly in a B test.
As time goes on, the aftereffect of an MF applied to
point defects vanishes and the path lengths become
egual to thevalue L* in the reference samples (not sub-
jected to prior magnetic treatment) in the former case
and to a somewhat smaller value than L* in the latter
case. At first glance, it would seem that the point
defects affected by thefirst MF pulse recover during the
pause. If this were the case, the defects would again
become sensitiveto an MF asufficiently long time after
the first MF pulse. However, subsequent magnetic
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Fig. 8. Dependence of the path lengths L of edge disloca-
tions in NaCl single crystals (a) on the duration tg of prior

exposureto astatic magnetic field B= 1.5 T and on thetime
t' after which dislocations are produced; dislocation motion
iscaused by (1) stressesg and (2) anMF pulseB=7T, tg =
10 ms; and (b) on the duration of pauset' between two suc-
cessive MF pulses B = 7 T, tg = 10 ms plotted on (1) semi-
logarithmic and (2) logarithmic scales. T = 293 K, Lg isthe
path length in etchant, and L* isthe path length in reference
samples not subjected to MF before dislocations are pro-
duced. Insets show the consecutive order of procedures.
Notation in insets isthe same asthat in Fig. 7.

treatment did not affect the path lengths of dislocations
regardless of the duration of the pause after the first
treatment. Therefore, athough the mobility of disloca-
tionsin ao test returnstoitsinitial value a certain time
after an MF pulse is applied to the crystal, the point
defects, once transformed by the field, become no
longer sensitive to MF; i.e., their state is changed irre-
versibly by the first MF pulse (of sufficient amplitude
and duration). Thus, the nonmonotonic time depen-
dence of the didlocation path lengths in both tests
(Fig. 89) is due to the two-step relaxation process
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caused by the first MF pulse. The long rel axation times
(tens of thousand of seconds) indicate that the process
proceeds on the atomic—molecular level.

Note that the irreversibility of the MPE observed in
the experiments described above is due to the weakness
of the applied stresses g, which exceed the depinning
stresses only slightly. Such stresses do not produce new
dislocations and do not increase the internal stresses
during the motion of the dislocations present. As we
will see further on (Subsection 2.4), the M PE can occur
repeatedly as a crystal is deformed by applying o > o,
(where oy isthe yield stress).

The mechanism of the MF-stimulated transforma-
tion of depinning centers can be suggested by the
kinetic dependences. Indeed, it is well known that
monomolecular (intracenter) reactions are character-
ized by exponentia kinetics (as in the case of radioac-
tive decay), which is described by straight lines in the
semilogarithmic coordinates, whereas himolecular
reactions (such as recombination) follow a power law,
which is described by a straight line in the logarithmic
coordinates [97]. It can be seen from Fig. 8b that the
kinetics of the second stage of the MF-initiated relax-
ation process is described by a straight line in the log—
log coordinates, which is indicative of random walks
and collisions of two reagents derived from the decom-
position of point complexes under the action of the first
MF pulse [86, 98, 99]. Obviously, due to the dissocia-
tion of impurity—vacancy polyatomic complexes, as-
produced dislocations are pinned predominantly by
magnetically insensitive pinning centers. For this rea-
son, the didocation path lengths decrease after the
action of the second MF pulse, because there are no
pinning centers that can be affected by this pulse. On
the other hand, the total concentration of magnetically
sensitive and insensitive pinning centers decreases after
the magnetic treatment, which is favorable to the
motion of dislocationsin the o test.

In[83, 91, 96, 99, 100], it was shown that an M F dif-
ferently affects the dislocation mobility in the stage
where the load is decreased and in the stage where the
load does not change. Here, we again face the problem
of the influence of the nonsteady state of ensembles of
moving dislocations. It isclear that, in the region of the
plateau of aloading pulse, the ensemble is closer to a
steady state than in the region where stresses progres-
sively increase and are comparable to the depinning
stresses.

In silicon, which has remained the base material for
microel ectronics for the past few decades, the MPE is
of specia interest. Inthismaterial, dislocations can act
as getters for impurities and affect the electronic, opti-
cal, and transport properties, which is of considerable
practical importance. In[101], an aftereffect of aprior
exposure of n-type silicon samples (resistivity 0.01—
0.1 Q m) to a static magnetic field B = 0.7 T at room
temperature over 15 min on the mobility of dislocations
(which were not specified in [101]) under mechanical
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stresses o = 20 MPaat T = 850-950 K wasfound. After
the magnetic treatment, the dislocation path lengths
increased approximately twofold. A model of the MPE
in Si was proposed in [102] in which three types of
obstacles for didocations (Peierls barriers, impurity
atoms, forest dislocations) were taken into account.

In [95], using the selective etching method, a two-
fold decrease in the depinning (start) stresses 14 was
observed for individual 60° dislocations in Cz-Si
grown using the Czochralski method (i.e., containing a
large amount of oxygen) after a prior exposure of the
sample to amagnetic field B=2 T over 3 h. The mag-
netic treatment of a crystal with dislocations produced
beforehand was performed at room temperature, and
the dislocation mobility was measured at 600°C under
shear stresses T varied from zero to 70 MPa. The MF
exposure had asmaller effect on the vel ocity of broken-
away dislocations than on 14. In floating-zone silicon
(where the oxygen content is less than in Cz—Si by two
orders of magnitude), the effect of MFs on the disloca-
tion mobility was not detected. Based on these observa-
tions, it was assumed in [95] that the MF affected the
state of oxygen molecules adsorbed by dislocation
cores, thereby changing the position of the molecules
and the binding energy between them and dislocations.

2.3. Internal Friction

Measurement of the parameters of internal friction
(IF) isavery subtle and sensitive method that has been
used over many decades to investigate the dynamics of
defects (in particular, dislocations and point defects) in
astressfield. The effect of MFs on the parameters of 1F
in ferromagnets has been studied in considerable detail
[103, 104].

Interna friction in nonmagnetic materials in the
presence of an MF has been much more poorly investi-
gated. Several attempts at detecting magnetic effectsin
diamagnets were made in the 1970s-1980s. Some-
times, the results were positive but, as a rule, highly
contradictory [10, 105] and very difficult to interpret.
For this reason, those results have not attracted the
attention of researchers (except in studies performed
for polymers[106]). For example, in [10], the logarith-
mic decrement of bending vibration of aplate of silicon
(KEF 7.5/0.1, n-type conductivity ~102 Q1 cmt) was
observed to decrease under the action of a static MF,
with the decrease being fourfold in afield B=0.09 T.
However, no data on strains and applied stresses were
presented (hence, it is unclear whether the results are
related to amplitude-independent or amplitude-depen-
dent IF) and no explanation of the observed phenome-
non was offered in [10]. The effect of MFs on disloca-
tion IFin copper was studied in [105]. It wasfound that,
at T = 4.2 K, the decrement (in the amplitude-indepen-
dent region) increased by a factor of 2.5 in a sample
subjected to afield B =0.3 T and by afactor of 1.7 in
the same sample and field after plastic deformation. A
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further increaseinthefield upto 1.2 T did not cause the
softening to increase. Attempts to explain these results
in terms of the electron drag of disocations in an MF
[47] (the single mechanism for the effect of an MF on
the plasticity of diamagnetic metals having been pro-
posed by that time) were not successful, and the authors
(asfar aswe know) did not continue thisstudy at alater
date.

Starting in the mid 1990s, the effect of MFs on the
amplitude-dependent dislocation IF in a number of
ionic crystals (LiF, NaCl, KBr, KCl) at room tempera-
ture has been the subject of much study [107-110]. It
has been established that magnetic fieldsB=0.1-0.75T
have an effect (surprising in certain cases) on many |F
parameters. In KBr samples subjected to a field B =
0.2 T, Young's modulus decreased while the decrement
increased, which isindicative of an increase in the dis-
location mobility in the presence of an MF. It was
shown that the increase in damping was associated with
charged edge dislocations escaping from Debye—
Huckel cloudsand with anincreasein the probability of
oscillating dislocations breaking away from local pin-
ning centers[108]. Prior exposureto an MF, on the con-
trary, had an inverse effect, namely, hardening of the
samples [110]. Magnetic fields suppressed dislocation
sources localized at the boundaries of blocks [107],
with the conseguence that dislocation structures char-
acteristic of high-temperature loading of alkali halide
crystals formed at room temperature. The papers men-
tioned above aso did not discuss the mechanisms for
the effect of MFs on the primary acts of interaction
between dislocations and pinning centers.

In the 1980s-1990s, a great number of papers were
published describing the phenomenology of the effect
of weak MFs on internal friction and structural relax-
ation in other nonmagnetic materials at room tempera-
ture (glass ceramics, oxide glasses, nonferrous alloys,
polycrystalline aluminum of technical purity grade,
etc.) [111-116]. However, those papers do not contain
any data on the dislocation structure and, hence, do not
discusstherole played by this structure in the observed
MF-induced effects.

2.4. Macroplasticity and Hardness

It is well known that there is no direct relation
between the mobility of individual dislocations and the
macroscopic plastic characteristics. Therefore, it was of
interest to elucidate the effect of MFs on the plastic
flow for large deformations €. This effect was investi-
gated for thefirst timein [117-119]. NaCl single crys-
tals were subjected to uniaxial compression up to € =
5% for 1015 min. A static magneticfieldB=0.7 T was
applied over a short time (510 s) at different stages of
compression (Fig. 9). The strain hardening coefficient
G = dao/de measured during these short periods (Gg)
was found to decrease twofold at most. The application
of an MF pulse (B = 7 T, tg = 10 ms) caused G to
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Fig. 9. Strain hardening coefficient as a function of strain €
and impurity composition for ionic crystals subjected to
macroscopic deformation in a static magnetic fieldB=0.7T
at T=293K: (1) NaCl : Ca(0.1%), (2) KCl : Ca (0.03%),
(3) LiF: Mg (0.03%), (4) KCI : Pb (0.03%), and (5) KCl : Mn
(0.03%); NaCl : Ca (concentration dependence).

decrease in a jump of 50-100 ms after the MF pulse.
Then, aperiod followed over which G increased and an
MF had no noticeable effect on it. A few seconds later,
G became equal to itsvalue G, before the application of
the MF pulse. The softening effect became a maximum
immediately after theyield point had been reached, and
then, at € = 2-3%, the softening decreased slowly in
both cases of static and pulsed MFs. The fact that the
M PE depends on € and reaches a maximum at the easy-
dip stage indicates that the MF favors dislocations
overcoming point obstacles of impurity origin and has
a dight effect on the penetrability of a dislocation
forest.

The most MF-sensitive crystals (among the crystals
studied) were found to be those doped with Ca, whose
ionic radius (0.197 nm) is close to the ionic radius of
Na* (0.186 nm) in the NaCl lattice. Crystals doped with
Eu, In, and Mg to concentrations definitely exceeding
the background values also exhibited sensitivity to
MFs. The M PE was not observed in crystals doped with
Mn and Pb (as was the case in the individual-disloca-
tion mobility experiments). The dependence of the
MPE on the Ca content C in NaCl is shown in Fig. 9.
Thefact that the M PE depends on the impurity type and
concentration is indicative of the close involvement of
impurity atoms in MF-sensitive processes and macro-
scopic deformation.

However, from a comparison of the concentration
dependences shown in theinsetsto Figs. 3 and 9 for the
same NaCl : Cacrystalsin which the MF-induced dis-
location depinning was studied, it can be seen that, with
increasing C, the MPE decreases in unloaded crystals
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and increases (tending to saturation) in macroscopi-
cally deformed crystals. This feature can be explained
by the dual role played by a different-valence impurity
in crystals subjected to an MF. On the one hand, an
increase in C leads to an increased amount of pinning
centers; hence, the depinning stress and the yield stress
become higher. On the other hand, the quantity of MF-
sensitive abjects and their fraction of the total amount
of pinning centersincrease with concentration C. Obvi-
ously, the former factor is more important in the case
where the MPE is associated with low internal stresses,
and thelatter factor ismore significant under conditions
of macroscopic deformation, where the external
stresses are sufficiently strong for the mgjority of local
pinning centers to be overcome.

In [120-123], the yield stress g, in ionic crystals
was found to decrease by afactor of upto 2.5inan MF
of ~1 T and possible reasons for this effect were dis-
cussed. In[124], the effect of astatic magneticfield B =
0.2 T on the creep rate of ferroelectric NaNO, crystals
and LiF single crystals was studied. It was established
that in both materials the creep rate €g increased after
the application of an MF and recovered its original
value g, after the MF was switched off. Theratio €5/¢,
depended heavily on the strain rate before the applica-
tion of an MF and reached 7 for €, = 0.2 x 10° st in
NaNO,, whereas in LiF this ratio did not exceed 1.6.
The reason for this high MF sensitivity of NaNO,
remains unclear. In [125], the effect and aftereffect of
static MFs of 0.2 to 2 T on the creep rate were studied
insituin molecular crystals of fullerite Cg,. The sign of
the effect was found to depend on temperature (the
phase state of the sample). The MF caused the strain
ratetoincrease at T = 293 K (fcc lattice) and decrease
at T=110K (smple cubic lattice), with the strain rate
becoming zero several seconds after the MF was
switched off. Earlier, sign reversal of the MPE was
observed in Cg, at the phase transition point in [126],
where the aftereffect of an MF on the microhardness of
the fullerite was studied at temperatures of MF expo-
sure from 200 to 300 K.

The magnetic effects observed in polymers stand
out against the long series of MPEs discovered in the
past years. These materials were subjected to magnetic
fields during polymerization or consolidation or in a
high-elasticity state above the vitrification temperature,
and then their properties were studied at lower temper-
atures. The magnetic field caused changes in the struc-
ture and the dielectric and mechanical properties. In
most cases, the authors associated these effects with
MF-initiated orientation processes in the polymer
structure. For details, see the review by Rodin [127].

In [128-130], the effect of static fieldsB=0.2-04T
on the kinetics of creep was observed in polymers
(PMMA, PVC, etc.,) inthe glassy state (at T = 300 K).
Thein situ effect of an MF on the creep rate and on the
magnitude and rate of strain microjumps was found to
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increase considerably if, before deformation in the
presence of a magnetic field, sampleswere subjected to
the same or a stronger field over along period of time
(up to 700 h). The authors related the observed effects
to the diamagnetic susceptibility of individual mono-
mer chains and its anisotropy; however, no detailed
mechanism was proposed for the effect of the MF on
these characteristics (including the problems men-
tioned above, which are inherent in “force” models of
this kind).

M agnetic treatments of ionic, mixed ionic—covalent,
and molecular (Cy,) crystals and other materials cause
aftereffects, more specifically, long-term changes in
microhardness H [12, 93, 94, 126, 131-136]. As an
example, Fig. 10 shows the dependences of H on the
elapsed time t from the application of an MF pulse for
NaCl, Cg, and PMMA. Clearly, only the effect of the
MF on the initial structure was studied in this case,
because loadings and measurements of H were per-
formed a certain time after the MF exposure of the
sample.

The aftereffect of short MF pulses(B=30T, tg =
25-1300 ps) on the mechanical properties of polymers
in the glassy state was studied in [131-133]. It was
found that the softening effects observed after the
action of an MF pulse are reversible (the time required
for H to relax to the initial value was several tens of
hoursat T =300 K) and cannot be explained in terms of
reorientation of links of macromolecules (because of
the short duration of MF pulses). However, the values
of the dipole and magnetic moments of side groups of
achain were observed to correlate with the MPE char-
acteristics.

In [137-139], the in situ effect of a magnetic field
B= 0.2 T on the microhardness of Bi single crystals
was studied ignoring the highly probable errors that
could be introduced by the influence of the MF on the
test machine (see, e.g., [35]). A magnetic field was
applied during indentation. An increase in H and a
decrease in the size of twin layers around a dent were
observed to occur.

2.5. Fracture

Plastic flow and fracture are related and often corre-
lated processes. The nucleation and slow growth of
crackstothecritical size, asarule, are controlled by the
mobility and interaction of dislocations. Therefore, the
effect of the MF on the dynamics of dislocations must
reflect on the behavior of cracks. Furthermore, the MF
can have an effect on quasi-brittle fracture, fatigue,
wear, etc., through other mechanisms not involving dis-
locations [140].

We restrict our consideration to the resultsrelated to
the fracture of ionic crystalsin astatic MF. In[141], the
crack growth in a LiF single crystal was observed to
change direction when the crack tips entered a region
where there was an MF (B = 0.1-1 T). In this case, a
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Fig. 10. Dependences of the change in microhardness H on
elapsed time t from the exposure to an MF pulse (B=24T,

tg = 10# 5) for (1) NaCl and (2) Cg single crystals and
(3) PMMA.. Values of H before application of an MF are

shown by dashed lines, and the moments at which the MF
is switched on are indicated by arrows. T = 293 K.

crack passed from a (100)-type cleavage plane (typica
of alkali halide crystals) to a (110)-type plane (with a
higher surface energy), which is an easy-dlip plane for
edge dislocations. This effect was interpreted in [141]
in terms of the model proposed by Molotskii [142]. In
this model, the avalanche relaxation of surface electric
charges on the opposite faces of a crack is blocked in
the presence of an MF because of the magnetron effect.
However, according to [142], in order for an electron
avalanche cutoff to occur in the cavity of a growing
crack, magnetic fields in excess of 30 T are required,
which are two orders of magnitude higher than those
used in [141]. At the time paper [141] was published, it
was not known that the dislocation mobility in LiF can
be considerably enhanced in the presence of much
lower MFs. Itismost likely that the softening inthe dlip
plane of the most mobile dislocations was the reason
why cracks passed into this plane. In [143, 144], the
same authors reported on the observation of anincrease
in the fracture load by a factor of up to 1.4 and an
increase in the number of acoustic emission pulses
before fracture by a factor of 2.5 in LiF samples sub-
jected to MFs (B = 0.4 T). As follows from the o—¢
curves presented in those papers, the MF-induced
strengthening was due to the increased plasticity
resource at large values of ¢ rather than to an increase
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in G = do/de. Based on the currently available data on
magnetoplastic effects, it is reasonable to suggest that
the observed MF-induced increase in the load-carrying
ability was due to the increased dislocation mobility,
which made stress relaxation easier in the stress con-
centration region. Thus, there are strong grounds to
believe that much more complex and less well-under-
stood processes of flow and fracture at large deforma-
tions are also sensitive to MFs and should be covered
by the science dealing with the mechanical properties
of solidsin electromagnetic fields.

Let ussum up theresults of early studies of the MPE
in diamagnetic materials. Although the available data
are inconsistent and contradictory in certain cases
because of the lack of information on the experimental
conditions, prior history of the samples, the impurity
content, and the state of impurities, differences in the
interpretation of the experimental data, etc., the follow-
ing facts have been well established.

(1) Theeffect of weak MFson theinelastic and plas-
tic properties of solids of different nature takes place on
various structural levels and for any deformation (from
10°t01).

(2) Bothinsitu effects and aftereffects (long-term or
permanent memory of the MF exposure) occur in non-
magnetic materials. These effects, asarule, are charac-
terized by threshold values of the magnetic field and its
duration and reach saturation at fields of several teslas.
There are at least two reasons for saturation, one of
which is associated with magnetically sensitive pro-
cesses proceeding in the defect structure and the other,
with finite path lengths of dislocations limited by insur-
mountable pinning centers. Note that the existence of
threshold and saturating values of the magnetic field for
the MPE isindirect evidence that the MF has a selective
effect on certain defects and degrees of freedom in
crystals whereas the others are not affected. In other
words, the MF changes the relations between various
factors controlling the physical-mechanical properties
of crystals.

(3) In magnetic fields of 0.1 to 1-2 T, the magnitude
of the effect is usually proportional to B? and is inde-
pendent of the direction of the vector B if this vector
lies in the plane perpendicular to the dislocation linel;
in the case of B ||1, the MPE does not occur.

(4) In order for the MPE to occur, a sample must
have anonequilibrium structure, which either can beits
inherent property or must be continuously sustained. In
the former case, the MPE can occur only once and then,
after structural relaxation caused by an MF pul se of suf-
ficient amplitude and duration, will not be reproduced
in subsequent magnetic treatments.

(5) The MPE depends strongly on the type and state
of impurities. Theeffectisusually thelargest in crystals
with a different-valence impurity, which does not pro-
duce large dilatational strainsin the lattice.

(6) There are a few mechanisms through which the
MF affects the structure and properties of the crystal.
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Therefore, the magnetic field can induce multistage
(concurrent—consecutive) relaxation processes in the
defect structure; certain of them are unique and cannot
be initiated using thermal treatments, mechanical
effects, etc. The most important processes initiated by
MFs are dislocation depinning, disintegration of impu-
rity complexes, and subsequent recombination of the
fragmentswith possibleinvolvement of other defects of
the structure.

3. COMBINED AND RELATED PHENOMENA
STIMULATED BY A MAGNETIC FIELD
IN SOLIDS

Plastic flow is one of the relaxation phenomena
observed in solids and has much in common with anal-
ogous phenomena that are controlled by the dynamics
of defects of the atomic structure or electronic excita-
tions. Certain of those phenomena are also highly sen-
sitive to weak MFs, which was discovered even earlier
than the MPE. Although the responses observed in
those phenomena are not mechanical, the elementary
events can be analogous in nature. Certain advantages
of such experiments are that the measured quantity can
be associated with processes that are more closely
related to the elementary events of the MF influence
than in mechanical tests and that this quantity can be
lessinertial. Furthermore, electronic excitations can be
affected using other means (light, electric field, ioniz-
ing radiation), which provides additional information
on the dynamics of these excitations in the presence of
an MF. For this reason, we briefly consider severa
groups of “magnetic” effects that are observed in mag-
netically disordered solids subjected to weak MFs and
are close to the MPE.

3.1. Electromagnetoplastic Effects

Leaving aside purely electroplastic effects (EPES),
which have been studied in dielectrics, semiconductors,
metals, alloys, etc., over approximately half a century
[145-151], we restrict our discussion to the combined
action of a magnetic and an electric field (EF) on an
object. There have been studies in which these fields
were applied successively or simultaneously. However,
the following important factors should be taken into
consideration. Strictly speaking, a “static’ magnetic
field cannot be considered absolutely time-indepen-
dent, because it must be switched on and off, or a sam-
ple must be placed in the field or removed from it, etc.
Therefore, the possible effect of the vortex EFs that
arise in these cases (to say nothing of pulsed and high-
frequency ac magnetic fields) must be taken into
account. On the other hand, the application of an elec-
tric field produces an electric current in the conductor
and, hence, the magnetic field associated with the cur-
rent. In ionic and semiconducting crystals of the A3B®
and A2BS types, nucleation and motion of dislocations
produce a dynamic pattern of internal electric fields,
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whose effect on other defects (in particular, local and
extended barriers for dislocations) can be added to the
effect of external stresses and magnetic fields. There-
fore, individual elements of the structure and of a sam-
ple as awhol e are always subjected to acombination of
electric and magnetic fields. On general groundsand on
the basis of alarge body of data, itisclear that inreality
the combined effect can be much more complicated
then in amodel that alows for the effect of each field

separately.

We will focus our attention on a few prominent
examples of nontrivial effects produced by the joint
action of magnetic and electric fields, though there are
a great number of such examples. In [152-156], the
effect of aweak electric field E = 0.25-5 kV/m, applied
in combination with amagnetic field B=0.05-0.5T, on
the mohility of as-produced dislocations was observed
in LiF and NaCl crystalswith Ca, Ni, Cu, and Pb impu-
rities. EFs of up to 1.5 kV/m did not cause dislocations
to move in the absence of an MF. After the application
of a magnetic field B = 0.15 T, even an electric field
E = 250 V/m caused an increase in the mobility of edge
disocations. When the direction of the EF was
reversed, the mgjority of dislocations also reversed
their direction of motion, which correlateswell with the
observed linear dependence of the path lengths of dis-
locations on the value of E. The dislocation mobility
reached a maximum when the vector E lied in the slip
plane of dislocations and was perpendicular to the dis-
location lines. If aweak temperature dependence of the
dislocation mobility was observed at E = 0 (see Subsec-
tion 2.1 for details), then this dependence disappeared
in the presence of an EF in the temperature range from
77 to 300 K. It isimportant that, in the case of rotating
MFs (B = 0.5 T), the application of an EF (E =
1.2 kV/m) increased the mobility of edge dislocations
only (without a change in the threshold frequency v, of
the MF rotation) but had no effect on the mobility
parameters of screw dislocations. Based on the results
of those studies, it was concluded that the EF affected
the velocity of dislocations moving between MF-sensi-
tive pinning centers but (because the EF was weak) did
not have a significant effect on the probability of MF-
induced dislocation depinning. By decreasing the FE
further and monitoring the direction of motion of dislo-
cations broken away from pinning centers, one could
have estimated the magnitude and distribution of inter-
nal stresses in the crystals under study. Note that, in
addition to the mechanisms of the magnetoel ectroplas-
tic effect in ionic crystals discussed in the papers men-
tioned above, it is appropriate to take into account the
possible injection plastic effect [157-159], because in
the experiments in question the EF was produced using
galvanic coupling between electrodes and a sample.

In [160], the combined effect of a static MF (B =
0.1-0.4T) and a static EF (E = 0-5 kV/m) on the mac-
roscopic deformation of NaCl crystals subjected to

compression at a constant strain rate € lying in the
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range 5 x 10°to 2 x 103 s was studied. It was found
that, in the entire ranges of B and & covered, the appli-
cation of an EF caused an additiona loss of strength
(the yield stress o, decreased by a factor of up to 2),
which saturated with electric field at E = 1 kV/m.
Simultaneously, the strain strengthening rate and dislo-
cation density were observed to increase. Note that
analogous phenomena occurring in the absence of an
MF are well known and have been intensively studied;
however, these phenomena are observed only in fields
E = 10° kV/m. Therefore, the application of amagnetic
field B =0.4 T can increase the sensitivity of the mac-
roscopic properties of NaCl to an EF by more than three
orders of magnitude.

An increase in the EF-stimulated mobility of dislo-
cationswas observed in asilicon single crystal after the
application of amagneticfield B=0.05-1T [161-164].
The magnetic effect was detected using the acoustic-
emission method [161] and, later, using selective etch-
ing. It was established that, for a current density of 3 x
10° A/m?, amagnetic field of 1 T increases the disloca-
tion path lengths in n-Si by a factor of up to 40. These
results are of practical importance, because semicon-
ductor devices and chips areinfluenced simultaneously
by acurrent and an MF under conventional service con-
ditions.

Paper [163] was devoted to studying the effect of
prior exposure of Czochraski-grown silicon single
crystals (doped with phosphorus and boron) to an MF
(B =0.17 T) at room temperature over 7 days on the
mobility of dislocations observed subsequently at T =
923 K in the absence of an MF. It was found that, due
to the preliminary magnetic treatment, dislocations
were pinned and the velocity [V Jof dislocations mov-
ing under external stresses (o = 63.5 MPa) decreased.
Passing the electric current of a density of 106 A/mm?
simultaneously with mechanical loading caused the
velocity [W[to increase by 15 times, whereas in sam-
ples subjected to prior magnetic treatment the velocity
increased by only 5 times. In other words, the prior
exposure to a weak MF decreased the EF-stimulated
mobility of (presumably 60°) dislocations by three
times in a doped silicon crystal. The activation energy
for dislocation motion was [0.75 eV against 2.03 eV in
the reference samples not subjected to an MF and
through which no current was passed during mechani-
cal loading. Unfortunately, an MF was applied after
dislocations were produced in a sample; therefore, dif-
ferent mechanisms for the MPE (modification of point
defects and their complexes, of the structure of the
cores of dislocations and their environment, or of the
interaction of dislocations with potential pinning cen-
ters) could not be separated.

In [165], edge-dislocation depinning caused by a
seriesof MF pulses (B=7T, tg 110 ms) was studied in
NaCl : Cacrystas. A crystal was subjected to the first
MF pul se before dislocations were produced, and it was
found that, for along time after this treatment, the next
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MF pulse had no effect on dislocations. At room tem-
perature, an MF regained its ability to cause depinning
of as-produced dislocations after ~10° s (as in the
experiments represented in Fig. 9). The application of
an ac electric field (f = 400 Hz, E = 3 x 10° V/m) after
the first MF pulse decreased the time it took for the
magnetic sensitivity of depinning to be restored by a
factor of ~10% The result also depended on the order in
which the treatments were performed; if dislocations
were produced before the application of an EF, the
effect of the EF on the dislocation mobility was two
times larger than in the case where dislocations were
produced after the exposure of the sample to the EF
[92]. This dependence indicates that there are severa
mechanisms for the effect of the EF (as well as for the
effect of the MF; Fig. 7) on the structure of acrystal. In
the absence of dislocations, the EF could affect the sys-
tem of point defects only and did not changed the MPE
significantly. The effect became even more noticeable
when the EF affected pinning centers, dislocations, and
the interaction between them.

The electroplastic effects observed in metals [149—
151] can be explained more adequately on the basis of
the elegant hypothesis (made by Molotskii and Fleurov
[166, 167]) that depinning of dislocations can be
caused by the magnetic field produced by the electric
current flowing through a sample. It is believed that al
guantitative and qualitative regularities of electroplas-
ticity can be explained in this way. For example, the
quadratic dependence of the EPE on current | can be
due to the quadratic dependence of the MPE on B
(which is proportional to I) and the threshold values of
the amplitude and duration of the current can exist for
the same reasons as those di ctating the magnetic depin-
ning of dislocations.

3.2. Photomagnetoplastic Effects

Studiesinto the combined effect of light and an MF
on plasticity are important, because the elementary
events of this effect involve electrons and electronic
excitations in structural defects, which makes it possi-
ble to gain a better understanding of the electronic
structure of MF-sensitive centers and to control the
MPE using optical methods. The well-known series of
papers on photoplasticity by Osip’'yan and coworkers
(see [148] for areview) made it clear for the first time
that the physical-mechanical properties of rea solids
can be understood on the fundamental level only in
terms of the electronic properties of dislocations and
obstacles surmounted by them.

Contrary to heat treatment or the application of
stresses and EFs, monochromatic light can cause selec-
tive (photostimulated) transformations of certain struc-
tural defects, excite or suppress certain transitions in
the electron subsystem, etc. A number of papers have
been dedicated to the detection and study of the mutual
influence of the photoplastic and magnetopl astic effects
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[168-175]. Those studies were of both theoretical and
experimental interest, becausein the case where mixed,
photomagnetopl astic effects occur the illumination of a
sample has to be controlled when studying the MPE.

Figure 11a shows the dependence of the photostim-
ulated change in path lengths of edge dislocations in
NaCl crystals on photon energy for two cases, where
dislocation motion is caused by applying stresses or an
MF (B =7T, duration tz = 10 ms). It is significant that
the influence of light on as-produced dislocations and
on their interaction with pinning centers was eliminated
in these experiments, because dislocations were pro-
duced after illumination of a sasmple. Therefore, light
could affect only the structure of potential pinning cen-
ters (point defects and their complexes); the path
lengths of as-produced edge dislocations were much
shorter than the average distance between forest dislo-
cations. It can be seen from Fig. 11athat the maxima of
the spectral photosensitivity in both cases coincide in
position; however, in the o test, the mobility slightly
increases, whereas in the B test the mobility decreases
significantly (as in the experiments represented in
Fig. 8). The most important difference between these
two testsis that stresses can cause dislocations to break
away from any pinning center, whereasamagnetic field
can only cause dislocations to break away from MF-
sensitive pinning centers.

A comparison between the data presented in
Figs. 11a and 8 shows that light with photon energies
E = 2-5 eV sdectively affects the structure of MF-sen-
sitive pinning centers (with amaximum in spectral sen-
sitivity a E., = 3.5 eV); namely, light causes photo-
chemical reactions in pinning centers, thus decreasing
their ability to retard dislocation motion. In the o test,
due to this influence, the height of local barriers will
decrease, on average, and the dislocation mobility will
increase. When didlocations are produced in such a
crystal, they are pinned, for the most part, by magneti-
cally insensitive centers; therefore, when an MF is
applied to cause dislocation depinning in the B test,
there will be no pinning centers that can be affected by
this field. Simultaneously, we arrive at a negative
answer to the question of whether the vortex EF can
affect dislocation depinning caused by a pulsed strong
MF (of 7 T in these experiments). Analogous results
were obtained on KCl and LiF crystals, with the only
difference that here E,,, varied regularly with the lat-

tice parameter a (asa2) and was 2.8 and 6.6 €V, respec-
tively.

The photoinduced changes in the state of point
defects were reversible and relaxed with a characteris-
tictimeof ~10°sat T =300 K (Fig. 11b). The kinetics
of this relaxation was bimolecular in character (see
inset to Fig. 11b), which indicates that the reaction
between the products of photochemical decomposition
was of the recombination type. Illumination with IR
light (Epe < 1.5 €V) during thisrelaxation increased its
rate by afactor of several tens. In[176], the dislocation
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mobility was observed to be anisotropic in the equiva-
lent (110)-type planes; more specifically, after illumi-
nation of a crystal with light polarized in the direction
coinciding with one of the {110} axes, the fraction of
didocations moving in the plane of polarization under
the action of an MF was greater than in the perpendic-
ular plane by a factor of 1.5. No difference was
observed in the path length of dislocations.

In another series of experiments, y-irradiated KCl
crystals were illuminated with F light (A = 555 nm),
with the result that electrons were selectively excited
from F centers into the conduction band [175, 176].
Check experiments (without illumination) showed that
the application of an MF (B = 2T, tz = 20 s) to such
samples caused a long-term (a few tens of hours) but
reversible 8% decrease in microhardness. F-light illu-
mination of samples preliminarily subjected to an MF
partly restored the hardness (increasing it by 4%in5s).
The subsequent application of an MF again decreased
the hardness to the previous value. Such MF-induced
softening and F-light-induced strengthening aternat-
ing with each other can be repeated many times over a
period of a few minutes. Analogous experiments on
crystals containing not only MF-sensitive pinning cen-
ters that are characterized by deep levels lying in the
band gap but also by less deep F centers make it possi-
ble to change the population of the former levels by
illuminating the crystal with light with the appropriate
photon energy E and control the magnitude and charac-
ter of the MPE. The fact that light with certain wave
lengths has a considerable effect on the sensitivity of
the mechanical properties of wide-band-gap crystalsto
MFs is indicative of the electronic nature of the MPE
observed in such crystals and suggests that the impurity
complexes whose structure is changed by light and
MFs are the same.

3.3. Radiation-Magnetoplastic Effects

The effects produced on a solid by fluxes of optical,
x-ray, and y-ray photons and of light particles (e.g., )
are similar to a considerable extent; initially, electronic
excitations are produced, whose decay resultsinioniza-
tion, photochemical reactions, and displacements of
atoms from lattice sites. This similarity makes radia-
tions a convenient tool for studying the MPE and vari-
ous combined effects, which can be nonlinear and non-
additive and difficult to predict. Furthermore, the
simultaneous action of a weak MF and background
radiation is a characteristic feature of our environment,
which makes the study of combined effects vitally
important. Unfortunately, the physical aspects of the
problem have not been adequately investigated,
whereaswhol e institutes have conducted research oniits
biomedical aspects (see[177] for areview).

The effect of prior low-dose (<1 Gy) x-ray irradia-
tion on the MPE in LiF and NaCl crystals with various
impurities was detected in [178] and described in detail
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Fig. 11. (a) Dependence of the path lengths of edge disloca
tions in NaCl single crystals, caused by (1) mechanical
loading and (2) magnetic field, on the photon energy E of
prior illumination of samples. Dashed lines show the path
length L* in crystals not subjected to illumination and the
background path length Lg in etchant. Insets show the con-
secutive order of procedures; Ph stands for photoexposure,
and the remainder of the notation is the same as that in
Fig. 7. (b) Dependence of the path lengths of edge disloca-
tionsin NaCl caused by an MF on (1) the duration of pho-
toexposure with photon energy E = 3.6 eV and the “rest”
duration (2) in the dark or (3) under IR illumination with
E<15eV.B=7T,tg=10ms,and T = 293 K.
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Fig. 12. Changesin the microhardness H of fullerite Cgy Single crystals caused by successive exposure to radiation and MF pulses
(B=25T,tg= 107 9): (1) B + yradiation, (2) magnetic treatment, (3) y radiation, and (4) after polishing of the surface.

in [155, 179]. In al cases, an increase in the dose
caused a decrease in the path length of dislocations
moving in astatic MF (B = 0.3-0.6 T). However, much
more interesting results were obtained in the case of
rotating MFs. In addition to the one critical frequency
in the dependence of the path lengths of dislocationson
the angular frequency of rotation of the applied MF,
another, higher frequency appeared (Fig. 4b), which
was insensitive to radiation dose (in contrast to the
former frequency, associated with impurities). There-
fore, irradiation brought about the formation of another
type of MF-sensitive pinning centers characterized by a
shorter depinning time. This feature appears to be
explicable if the depinning time is controlled by the
molecular dynamics, because radiation-induced pin-
ning centers (especially in the case of low radiation
doses) are smaller in size than polyatomic impurity
complexes. Although the crystals thus obtained were
not tested by applying stressesin the experiments under
discussion, it can be said with confidence that no
changes in the mechanical properties would have been
detected in conventional tests. Measurements of the
MF-stimulated mobility of dislocations made it possi-
ble to detect the presence of the new type of defects,
even though their concentration certainly could not be
detected by using EPR or optical spectroscopy.

In [180], the influence of even lower doses of 3~
radiation (<1 cGy) on the M PE was observed in Cg, sin-
gle crystals (Fig. 12). The influence was reversible;
more specifically, the MPE disappeared immediately
after irradiation, but the sensitivity to MF was restored
after relaxation (1, ~50 hat T = 293 K). Conversely, the
magnetic treatment of a crystal made it “radiation-
resistant” over the same time 1,; i.e., the mechanical
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properties of the crystal becameinsensitive to radiation.
Thisfeatureislikely to indicate that the MF and 3~ par-
ticles act on the same objects in the crystal. The effects
described above are still not clearly understood and call
for further investigation. However, it is clear that, in
ionic and molecular crystals (aswell asin semiconduc-
tors; see Subsection 3.6), a combination of even very
low radiation doses and the MF can have afairly notice-
able effect.

3.4. Magnetoplastic Effects
in Strong Magnetic Fields

So far, we have discussed the effects induced by
weak MFs for which the quantity AU, = 2uggMB is
small compared to U; ~ KT (where g is the spectro-
scopic splitting factor, M isthe magnetic quantum num-
ber). On genera grounds, it is clear that, as the mag-
netic field B increases, the mechanismsfor its effect on
the structure of amaterial will progressively increasein
number. For high-spin states (with large M), AU,
becomes comparable to KT in fields of a few tens of
teslas at room and lower temperatures. Therefore, such
fields can also affect the processes proceeding in sys-
tems close to thermodynamic equilibrium. Indeed,
break-away and motion of dislocationsin NaCl caused
by apulsed magnetic field B= 15 T wasobserved in [9]
(as was aready mentioned in the Introduction); depin-
ning of dislocations in NaCl was studied in [135, 171,
181], and various softening aftereffectswere a'so inves-
tigated in other crystals (ionic—covalent ZnS [94],
molecular Cg, [93]) and polymers (PMMA, PVC [131—
133]) in pulsed MFs of up to 30 T. The main phenome-
nological distinctions of the effect of such MFs from
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the effect of weak fields were reversibility (except in
ZnS) and high threshold values of B (~20 T) in certain
cases (Fig. 13). In experiments where the change in
microhardness AH was measured after the exposure of
samples (NaCl, Cg,, polymers) to a pulsed MF, the
characteristic relaxation times of the states induced by
the field were equal to several hours or even days,
which unambiguously indicates that the processes pro-
ceeded on the atomic—molecular level.

In aspecia series of experiments, it was established
that, although the magnitude of the MPE depends on
the duration and rate of rise of MF pulses (which was
also observed in wesak fields in most cases), the vortex
electric field does not make a dominant contribution to
softening. For example, in ionic crystals, the minimum
duration of an MF pulse causing depinning was ~10° s
and was independent of the rate of rise and amplitude
of MF pulses (Fig. 6). In polymers, on the contrary, the
M PE was observed only when the rate of pulserise was
higher than a certain critical value.

The fact that the effects in question can be repro-
duced many times without a decrease in amplitude on
the same sample (in the case of a sufficient time elaps-
ing between successive MF pulses) indicates that, in a
strong field, metastability of theinitia structureisnot a
necessary condition for the magnetic sensitivity to
arise. It is likely that the energy of an MF suffices to
activate certain multistage reactionsin the defect struc-
ture. By performing an appropriate heat treatment, the
contributions from different defects to the MPE were
separated. For example, as seen from Fig. 13, the field
dependence of dislocation path lengths exhibits a max-
imum at B = 20 T in as-quenched NaCl crystals,
whereasin an aged crystal thisfield isthe threshold for
depinning. Therefore, the weak and strong MFs act on
different objectsin the crystals.

3.5. Effect of a Magnetic Field
on Phase Transfor mations

On general grounds, it is clear that, near a phase
transition point, areal system can bein an unstable state
(e.g., superheated or supercooled relative to the line of
phase equilibrium). In this state, weak externa forces
can produce a nhoticeable effect in the system. Indeed,
the effects of MFs on the nucleation, morphology,
growth kinetics, and properties of a new phase in vari-
ous materials (ferromagnets, nonmagnetic metals and
aloys, dielectric and semiconducting crystals, amor-
phous systems, polymers, etc.) have been discovered
and intensively studied [5, 6, 182—191]. Certain inven-
tions in this area have been known for hundreds of
years, among them isthe storm-glass, which isasealed
glass ampoule filled with a supersaturated solution of
salts that form a dynamic dendrite structure, whose
morphology and volume are believed to vary according
to variations in the geomagnetic field.
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Fig. 13. Dependence of the path lengths L of edge disloca-
tions in NaCl single crystals on the amplitude of an MF

pulse stimulating depinning with duration tg = 0% s
(1) as-quenched (from T = 750 K) crystals, T = 293 K;
(2) sameat T=120K; and (3) aged crystals, T = 293 K.

In this review, we consider the effect of aweak MF
on the physical properties of new phases, which are
nucleated and grow either in the presence of an MF or
after magnetic treatment of theinitial material. In [186,
187], it was shown that the treatment of oxide glass
MgO-Al,05-SiO, by applying a series of a few thou-
sand MF pulses (B=0.1-1 T) at T = 300 K decreases
the temperatures of glass formation and crystallization
and the level of internal stresses, changes the activation
energies for various rel axation processes, etc. In[188],
the effect of an analogous series of M F pul seswas stud-
ied on the phase composition, structure, and mechani-
cal properties of a Cu—-Sn-based cast alloy during cool-
ing of its melt. A decrease in the quantity of the eutec-
toid phase and grain size and an increase in
microhardness were observed. Melts of flexible-chain
polymers subjected to an anal ogous series of MF pulses
exhibited a decreased concentration of nucleation cen-
ters and subsequent growth of larger dendrites than in
reference samples [188-191]. The spectra of thermo-
stimulated polarization and depolarization (in the solid
state) also changed noticeably in shape.

3.6. Microstructure and Nonmechanical
Sructure-Sensitive Properties

MF-induced mechanical responses are the result of
a complex, multistage process, which starts with elec-
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Fig. 14. Increase in photocurrent Al caused by application
of a static MF as a function of this field B for Cgy single
crystals. Insets show an analogous Al(B) dependence for
tetracene [202] and the diagram representing the test.
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Fig. 15. Dependence of the electroluminescenceintensity of
an ZnS single crystal on elapsed time from thefirst applica-
tion of an electric field (E = 1 kV/mm, f = 800 Hz) under
conditions where several successive MF pulses are applied
(B=7T, 15 =10ms). Arrowsindicate the moments at which

MF isswitched on. T =293 K. Inset showsthe diagram rep-
resenting the test.

tronic excitations in structural defects. In order to
decrease the number of intermediate steps in the
branching chain between the primary act of the MF
influence and the measured response, it is advisable to
measure responses that are close to the processes pro-
ceeding in the el ectronic subsystem. Such responsesare
the photoconductivity and optical, luminescence,
radi ospectroscopy, and other characteristics, which are
associated with purely electronic processes. Changesin
the atomic structure of defects are intermediate
between these characteristics and macroscopic
mechanical properties. We will consider only the most
prominent examples of numerous publications on this
subject.
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Asdescribed in Section 2, the microhardness of Cyg,
fullerite molecular crystals is sensitive to weak MFs
and ultralow doses of B radiation (Fig. 12). In [192—
194], it was found that a magnetic field B < 1 T pro-
duced a nontrivia effect on the photoconductivity of
Ceo- The increase in photocurrent Al caused by the
application of an MF was independent of the mutual
orientation of the magnetic field and the direction of the
current density and reached saturation at B = 0.2 T
(Fig. 14). The MF had no effect on the magnitude of a
dark current. Therefore, the observed phenomenon is
not a classical galvanomagnetic effect (such asthe Hall
effect, magnetoresistance, etc.). This effect is close to
the influence of the MF on the photoconductivity of
molecular crystalsof aromatic hydrocarbons (thisinflu-
ence was explained in terms of the spin-dependent
recombination of electron—hole pairs[195, 196]). Such
an interpretation of the effect observed in Cg, is sup-
ported by the fact that the increase in photocurrent Al
becomes larger under the conditions of paramagnetic
resonance in a static MF and a perpendicular micro-
wave MF [193]. Analogous effects of weak MFs on
microwave and photoconductivity and fluorescence in
single crystals of silicon [197-199], polyacetylene[24,
200], polyvinil carbazole [201], tetracene [202],
rubrene [203], anthracene [204], and even clorophyll
molecules [205] have also been interpreted consistently
as spin-dependent processes controlled by an MF.

It is important that the application of a magnetic
field (B=102-10"T) changed the quantities measured
in the studies mentioned above by at most afew percent
at liquid-helium temperatures and even less signifi-
cantly at room temperature, whereas the plastic charac-
teristics can change by tens and even hundreds of per-
centage points in the same fields. This testifies once
again that mobile dislocations are highly sensitive to
the state of the electronic subsystem of defects and can
be used as an atomic-scale probe to study individual
small atomic complexesin slip planes.

A record-large magnetic effect (up to 100%) was
observed in ZnS in [206], where the intensity of elec-
troluminescence (EL) and its change caused by MF
pulses of amplitude B = 7 T and duration 10 ms were
measured (Fig. 15). It was assumed that such a drastic
MF-induced EL amplification is due to depinning of
dislocations, which sweep electrons out of traps and
transfer them to pores (dislocation sinks), where the
electrons are accelerated by the strong electric field
produced by these same dislocations. The vortex elec-
tric field was much weaker than the electric field
applied to asample and had no significant effect, asfol-
lows from simple estimates and the very slow decay of
the increased EL intensity (lasting tens of hours) after
the application of amillisecond pulse of an MF.

The effect of a weak MF on the ferroelectric and
dielectric properties of ferroelectrics (coercive field,
Curie temperature, permittivity, dielectric losses, etc.)
was detected and studied in [207, 208] and on the tem-
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perature coefficient of resistance of Y Ba,Cu;0;_, near
the superconducting transition temperature in [209]. Of
particular interest are the effects of MFs and their long-
term aftereffects (lasting a few months) on semicon-
ducting materials and structures (Si [210-213], Sb-As
[214], InAs [215, 216], CdysZn,sS [217], and others
[218, 219]), where multistage rearrangements of impu-
rity complexes and structural transformations were
observed. In the mgjority of cases, the effects were
interpreted in terms of spin-dependent primary interac-
tions, which give riseto atomic diffusion processesin a
metastable system.

In concluding this section, the series of studies
[220-223] should be mentioned in which the afteref-
fects of weak MFs (~0.1 T) alone or in combination
with low-dose irradiation were observed on the operat-
ing parameters of silicon-based MIS structures, which
are extensively applied in field-effect semiconductor
devices and integrated circuits. It was shown that mag-
netic treatment can be used to cull potentially unreli-
able items, stabilize the characteristics of nondefective
ones, etc.

4. NATURE OF THE MAGNETIC-FIELD
SENSITIVITY OF NONMAGNETIC MATERIALS

4.1. Main Problems in Interpreting
Magnetoplastic Effects

The abundance and diversity of experimental data
obtained independently by numerous research groups
using radically different techniques provide conclusive
evidence of the existence of the (paradoxical, at first
glance) anomalously strong effect of very weak MFson
the physical-mechanical and other structure-sensitive
properties of solids. This raises the fundamentaly
important question of the nature of these phenomena.
Can they be explained in terms of a single universa
mechanism (or in the framework of a single approach)
or do the reasons depend on the materials and test con-
ditions? Early, unsuccessful attempts to interpret the
MPE drew on the Lorentz force exerted on moving
charged didocations by the MF, the vortex EF arising
when a magnetic field is switched on or off, the forces
caused by the magnetization of ferromagnetic precipi-
tatesin adiamagnetic matrix, the forces associated with
gradients of the magnetic susceptibility caused by lat-
tice strains near dislocation cores, etc.

In the models mentioned above, insurmountable
obstacles arise even at the first step and are associated
with thefact that the relevant forcesand energiesAU ,, ~
MggB derived by any structural element in a magneti-
cally ordered medium from magnetic fieldsB~ 1T are
small; therefore, under these conditions, the MF cannot
change the state of a system at thermodynamic equilib-
rium. In particular, direct action of the MF cannot
change the probability of dislocations breaking away
from pinning centers, because the activation energy for
this processis U, > KT > nggB (Fig. 16).
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Fig. 16. Potential profile for dislocations in a crystal under
conditions where there are internal and external stresses,
exchange forces, and an MF (schematic). U,, Ug,, U, and
U,, are the activation energy for surmounting an obstacle,

exchange interaction energy between a dislocation and an
obstacle, thermal energy, and Zeeman energy of an electron
in the MF; qisaconfiguration coordinate.

Another group of difficulties encountered in
explaining the MPE is associated with the fact that the
plastic flow is a complex multistage process and that
the usually recorded macroscopic responses are dis-
tantly related to the primary acts, whose dynamics can
be affected by the MF. Between changes in the state of
electrons (which only the MF can influence) and, say,
the yield stress (or even the mobility of individual dis-
locations), there are several poorly understood hierar-
chical levels of the dynamics of the defect structure of
a solid. An (incomplete) enumeration of these levels
can be given asfollows. achangein the spin and spatial
guantum numbers of electrons in interacting defects,
atomic rearrangement of the quasi-molecule formed by
a pinning center and a short section of a dislocation
core in contact, dislocation break-away from a pinning
center and motion to another strong pinning center,
multiplication and interaction of moving dislocations,
and the macroscopic response of the detector used.
Most of these processes can be treated in terms of the
popular string model of dislocations, which, in fact,
ignores the atomic structure of the dislocation core. The
dynamics of the first several processes, which are of
very short duration (roughly, ~10>-10% s), are poorly
studied in the physics of plasticity; however, only the
dynamics can be affected by the MF. Thus, analysis of
the possible nature of the M PE has revealed many gaps
in our knowledge on the mechanisms of dislocation
motion and break-away from pinning centers in gen-
eral, not only in the presence of a magnetic field.

The problems that arose in explaining the MPE and
could not be solved in the framework of the elementary
approaches indicated above stimulated a search for
other methods that invoke chemical kinetics, chemical
physics of spin-dependent processes, the theory of
catalysis of chemical reactions, and other interdiscipli-
nary sciences that had been successfully used to inter-
pret profound magnetic effects in nonmagnetic media.
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4.2. Jpin-Dependent Processesin Solids

In pioneering papers [16-25], well before the dis-
covery of the MPE in diamagnetic crystals, Frankevich
and coworkers described the effects of aweak magnetic
field (B = 0.1-1 T) on the dark- and photoconductivity
of organic semiconductors, their fluorescence, and
other photoelectric properties at close to room temper-
ature. Those effects were fundamentally different from
the well-known galvanomagnetic effects in that they
reached saturationinfieldsB< 1T (Fig. 14), wereinde-
pendent of the mutual orientation of the field B and the
current density j, etc. The effect of a static MF on the
radical reactions proceeding in solutions was first
observed in 1972 [224]. In the reaction of pentafluoride
benzyl chloride with n-butyllithium, the ratio between
the products changed by tens of percent after the appli-
cation of a magnetic field B of approximately 2 T. In
[225], this effect was interpreted as the result of sin-
glet-triplet transitionsin aradical pair. Later on, studies
performed by Buchachenko, Molin, Sagdeev, Salikhov,
Frankevich, and other researchers extended the range of
MF-dependent phenomena and the range of materials
in which these phenomena were observed (see reviews
[195, 196]).

Radical progress toward an understanding of the
nature of such phenomenawas achieved in experiments
[226-228], the nation of which was suggested as long
ago as 1967 in [229]. In those experiments, sudden
changes in the intensity of fluorescence, dark currents,
and photocurrents were observed to occur in organic
semiconductors of the polyacene seriesin crossed static
and microwave MFs satisfying the conditions of elec-
tron paramagnetic resonance (EPR) for particles with
spin S= 1/2 and a spectroscopic splitting factor g close
to 2. These changes strongly suggest that the MF has an
effect on the spin degrees of freedom (rather than
orbital magnetic moments, moving charges, etc.). The
experiments were similar, in principle, to the classica
radiospectroscopy technique, except that a change in
the intensity of the photoel ectric and luminescence pro-
cesses rather than a sharp change in the absorption of
microwave energy in a resonator containing a sample
was observed in the system under study as resonance
was approached. One of the most interesting features of
this method of detecting and studying EPR is the very
high sensitivity to the presence of paramagnetic centers
in asystem. In exceptional cases, the sensitivity was so
high that several paramagnetic centers could be
detected. Later on, a wide range of anaogous tech-
niques was given the name reaction yield—detected
magnetic resonance (RYDMR), i.e, resonance
detected using the magnitude of a response (yield) to
the application of an MF. The results obtained using
this method were described in detail in [230]. Analo-
gous approaches are used in the well-known optically
detected magnetic resonance (ODMR) method [231,
232] and in studies of EPR spectra of dislocation dan-
gling bondsin Si, which are detected by measuring the
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changein photocurrent at resonance[196, 198]. A num-
ber of effects have been explained in terms of the
Kaplan—Solomon—Mott theory of spin-dependent elec-
tronic processes [233]. An even wider range of mag-
netic phenomena (the effect of aweak MF on the kinet-
ics and yield of certain radical reactions, the selective
influence of crossed static and microwave MFs satisfy-
ing the EPR conditions on these characteristics, polar-
ization of electronic and nuclear spins caused by a
chemical reaction, radio-wave radiation accompanying
the relaxation processin chemically polarized spin sub-
systems, spin catalysis, etc.) is covered by the theory of
spin-dependent phenomena in chemica physics [234—
236]. This theory, as applied to the kinetics of radical
reactions, is based on the following facts following
from the angular momentum conservation law for a
closed system and the Pauli exclusion principle, which
permits at most one electron to be in any single elec-
tronic state in the system:

(1) Only those thermodynamically possible reac-
tions occur that satisfy the spin conservation law.

(2) Since the electrons that reside in a reaction cell
for a period of time interact with the environment
(including the externa MF and the intrinsic nuclear
MF), certain thermodynamically possible spin-forbid-
den reaction channels can become partialy or fully
allowed, which, in turn, can change the reaction rates
and the ratios between the yields of reaction products.

(3) A weak MF can have a significant effect only on
nonequilibrium (spin, molecular) systems that go, in
the course of their evolution, through short-lived
excited states whose multiplicity can be changed. A
macroscopic effect is produced only when the molecu-
lar dynamics keep pace with the spin dynamics and
ensure fast removal of new products (forming under the
MF) from the reaction cell before their recombination
occurs and the excitation relaxes to the initial state.

(4) A reaction should have several thermodynami-
cally possible channels, and the changeover between
them should be effected by an MF.

Thus, the MF can produce an effect by making spin-
forbidden reactions alowed rather than by changing
their energetics (Fig. 17). Therefore, the apparent con-
tradiction between the smallness of the magnetic
energy and the noticeabl e effect produced is resolved.

However, for this effect to occur, several conditions
must be satisfied simultaneoudly. First, the mechanisms
indicated above must not contradict thermodynamics.
Clearly, these mechanisms can operate in a system
wherethefinal state isthermodynamically favored over
the initial state rather than in a system at thermody-
namic equilibrium. Furthermore, conditions should be
provided under which a weak MF can maintain a
noticeable nonequilibrium polarization in the spin sub-
system; otherwise, there will be no noticeable macro-
scopic effects.
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The simplest radical pair with spinss = +1/2 resid-
ing in a reaction cell can be in two possible states,

namely, a singlet (S with Zlyzsﬁ =0or atriplet (T)

with Zl‘zsﬁ = 1 depending on the mutual orientation

of the spins (Fig. 18a). The difference in exchange
energy between these statesis~1 eV when the distance
between the members of a pair is of the order of the
interatomic distance r, in condensed media. Clearly, a
magnetic field B~ 1 T cannot change the state of arad-
ical pair under these conditions. At larger distances
(r > ry), we have U; — Ug = 0 and the MF also has no
effect. The MF can reverse the spins only in the inter-
mediaterangery<r < 2r,, where AU, ~ 2uzgMB = U —
Us A radical par can transfer to this state either
through its excitation from the ground state caused by
thermal fluctuations, mechanical deformations of
bonds, ionizing radiation, etc., or by its members
approaching each other from the position where they
were widely spaced. The lifetime 1* of this intermedi-
ate state has to be longer than the spin conversion time
Tgt due to any possible mechanism under an MF in
order for this conversion to have a chance to occur. On
the other hand, in a solid, in order for the MF-induced
change in the occupation of states to have no time to
relax, thetime 1* hasto be shorter than the spin-attice
relaxation time 1¢, . Therefore, there is arange of val-
ues of the lifetime of a short-lived MF-sensitive state

T <T* <Tgy, (1)

within which the MF can have a noticeable effect on a
spin-dependent reaction. Obviously, an increase in the
MF strength extends this range to shorter times by
increasing the spin conversion rate in a radical pair,
whereas a decrease in temperature extends this range to
longer times. The decay time 1, of aradical pair in the
T state should be shorter than the time of theinverse (T—
S transition, T, < T1_gotherwise, theradical pair reverts
totheinitial position and the effect of the MF vanishes.
Clearly, the probability that the members of a radical
pair inthe T state will move farther apart increases with
temperature.

Thus, significant changes in the reaction rate and
channeling can occur only as aresult of a delicate bal-
ance between the spin, chemical, and molecular (as
well asdidocation, in plasticity) dynamics. It should be
noted that the scheme described above follows from
“first principles’ and isindependent of the assumptions
(made further) regarding the mechanisms of intercom-
bination transitions in radical pairs, the characteristic
times of elementary events, the nature of paramagnetic
centersinvolved in the reaction, etc.

Asfor the specific mechanisms of spin conversionin
an MF, Brocklehurst [237] and Kaptein and Oosterhoff
[238] came up with the fundamental notions of the
importance of S-T transitions in the recombination of
radical pairs and the possible mechanisms of the influ-
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Fig. 17. Change in the rate constant of a spin-selective
chemical reaction K caused by an external MF: U isthe
activation energy for decay of amolecule in the Sstate, and
U} isthesamefor the T state.
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Fig. 18. Mechanismsfor spin conversion in an external MF.
(a) Change in multiplicity of the state of a short-lived radi-
cal pair and (b) Ag mechanism for spin conversion in arad-
ical pair; w; and w, are the frequencies of Larmor preces-
sion for paramagnetic centers with g factors g; and g,
respectively.
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ence of an external MF and the internal nuclear MF on
this process. These ideas (and their modifications) have
been used to the present time, and the corresponding
mechanisms can be reduced to three, called the Ag,
HFI, and AJ mechanisms, or to combinations of them
[239, 240]. In the first mechanism, the spin state of a
radical pair changesin an MF because of the difference
in the g factors of the two interacting radicals. In the
second, the hyperfine interaction is assumed to be of
importance and the effect of the magnetic moments of
the atomic nuclei of radicals on the spin state of elec-
trons is taken into account. Finally, in the third mecha-
nism, the spin catalysis of transformations involving
the spin of athird particle that approaches aradical pair
is of importance.

For a number of reasons, the Ag mechanism is
assumed to be the most probablein the spin conversion
under amagnetic field B~ 1 T; dueto asmall difference
(usually, of the order of 103-10%) in the g factors of
two radicals, the precession frequenciesof their spinsin
an MF are dlightly different and the radical pair trans-
fersfrom the Sto the T state and vice versawith a fre-
quency f = pgAgB/h = 108-10° s1, where (his Planck’s
constant (Fig. 18b).

The spin conversion in the system will be irrevers-
ible and continuous and saturation will not be reached
in the spin system if the reaction products are rapidly
removed from the reaction cell; therefore, the molecu-
lar dynamics should follow the spin and chemical
dynamics.

The MF will not produce a noticeabl e effect follow-
ing the scheme described aboveif one of the conditions
indicated above is not satisfied.

4.3. Plastic Flow as a Chemical Reaction Proceeding
in a Crystal

In the early 1990s, Al’shits and Molotskii proposed
using these ideas in the physics of plasticity [67, 241],
in particular, with the aim to explain the nature of the
MPE. At that time, there were no strong grounds for
this. However, it was known that dislocation cores con-
tain paramagnetic centers (not only in covalent crystals,
where it is clear that these centers are associated with
dangling bonds, but aso in ionic, metalic, and ionic—
covalent crystals, where el ectrons are captured by jogs,
kinks, and other specific features of cores); the concen-
tration of these centers usually increases with increas-
ing strains [242—248]. There were aso analogous data
on paramagnetic centers in impurity—vacancy com-
plexesinionic and ionic—covalent crystals, glasses, etc.
Therefore, in these macroscopic diamagnetic materials,
paramagnetic centers (localized electrons, holes, triplet
excitons, ion radicals) are aways present and can be
involved in exchange interaction.

Asfollows from the experimental data presented in
Sections 2 and 3, the type and state of impurities are of
decisive importance for the MPE in ionic and covalent
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crystals. This sensitivity to impurities manifests itself
differently, depending on the experimental conditions.
In many cases, its manifestations can differ radically, as
in o and B tests (Figs. 8, 11) or in the dependences of
the path lengths of individual dislocations and the
strain-hardening coefficient on the Ca concentration in
the case of macroscopic plastic flow (Figs. 3a, 9). We
explain theseillusory contradictionsin the correspond-
ing subsections.

The height of alocal barrier produced by an impu-
rity to dislocation motion is determined by many fac-
tors, such astheionic radius, charge, spin, and number
of impurity atoms in the complex. In general, the inter-
action energy U between a dislocation and a pinning
center can be written as the sum of three terms:

U= Ud+Ue+Uex1 (2)

where U, isthe elagtic interaction energy with the dila-
tation field of the pinning center and U, and U, arethe
el ectrostatic and exchange energies, respectively.

Experimental data on the influence of impurities on
the MPE are scarce and cover a very narrow range of
impurities. These data are insufficient to determine and
predict the strength of pinning centers associated with
certain impurity atoms. However, based on the experi-
mental data, the following conclusions can be drawn.

In al studies into the MPE, dislocations moved
under conditions where local obstacles are overcome
through thermal activation. In thisregime, after adislo-
cation (or, more specifically, its segment) is locked by
an obstacle, it takes time for an appropriate thermal
fluctuation to arise and allow the dislocation to cross or
skirt the obstacle. The strength spectrum of obstaclesin
ared crysta is aways very wide, even for one type of
impurity and for dislocation path lengths shorter than
the average distance between forest dislocations (which
is typical for the mgjority of experimental studies
described above).

In order to compensate the excess ionic charge, a
different-valence impurity in an ionic crystal (Ca, Cu,
Pb, Mn, Eu) isusually combined with a cation vacancy
to form an impurity—vacancy dipole (IVD). These
dipoles can exist in the isolated state; however, a high
proportion of them form complexes of two, three, and
more dipoles (dimers, trimers, and so on), which gives
a gain in energy (per pair) of approximately 0.1 eV.
There are always complexesthat differ in the number Z
of IVDsin them, with their distribution in Z depending
on the sample history (the growth technique, heat treat-
ment, temperature, aging time, etc.). From elementary
considerations and a great body of experimental data
(see, eg., [249)]), it follows that pinning centers con-
taining from afew IVDsto tens of IV Ds are of utmost
importancein the plasticity of acrystal. The strength of
pinning centers increases with Z, but their proportion
decreases (since the mass of the impurity in the sample
is conserved). Complete equilibrium between these

No. 5 2004



MAGNETOPLASTIC EFFECTS IN SOLIDS

states of impurity is practically never reached, and
relaxation processes in this system can last for years.
Therefore, the history of acrystal, which influences the
mechanical mobility of dislocations, is aso quite
important for the MPE. Indeed, thetype of impurity and
its state, which can be changed by heat treatment, illu-
mination, and irradiation, were observed to play an
important part in the MPE (see Sections 2, 3). For
example, a Ca impurity with an ionic radius of
0.197 nm made NaCl crystals sensitive to an MF in all
experiments (the ionic radius of Na is 0.186 nm),
whereas the Cu and Mn impurities (ionic radii of 0.127
and 0.136 nm, respectively) suppressed the MPE. It is
clear that, even if the exchange energies are equal, the
last two impurities produce much larger dilatational
strainsin the lattice than the Caimpurity; therefore, the
spin state of these impurities can affect the value of U
in Eq. (2) only dlightly.

Intensive plastic deformation or relaxation of the
structure due to internal stresses brings about the for-
mation, motion, interaction, annihilation, and other
transformations of the defect structure of a crysta,
which can be treated as chemical reactions between
various reagents (Fig. 19). The conditions of the reac-
tions between structural defects in a crysta and
between reagents in the liquid and gaseous phases
(which are usually dealt with in spin chemistry) differ
radically for the following reasons:

(1) Contrary to a chemical reaction in atest tube, a
real crystal containsahost of different reagents capable
of reacting, especially under conditions of plastic
deformation (point defects, their complexes and aggre-
gates, different types of dislocations, defects captured
by dislocation cores, etc.). Many of them cannot be
considered chemically unchanged, because they repre-
sent complex quasi-molecules capable of undergoing
changes in structure and even composition.

(2) All structural defects are in environments that
can affect their properties by changing their electronic
structure and restricting their possible orientations,
positions, and mobility.

(3) The time that two radicals entering into interact-
ing defects spend in areaction cell isdetermined by the
external and internal stresses rather than by the random
thermal motion, asin aliquid.

(4) The spinattice relaxation in a crystal destroys
spin correlationsin pairs faster.

Nevertheless, the existing notions and theories of
spin-dependent and magnetic effects in radical reac-
tions can be taken as a starting point for analyzing the
nature of the MPE in solids.

In the absence of detailed information on the
dynamics of the short-run stages of the interaction
between a didocation and a pinning center, we can
make only rough estimates of their characteristic times.
Let us represent the motion of a dislocation through a
random network of obstaclesin a dlip plane as a cycle
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Fig. 19. Plastic deformation as solid-state chemical reac-
tions between structural defects: (1, 2, 3) monomolecular
reactions of dislocation break-away from an obstacle, decay
of acomplex of point defects, and its reorientation, respec-
tively; and (4, 5, 6) bimolecular reactions of dislocation pin-
ning, formation of acomplex of point defects, and recombi-
nation of paramagnetic centersin adislocation core, respec-
tively.

repeated many times (Fig. 20). We consider separate
stages in this cycle and estimate their characteristic
timest*.

The macroscopic velocity [Vof a dislocation is
determined by the average distance between obstacles

inthedlip planeA = aJ/Z/C, theaverage (waiting) time
spent near an obstacle t,, and the time of viscous
motion of the dislocation between obstaclest,, = AB/tb
(where a isthe |attice parameter, B is the coefficient of
viscosity for amoving dislocation, T is the shear stress
inthe dip plane), namely, W= A/(t,, + t,,). By neglect-
ing t,, (which is a good approximation for the majority
of the data described in Sections 2, 3), we obtain t,, =

a./Z/C/IVINumerical estimates show that, in experi-
ments on dislocation depinning under an MF, t,, = 10—
1s; in experimentswherethe mobility of individual dis-
locations is measured, t, = 10°-10" s; and in experi-
ments on macroscopic deformation, t, = 10°-102 s
(depending on the type and concentration of the impuri-
ties, stresses, temperature, etc.). These times are much
shorter than the characteristic times of the spin dynamics.

When forced against an obstacle by stresses, a dis-
location makes many attempts to overcome it, with the
attempt frequency being determined by the phonon fre-
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Fig. 20. Main stages of one cycle of dislocation motion through arandom network of local obstacles and their characteristic times.
A magnetic field can affect only short-lived excited states of electronsin interacting defects.

quencies (fy, = 10°-10" Hz) and the natural frequen-
cies of vibration of the dislocation structure [250]:

f. = (n2mA)J/12y/m

= (0.4n/A) /G4p = n(10°~10%) Hz,

whereyisthelinear stress, misthe effective linear mass
of the dislocation line, Ggisthe shear modulus, p isthe
density, and n is the harmonic number.

Thus, a dislocation makes millions of attempts
beforeit succeedsin overcoming abarrier. During these
short-lived excitations, spin conversion can occur under
the action of an MF. Molotskii [251] assumed that adis-
location surmounts an obstacle through the motion of a
kink along the dislocation line; the characteristic inter-
action timein this case was found to be ~107-10° s. It
is unlikely that this mechanism for dislocations over-
coming local barriers is dominant in ionic crystals;
however, with this mechanism, one can estimate the
duration of this stage.

In actudlity, there are aso several intermediate
stages. As a dislocation approaches an obstacle, there
appears electronic and molecular excitation of the
structure of the interacting segment of the dislocation
and atoms of the obstacle and only then does the wait-
ing period for an appropriate dislocation begin (if the
obstacle was not surmounted immediately). The char-
acteristic times of this stage are determined by the time
required for the terms of the interacting atoms to

PHYSICS OF THE SOLID STATE \Vol. 46

approach each other, t* = B/t = 1071°-10° s, and by the
eigenfrequencies of the dislocation string and the
phonon spectrum.

Anaogoudly, after the spin conversion in a radical
pair occurs, timeisrequired for the decelerated disloca
tion segment to be displaced by several lattice parame-
ters away from the pinning point. During thistime, the
segment can be pinned again by other parts of theimpu-
rity complex. In other words, an obstacle can be sur-
mounted step by step. In this case, the characteristic
time required for the segment to move to a noticeable
distance from the obstacle can be much longer than
t* = B/t and amount to a noticeable proportion of the
timet,,.

When analyzing the MPE, it is often assumed a pri-
ori that the molecular and dislocation dynamics are of
minor importance and that the spin-conversion stage
determines the magnitude of the macroscopic response.
For example, in[252], the did ocation-depinning timeis
identified with the duration of the spin evolution in the
dislocation—obstacle system and this latter time is esti-
mated as the product of 1/v, = 10110 s (see Subsec-
tion 2.1 and Fig. 4) by an arbitrarily chosen coefficient
~1072. The assumption that the MPE decreases sharply
as the vector B is rotated through an angle of 10~ rad
or less is not substantiated and contradicts the data
obtained in the case of quasi-static MFs, more specifi-
cally, in the majority of experimental studies on the
MPE (if not aways), the magnetic field was oriented
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relative to the crystallographic axes with an accuracy
far worse than to within 10 rad, but this did not pre-
vent different independent research groups from
observing the MPE. Furthermore, the time ~10* s,
obtained in [252] using the estimation described above,
is still much longer than the characteristic times of the
spin dynamics and the spin-attice relaxation times in
ionic crystals at room temperature (which can be esti-
mated to be 10°-10° s).

We stress once again that the estimates presented
above are qualitative and should be considered a refer-
ence point in further analysis of the contributions from
separate short-run stages to the MPE.

4.4. Theory of Spin-Dependent
Didocation Depinning

For the sake of simplicity, we assume that all weak
obstacles and dislocation cores are paramagnetic. In
this case, when sweeping out an area dS, the Nth dislo-
cation interacts with dn DadSC/Z weak obstacles. The

plastic strain rate € can be expressed in terms of the
rate constant K = dn/Cdt of the monomolecular reaction
of the breaking of the bond between the paramagnetic

center in the dislocation core Rp and the paramagnetic

center in an obstacle Rops (Q —> Ro + Rops) asfol-
lows:

de/dt = ZA zAaCdt = oK. (3

Here, o = A/ais a geometric constant.

Thus, measurements of the dislocation mability or
the macroscopic flow rate are equival ent to determining
therate constant K of disintegration of quasi-molecules
Q formed by dislocations and obstacles. In amorerig-
orous treatment, one should take into account nonpara-
magnetic obstacles, the pure el astic interaction between
them and dislocations, and the diffusion of paramag-
netic centers both in the bulk of the crystal and along
the dislocation core. The currently available methods
for measuring the mobility of individual dislocations
make it possible to determine MF-induced changes in
the rate constant K in elementary events of the reaction
Q— Rp + Rs.

The spin-dependent stage of dislocations overcom-
ing paramagnetic obstacles was analyzed in the series
of papers[241, 251, 253-260]. In the model at hand, it

is assumed that the transfer of aradical pair Rp + Rs
to the S state implies capture and deceleration of the
slip dislocation; the transfer of the pair to the T state
means that there is no pinning and that the dislocation
moves unhindered through the obstacle. In this approx-
imation, the path lengths of dislocationsin the presence
of an MF are determined by the population pg of the S
statesin pairs.

PHYSICS OF THE SOLID STATE Vol. 46 No. 5

2004

813

In spin chemistry, it is commonly assumed that a
radical pair can form in the following three ways:
through the decay of a molecule, the transformation of
one radical pair into another (disproportionation reac-
tion), and an encounter of two radicalsin asolution. All
these events can a so take place during plastic flow of a
crystal. We will restrict our consideration to the follow-
ing twoinitial cases. In one case, adidocationispinned
by an obstacle via a covalent bond and the population p
iscloseto unity. Inthe other case, adislocation encoun-
ters an obstacle and forms a pair with it in a random
fashion. Therefore, the probability of each of the four
possible states (S, Ty, T, T_) is the same and equal to
1/4. The effect of an MF reducesto achangein the pop-
ulation pg due to the S-T conversion through the Ag
mechanism. In this model, the population pgB)
depends on the magnetic field B, thetime t* it takesfor
the pair to pass through the resonance region (where
Us— U = pggB), and the longitudina (T;) and trans-
verse (T,) relaxation times of the correlated spin state.
Even the order of magnitude of all these quantities
(except for B) is unknown; therefore, only a qualitative
analysis can be performed. In the presence of an MF,
according to the theory in question, we have

ps(B) = ps(0)
(1+ T/T*)(1+ T,/t*) + BY/2B., )
(L+ T /T*)(L+ TH/*) + (1 +T*/2T,)(BY/B2)’

where B, = h/Agug /T, T, isacharacteristic MF under
which intercombination transitions become of impor-
tance (a rough estimation of this field gives several
tedlas).

The population pgB) determines the concentration
of obstacles that form covalent bondsin the presence of
the MF:

C(B) = Cops(B), )
where C, is the concentration of obstaclesfor B = 0.

In the majority of models proposed, the average
velocity and path lengths L of dislocations depend on
the concentration of efficient pinning centers as CV2;
therefore, the magnetic field causes a decrease in pyB)
and C(B) and, hence, an increase in L, in accordance
with the relation

L(B) = L*J/ps(0)/ps(B), (6)

where L* is the path length of didocations for B = 0
under the same stresses. Substituting Eqg. (4) into
Eqg. (6), we obtain the following field dependence for
B < B,

L(B) = L*[1+ (B%/4B2)(T/T*)(1+ T,/t*)]. (7)

According to theory, saturation of the M PE takes place
infieldsB > B,
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Experimentally, both a quadratic field dependence
and saturation of the MPE in strong fields were
observed (see Section 2). However, these facts cannot
be taken as evidence of the validity of the theory
described above, because there are other models that
also predict aquadratic field dependence and saturation
[234, 235].

Indirect evidence favoring the approach and
assumptions described above is provided by the weak
temperature dependence of the MPE and the fact that
the effect of an MF on the depinning of dislocationsis
stronger than that on their subsequent motion, because
these properties are indicative of the decisive role
played by the spin dynamics, at least in experiments on
ionic crystals. Indeed, the insulation of acorrelated pair
from the crystal lattice (for a time of the order of the
spin relaxation time) can decrease the sensitivity of the
process of spin conversion under an MF to temperature,
and the four times greater population of the S state of
pinned dislocations compared with that of moving dis-
locations can make the effect of the MF on dislocation
depinning stronger than that on the subsequent motion
of the didocations. Later on, these arguments were
used to explain a number of anomalies observed in the
temperature dependences of the strength and magneto-
striction of iron—nickel aloys[257, 258].

The mechanism for the MPE described above
implies that the limiting stage of the process in which
dislocations approach an obstacle, attempt to overcome
it, and finally break away from it (Fig. 20) is intercom-
bination S-T transitions in the short-lived intermediate
state of aradical pair. In actuality, this assumption is
valid only in the case where the chemical, molecular,
and dislocation dynamics ensure theremoval of thedis-
location segment with a paramagnetic center from the
reaction cell before the excited T state relaxes to the S
state. In [253-260], this inverse transition is ignored,
although its probability is not zero in the presence of an
MF, especially in the case of the Ag mechanism for spin
conversion assumed to operate in those papers.

Perhaps the occurrence of these transitions was the
reason why, in certain cases, exposure of asampleto an
MF over along period of time (~10° s) was required
(Figs. 3, 6-8) to accumulate a sufficient number of rare
positive events of spin-dependent transformations
despite the fact that, in the theory under discussion, the
MF duration is of no consequence (provided that this
duration is longer than the intercombination transition
time At ~ h/AgmgB; for typica values of Ag = 10°-10"%
and B=0.1-1T, we have At = 10°-108 ).

On the other hand, by ignoring the molecular
dynamics, one can apply this theory to other related
processes, such as the MF-induced decay of metastable
complexes of point defects containing paramagnetic
particles. From the experimental data (see Section 2), it
follows that, in such complexes, the MF initiates first-
order reactions causing a long-term aftereffect, more
specificaly, slow variations in the structure-sensitive
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properties observed after the MF is switched off. Anal-
ogous considerations were applied in [261] to explain
the structural relaxation in oxide glasses.

Finally, in[255], the contribution from the hyperfine
interaction to the MPE was considered in much the
same way as the nuclear-spin selectivity of certain rad-
ical reactions is analyzed in spin chemica physics
[234-236, 262]. The nuclear-spin relaxation time is
typically many orders of magnitude longer than the
electronic spin relaxation time, which makesit possible
to consider the behavior of aradical pair in an effective
magnetic field By;. Thisfield is the sum of the external
field B and the nuclear field By = A/2Ag, By = B £ By,
where A is the hyperfine interaction constant. The plus
and minus signs correspond to two projections of the
nuclear spin, +1/2 and —1/2, onto the direction of an
external MF in the simple (and commonly encountered)
case where only one of the nuclel of aradical pair pos-
sesses an uncompensated spin. With allowance for the
hyperfineinteraction, we have p4B) = (1/2)[p4B + By) +
pg(B —By)]. For typical valuesAg = 10°-10“and A =
104-1072T, thefield By can liein the range 0.05-5T.
Therefore, one might expect the isotope effect (i.e., the
dependence on the isotopic composition) to take place
in the MPE in fields B < By, which lie within the MF
ranges covered in many studies. In magnetic fields B >
By, the nuclear-spin effects are insignificant. Thus, the
study of the mechanical properties and, in particular,
the M PE can be rel ated to the nuclear and isotopic level
of the structure of materials.

4.5. Magneti c-Resonance Softening
of lonic Impurity Crystals

The mechanisms for the MPE discussed in Subsec-
tion 4.4 agree with various indirect evidence and con-
siderations[69, 72, 98, 263, 264]. However, qudlitative
agreement between the experimental and theoretical
field dependences of the MPE, characteristic times,
critical fields, etc., is not conclusive evidence of the
spin-dependent nature of elementary events of the
MPE, because there is no theory capable of predicting
even the order of magnitude of the quantities under dis-
cussion; therefore, different schemes can give results
and field dependences that coincide to within this accu-
racy. Unambiguous proof of the effect of the MF on the
spin degrees of freedom could be provided by the fact
that measured values of the g factor of the objects sub-
jected to the MF are closeto two or an even integer. The
purely orbital magnetic moments also experience an
external MF, but the g factor for them is equal to unity.
The two-times difference in the value of g factors can
be easily determined even without the use of a high-
precision method. For this purpose, it was proposed in
[253] to study the mechanical characteristicsin crossed
static and microwave MFs under EPR conditions using
RYDMR spectroscopy adapted to the physics of plas-
ticity. Experimentally, such EPR techniques were used
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to study NaCl : Euand NaCl : Cacrystalsin thefollow-
ing three standard tests: (1) measurement of the path
lengths L of individual edge dislocations using selec-
tive etching, (2) macroscopic compression of a sample
and recording stress-strain curves, and (3) measure-
ment of the Vickers microhardness H [265-270].

Asinthetraditional EPR study, a samplewas placed
in amicrowave resonator near an antinode of the stand-
ing wave (v,,= 9.5 GHz). A static magnetic field B, was
applied perpendicular to the microwave magnetic field
B, and was changed in small stepsintherange 0-0.8 T.
Inthe second test, thein situ effect was measured, while
in the first and third tests, the aftereffect of the crossed
static and microwave fields was studied.

The exposure of NaCl : Eu crystals with as-pro-
duced dislocations to a magnetic field B, [J B, over
15 min caused a resonance increase in L at B{" =
0.32+0.03T, BY =018+ 002 T, and B =0.12+
0.02 T (Fig. 21a). These values of the static MF corre-
spond to resonance transitions between Zeeman levels
at frequency v,,=9.5GHzforg; =21+0.2,9,=3.8%
0.3,and g;=5.7 + 0.7. In the case where only the static
MF was applied or the crossed static and microwave
MFs satisfied the condition B, || B4, an ordinary mono-
tonic field dependence of L(B) was observed. These
features indicate that the resonance peaks are magnetic
in nature.

Experiments at the frequency of a microwave MF
Vv, = 152 MGz revealed a resonance increase in L for
By, =5.1+ 0.5 mT [266], which correspondstog=2 +
0.2. This value of the MF is likely the lowest at which
the MPE was observed. Note that, in principle, reso-
nance softening can occur even in lower MFs (e.g., a
geomagnetic field ~0.05 mT, which corresponds to the
resonance frequency v, ~ 1 MHz for g = 2). Al’shits et
al. [271] reported that they detected such resonance in
their early unpublished study on the M PE but could not
explain the phenomenon at that time.

The combined effect of a microwave and a static
magnetic field By [J B; on macroscopic plastic flow in
NaCl : Cawas also observed to be resonant in character
(Fig. 21b). Inthis case, achangein the strain-hardening
coefficient was measured after the application of a
microwave MF (astatic MF was applied over the entire
period of deformation, and, hence, itsindividual contri-
bution to the observed effect could be excluded). Anal-
ogous results were obtained for the microhardness of
the same crystals measured after a 15-min exposure of
a sample under the same conditions.

Modulating the microwave field with sguare pulses
varied in duration from 108 to 1 s made it possible to
determine the minimum duration of an MF pulse T,
for which the MPE still occurs (Fig. 21c). At T=293K,
Trmin Was ~107% s, which agrees with the result obtained
by initiating dislocation motion with MF pulses of a
variable duration (Fig. 6). These results strongly sug-
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Fig. 21. MF-stimulated softening under EPR conditions.
(a) Resonant increase in dislocation mobility in aNaCl sin-
glecrystal doped with Eu (100 ppm) after prior treatment of
the sample by crossed static and microwave MFs; (b) reso-
nant macroscopic softening (a decrease in strain-hardening
coefficient) in a Ca-doped NaCl single crystal subjected to
active deformation and to simultaneously applied crossed
static and microwave MFs (Gg is strain-hardening coeffi-
cient under simultaneously applied microwave and static
MFs, Gg is the same in the absence of the microwave MF);
and (c) softening of NaCl : Caunder EPR conditions (By =
0.32T) in the case where the microwave MF is modul ated
with square pulses as a function of the duration of pulsest;

and the duration of a pause between them t,;: (1) t, = 1073

and (2) 10" s. Insets show the consecutive order of proce-
duresin different series of tests. Notation isthe same as that
inFig. 7.

gest that the MF acts on particles with spin 1/2 and 3/2
and initiates spin-dependent reactions between disloca
tions and obstacles and inside point complexes, which
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Fig. 22. Schematic diagram of different stages of MPE
associated with accel eration of dislocation depinning dueto
an MF. D stands for dislocation, L is its path length, Obs
stands for obstacle, T and ¢ are applied stresses, and | and
Al arethelength of asample and its change due to deforma-
tion, respectively; (1, 2) elastic and exchange parts of inter-
action between defectsin a crystal, respectively.

then become local obstacles for dip dislocations. In
[272, 273], a detailed description is given of the condi-
tions, aobjects, and the kinetics of transformations
occurring in impurity—vacancy complexes in ionic
crystalsthat areinitiated by the MF and affect the lumi-
nescence, radiospectroscopic, plastic, and other charac-
teristics of ionic crystals. In awide range of point com-
plexes, polyatomic aggregates consisting of 3 to 5
impurity—vacancy dipoles were found to be the most
favorable to the MPE.

From the above discussion, it follows that the
mechanical properties of macroscopic diamagnetic
crystals with structural defects containing paramag-
netic centers can be significantly affected by a weak

PHYSICS OF THE SOLID STATE \Vol. 46

GOLOVIN

MF in accordance with the scheme shown in Fig. 22.
Certain stages, especially short-run steps, are poorly
understood and should be thoroughly studied using
high-resolution techniques; the kinetics and even the
existence of these steps can be presently inferred only
from indirect evidence. Such studies are of importance
not only because the éectronic-spin dynamics deter-
mines the physics of magnetoplastic effects but also
since it has an effect on the macroscopic properties of
real crystals in the absence of MFs; this effect is
masked by other contributions determining the
mechanical characteristics of real crystals.

Formally, the effect produced by the MF on the plas-
tic properties of solids by changing the rate constants of
reactions proceeding in acrystal is a subject of mecha
nochemistry or magnetochemistry. However, the MPE
has specific features. Indeed, mechanochemistry deals
with mechanically stimulated reactions involving the
entire volume (or surface) of a solid [274, 275],
whereas the MPE is determined by events occurring in
nanoscale volumes, which amount to a negligible por-
tion of the solid. The spin-dependent interaction of
short-lived paramagnetic particles has aso little in
common with the traditional subject matter of magne-
tochemistry, namely, the interrel ation between the mac-
roscopic chemical and magnetic properties (most com-
monly, magnetic susceptibility) of a material [276].
Nominally, all materials in which the MPE has been
detected are diamagnetic (except Al, which is weakly
paramagnetic, according to handbooks). The presence
of paramagnetic impurities (of atypical concentration)
does not change this property. While being potentially
important, the quantity of a paramagnetic impurity is
not the decisive factor for the sensitivity of the mechan-
ical propertiesto an MF. Since the excited states (which
are the only states that can be affected by a weak MF)
are short-lived, their instantaneous concentration is
extremely small and cannot be detected using standard
EPR spectroscopy. This concentrationisonly indirectly
related to the original concentration of the paramag-
netic impurity and, hence, to the static magnetic sus-
ceptibility, with which magnetochemistry usually
deals.

In terms of the chemical-physical classification of
magnetic effects, the resonance softening of crystals
caused by an MF can be considered as a further exten-
sion of RYDMR spectroscopy. This effect provides a
unique possibility to investigate short-run stages of the
interaction between structural defects in crystals with
the goal of not only elucidating the nature of the MPE
but also of gaining better insight into the dynamics of
nanoscal e objects in the absence of an MF.

Controlling the mechanical properties of solids via
the spin conversion in nanoclusters of structural defects
is physically much closer to spintronics, anew areain
physics and high technol ogy, where the desired change
in a characteristic of nanoscale objects is obtained by
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influencing the spin state of electrons rather than their
coordinate wave function.

4.6. Other Possible Mechanisms

Considering the advances made in the theory of
spin-selective reactions and the fact that such reactions
play adecisiverolein the MPE observed inionicimpu-
rity crystals, it is tempting to explain al magnetic
effects observed in weakly magnetic solids in terms of
this mechanism.

Indeed, the theory of spin-dependent reactions
between short-lived paramagnetic particles possesses a
number of attractive features. This theory removes the
thermodynamic restriction associated with the small-
ness of the magnetic energy (the MF only catalyzes
plastic flow rather than energetically activates it) and
solves the problem of thermal noise, because the react-
ing spins can be considered to be isolated from the lat-
ticeand at T~ 0K over the short period of fast spin con-
version caused by the MF. Sincethe primary M F-sensi-
tive events associated with the MPE occur in
nanoclusters of structural defects, the solvent matrix is
of minor importance and only indirectly affects the
molecular dynamics, spin-attice relaxation times, etc.
These features of local spin-dependent reactions
depend only dlightly on the nature of a material. How-
ever, it seems unlikely that the wide range of phenom-
enadescribed in Sections 2 and 3 occurring in such dif-
fering materials as ionic and semiconducting crystals,
metals and aloys, polymers and oxide glasses,
fullerenes and ferroelectrics are of the same nature.
Other interpretations have also been proposed. For
example, the MPE observed in polymersislikely dueto
the orientation of side groups and segments of chains
possessing magnetic moments [277]. However, the
mechanisms for energy accumulation in a weak MF
and thermalization effects are not discussed in such
interpretations.

In [278], using a standard EPR technique, an
attempt was made to detect dangling covalent bondsin
polycaproamide subjected to prolonged loading. The
result was negative, and the conclusion was drawn that
the MPE cannot be explained in terms of spin-depen-
dent reactions of covalent-bond breaking in any mate-
rial. However, Zakrevskii et al. [278] failed to detect the
MPE in polycaproamide; therefore, their experimental
results cannot considered strong evidence against the
influence of an MF on the spin degrees of freedom in
materials where the MPE is observed. Furthermore, the
lifetime of the free radicals formed is, as arule, short;
therefore, even if they are generated at a high rate
(whichisunlikely inthe case of creep tests), their effec-
tive instantaneous concentration can be below the
threshold of sensitivity of an EPR spectrometer.

In a number of papers concerned with the effect of
weak MFs, it is advocated that the magnetic effect can
be coherent in space and time (which, in principle, can
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be the reason for the accumulation of energy in alarge
number of particles over along time) and that thermal
noise is always incoherent [61]. In other words, it is
insufficient to compare these two kinds of energy in
value aone. However, well-founded mechanisms were
not proposed for the subsequent transfer of the accumu-
lated energy to asmaller number of particlesreacting at
agiven moment of time.

Conjectures that the MPE is associated with a fer-
romagnetic impurity forming polyatomic clusters are
not substantiated by experimental data or even qualita-
tive estimates in the overwhelming majority of cases.
For concentrations of Fe, Ni, and other impurities typ-
ical of ionic and semiconducting crystals and poly-
mers, even if impurity atoms aggregate in relatively
large precipitates, where their magnetic ordering is
possible, the concentration is insufficient to have an
effect on plasticity.

Asalready discussed, inthe mgjority of cases, vortex
electric fieldsand currents al so cannot be the chief cause
of the MPE, athough they can contribute to this effect.
In adeformed sample, which isan open nonequilibrium
system, self-assembling effects and an enhancement of
weak externa influences can occur; however, these pos-
sible effects have not been analyzed yet.

Thus, despite notable advances in the theory of
spin-dependent reactions between nonequilibrium
structural defects, the mechanismsfor the MPE are not
clearly understood. However, a physical basis has been
provided for further detailed studies of these wide-
spread (as is clear now) phenomena in weakly mag-
netic materials.

5. CONCLUSIONS

The results of intensive studies performed over the
past decade have convinced even skeptics that weak
magnetic fields can significantly affect the mechanical
properties of many nonmagnetic materials. A basis has
been provided for studying the conditions, regularities,
and mechanisms not only of the MPE but also of a
wider range of multistage processes that proceed in a
system of structural defects. Those studies will make it
possible to develop a fundamentally new, highly sensi-
tive, high-resolution method of magnetic spectroscopy
of short-run phenomena occurring in real solids. In
order to adequately describe the MPE in certain mate-
rials, not only didlocation-microscopic analysis should
be performed but also electronic processes should be
considered on the electron-spin and even nuclear-spin
level.

The results described above are of fundamental
importance for the physics of condensed matter and the
physics of plasticity in particular (where, using direct
methods, it has been shown for the first time that the
spin degrees of freedom of structural defects play an
important part in the formation of the mechanical prop-
erties of nonmagnetic materials and the sensitivity of
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other macroscopic properties to a magnetic field). Fur-
thermore, these results can be used in interdisciplinary
sciences. For example, magnetic treatment can be per-
formed, in certain cases, instead of a more prolonged
and power-consuming heat treatment, which is applied
to stimulate rel axation and stabilize the defect structure
in various materials. The study of the regularities and
physical mechanisms of the effect of MFs on various
properties of solids is part of the more extended study
of the effect of low doses (of radiation, chemical action,
electromagnetic fields, etc.) on open nonequilibrium
systems in animate and inanimate nature, and the effect
itself is an important factor of the environment. For
example, geodynamics and tectonics are likely to have
to takeinto account the possible softening of the Earth’s
crust caused by the combined action of the geomag-
netic field and its high-frequency fluctuations. Magne-
tobiology and biochemistry can aso employ the lines
of reasoning and physical models devel oped and tested
for simpler crystal systems. In any case, progress
toward an understanding of magnetoplastic effects has
given impetus to the study of other MF-sensitive (elec-
tric, optical, luminescence) properties of practically
important diamagnetic materials (semiconductors,
polymers, fullerites, high-spin organic compounds
[279], etc.).
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Abstract—A model is proposed for metastable DX centers formed through Jahn-Teller distortion of the crystal
lattice of cadmium telluride, i.e., through the displacement of a Dy residual donor impurity atom (where D is
aGroup |11 element of the periodic table) to the region of anearest neighbor interstice. The configuration-coor-
dinate diagram for a VD, associated defect is constructed with due regard for the tetrahedral and hexagonal
positions of intertitial atoms. The Stokes shift, n-type conductivity, location of the Fermi level, specific features
of photoluminescence, and some other effects are explained in terms of the configuration-coordinate diagram.
The results of experimental investigations of the energy spectrum of DX centers in cadmium telluride single
crystals are in agreement with available theoretical data. © 2004 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

The presence of technologicaly uncontrollable
impurities, intrinsic defects of the crystal lattice, and
complexes of different types in 11-V1 semiconductor
compounds, for example, in cadmium telluride, brings
about the formation of impurity centerswith deep-lying
levels. Inthe crystal lattice of cadmium telluride, cation
vacancies are the primary defects forming complexes

and can exist in several charge states, such as ng,

Vg, and Vg [1, 2]. In particular, doubly charged cad-
mium vacancies and impurities of Group Il and VII
elements of the periodic table form associated defects,
i.e., the so-called double acceptors and A centers, which
arelocalized in the band gap of the compound and play
an important role in recombination processes.

The data available in the literature on the energy
spectra of deep-level centers in cadmium telluride are
contradictory [1, 2]. Thisis especially true in regard to
the nature of the acceptor level at an energy E. —
0.06 eV, which belongs to a group of local states that
have not been identified to date. It is known that this
level can be attributed to both an intrinsic defect and a
complex formed by an intrinsic defect and an impurity.
Unfortunately, the data obtained by different research-
ers for the binding energy of this defect do not always
correlate (see, for example, [3]).

In recent years, the magjority of theoretical investiga-
tionsinto the shallow—deep transitionsin I11-V1 and 11—
V semiconductor compounds have been performed in
the framework of the microscopic model of an X center
[4-T7]. According to this model, the X center is formed
through the Jahn—Teller distortion of the crystal lattice,
i.e., through the displacement of a center-forming atom

along the [111] direction to the region of the nearest
neighbor interstice. As a result of the Jahn—Teller dis-
tortion, the bond with an atom of the adjacent sublattice
is broken and the symmetry of the center lowers from
tetrahedral (T,) to trigonal (C;,) symmetry. In the case
of donor impurities, structural relaxation is accompar
nied by trapping of an extra electron into a neutral
donor state d®: 2d° — d* + DX.

For I11-V semiconductor compounds, X centers
have been adequately investigated both theoretically
and experimentally. However, X centersin I11-VI com-
pounds have been examined predominantly using theo-
retical approaches. Nonetheless, it has been established
that the formation of deep-level centers of Group I11
elements in cadmium telluride and in a number of 11—
V compounds (GaAs, GaAlAs) occurs through similar
mechanisms|[6, 7]. Park and Chadi [6] revealed that the
DX centers formed by aluminum, indium, and gallium
impurities in cadmium telluride are localized at energy
levels 0.55, 0.61, and 0.54 eV below the conduction
band bottom and have binding energies of 0.42, 0.04,
and 0.08 eV, respectively. However, the results of theo-
retical calculations require further experimental verifi-
cation.

The purpose of the present work was to develop a
model of DX centersin cadmium telluride single crys-
talsand to identify the electronic states of these centers.
We studied single-crystal samples with the impurity-
defect composition most frequently used in the technol -
ogy for fabricating nuclear radiation spectrometric
semiconductor detectors based on semi-insulating cad-
mium telluride. However, the preparation of such a
material required compensation of the contribution
from the donor impurities introduced. This was

1063-7834/04/4605-0825%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. (a) Photoluminescence spectrum of the n-CdTelCIO
singlecrystal (Ng =5.0 x 101" cm™3) at T= 4.5 K. (b) Pho-
tocurrent spectra of n-CdTelCl(trystalsat T =300 K. Chlo-
rine concentration Ng = (1) 5.0 x 10'7 and (2) 1.0 x

10 em 3,

achieved using compounds with an excess of tellurium
as compared to the stoichiometric composition.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Cadmium telluride single crystalswere grown using
the Bridgman method from a melt. The technique of
doping single crystals by Cl, impurities and the com-
pensation mechanisms were described in our previous
work [8].

Samples CdTe + Te were prepared in the following
way. By virtue of the specific features of the P-T—X
phase equilibrium diagram of cadmium telluride, the
cadmium telluride crystals grown from a melt contain
an insignificant excess of tellurium (~10Y cm3) as
compared to the stoichiometric composition [1, 2]. For
more efficient saturation of the cadmium telluride com-
pound with tellurium, the single crystalswere grown by
the static and dynamics methodsfrom the gas phase[9].
In this case, we used CdTe or CdTe(ln) compounds that
were preliminarily synthesized at the temperature of
theinitial melt.

Compared to the p-CdTe crystals grown from the
melt, the n-CdTe + Te single crystals grown from the
gas phase have a dightly more imperfect structure. In
particular, the latter crystals contain tellurium inclu-
sions (10>-10* cm) and the mean density of disloca-
tionsincreases by one order of magnitude and amounts
to approximately 10° cm3.

Aswas shown by Rudolph [10], the total concentra-
tion of technologically uncontrollable (residual) donor
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impurities (Ga, In, Al, Tl, Cl) in cadmium telluride sin-
gle crystals grown by the Bridgman method can be as
high as 10'’ cm3. The maximum concentrations of the
Group 111 elements under investigation are as follows:
Nga= 2.0 x 106 cm= and N,,, = 3.0 x 10'® cm™3.

We studied the initial (unsaturated) compound
p-CdTe (p ~ 10* cm3, p = 80-90 cm?/(V s)) and the
tellurium-saturated samples n-CdTe (n ~ 10% cm3, pu =
600-700 cm?/(V s)), n-CdTellnO(n ~ 10" cm™3, u =
400-800 cm?/(V s)), and n-CdTelCl(n~ 106 cm 3, pu =
300-500 cm?(V 9)).

The low-temperature photoluminescence and exci-
ton reflection spectra were recorded for natural cleav-
ages of single crystals upon excitation of the studied
samples under argon laser radiation at a power of
~10%2 cm™ s. The photoelectric recording and syn-
chronous detection were accomplished using standard
techniques. The dispersion was provided by an SDL-1
spectrometer (linear dispersion, 6 A/mm). The low-
temperature investigations were performed with the use
of an UTREKS temperature controller, which made it
possible to maintain a constant temperature of the sam-
ples with an accuracy of 0.05 K.

In the case when the exciton photoluminescence
spectra were measured in the range 1.606-1.580 eV
(Fig. 1a), the activation energy E, of isolated defects

was determined from the binding energy E;* of exci-
ton-impurity complexes with the use of the Hines

empirical relationship (my /my =4)[1, 2):

Er = aE,, (1)

wherea =0.24, 0.2, and 0.1 for the ionized donor, neu-
tral donor, and neutral acceptor, respectively.

The edge photoluminescence spectra of CdTe sin-
gle-crystal samples with adopant concentration of less
than 10%* cm2 in therange 1.57-1.50 eV (Fig. 1a) con-
tain bands D—A and Iz. An increase in the dopant con-
centration leads to a considerabl e decrease in the inten-
sity of the edge photoluminescence. According to
Agrinskaya et al. [11], the mechanism of recombina-
tion responsible for the appearance of band I at an
energy of 1.54 eV is consistent with the band—impurity
scheme. Therefore, the thermal activation energy for
the acceptor level (E; = 0.06 eV) can be determined
from the expression

E = Eg—hv(lg), 2

where E; = 1.606 eV at 4.5K.

For low-resistance (uncompensated) samples, the
same value of thermal activation energy E, was
obtained from the temperature dependences of the con-
ductivity.

The optical activation energy E, was estimated from
the long-wavel ength edge of the photocurrent spectrum
in the impurity region (Fig. 1b) or from the spectral
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dependence of the IR quenching of photoconduction
[11]. For all the samples studied, the optical activation
energiesfall in the range E, = 0.75-0.80 eV.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The exciton photoluminescence spectrum of the p-
CdTesinglecrysta at 4.5 K isshowninFig. 2 (curvel).
As can be seen, the spectrum contains the luminescence
lines A, D, and C due to the annihilation of exciton—
impurity complexes and also the broadened lines I (in
the longer wavelength range) and X (at the frequency of
free excitons). Agrinskaya et al. [12] assigned the C
lineat an energy of 1.5915 eV to the emission of several
free excitons bound to one impurity atom. According to
available data [2, 13], the A line a an energy of
1.5900 eV is associated with the annihilation of exci-
tons bound to neutral acceptors (A%, X), which are
responsible for p-type conductivity. The competitive
effect of n-type conductivity manifestsitself in the fact
that the exciton photoluminescence spectrum contains
the D line at an energy of 1.5935 eV, which has alower
intensity and corresponds to the emission of excitons
bound to neutral donors (D°, X). The role of neutral
states can be played by isolated residua impurities,
intrinsic defects of the crystal lattice, and complexes
formed by impurities and defects [2, 13].

The saturation of cadmium telluride single crystals
with telurium (Fig. 2, curve 2) leadsto an increasein the
intensity and a narrowing of the lines I (at 1.5860 €V)
and X (at 1.5965 eV) and the appearance of the domi-
nant line I, (at 1.5924 eV). In [2, 14], the I, line is
attributed to the emission of excitons bound to ionized
donors (D*, X). It should be noted that this shape of the
exciton photol uminescence spectrum correspondsto n-
type conductivity of the samples, even though an
increase in the content of the anion component of the
CdTe compound is accompanied by the generation of
V4 acceptors[1, 2].

As regards the luminescence line I, the following
interesting data are available in the literature. As was
noted by Agrinskayaet al. [16], thislineistypical of the
exciton photoluminescence spectra of single crystals
that are heavily doped with chlorine. However, accord-
ing to our earlier data [8] and the results obtained in
[16], thelg lineis also characteristic of the exciton pho-
toluminescence spectra of CdTe + Te crystals. Wor-
shech et al. [17] interpreted the I line as the phonon
replicaof the A%-X line at atransverse acoustic phonon
energy of 4.3 meV. Of the greatest interest, in our opin-
ion, are the results obtained by Taguchi et al. [14], who
explained the origin of the s linein terms of the recom-
bination of a hole of the valence band and an electron
trapped by a center with trigonal symmetry.

According to this mechanism of radiative recombi-
nation, the binding energy of electrons in traps (E, =
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Fig. 2. Exciton photoluminescence spectra of (1) p-CdTe
and (2) n-CdTesinglecrystalsat T = 4.5 K. Tellurium vapor
pressure in the cell PTe2 =(1) 0.1 and (2) 3.0 kPa. Insets

shows (&) the dependence of the intensity ratio K of line Ig

to line D on the tellurium vapor pressure and (b) typical
exciton reflection spectrum.

0.02 eV) is determined from a relationship similar to
expression (2) [14], that is,

E, = E;—hv(lp). 3)

Note that the trigonal symmetry is consistent with the
microscopic model of an X center; i.e., the origin of the
I line can be interpreted from this point of view.

The problem of determining the conditions favor-
ablefor theformation of X centersisrather complicated
and callsfor special complex investigation. An analysis
of the available data on the microstructure and x-ray
diffraction of CdTe + Te single crystals allows us to
draw theinferencethat tellurium precipitates are prima-
rily responsiblefor the long-range el astic forces associ-
ated with the elastic stresses arising from the mismatch
between the matrix and particles of the other phase. In
our opinion, it is these stresses induced in the crysta
lattice that bring about the displacement of residual
impurities from sites to interstices. This assumption is
confirmed by the increase in the intensity of the I line
with an increase in the tellurium partial pressure upon
saturation with tellurium (Fig. 2, inset (a)).

Figure 2 showsthe exciton reflection spectrum for free
(n=1) and bound (line A) exciton states (see inset (b)).
We assume that the A line observed at an energy of
1.5900 eV in the photoluminescence and exciton reflec-
tion spectra can be attributed to cadmium vacancies in
the surface layer of the samples.
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Fig. 3. Exciton photoluminescence spectra of the n-
CdTelClCsingle crystal (Ng = 5.0 x 10 cm™) at temper-

atures T = (1) 4.5, (2) 10, and (3) 20 K. The inset showsthe
exciton reflection spectrum.
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Fig. 4. Exciton photoluminescence spectrum of the
CdTellnCsemi-insulating single crystal grown from the gas

phase (PTez ~ 3.0 kPa) with the use of an indium-doped

batch of synthetic cadmium telluride. The inset shows the
typical emission spectrum of A centersin CdTe samples.
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It is of interest to trace the evolution of the exciton
photoluminescence spectra of CdTelCl[Jcompensated
crystals (Ng = 10—10%° cm~3) with variations in tem-
perature (Fig. 3). At T = 4.5 K, the exciton photolumi-
nescence spectra of CdTelCl[Lrystalscontainthe C, D,
and | lines, which are al'so observed in the spectraof n-
CdTe low-resistance samples. An increase in the tem-
perature is accompanied by quenching of exciton pho-
toluminescence. As can be seen from Fig. 3, the exciton
lines completely disappear in the temperature range
15-20K. However, at T~ 20 K, the spectra of CdTelCI[]
crystals (irrespective of the chlorine concentration)
contain the |, line, which is absent at 4.5 K.

The exciton reflection spectrum shown in the inset
to Fig. 3 does not exhibit the A line but contains the I
line at an energy of 1.5860 eV, asisthe casein the pho-
toluminescence spectra of these samples. The A line
disappears with a decrease in the concentration of iso-
lated cadmium vacancies due to the formation of Vg
2Cl+ neutral complexes [8]. In turn, the appearance of
thel lineis associated with the formation of more elec-
trically active complexes with V4 vacancies.

The exciton photoluminescence spectrum of the
CdTellnd semi-insulating single crystal (N,, ~ 5 %
10% cm®) is depicted in Fig. 4. It can be seen that the

I line observed at an energy of 1.5938 eV is dominant

in the exciton photoluminescence spectrum. In[13, 17],
this line is attributed to the annihilation of excitons
bound to indium centers. The low-intensity line I is
assigned to concomitant residual impurities.

As was shown by Agrinskaya et al. [16], the emis-
sion spectrum of A centers (seeinset to Fig. 4) is asso-
ciated with the transitions occurring inside an electri-
cally active complex of a V4 vacancy with a donor
impurity. The emission spectrum consists of severa
longitudinal optical phonon replicas of the zero-phonon
line Z at an energy of 1.450 eV. Therelative intensity of
individual longitudinal optical phonon lines is ade-
guately described by a Poisson distribution. The origin
of the Y line a an energy of 1.477 €V remains unclear.
Some authors assigned this band to tellurium precipi-
tates [18].

The lattice distortion observed upon the formation
of a DX center, as in the case of a Frenkel defect, is
accompanied by the generation of an associated pair
that consists of avacancy (or part of avacancy) and an
interstitial donor. The aforementioned specific features
of the photoluminescence and exciton refl ection spectra
of single crystals count in favor of the model of an asso-
ciated defect being formed by a cation vacancy (V)
and a residual donor impurity (D¢g), which will be
identified in Section 3.2.
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Fig. 5. Configuration-coordinate diagrams for metastable X centers: (a) a typical DX~ center [4-6] and (b) a V4D; associated
defect (D; isan interstitial atom of the center-forming donor impurity). Designations: Uy, is the energy of the crystal—X center”
system in the case of atetrahedral (hexagonal) position of the interstitial center-forming atom, U, is the energy of the “crystal—free
electron” system, E isthe energy of the free charge carrier, and Q is the configuration coordinate.

3.1. Configuration-Coordinate Diagram

Since the lines D (D%, X) and I, (D*, X), which are
characteristic of isolated hydrogen-like states of donors
in cadmium telluride, are dominant in the exciton pho-
toluminescence spectra of the studied crystals, we can
draw the inference that the X centers are unstable upon
high-intensity optical excitation of the system. In this
respect, it is expedient to consider the model of atypi-
cal metastable DX~ center (Fig. 5a), which was pro-
posed by Chadi and Park in [4—6]. First and foremost,
we should make the following refinements. According
to the configuration-coordinate diagram, the thermal

activation energy E; is equal to the binding energy
E,(DX") for aDX™ center. On the other hand, the exper-
imentally measured activation energy E; is determined
by the height of the vibronic barrier between the ion-
ized (d° + €) and unionized (DX") states of the deep-
level center; that is,

E. = E,(DX) +AE,, (4)

where AE, is the height of the energy barrier to back
thermally induced transfer of the carrier to the conduc-
tion band. For the most part, the value of AE, is small

compared to the binding energy E,(DX") and, hence,
Et -~ Etl .

The optical activation energy E, determines the trap
depth with respect to the conduction band. The appre-
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ciable difference between the activation energies E, and
E, can be explained on the basis of the Franck—Condon
principle regarding the constancy of the configuration
coordinate Q upon optical transition.

The above variant of the configuration-coordinate
diagram corresponds to an undoped CdTe compound
whose composition is close to stoichiometric. It will be
shown below that the model of an X center, as applied
to the studied crystal's, should take into account both the
impurity-defect structure of the samples and the differ-
ence between the positions of the center-forming atoms
located in interstices.

A high degree of doping of a semiconductor com-
pound can lead to a change in the charge state of DX~
centers. In particular, Chadi and Chang [7] described
the transformation of Si : DX~ centers into the neutral
state d° upon doping of the GaAs crystal with boron
impurities. In this case, the impurities do not necessar-
ily interact directly with X centers; however, under the
action of dopant atoms, the DX~ centers become unsta-
ble.

In n-CdTelClOsingle crystals, the DX centers can
undergo similar transformations in the field of CI$e
charged defects at high concentrations; that is,

DX +Cly, —= DX’ +ClI%,. (5)

It should be noted that the occurrence of reaction (5) is
a further factor accounting for the known effect of
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“self-purification” of cadmium telluride crystals [19],
i.e., the transformation of electrically active impurities
into a neutral state due to the introduction of chlorine
impurities.

In n-CdTe and n-CdTeldnlsingle crystals with an
excess of the anion component, the DX~ centers are
most probably affected by neutral cadmium vacancies:

DX + Vg, — DX+ V&, (6)

It follows from reactions (5) and (6) that the DX~
states in the above compounds are unstabl e with respect
tothe DX? and DX* states, which, in turn, in the absence
of energy barriers[7], readily transform into the d° and
d* states, respectively.

The configuration-coordinate diagram for a VD,
associated defect (Fig. 5b) takes into account not only
the transformations due to reactions (5) and (6) but also
the possibility of an interstitial atom occupying two
positions, namely, tetrahedral (T) and hexagona (H)
positions. This possibility is confirmed by the splitting
of the photoluminescence line Iz under uniaxial com-
pression along the[111] direction[14]. A similar model
was used for V,—Ga and Vo —As associated defects in
ZnSe single crystals [20] and ClCl; pairs in CdTe
single crystals[21].

The curves U, (Q) and U(Q) lie close to each other,
and their positions at Q = 0 differ by the binding energy
of the charge carrier for a neutral (d°) or ionized (d*)
donor. In this variant of the configuration-coordinate
diagram, the optical activation energy E, (determined
from the photoluminescence data) also corresponds to
the trap depth with respect to the conduction band.
Making alowance for the transition DX~ —
DX*(DX9), the thermal activation energy E, can be rep-
resented in the form

E. = E,(DX) + AE,, (7)

where AE, = E,(d) + AE. It is evident that AE. in rela-
tionship (7) corresponds to the binding energy of the D;
element in the VD, associated pair. Therefore, com-
pared to the binding energy E,(d°) = 0.014 eV [11, 22]
for the isolated donor d°, the binding energy for the D;
element increases by the barrier height AE and, accord-
ing to expression (3), isequal to 0.02 eV. Consequently,
we have the barrier height AE = 0.006 eV and no spon-
taneous transformations of the type DX° — d° or
DX* — d* occur at sufficiently low temperatures.

In the framework of the configuration-coordinate
diagram of an associated defect, the specific features of
exciton photoluminescence in CdTe single crystals can
be explained as follows.

Let us assume that an X center isin the ground state
DX (T configuration) at liquid-helium temperature and
is excited by high-power laser radiation. Upon optical
excitation, the crystal lattice transforms into a nonequi-
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librium state and the center undergoes a jumpwise
transformation into the H configuration, i.e., the d°
state. In the photoluminescence spectra, these transfor-
mations manifest themselvesin asubstantial increasein
the intensity of the D line. An increase in the tempera-
ture leads to defreezing of the neutral donor, and thel,

(D*, X) line appears in the photoluminescence spectra
and is dominant at 20 K. It is obvious that, when the
DX* center istheinitial state, thel, line should also be
dominant at T=4.5K.

According to Chadi and Chang [7], the probability
that photoexcited charge carriers have the minimum
energy necessary for the formation of DX centers can
be written in the form

f(Ep) = [1+ exp(E,—Eg)/KT] ™ )

The stability of the DX center in the T configuration is
associated with the stabilization of the Fermi level E at
an energy level lying above E. = 0 [7] by the binding
energy of the center (E, = Ep).

It should be noted that the stabilization of the Fermi
level E; in the conduction band manifests itself in a
number of effects. In particular, the high-energy tail of
the edge photoluminescence should be observed in the
range of energies above E, = 0 [20], which is consid-
ered to be a distinguishing feature of degenerated semi-
conductors. However, such effects are not observed in
our photoluminescence spectra. Therefore, as was
assumed above, the DX? (DX*) states are unstable with
respect to the d® (d*) states at negative binding energies.

In this situation, we can use traditional statistics for
compensated hondegenerated semiconductors[23]. For
CdTelClCcrystals, the Fermi energy at T = 0 coincides
with the energy E.. As the temperature increases, the
Fermi energy decreases in accordance with the expres-
sion

E- = E.+ len-'\lD-—'\'—A, (9)
N,
where N — N, = n and N, is the effective density of
states in the conduction band of the CdTe compound.

At 20 K, the Fermi energy decreases by ~0.05 eV,
which corresponds to complete ionization of states of
the X center inthe H configuration. Thisraisesthe ques-
tion asto the stability of the associated defects, because
the recombination barrier separating theinterstice from
the vacancy drastically decreases upon ionization of
one of the elements forming an associated defect [24].
In the framework of the simplest model described in
[24], the probability of recombination of apair is deter-
mined by arelationship similar to expression (8) and is
close to zero in the temperature range under consider-
ation.

The model representations for the three types of
deep-level centers responsible for the photolumines-
cence bands Ig, Ig, and Z are given in Table 1. The
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scheme of the radiative transitions corresponding to
these bands is shown at the bottom of Fig. 5b. For the
studied crystals, the following two important remarks
need to be made. (i) According to the model proposed
in the present work, the local state of the DA double
acceptor can be treated as a result of the transition
between the configurations T and H of the optically
excited DX center. (ii) Aswas shown for ZnSe crystals
in [20], the presence of concomitant A centers can
account for the fact that the studied samples do not
exhibit a characteristic effect, namely, residual photo-
conductivity at sufficiently low temperatures [6].

3.2. ldentification of the Electronic States
of the DX Center

According to Chadi and Chang [7], we can writethe
relationship

E,(DX)) = 2E,(DX)°. (10)

Relationships (1), (3), (7), and (10) were used to cal-
culate the binding energies presented in Table 2. The
binding energy E,(DX"), which was determined using
the parameters obtained above, coincides with the the-
oretical binding energy for aGa: DX center [6]. There-
fore, gallium residual impurities are the most probable
center-forming donors that are responsible for the pho-
toluminescence line Ig. This inference is supported by
the results of analyzing the photoluminescence spectra
of CdTellnCsingle crystals. Moreover, unlike other
Group Il elements, the Gagy impurities form metasta-
ble DX centers (with a lower stability as compared to
hydrogen-like states) [6], which is consistent with the
model representations proposed in present work.

The binding energy of the DX* state for the CdTe
and CdTellnOsingle crystals can be estimated in the
same manner. In particular, the value of E,(DX*) for the
n-CdTe crystal is comparable to the binding energy
E,(DXO) for the n-CdTelClCcrystal. However, we can-
not make any generalizing inferences, because reliable
theoretical data necessary for comparison are not avail-
able.

Now, we consider other experimental resultsin sup-
port of the proposed model of an X center. According to
Takebe et al. [3], the double-acceptor level at an energy
E.—0.06 eV isassociated with atrap at an energy E. —
0.04 eV, which was identified by deep-level transient
spectroscopy. In our opinion, this level is identified
with the level of the DX center in the H configuration.
Since the cadmium telluride samples studied in [3]
were annealed in cadmium vapors at high partial pres-
SUres peg, proper allowance must be made for the effect
of Cd, interstitial atoms. The formation of the impurity
energy band of Cd, shallow levels (E.—0.013 eV [2]) in
the vicinity of the ' minimum of the CdTe crystal
should lead to a sharp decrease in the binding energy of
anisolated d° donor associated with aresidual impurity.
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Table 1. Radiative-recombination deep centers formed by
cation vacancies and residual donor impurities in the CdTe
compound

2004

; Photolumi-
Center | Desig- nescenceband | Model representation
type | nation (a 4.5 K)
VegeDi | DX Ig Frenkel-type defect in
the T configuration

- o+ DX center intheH
Veadi | DA le configuration
Vi—dey | T Z A center

Table 2. Characteristics of the energy spectrum of metasta-
ble DX centersin CdTelClkingle crystals

State Binding energy E;, eV Phog;lr?dmrl“r}\%/mce
d* 0.015 I, (1.5924)
d° 0.015 D (1.5935)
0.014 [11]*
D 0.02 | (1.5860)
DX? 0.04
DX~ 0.08
0.08 [6]**

* More exact value obtained from the Debye-Conwell equation.
** Theoretical value for aGa: DX center.

In this case, according to relationship (7), we obtain E;
= E,(DX).

4. CONCLUSIONS

Thus, the main results obtained in this work can be
summarized as follows.

(1) A model was proposed for DX centers in CdTe
single crystals. According to this model, the displace-
ment of a D¢y residua donor impurity atom to the
region of the nearest neighbor interstice brings about
the formation of aVD; Frenkel-type defect (where D
isaGroup Il element).

(2) The configuration-coordinate diagram for aVg—
D, associated defect was constructed taking into
account the tetrahedral and hexagonal positions occu-
pied by the center-forming atom. The Stokes shift, n-
type conductivity and the location of the Fermi level
upon optical excitation of crystals, specific features of
photoluminescence, and some other effects were
explained on the basis of the configuration-coordinate
diagram.

(3) The results of experimental investigations of the
energy spectrum of DX centersin CdTe crystals are in
agreement with avail able theoretical data.
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Abstract—The band structure of the TIGaTe, compound is calculated by the pseudopotential method. The
spectral dependences of the real and imaginary parts of the complex permittivity are determined in the case
when the polarizations are paralel and perpendicular to the optic axis of the crysta. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Thetriple compound TIGaTe, is a semiconductor of
the TISe type. This compound isthe least known repre-
sentative of the triple analogs of thallium selenide. The
TIGaTe, compound, like the TISe compound, has a
body-centered tetragonal lattice with symmetry group

D> (14/mcm). Guseinov et al. [1, 2] determined the

band gaps of the TIGaTe, semiconductor from electri-
cal measurements. It was found that the band gaps dif-
fer drastically and amount to 2.3 €V [1] and 1.2 eV [2].
Moreover, the authors of [1] determined the tempera
ture coefficient of the band gap (-3.14 x 107 eV/K).

All compounds of the af orementioned type have one
feature in common; more specifically, they are com-
pounds of univalent thallium (T1*) with the correspond-

ing anionic radicals and consist of trivalent metals and

chalcogens: TI*(Me3+X§_). In the TIGaTe, compound,

the gallium atoms and their nearest environment (four
tellurium atoms) form chains along the tetragonal axis
c. The tetragonal axis is the optic axis of the crystal.
The univaent thallium atoms have an octahedral envi-
ronment consisting of eight tellurium atoms. The com-
pounds under consideration are semiconductors, and
their semiconducting properties are satisfactorily
explained on the basis of the chemical bonding model
proposed by Mooser and Pearson [3].

The band structure of the TIGaTe, compound was
first calculated by Gashimzade and Orudzhev [4] using
the empirical pseudopotential method. Theform factors
of the atomic pseudopotentialswere calculated from an
analytical expression proposed by Konstantinov et al.
[5]. These calculations demonstrated that the valence
band top is located at the high-symmetry point T
(O, 2174, 0) at the Brillouin zone boundary, whereas the
conduction band bottom is aigned aong the line D
(Tva, 1Wa, K) at the Brillouin zone boundary. Those
authors drew the conclusion that, for the TIGaTe, com-
pound, the direct transition isforbidden by the selection
rules.

Tables of the characters of simple irreducible and
double-valued irreducible representations of groups in
terms of the wave vectors relating to the space group
D> (14/mcm) were obtained by Gashimzade [6]. The
compatibility conditions for irreducible representations

of the simple and double-valued groups Diﬁ and the
schematic drawing of the Brillouin zone (Fig. 1) for a
body-centered tetragona lattice with an axia ratio
c/a<1larealso presentedin [6].

In thiswork, the band structure of the TIGaTe, com-
pound was calculated by the pseudopotential method.

2. THEORETICAL BACKGROUND

The nonlocal ionic pseudopotentials in configura-
tional space were constructed according to the scheme
proposed by Bachelet et al. [7]. When calculating the
band structure of the TIGaTe, compound, the screening

I

Fig. 1. Schematic drawing of the Brillouin zone for a body-
centered tetragonal lattice of the TIGaTe, compound.
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Fig. 2. Band structure of the TIGaTe, compound.

of the ion charge and the exchange—correlation effects
were taken into account in the framework of the dielec-
tric formalism using the Hubbard—Sham model with a
sampling charge distribution around each ion. We used
approximately 1800 plane waves in the expansion of
the wave function. The maximum kinetic energy of the
plane waves included was equal to 16 Ry.

For the TIGaTe, compound, the lattice parameters
a=8.429(6) A and c = 6.865(4) A and the parameter of
the chalcogen x = 0.170 were taken from [§].

The band structure of the TIGaTe, compound is pre-
sented in Fig. 2. From analyzing these data, we can
draw the following general conclusions.

(i) The valence band top is located at the high-sym-
metry point T on the surface of the Brillouin zone and
corresponds to the irreducible representation T;. The
conduction band bottom is aligned along the line D at
an equal distance from the points P (17a, 1Wa, 1vc) and
N (1va, a, 0), which corresponds to the irreducible
representation D,. The direct transition at the lowest
energy occurs between the states T; and T, and is for-
bidden in the dipole approximation. According to our
calculations, the band gap is equal to 0.86 eV.

(i) The valence bands can be conventionally
divided into three groups. The first group, which is
characterized by the lowest energy (=—11 eV) and con-
sists of four bands, is formed by the Te 5s states. The
second group, which is located in the energy range
from —6 to —4 eV and composed of four bands, is pre-
dominantly formed by the Tl 6s and Ga 4s states. The
third group, which is located in the energy range from
—4 t0 0 eV and consists of ten bands, is predominantly
formed by the Te 5p, Tl 6p, and Ga 4p states. Our
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results concerning the origin of the energy bands are
consistent with the data obtained by Okazaki et al. [9].
In[9], the authorsinvestigated the photoemission spec-
tra and performed the augmented plane wave calcula-
tion of the band structure of the TIGaTe, compound.
However, these calculations demonstrated that, in the
band structure, the valence band overlaps with the con-
duction band, which isin contradiction with the exper-
imental data.

Our results and the data obtained in [9] do not con-
firm the theoretical inference made in [4] that, at the
valence band top of the TIGaTe, semiconductor, there
is an isolated group consisting of two bands. Appar-
ently, this disagreement can be associated with the
incorrect inclusion of the screening of the pseudopoten-
tial in the empirical method.

The optical properties of the TIGaTe, compound
have not been adequately studied. In this respect, the
purpose of the present work was to investigate the opti-
cal properties of the TIGaTe, compound theoretically.
To accomplish this, we calculated the real and imagi-
nary parts of the complex permittivity and the effective
number of valence el ectronsin the case when the polar-
izations were parallel and perpendicular to the optic
axis of the crystal.

In order to determine the frequency dependence of
theimaginary part of the complex permittivity, we used
the following relationship [10]:

2 2 3
(@) = LSy [ZK]eM,, (k)7

mow’ £ J (2m )
x 8(Ec(k) —E, (k)7iw).
Here,
eM, (k) = Mg (r)lepy i (r)0

= ejw:k(r)(—iﬁm>ka<r>d3r,

where the integral on the right-hand side represents the
matrix element of the momentum operator p = —iAl];
v and c aretheindices numbering the states of the valence
and conduction bands, respectively; k isthe wave vector;
and eisthepolarization unit vector. Theintegration isper-
formed with respect to the unit cell volume of the crystal.

In expression (1), the integration with respect to the
Brillouin zone was replaced by summation in the unit
cell of the reciprocal lattice. For this purpose, the unit
cell volume was divided into eight equal partsin which
points of the wave vector k were chosen in a random
way. A total of 1280 points were taken into account, and
a smooth histogram was constructed from them. Then,
this histogram was normalized according to the formula

T 2 ]'[41'[I’Iee2

J’wa—(oo)dw = 5Wp = 5T
0
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where w, isthe plasmafrequency of electrons, m,isthe
electron mass, and n, isthe mean density of electronsin
the crystal. The caculation showed that 7w, =
14.25 eV.

The histogram was constructed with a step of
=0.2 eV. All transitions v — ¢ at an energy of up to
15 eV were taken into account. The frequency depen-
dence of the imaginary part of the complex permittivity
€ (w) in the vicinity of 15 eV was extrapolated by the
standard formula €;(w)|,, _. »~ 13
w

Thereal part of the permittivity was calculated from
the Kramers—Kronig integral dispersion relation

0

g (w) = 1+%wa‘ez((o')
0

dw

> @)

,2
w —w

Here, P stands for the principal value of the integral.

The effective number of valence electrons (per
atom) involved in transitions at an energy E < Aw is
determined by the expression

W
me 1
Ny = ——— (& (w)wdw, 3
eff anegna-!‘ I( ) ( )

where n, isthe density of atomsin the crystal.

3. RESULTS

Figure 3 presents the results of our calculations of
the optical functions in the energy range from O to
12 eV. The maxima of the principa peak in the spec-
trum g,(w) for polarizations e || c and e U ¢ are located
at energies of =2.72 and =2.50 eV, respectively. The
maxima of the principal peak in the spectrum g; (w) for
polarizations e || c and e [ ¢ are observed at energies of
=1.85 and =1.19 eV, respectively. For the polarization
e O ¢, the spectrum g;(w) exhibits two additional peaks
at energies of =1.63 and =3.37 eV. For the polarization
e || c, these additional peaks are located at energies of
=2.28 and =3.81 eV hut are considerably less pro-
nounced. The effective number ng of valence electrons
involved in transitions at an energy of lessthan 12 eV is
equal to 3 for both polarizations. As should be expected,
at higher energies, this number approaches 4.5.

The maximum permittivities €; for polarizations e ||
cand e[ c are approximately equal to 25.29 and 15.40,
respectively. Such adifferenceis characteristic of chain
crystals with strong anisotropy. The permittivities €,(0)
for polarizations e || c and e [0 ¢ are equal to 12.59 and
13.14, respectively.

Our theoretical results are in qualitative agreement
with the experimental data on the optical properties of
the TISe compound studied earlier in [11].
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Fig. 3. Spectral dependences of (1) theimaginary & and (2)
real g, parts of the complex permittivity and (3) the effective
number ng; of valence electrons per atom in the TIGaTe,
compound for polarizations (a) e || c and (b) e O c.
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Abstract—Doping of GaN crystals prepared by various methods (HVPE and MOCV D) with various degrees
of perfection of the mosaic structure, using rare-earth (RE) ions has been studied. An analysis of the shape of
the photoluminescence spectra obtained before and after the doping showed that, as the defect concentration
decreases, the intracenter f—f transitions characteristic of RE ions, at 1.54 and 0.54 um in Er®* and 0.72 umin
Sm?*, become observable. The intracenter f—f transitions of RE ions are seen, asarule, in epitaxial layers with
well-aggregated and rel axed domains and are absent in the case of amosaic structure containing domainsin the
near-surface part of the epitaxial layer that are not fully coalesced. RE doping of the crystals under study was
observed to initiate defect gettering. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Doping the wide- and direct-band-gap gallium
nitride GaN by rare-earth (RE) ions (GaN[REL makes
this semiconductor a promising material for use in
materials intended for visudization of information,
including optical fiber devicesif Er is used as a dopant
[1]. Itisknown that photoluminescence (PL) at awave-
length of 1.54 um (corresponding to minimum lossesin
the optical fiber) is observed at room temperaturein the
doped material GaNEr[] which makes it possible to
develop GaN[Er[Hbased p—i—n structures operating at
T = 300 K. Another Er®* transition, at a wavelength of
540-560 nm, i.e., in the green spectral region, was also
found to have application potential.

Despite the considerable progress reached in the
investigation of GaNLErL] its application presently
meets with difficulties associated with an insufficiently
high quantum yield both at the wavelengths character-
istic of the bound-exciton radiation, i.e., at the energies
E = 3.463 eV (358 nm) and 2.29 €V (540 nm), and at
thewavelengthinthelR region, E=0.82 eV (1.54 um).
It was also shown that only 1% Er of the total concen-
tration of the impurity inserted into the semiconductor
matrix isoptically active[2]. Thisiswhy codoping (the
introduction of additional impurities), in particular, of
Mg, isused to form complexes with alarge carrier cap-
ture cross section [3], which provides a high efficiency
of electronic excitation transfer to the Er ions. Also, it
is desirable to exclude other recombination channels
for the electrons injected into the matrix. One of the
most efficient channels of radiative recombination in
GaN crystals is the donor—acceptor recombination,

which is indicated by the presence of a broad band in
the PL spectra at energy E = 3.09-3.26 V. This emis-
sion band is usually associated with the donor—acceptor
PL (D-A PL) and is due to the existence of shallow
donor—acceptor pairs, whose depth, according to vari-
ous estimates, is 25 meV for the donors and 220
240 meV for the acceptors [4]. The D-A PL was
observed [5] to existin Mg-doped GaN crystals, aswell
as in undoped ones [4]. The origin of the D-A PL in
Mg-doped samples is assigned [4, 5] to a nonuniform
distribution of the impurity and to its interaction with
defects of the starting crystal. The appearance of D-A
PL in the undoped material may indicate the presence
of residual impurities and their interaction with crystal
growth defects [6]. The growth of an epitaxial layer is
accompanied by domain wall coalescence with simul-
taneous trapping of impurities, such as oxygen, silicon,
and carbon, which form centers that act as shallow
donors in nitrides. Hence, such a system may contain
(depending on the actual growth conditions, the forma-
tion of anuclei layer, and the extent of domain coales-
cence) a broad spectrum of impurity complexes with
native defects. Note that the strained walls of anincom-
pletely relaxed domain structure can spatially separate
defects of the donor and acceptor types. All these struc-
tural features are conducive to the appearance of the D—
A PL.

The question of what levels (donor or acceptor) are
created by RE ions doping the GaN semiconducting
matrix has not yet been considered, and there are no
data whatsoever on the defects produced by RE ionsin
the band gap of this matrix [7, 8].

1063-7834/04/4605-0836$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Our purpose was to study how the characteristics of
a system of extended defects (in particular, the degree
of perfection of the mosaic structure) in the RE-doped
original GaN layers influence the spectra of near-edge
(NE) and D-A PL of the matrix and of the intracenter
f—f RE transitions and establish mutua correlation
between these spectra.

2. EXPERIMENT

The starting crystals were prepared by different
techniques, namely, HVPE and MOCVD. Studieswere
conducted on two groups of samples differing in the
degree of mosaic structure perfection; more specifi-
caly, inthefirst group, the domainsin the near-surface
region of the epitaxial layer were not completely aggre-
gated, while in the second, the epitaxial layers were
made up of well-aggregated and relaxed domains.

We studied two species of REs, Er and Sm. Samar-
ium was chosen as a dopant because, in contrast to Er,
which canreside, asarule, in one charge state only, 3+,
Sm can exist in two charge states, 2+ and 3+. Both
dopants, Er and Sm, wereintroduced by diffusion, asin
[9, 10]. Theimpurity diffused in the samples of thefirst
and second groups by different mechanisms. In sam-
ples of the first group, diffusion involves grain bound-
aries (with strained and dangling Ga—N and N—H bonds
at the grain boundaries), and in samples of the second
group, crystal didocations and defects.

A nitrogen laser (3371 A) served to excite the PL.
The PL spectra were measured with an SDL-2 spec-
trometer in the time-correlated photon-counting mode.
To make the radiation spectraof different samples com-
parable, the controllable parameters, namely, the angle
of light incidence, the excitation intensity, and temper-
ature, were maintained constant. Measurements were
made at 77 and 300 K.

3. RESULTS AND DISCUSSION

We studied the radiation at wavelengths of 1.54 and
0.54 um for GaN[Er[and at 0.72 pum for GaN[SmL) as
well asintheregion 0.34-0.43 um corresponding to the
NE PL. The most essential characteristics are the posi-
tion of the line due to excitons bound to shallow
defects, its intensity, and the FWHM. Therefore, the
main attention in analyzing the PL spectrawas focused
on the variation in these NE PL line characteristics of
GaN crystals doped by RE metals.

In general, the radiation intensity |, a an excitation
level G =1(l,) depends on thetotal lifetime of nonequi-

librium carriers t. The total lifetime is determined, in
turn, by the radiative, 1,, and nonradiative, T, carrier

recombination times; 71 = 1," + T, . Therefore, the
radiation intensity can be written as|, = G/(1 + t1,/1,).

Because for the given material (GaN) and our experi-
mental conditions 1, = const, the radiation intensity
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depends on t,,. The nonradiative recombinationtimet,,
is determined by exciton trapping (with a cross section
0;) to deep states (with concentration N;), whose exist-

ence is due to various defects: T;rl =2,V 0, NiNR (here,
v is the thermal velocity and i |abels the defect type).
From this it follows that, with all other experimental
conditions being the same, samples with different PL
intensities should differ primarily in the concentration
of nonradiative recombination centers associated with
deep levels. The lower the concentration of the nonra-

diative recombination centers (deep levels) NiNR, the

higher the integrated PL intensity, and vice versa. Fur-
thermore, the intensity of the radiation involving local
centersis determined by the number of shallow centers
taking part in the formation of the emission line, N,,
and by the transport of nonequilibrium charge carriers
(due to excitation) to the trapping (shallow and deep)
centers, as well as by their mutual positions in the lat-
tice. For these reasons, the intensity and FWHM of the
radiation lines (D°, x; A% x) can be correlated to a cer-
tain extent.

Indeed, it is known that the emission line of defect-
bound excitons is inhomogeneously broadened. Inho-
mogeneous broadening appears because the excitons
bound to different centers differ dlightly in the wave-
length of the radiation they produce. This difference
stems from the dispersion in the thermal activation
energy of shallow levels AEy; (and, hence, of the exci-
tons bound to them) asaresult of thelocal potential V.
being different for various shallow defects. Doping of
the starting crystal with RES may give rise to the
appearance of an additional concentration of nonradia-
tive states, restricted transport to the emission centers
(DO, A%, and a nonuniform mutual distribution of shal-
low and deep centers. These factors bring about a
restriction of the number of centers, N, involved in the
emission line formation and may cause a significant
correlated decrease in the intensity and FWHM of the
emission lines (D°, x; A%, x). This behavior is character-
istic of the emission lines of RE-doped (Er, Sm) crys-
tals (see below).

Figures 14 present PL spectra of GaN crystals of
the first group with various ratios of NE PL and D-A
PL intensities measured before and after their doping
with Er. Here, curves labeled a and b refer to undoped
and Er-doped crystals, respectively.

Sample 1 is free-standing, and samples 2—4 are not
separated from the substrate and differ from one
another in the growth rate used, i.e., in the crystalite
size and surface nonuniformity. The NE PL intensity
(Erax = 3.46 €V) in the undoped crystals can be both
substantially higher than the intensity of the D—A PL
emission lines at E,, = 3.25 and 3.17 eV (Figs. 1, 2)
and lower than it (Figs. 3, 4).

Doping the crystalswith Er changes the shape of the
PL spectra, depending on the PL spectrum of the start-
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ing crystal. Crystal 1 (Fig. 1) exhibits, in place of NE
PL, a peak with a substantially smaller FWHM (7.4
against 181 meV) and a considerably lower intensity
than that of the starting crystal. (Note that this decrease
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Fig. 4. Photoluminescence spectra of GaN crystal 4 (the
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ishing, and (d) following polishing and Er doping.

in the FWHM may aso be evidence of a decrease in
carrier concentration [11].) In addition, a much stron-
ger D—A PL band appears, which originates from shal-
low-donor—acceptor pairs [5]. The NE PL to D-A PL
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intensity ratio in the starting crystal 2 (Fig. 2) differs
only insignificantly fromthat in crystal 1. The spectrum
observed after the doping consists only of one emission
line peaking at 3.46 eV (NE PL, 358 nm). In both crys-
tals, one observes a decrease both in the NE PL inten-
sity and in the magnitude of the FWHM (down to
28 meV; the original value was 300 meV), with practi-
cally no D-A PL seen, which indicates the absence of
shallow acceptor centers. This provides supportive evi-
dence for the misfit strains (caused by the differencein
the lattice parameters between the substrate and the
crystal grown onit) not playing asignificant rolein the
formation of PL spectra. Figure 3 displays spectra of
crystal 3, whose ratio of the D-A PL to NE PL intensi-
ties is larger than that of the preceding two crystals.
After the doping, the shape of the spectrum in the NE
PL region does not change, whereas the D-A PL inten-
sity increases strongly. This suggests a substantial
increase in the shallow acceptor concentration. There-
fore, the influence of the Er dopant is similar to that of
Mg [12]. Figure 4 shows spectra of sample 4, wherethe
intensity of the D—A PL band exceedsthat of the NE PL
by nearly an order of magnitude. Crystal 4 differsfrom
sample 3inthat it hasasmaller crystallite size, because
it was obtained at a higher growth rate. After the dop-
ing, the D—A PL intensity decreased, but (similar to the
case with sample 3) no increase in the NE PL intensity
was observed. It may be assumed that here we have an
increase in concentration either of the deep centers
(becausethe shallow level s became deep) or of the shal-
low donors, a situation similar to the changes in GaAs
[13]. Several explanations can be given for such trans-
formations of the shallow to deep levels (i.e., achange
in the localization length): (i) lattice reconstruction,
(ii) a high concentration of surface and metastable
states, and (iii) strain relaxation, which transfers part of
theimpurities (including the extrinsic ones) from lattice
to interstitial sites, thus in the end changing the defect
charge state.

These results suggest that the part played by each
factor can be determined by varying the concentrations
of both the impurity and the surface and metastable
states. To do this, one needs to vary the parameters of
the diffusion properly, as well as of the growth process
of the starting crystals. Therefore, crystal 4 was sub-
jected to additional mechanical treatment, including
grinding followed by polishing.

Figures 14 (curves c, d) show spectra of crystal 4
polished to a depth of 20 um. Polishing removed the
emission lines characteristic of the NE PL and D-A PL,
which indicates an increase in the concentration of non-
radiative recombination centers. After the doping, the
PL spectra of crystal 4 (GaNEr[) exhibit D—A PL and
NE PL, the intensity of the latter being equal to that
observed before the polishing. Theintensity of D—A PL
exceedsthat of NE PL. Such achange in spectral shape
(curvebinFig. 3illustrates asimilar behavior) may be
evidence of an increase in the donor—acceptor pair con-
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Fig. 5. IR emission spectra of GaN[Er[crystals of (a) the
second and (b) first groups.

centration caused by a transformation of the contribu-
tions due to various defects of the matrix.

It should be noted that the long-wavelength emis-
sion lines characteristic of the Er3* f—f intracenter tran-
sition (0.54 um) are present in the spectra of crystals 1
and 2 but are not observed in crystals 3 and 4. The IR
emission line (1.54 pm) is observed in crysta 4
(although its intensity is weak) and is not detected in
crystals 1-3. Observation of the D-A PL in a crysta
indicates the existence of an additional recombination
channel in the short wavelength region of the spectrum.
This channel, which is more important for the recombi-
nation, most likely hampers the population of the rare-
earth centers, which accounts for these crystals not
emitting at a wavelength of 1.54 um. Note that the
intensity of the green emission line (0.54 um) is high
enough for it to be detected with the sensitivity of the
instruments used in the present study.

In the long-wavelength region (1.54 pm), one
observes PL in MOCVD-grown crystals of the second
group which do not feature the D—A PL band (curve a
in Fig. 5) and, hence, do not have additional nonradia-
tive recombination channels.

Figure 5 (curve b) showsthe PL spectrum of crystal 4.
Theintensity of the 1.54-um line of crystals of the sec-
ond group is seen to be considerably higher than that of
crystal 4 (first group).

The short-wavelength NE PL spectra of the starting
and doped GaN crystals of the second group are practi-
caly identical, which implies that doping did not bring
about any significant changes in spectral shape. By
analogy with [14], the presence of the D-A PL band
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Fig. 6. Variation of the near-edge photoluminescence spec-
trum of a GaN crystal of the first group (a) before and (b)
after Sm doping.

can be assigned to nonuniformities in the structura
morphology of the crystals under study.

Earlier studies [9] revealed the transformation of
shallow to deep states in GaN[ErUcrystals. This effect
was observed with the dopant having two charge states,
Eu** and Eu®*, which is supported by Mossbauer
charge-state measurements [15]. Measurements of
optical transmission spectraestablished Er to enter sub-
dtitutionally on the Ga sites in the GaN crystal lattice
[16]. Thus, one may consider Er to be a substitutional
impurity that can interact both with the matrix and the
defects of the starting crystal. An EXAFS study [17]
showed the Ga-N bond Ien%th (1.95 A) to be smaller
than the Er—N length (2.42 A), so insertion of Er into
the crystal lattice should induce tensile misfit strains. At
the same time, optical reflectivity and PL studies have
shown [4, 10] that undoped crystals are characterized,
asarule, by compressive strains. One can thus suggest
that the introduction of Er3* (as an isovalent impurity)
should be conducive to stress relaxation and a decrease
in defect concentration as aresult of the decreasein the
concentration of stressed or dangling Ga-N and N-H
bonds and, hence, to various changesin both the NE PL
and D-A PL spectra.

Doping of GaN crystals with samarium, which was
chosen because itsions, like those of Eu, can residein
two charge states, 2+ and 3+, was carried out with the
purpose of determining the probability of defect trans-
formation in the matrix. These two RE metals differ
substantially in chemical activity, a factor that can
affect the mechanism of doping of GaN crystals,
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Fig. 7. Variation of the near-edge photoluminescence spec-
trum of aGaN crystal of the second group (a) before and (b)
after Sm doping.

because in the case of EU?* the precipitates (Eu?* + oxy-
gen) are possibly capable of diffusion and insertion into
the hexagonal crystal lattice, while in the case of Sm,
the bonding type can convert from ionic—covalent
(characteristic of Ga-N) to ionic (typical of RE-N)
because of the RE metals and Ga having different elec-
tronegativities (1.1-1.3 against 1.8) [18]. Figure 6 pre-
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Fig. 8. Intracenter emission of the Smion in aGaN crystal
of the second group.
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sents NE PL spectra of a crystal of the first group (a
corresponds to the starting crystal, b to the crysta
doped with Sm). Asin[9], the change in spectral shape
ismost likely due to the transformation of deep to shal-
low defects, because one readily seesthe D-A PL band
and, in addition, a gettering effect (the NE PL intensity
increased after the doping even though the FWHM also
increased). Figure 7 displays spectra of a GaN crystal
of the second group (a corresponds to the starting crys-
tal, b to the crysta doped with Sm). The spectra are
seen to be practicaly identical; indeed, doping affected
neither the NE PL intensity nor the FWHM of the band.
Shown in Fig. 8 isthe long-wavelength spectrum of the
doped crystal, which clearly exhibits a peak at 716 nm
(characteristic of the Sm?* emission line) correspond-
ing to the f—f intracenter transition.

4. CONCLUSIONS

The intensity of the 0.54- and 1.54-p m emission
linesin GaN crystals is higher, the lower the intensity
of the D—A PL band. A study of the evolution of the D—
A PL spectraof GaN[Er[trystals has established that a
decrease or increase in the concentration of the donor—
acceptor pairs responsible for the D-A PL intensity
depends on the degree of perfection of the mosaic struc-
ture of the starting sample; namely, insertion of a
dopant (Er®*) into a more perfect matrix can increase
the D-A PL intensity, as in the case of Mg?* doping.
Introduction of Er®* and Sm (which can reside in two
charge states, 2+ and 3+, as in the case of Eu doping)
produces similar changes in the PL spectra and reveals
the gettering effect. The results obtained in this study
suggest that reducing the defect concentration in the
starting semiconductor matrix is a necessary condition
for efficient RE doping of GaN crystals (irrespective of
the actual growth method used).
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Abstract—Ultraviolet photoluminescence (PL) of LiB3;Os (LBO) crystals has been studied under selective
excitation by photonsin the vacuum ultraviol et and ultrasoft x-ray regions, including the K-absorption edges of
the Li and B cationsand O anion. Radiative recombination of €l ectron—hole pairs was established to bethemain
channel of the intrinsic PL excitation at 4.2 eV. Features were observed in the PL excitation spectra near the
lithium and boron K-absorption edges originating from excitation of the cation 1s core excitons. Experimental
evidence of the multiplication of Li 1s excitons in LBO was obtained. It is shown that excitation of the O 1s
core excitons does not affect the PL yield noticeably. The differencesin the appearance of theLi, B, and O 1sexci-
tonsin the excitation spectra of the LBO ultraviolet PL are discussed. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Studies of the relaxation and multiplication of
intrinsic electronic excitations in various optical mate-
rials performed with the use of synchrotron radiation
under selective photoexcitation in the vacuum ultravio-
let (VUV) spectra region have been recently attracting
considerable interest. High-sensitivity luminescence
methods have been employed to explore the generation
of secondary anion excitons and electron-hole pairs
following VUV photon absorptionin akali halide crys-
tals[1]; wide-band-gap oxides[2-4], including crystals
promising for use in nonlinear optics [5-7]; and other
systems. Secondary electronic excitations can aso be
produced by hot photoelectrons and, in some cases, by
hot photoholes created in core state excitation [8-10].
Secondary cation excitations and electron—hole pairsin
wide band-gap oxides are produced, asarule, at higher
excitation energies in the ultrasoft x-ray energy region.
Thisaccountsfor the substantial difficulties of atechni-
cal nature that arise in the corresponding experimental
studies.

The possibility of performing experimentsin time-
resolved |uminescence spectroscopy on the BW3 chan-
nel (HASYLAB, DESY) [11] stimulated investigation
of the cation and anion core excitations in wide band-
gap crystals, including oxides [2, 12], fluorides [12,
13], noble gas cryocrystals [14], and other compounds.
However, no studies have been carried out thus far on
nonlinear optical crystals in this excitation energy
region even though they have high application poten-
tial. Thisiswhy we chose for our study nonlinear opti-
ca crystals of lithium triborate LiB;Os5 (LBO), on
which a wedth of experimental information on the
dynamics of electronic excitationsin the VUV spectra

region has aready been amassed [5, 7]. The K-absorp-
tion edges for the atoms making up the LBO lie at
54.99 (Li), 187.99 (B), and 537.00 eV (O). The corre-
sponding peaks in the x-ray photoelectron spectra of
LBO are observed at 55.5, 192.0, and 531.6 €V [15].

The present study dealt with the processes involved
in the formation of the primary and secondary cation
and anion excitations, aswell aswith their decay chan-
nels in lithium triborate crystals, which were probed
using time-resolved luminescence spectroscopy under
selective excitation by synchrotron radiation in the
VUV and ultrasoft x-ray spectral regions.

2. EXPERIMENT

The time-resolved photoluminescence (PL) spectra
in the range 2.5-8.3 eV, time-resolved PL excitation
spectra (40-200 eV, 520-610 eV), and PL decay kinet-
ics were measured under selective photoexcitation by
synchrotron radiation from the BW3 beam line of
HASYLAB at DESY. The excitation was performed by
undulator radiation through a Zeiss SX700 monochro-
mator, which produced a photon flux I, < 5 x
10% photons/s in the energy region extending from 40
to 2000 eV [11]. The spectral resolution of the Zeiss
SX700 monochromator was typically 50 and 900 meV
at the lithium and oxygen K-absorption edges, respec-
tively. The excitation spectra were normalized against
the incident photon flux by means of an AXUV-100
photodiode (International Radiation Detector, Inc.).
Luminescence was measured with a vacuum mono-
chromator (0.4 m, Seya-Namioka arrangement) and a
microchannel photomultiplier (MCP 1645 U-09,
Hamamatsu). Time-resolved spectra were recorded
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Fig. 1. Normalized PL spectra of an LBO crystal obtained
at 290 K under selective excitation by 25-eV photons.

with a gate At wide, which could be delayed by atime
ot with respect to the excitation pulse of the synchro-
tron radiation. We performed measurements with three
independent gates with the following parameters: ot; =
0.2nsand At; = 6.4 ns; ot, = 19.5 nsand At, = 20.5 ns;
and dt; = 43 ns and At; = 107 ns. These measurements
were carried out parallel by recording spectra without
time resolution, i.e., time-integrated spectra. The PL
spectra are presented here without correction for the
spectral sensitivity of the analyzing channel. The effec-
tive time resolution of the measurement system was
about 250 ps (FWHM).

The spectral and kinetics measurements at incident
photon energies of 4-35 €V were carried out under
selective photoexcitation by synchrotron radiation at
the SUPERLUMI experimental station [16] of the
HASYLAB, DESY laboratory. The equipment and
measurement techniques employed were described in
our earlier publications[5, 6].

We used nonactivated crystals of lithium triborate
LiB;O5 of a high optical quality grown at the Single-
Crystal Research and Technology Ingtitute (Siberian
Division, Russian Academy of Sciences, Krasnoyarsk).
The technique used to grow the crystalsis described in
[5, 17]. Samples 8 x 8 x 1 mm in size with polished
laser-quality plane-parallel faces were used. The LBO
sample faces were perpendicular to the [001] direction
(2, crystallographic axis). The sample was mounted in
the crystal holder of aflow-type helium cryostat, which
wasinserted into achamber of oil-free vacuum of about
10-° mbar.

Incident photons with energy E,, in the interband
transition region give rise to the appearance of various
bandsin the range 2.5-5.5 eV of the LBO PL spectrum
(Figs. 1, 2). Our interest was focused on investigating
the excitation mechanisms of the ultraviolet (UV) band
in the LBO intrinsic PL at 4.2 eV (referred to subse-
guently as the UV band). This band is dominant in the
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Fig. 2. Normalized PL spectra of an LBO crystal obtained
at 290 K under selective excitation by photons of energy
140 (points) and 600 eV (solid line).

room-temperature PL spectrum; therefore, all measure-
ments were conducted at 290 K. The time-resolved and
time-integrated PL spectra of LBO were measured
under selective excitation by photons of various ener-
gies. An analysis of the spectra showsthe relative yield
of the PL UV band to increase with increasing photon
energy inthe VUV region of the spectrum (Figs. 1, 2).
Note that this change in the observed PL spectral pro-
file, rather than being caused by instrumental factors, is
associated with the redistribution of intensity between
the long-wavelength and the UV bands of the LBO PL.
The long-wavelength PL band seen at 290 K was
assigned by us earlier to the luminescence of the defects
on the oxygen sublattice of LBO, which are localized
primarily in the near-surface region [7]. As the excita:
tion energy increases above 25 eV, the LBO absorption
coefficient decreases and the depth of photon penetra-
tion into the sample increases, as does the excitation
efficiency of the“bulk” UV band. Excitation in the soft
x-ray region did not reveal any differences between the
profiles of the time-resolved and time-integrated PL
spectra or their dependence on the exciting photon
energy (Fig. 2). For this reason, Fig. 2 presents only
time-integrated LBO PL spectra measured at two dif-
ferent excitation energies.

The kinetics of luminescence decay, which was
measured under selective excitation by photons of var-
ious energies in different PL bands, follows the same
pattern and consists of a fast exponential subnanosec-
ond-range component and slow components in the
micro- and millisecond ranges, which are seen in our
caseintheform of apedestal (Fig. 3). Therelative con-
tribution of the pedestal increases as one goes from the
long- to short-wavel ength part of the PL spectrum. The
amplitude ratio of the pedestal to the fast component at
the maximum of the PL UV band grows as the incident
photon energy isincreased to 35 eV. Thisratio remains,
however, unchanged (1 : 0.38) with afurther increasein
excitation energy (Fig. 3). Deconvolution made under
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Fig. 4. PL excitation spectra of an LBO crystal obtained at
aphaoton energy of 4.3 eV at 290 K in the energy ranges (a)
4-35 and (b) 40200 eV. Inset: PL excitation spectrum in
the region of the boron K-absorption edge.

the assumption of a Gaussian shape of the excitation
pulse (FWHM = 400 ps) yielded 350-450 ps for the
time constant of the fast component.

Figure 4 displays excitation spectra of the PL UV
band of the LBO crystal obtained at 290 K in the exci-
tation energy ranges 4-35 and 40-200 eV. The spectra
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reveal acommon trend of amonotonic linear growth in
the PL yield with increasing excitation energy above
18 eV, against which anumber of features are observed.
For instance, at E,, = 60 €V, a shoulder appearsin the
PL excitation spectrum. As the excitation energy is
increased even further, the PL excitation spectrum
exhibits a periodic structure with a repetition period of
about 60 eV. The arrowsin Fig. 4 identify the energies
corresponding to the three periods of this structure. In
between these positions, one can see two nearly hori-
zontal sections. Another feature is a narrow dip
(FWHM = 0.41 eV) inthe PL excitation spectrum near
the boron K-absorption edge (Fig. 4).

Figure 5 displays the PL excitation spectrum of
LBO measured in the region of the oxygen K-absorp-
tion edge. The spectrum is almost structureless, with
the exception of asmall (3%) dip at 532 eV and ahump
with a height of about 6% at 540 eV.

3. DISCUSSION OF THE RESULTS

Our previous studies of the intrinsic luminescence
of LBO[5, 7, 17, 18] show that the PL UV band of this
crystal arises from radiative annihilation of the recom-
bination-type self-trapped exciton with a hole nucleus
in the form of a 2p hole, which occupies oxygen levels
near the valence band top. At low temperatures, the PL
intensity is comparatively low and is due primarily to
recombination of the electron—hole pairs created by
photons with energies only dlightly in excess of the
interband transition threshold (E, = 9 eV). When heated
above the temperature of delocalization of the major
|attice defects, the electronic B2 and the hole O~ cen-
ters (not producing activator luminescence bands), the
UV band intensity increases by 1.5-2 orders of magni-
tude. Thisisdueto theincreasing probability of recom-
bination involving these defects. At room temperature,
the UV band dominates in the LBO PL spectrum. The
long-wavelength boundary of the PL excitation spec-
trum coincides with the long-wavelength fundamental
absorption edge near 8 eV (Fig. 4). Theincreasein the
efficiency of recombination PL excitation in the exciton
region below Ey, which is observed to occur at room
temperature (Fig. 4), originates from thermal dissocia-
tion of the exciton.

As the exciting photon energy is increased still fur-
ther, the PL yield remains at a comparatively low level
without any noticeable changes up to energy 2E; =
18 eV. Above 18 eV, the PL yield growswith increasing
excitation energy and exhibits several features (Fig. 4).
The monotonic pattern of the increase in the PL yield
indicates that the dominant in the PL excitation mecha-
nism role is played by the multiplication of electronic
excitations, which is caused by inelastic scattering of
hot photoelectrons (as is the case in alkali halide crys-
tals [1, 8]) and hot photoholes. This scattering gener-
ates secondary low-energy electron—hole pairs, which
contribute to PL excitation.
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Therise in the PL yield continues up to excitation
energies corresponding to the lithium K-absorption
edge. The 1s-electron ionization energy in the lithium
atom is 54.9 eV [19]. Interaction with the crystal field
usually shifts the absorption peak in energy [20]. For
instance, in LiF, the Li 1s photoionization energy is
62.0 eV [21]. We are not aware of any direct experi-
mental measurements of this quantity for LBO. How-
ever, in [22], the reflectance spectra of the LBO crystal
were measured in the range 5571 eV at 290 K and
were used to calcul ate the absorption spectra. The main
peak near the Li K-absorption edge was reported [22] to

lie at EcLi =60 eV (FWHM = 0.3 eV). Severad more

weak overlapping peaks are seen to exist in the range
62—67 €V. We believe that it is these absorption peaks
that are responsible for the shallow dip in the LBO PL
excitation spectrum at 59-67 eV (Fig. 4). The compar-
atively small drop in the absorption coefficient in the
vicinity of the peak, (0.6-1) x 10° cm [22], accounts
for the accordingly small (about 3%) depth of thedipin
the excitation spectra (Fig. 4).

When excited by x-ray photons with energiesin the
region of core transitions, many compounds exhibit a
correlation between the dipsin the PL excitation spec-
tra and the peaks in the x-ray absorption spectra. The
depth of the dips observed in the PL excitation spectra
under excitation near the 1s transitions of the corre-
sponding atoms can beashigh as5% for Cain CaF, [9];
5% for C in NaC,;H:04 [23]; 16 and 35% for K in KCI
and KBr, respectively [24]; and 46% for Cl in KCI [24].
Itisusualy believed that the modulation of PL excitation
spectra originates primarily from surface energy losses.
Selectivereflection in this spectral region doesnot play a
significant role because of the smallness of the reflec-
tance. We note for comparison that the reflectance near
the Li K edge in LBO is 0.3-0.6% [22]. Therefore, the
reverse patterns of behavior of the PL excitation and
absorption spectra observed in different crystals is
caused by the samefactors. Thisa so accountsfor the PL
excitation spectra having the same profile.

At photon energies above the Li 1s exciton creation

energy, EcL ' =60 eV, hot photoel ectrons become scat-

tered from the Li 1s core-level electrons. The photo-
electron energy left after the scattering is, however, not
high enough for the subsequent formation of a self-
trapped exciton, whose radiative annihilation produces
the observed PL. The core hole decays (i.e., the hole
state becomes occupied by an electron) either nonradi-
atively in the Auger process or in the course of x-ray
fluorescence. In akali halide crystals, this brings about
the termination of therisein theintrinsic PL yield with
increasing excitation energy and providesaconstant PL
yield up to energy E. + AE, where AE = E, or 2E [8].
Following from [8], after the excitation energy has
reached E; + AE, the energy of the scattered photoel ec-
tron is again high enough to form secondary electron
excitations, which contribute in the final count to the
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Fig. 5. PL excitation spectra of an LBO crystal obtained at
aphoton energy of 4.3 eV at 290 K in the energy range near
the O K-absorption edge.

observed PL. Thisagain resultsin arisein the PL yield
with increasing excitation energy. For the LBO crystal,

E;' + 2E, = 78 eV. At the same time, as follows from

Fig. 4, the PL yield in LBO remains constant up to at
least 100 eV; i.e., AE for the LBO is40 eV. On the one
hand, this value is comparable, from a formal view-
point, to the energy position of the oxygen 2s quasi-
core levels in the LBO crystal. According to our data
[15], they lie 25 eV below the Fermi level, which cor-
responds to 34 eV below the conduction band bottom.
In accordance with the selection rules, the O 2s states
usually do not manifest themselves in optical spectra;
however, one cannot exclude the possibility of scatter-
ing of the hot photoel ectrons and photoholes from elec-
trons of the oxygen 2s quasi-core levels.

Another possible origin of the observed features in
the excitation spectrum of the UV band may consist in
the comparatively isolated position of thelithiumionin
the LBO lattice and the absence in the Li atom of outer
electron shells, which would screen the core hole. At

exciting photon energies above EcL ' the core-hole Cou-

lomb field prevents breakup of the (Li 1s) core-hole-
conduction-electron pair. This results in nonradiative

relaxation to the ECLi lowest excited level. This may be
followed by radiative or nonradiative decay of the core

excitation, as occurs at the Et ' excitation energy. The

radiative decay of the cation Li 1s K exciton has been
studied in anumber of materials (LiF [25-27], LiCl and
LiBr [28]). The intensity of the x-ray emission exciton
peak is a fundamental characteristic of an atom in a
compound [29]. In all cases, the part played by phonon
relaxation was found to be significant. Considered
along the lines of this assumption, the threshold at

E-' + AE = 100 eV (Fig. 4) should be treated as the

excitation energy above which the electron component
of apair has akinetic energy high enough to overcome
the Coulomb field of the Li 1s core hole. It should be
stressed that, here, the numerical value of AE is not
associated with the height of the potential barrier of this
process; it serves rather to specify the energy interval in
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the excitation spectrum above which the PL yield effi-
ciency again starts to rise monotonicaly (Fig. 4).

Above 2 EE ' =120V, the energy of aphotoelectron
scattered by the Li 1s core electrons is high enough to
excite one more Li 1s electron. This accounts for the

structure with a period of EE ' =60 eV observed in the
excitation spectrum (Fig. 4). Despite the diffuse charac-

ter of the appearance of the 2E§ " threshold in the PL
excitation spectrum, above 130 eV one again sees a
constant level of the PL yield. This level extends

exactly up to the energy 2EcL ' + AE=160e6V. A further
increase in the exciting photon energy again initiates a
monotonic rise in the PL yield, which, following the

above ideas, should reach a constant level at 3ECLi +
AE =220¢V.

Anaysis of the experimental data reveals a narrow,
well-resolved dip in the PL excitation spectrum, which
becomes clearly pronounced near the boron K-absorp-
tion edge (Fig. 4). In the region of the dip, the PL exci-
tation spectrum can be approximated by a Gaussian,

I(E) = Io—Aexp(—(E - Eo)*/20°%), (1)

where |, isthe PL intensity outside the dip region. The
fitting parameters are E; = 194.9 eV and 0 = 170 meV,
and the dip depth A is 24% of the |, level.

The K-absorption spectra of boron exhibit narrow
lines in many compounds. These lines are of exciton
nature and can be identified with boron K shell electron
transitions to states at the conduction band bottom
related genetically to the boron 2p atomic orbital [30—
32]. We are not aware of any data on the x-ray absorp-
tion spectra of the LBO crystal in thisregion. However,
in B,O; films at 290 K, near the boron K edge, a sharp,
well-resolved strong peak of Gaussian shape (0 =
190 meV) with amaximum at 194.7 eV was observed,
which derives from absorption of the B 1s cation exci-
tons [33]. The parameters of this peak compare well to
our datafor the dip in the PL excitation spectrum of the
LBO crystal (Fig. 4). This suggests that the dip at
194.9 eV observed in the LBO PL excitation spectrum
is due to modulation of the PL excitation spectraby the
absorption peak of the cation B 1s excitons.

The Gaussian shape of the absorption line is due to
the phonon-interaction-induced broadening, and the o
parameter is defined by the relation [33]

o® = S(hiw)’coth(fw/k,T), )

where Sis the average number of phonons emitted in
the transition. For awell-localized core transition, wis
close to the longitudinal acoustic vibration frequency.
Taking iy o = 90 meV and the value ¢ = 170 meV
(Fig. 4), we arrive at the estimate S= 4.5.

The next expected feature in the PL excitation spec-
trum corresponds to the energy region in the vicinity of
the oxygen K-absorption edge near 532 eV. The excit-
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ing photon energy is high enough to ionize the oxygen
1s shell, which creates a short-lived core excitation
made up of the conduction electron and an O 1s core
hole. Decay of such a core exciton givesrise to an effi-
cient creation of conventional anion excitons and elec-
tron—hole pairs, with the hole in the oxygen valence
band. The main channels contributing to population of
the O 1shole state are the x-ray emission and the Auger
cascades, which eventually result in the formation of
valence-band 2p holes serving as a nucleus for the sub-
sequent creation of anion excitons. Note that at room
temperature other channels of excitation of this PL in
LBO are thermally quenched. The absence of other
competing PL excitation channels that would be any-
where near efficient is, in our opinion, the main reason
for the weak manifestation of the oxygen K-absorption
edge in the LBO PL excitation spectra. This correlates
with the results of theoretical study [34], where compet-
ing PL excitation channels are considered to be the deci-
sive factor determining the character and intensity of
manifestation of the K-absorption edge in PL excitation
spectra. A similar situation in theregion of the O 1stran-
sitions was observed earlier in experiments on excita
tion of intrinsic PL in Al,O; and MgO crystals[2].

4. CONCLUSIONS

We have reported on afirst study of ultraviolet PL in
LiB3Os5 crystals produced under selective excitation by
photons in the VUV and ultrasoft x-ray spectral
regions. The experimental data obtained indicate that
recombination is the major channel of the intrinsic PL
excitation at 4.2 €V. The continuous monotonic growth
in the PL yield as the photon energy is increased from
2E, to the lithium K-absorption edge is caused by the
scattering of hot photoelectrons and photoholes from
valence-band electrons, which brings about the forma-
tion of secondary low-energy electron—hole pairs con-
tributing to the excitation of the recombination PL. Fea-
tures were observed in the PL excitation spectra near
the lithium and boron K-absorption edges originating
from excitation of the cation 1s core excitons. Experi-
mental evidence was obtained of the multiplication of
Li 1s excitons. The observed differences between the
manifestations of the Li 1sand B 1s cation excitonsin
PL excitation spectraare assigned to specific featuresin
the crystallographic and electronic structure of LBO;
namely, lithium cations are located in voids of the
boron—oxygen network, occupy an isolated position in
the LBO lattice, and do not contribute to electronic
states near the conduction band bottom. The Li 1s core
excitations are virtually of intraatomic character; there-
fore, within a broad range of excitation energies above
the Li K-absorption edge (AE = 40 eV), electrons trans-
fer from highly excited statesto the lowest excited state
of the Li 1s exciton in a nonradiative way. By contrast,
the boron cation is part of the continuous boron—oxy-
gen LBO network and boron orbitals contribute to the
formation of the electronic structure of the valence
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band and of the conduction band bottom, thus provid-
ing conditions conducive to migration of the electronic
component of the pair that is made up of the electronin
a conduction-band state coupled genetically with the
boron 2p atomic orbital and the B 1s core hole. This
dramatically restricts the energy region of the observed
manifestation of the B 1s exciton in the PL excitation
spectra. Excitation of the O 1s core transition provides
still more favorable conditions for migration of the
electronic component, because the oxygen 2p orbitals
in LBO not only make aleading contribution to the for-
mation of valence band states but are parts of the
boron—oxygen orbitals from which the conduction band
bottom is derived. In the absence of competing PL UV-
band excitation channels at room temperature, this
accounts for the very weak manifestations of O 1s core
transitions in the PL excitation spectra.
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Abstract—The self-consistent electron energy band spectra of crystals and charged sublattices of alkaline-
earth metal oxides and sulfides are calculated in the framework of the density functional theory within the
pseudopotential approximation in the basis set of localized orbitals. The charge states of sublattices (such as
neutral sublattices, empty metal sublattices, and doubly charged anion sublattices) are analyzed with dueregard
for the electrical neutrality of the crystal. It is demonstrated that the valence bands of the studied crystals are
very similar to the valence bands of the doubly charged anion sublattices. The distributions of the valence elec-
tron densities of the crystalsare virtually identical to those of the anion sublattices. The lower conduction bands
of the crystals and doubly charged anion sublattices al so almost coincide with each other for MgO and MgS but
differ substantialy for CaO and CaS. This is associated with the difference between the contributions from the
anions and cations to the conduction band of the crystals. It is found that these contributions depend on therel-
ative energy positions of p and d unoccupied states. © 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

In our recent works[1-3], we devel oped a sublattice
method for studying the electronic structure of crystal-
line solids. It was established that the specific features
in the electron density of crystals are governed by long-
range interactions between identical atoms of the sub-
lattices. The coupling between the sublatticesis charac-
terized by the difference density. This quantity is deter-
mined by subtracting the valence electron densities of
all the sublattices constituting the crystal from the total
valence el ectron density of the crystal. Aswas shownin
[1, 3], the sublattices of ionic crystals undergo weak
hybridization. For a cation sublattice of akali or alka-
line-earth metals, the valence electron density is deter-
mined primarily by the anion states and satisfiesthefol-
lowing relationship:

|pcr| = |pA| > |pMe| > IApI, (1)

where p,, pa, ad pye are the valence electron densities
of the crystal, the anion, and the metal, respectively,
and Ap is the difference density. Hence, it can be
expected that the energy band states of the crysta
should be very similar to those of the sublattices.
Therefore, the hybridization between the sublattices
can be adequately described in the framework of the
perturbation theory. In this case, it is desirable for the
perturbation to be minimum. Recall that the sublattices
are separated in such away that the resultant distribu-
tion of the valence electron density ensures the electri-
cal neutrality of the sublattices. As a result, the occu-
pancy of energy band states of the sublattices differs
from that of the crystal. In thisrespect, the problem now
is to determine the initial charge distribution over the

sublattices that would coincide to the greatest extent
with the charge distribution over the crystal. One way
to solvethis problemisasfollows. In the calculation of
the band structure for the compound under investiga-
tion, the occupation numbers of the anion sublattice are
varied until the valence band spectrum of this sublattice
coincides to the greatest possible extent with the
valence band spectrum of the crystal and, consequently,
the perturbing effect of the sublattice hybridization
becomes minimum in at least the given spectral range.
Further calculations of the energy states of the metal
sublattice are performed with occupation numbers that
ensure electrical neutrality of the crystal.

2. OBJECTS OF INVESTIGATION
AND COMPUTATIONAL METHOD

In this work, the above technique was applied to
model objects, such as crystals of akaline-earth metal
oxides and sulfides with an NaCl lattice. These com-
pounds provide agood example of ahomologous series
of crystals with predictable physical and physicochem-
ical properties. From the practical standpoint, the great
interest expressed in oxides and sulfides of magnesium
and calcium is associated with their extensive use as
refractory materials (MgO); constituents of glass-form-
ers and glass-ceramic—forming materials (Ca0O); and
highly efficient photoluminescent, cathodolumines-
cent, and x-ray phosphors (MgS, CaS). It should be
noted that, at present, the electronic structure of alka
line-earth metal sulfides and oxides (primarily, magne-
sium oxide) has been investigated in sufficient detail.
Magnesium oxide is one of the most suitable model

1063-7834/04/4605-0848%$26.00 © 2004 MAIK “Nauka/ Interperiodica’



THE GENESIS OF ENERGY BANDS FORMED BY SUBLATTICE STATES

Energy parameters of the valence band and band gaps
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Energy ranges, eV
Crystal, valence band band gap
sublattice -
LVB_, LVBrx | UVBr, | UVBr Vggcvé"g;ﬂ;gg‘& AE,
MgO 1.1 15 46 43 17.8 46T 51,
5[9] 16 [9] 4.719
07 11 14 40 34 17.7 29T 5T,
MgS 15 2.0 5.0 4.4 13.0 220X, 32T,
13[9] 26[9] 35[9
S? 15 2.0 4.4 39 13.0 17T 5%,
32 M1y
CaO 0.5 0.3 2.8 1.9 16.9 35T 15X,
5.6 51,
o 0.4 0.6 2.2 1.9 16.9 1571,
CaS 0.7 0.7 33 2.6 11.4 21T 15X,
43T T,
S? 0.7 1.0 2.8 25 11.5 20T 5%
24T 15T,

Designations: VB is the valence band, and LVB and UVB are the widths of the lower and upper valence bands, respectively.

objects for use in the devel opment of new methods for
studying the electronic structure. There are dozens of
theoretical works devoted to the cal culation of the band
structure of magnesium oxide. The most complete list
of references and basic results obtained in MgO band
calculations performed up to 1984 inclusive are pre-
sented by Tauran et al. [4]. Brief reviews of recent
works dealing with the entire series of akaline-earth
metal compounds are givenin [5, 6].

We calculated the electron energy band spectra and
valence electron densities of crystals and their sublat-
tices in the framework of the density functiona theory
within the pseudopotential approximation [7] accord-
ing to the technique described in our earlier work [8].
In these calculations, the basis set additionally included
thelocalized O 3s, O 3p, S4s, and S4p atomic orbitals.

3. RESULTS AND DISCUSSION

The band structure and valence electron densities of
the anion sublattices of the crystals of akaline-earth
metal oxides and sulfides were calculated for different
charge states. For neutral sublattices, the total widths of
the valence bands of the crystals and their sublattices
proved to be close to each other. However, the widths of
the allowed valence bands of the sublatticeswere found
to be approximately half as large as those of the crys-
tals. Our calculations demonstrated that the distribu-
tions of the valence electron densities of the neutral
anion sublattices are qualitatively similar to the distri-
butions of the valence electron densities of the crystals,
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but the numerical values of the distribution parameters
differ substantially. The energy parameters of the
valence bands of the crystals and sublattices are close
to each other in the case when the valence electrons of
the metal completely transfer to the anion sublattice
(see table). The table also presents the results of the
band calculations performed by de Boer and de Groot
[9]. It can be seen that our results are in reasonable
agreement with the data obtained in [9].

The energy band spectra of metal anion crystals and
the energy band spectra of O and S charged sublat-
tices are depicted in Fig. 1. In this figure, the energy
band spectraof the crystals and sublattices are superim-
posed on each other such that the tops of their upper
valence bands coincide. The energy is reckoned from
these tops. As can be seen from the table and Fig. 1, the
valence bands of the crystals are very similar to the
valence bands of the charged sublattices. The partial
analysisof the valence states of the crystals showed that
the lower valence band is predominantly formed by the
s states of the anion; in this case, the maximum contri-
bution of the metal amounts to 10% at the boundary
points of the Brillouin zone. As regards the upper
valence band, the maximum contribution of the metal at
the boundary points of the Brillouin zone can be as
large as 30%. It is this contribution that is responsible
for the difference between the numerical parameters of
the upper valence bands of the crystals and the sublat-
tices (seetable).
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Fig. 1. Energy band spectra of metal anion crystals (solid lines) and the energy band spectra of 02 and S? charged sublattices

(dashed lines).

Figure 2 presents the distributions of the valence
electron densities of MgO and MgS crystals and their
charged sublattices in the (100) plane. The vaence
electron densities are expressed in terms of e - A3
(where e isthe elementary charge). It can be seen from
Fig. 2 that the complex distributions of the valence
electron densities almost completely coincide with
each other. A very similar situation is observed for cal-
cium compounds. The guestion arises as to why the
valence el ectron densities of the crystals and subl attices
almost completely coincide, whereas the parameters of

PHYSICS OF THE SOLID STATE \Vol. 46

the valence bands (particularly those of the upper
valence bands) and their partial contributions differ
considerably. First and foremost, as was noted in our
earlier work [1], the major portion of the electron den-
sity istransferred from the metal to the anion site. The
second reason is more formal in character: for charged
sublattices, the role of the wave functions of the metal
is played by virtual wave functions of the anion. This
provides reproducihbility of the valence electron density
and, asmuch as possible, of the structure of the valence
energy bands. To put it differently, in the case of a
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Fig. 2. Distributions of the valence electron densities of MgO and MgS crystals and the valence electron densities of O?2and S?

charged sublattices.

restricted basis set, the reproducibility of the valence
electron density is better than that of the energy spec-
trum.

Let us now consider conduction bands in crystals
and charged sublattices of alkaline-earth metal oxides
and sulfides. First, we note the surprising fact that, for
a charged anion sublattice in magnesium sulfide crys-
tals, the two lower conduction bands of the crystal are
reproduced fairly well, whereas the third band is repro-
duced somewhat worse. A different situation occurs
with magnesium oxide crystals. The lower conduction
band is reproduced well along the ML direction and
somewhat worse along the M'-X direction. However, the
next two conduction bands are reproduced only quali-

PHYSICS OF THE SOLID STATE Vol. 46 No. 5

tatively. A considerably more complex situation arises
with calcium compounds, in which thel™;, I 55, and T4,
energy levelsarelocated at the I point in the vicinity of
the conduction band bottom of the crystal, whereas the
conduction bands of the O and S sublattices do not
involve such agroup of levels.

De Boer and de Groot [9] also carried out a compar-
ative analysis of the energy states in the conduction
band of the MgS crystal and the energy states in the
conduction band of the S charged subl attice. Note that
the energy band spectra obtained in [9] for the MgS
crystal and S charged sublattice are similar to those
shown in Fig. 1. Reasoning from these spectra, de Boer
and de Groot made the inference that the energy states

2004
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in the conduction band exhibit a purely anionic nature
and that the metal acts as a stabilizer of the crystal |at-
tice. Unfortunately, in [9], the authors did not perform
aconsistent analysis of the band structure of the MgO
crystal and only presented the energy band spectrum of
this crystal. We can agree only in part with the infer-
ences made in [9]. The partial analysis of the energy
states in the conduction band of magnesium sulfide
demonstrated that the contributions from the energy
states of the anion at the L point and along the 'L line
of the Brillouin zone actualy exceed 90%. This pro-
vides an explanation of the similarity between the first
conduction band of the MgS crystal and the first con-
duction band of the S sublattice along the T—L line of
the Brillouin zone. However, aong the N'-X line, the
metal and the anion make approximately identical con-
tributions to the energy states of the first conduction
band. At the same time, the contribution of the metal to
the energy states at the center of the Brillouin zone is
predominant. For subsequent conduction bands, the
contributions from the energy states of the metal and
the anion vary from 10 to 90% along different direc-
tions of the Brillouin zone.

In the band structure of CaO and CaS compounds,
thel 4, I',5, and I, energy levels are closely spaced in
the vicinity of the conduction band bottom of the crys-
tal. This can be explained by the hybridization of the
virtual p and d states of the metal and the anion. It is
worth noting that, at the center of the Brillouin zone,
the main contribution is made by the d states. That is
why thisgroup of energy levelsisnot reproduced by the
states of the O2 and S charged sublattices. Therefore,
the partial contributions from the energy states of the
cations and anions to the conduction band of akaline-
earth metal sulfides and oxides depend on the mutual
arrangement of the virtual states of the metal and the
anion. On this basis, we can make the inference that, in
magnesium compounds, the lower conduction bands
are substantially anionic in nature. However, the lower
conduction bands in calcium compounds have a differ-
ent nature.

PHYSICS OF THE SOLID STATE \Vol. 46
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4. CONCLUSIONS

Thus, it was established that, in alkaline-earth metal
oxides and sulfides, the valence bands of doubly
charged anion subl attices are very similar to the valence
bands of the crystals. The distributions of the valence
electron densities of the anion sublattices aso almost
coincide with those of the crystals. The conduction
bands of the crystals and charged anion sublattices can
either be similar to each other or differ substantialy
depending on the degree of hybridization of the crystal
orbitals of the cations and anions.

ACKNOWLEDGMENTS

This work was supported by the scientific program
“Russian Universities’ of the Ministry of Education of
the Russian Federation, project no. UR.01.01.047.

REFERENCES

1. Yu.N. Zhuravlev and A. S. Poplavnoi, Zh. Strukt. Khim.
42 (5), 860 (2001).

2. Yu. N. Zhuravlev and A. S. Poplavnoi, Fiz. Tverd. Tela
(St. Petersburg) 43 (11), 1984 (2001) [Phys. Solid State
43, 2067 (2001)].

3. Yu. N. Zhuravlev and A. S. Poplavnoi, Fiz. Tverd. Tela
(St. Petersburg) 45 (1), 37 (2003) [Phys. Solid State 45,
36 (2003)].

4. O. E. Taurian, M. Srpingborg, and N. E. Christensen,
Solid State Commun. 55 (4), 351 (1985).

5. V. A. Sashin, H. E. Dorself, M. A. Bolorizaden,
S. A. Camey, and M. Y. Ford, J. Chem. Phys. 113 (18),
8175 (2000).

6. Yu. N. Zhuravlev, Yu. M. Basalaev, and A. S. Poplavnoi,
Izv. Vyssh. Uchebn. Zaved., Fiz. 8, 104 (2000).

7. G. B. Bachelet, D. R. Hamann, and M. Schluter, Phys.
Rev. B 26 (8), 4199 (1982).

8. Yu. G. Zhuravlev, Yu. M. Basalaev, and A. S. Poplavnoi,
Izv. Vyssh. Uchebn. Zaved., Fiz. 3, 96 (2000).

9. P. K. de Boer and R. A. de Groot, J. Phys.: Condens.
Matter 10, 10241 (1998).

Trandated by O. Borovik-Romanova

No. 5 2004



Physics of the Solid State, Vol. 46, No. 5, 2004, pp. 853-857. Trandlated from Fizika Tverdogo Tela, \Vol. 46, No. 5, 2004, pp. 830-833.

Original Russian Text Copyright © 2004 by Murav'ev.

SEMICONDUCTORS

AND DIELECTRICS

Hyperfine Interactionsin Pb3FgF, Clusters
in Fluorite Crystals

V.l.Murav'ev

Scientific and Industrial Enterprise“ zmeritel’,” Ul’yanovsk, 432008 Russia
Received August 11, 2003

Abstract—The parameters of hyperfine interactionsin Pb3+F§Fa_ tetragonal clusters of MeF, crystals (Me =
Ca, Sr, Ba) are interpreted. The contributions of the spin polarization to the parameters of the proper hyperfine
interaction and additional (ligand) hyperfine interactions are calculated in the approximation of weak binding
between a charge-compensating ion F, and a cubic fragment in the tetragonal cluster. It is demonstrated that
correct inclusion of the contributions from the spin polarization to the ligand isotropic hyperfine interaction for
the F, ion leads to anomalously large parameters of this interaction for MeF, crystals. These results are in
agreement with experimental data. © 2004 MAIK “ Nauka/Interperiodica” .

Investigations into the electron paramagnetic reso-
nance (EPR) of aPb®" : MeF, 6s* (Me= Ca, S, Ba) ion
influorites at temperature T < 100 K have revealed that
the fluorite crystals contain Pb** FgF, tetragonal clus-

ters in which the charge-compensating ion F, is
located in an interstice of the second shell. Moreover,
EPR studies have elucidated the specific features of the
hyperfine interactions in these compounds. In particu-
lar, Mikheev and Stepanov [1] found that the measured
g factor, hyperfine parameter A, and additional (ligand)
hyperfine parameters for fluorine ions of a cubic frag-
ment of the F; tetragonal cluster (components of the

A" tensor) coincide with those for the Pb3+F§ cubic
cluster [2], whereas the ligand hyperfine parameters for

the F, ion (components of the A" tensor), on average,

exceed the components of the A" tensor by afactor of
1.5 for MeF, crystals. On the one hand, the experimen-
tal results can be explained by the fact that the distance

from the Pb® ion to the F, ion is shorter than the dis-

tance from the Pb** ion to a F; ion [3]. On the other

hand, the observed isotropy of the g factor and hyper-
fine parameter A, aswell as the equivalency (within the

limits of experimental error) of the F; ions with
respect to the center of the cubic fragment in the
Pb3+F§ F, tetragona cluster, suggest that the nearest

environment of the Pb** ion is cubic in shape and that
the charge-compensating ion is bound to the cubic frag-

ment through aweaker covalent bond (Pb® FgF; ) than
the covalent bond inside the fragment.

The experimental results presented in Table 1 indi-
cate that the main contributions to the ligand hyperfine

parameters are made by the isotropic parts of the A"

and A™ tensor components. Earlier [4, 5], we analyzed
the effect of spin polarization on the hyperfine parame-
ters A and ligand isotropic hyperfine parameters for

Table 1. Experimental EPR datafor Po® FgF, clustersin MeF, crystals[1]*

Crystd | AGHz | A' Gs | Aj,Gs | A.Gs | B,Gs | A" Gs | AY,Gs | AuGs | B,Gs
GaF, 52.85 +200 +69 +112.7 +43.7 +340 (+188.8) | (+239.2) | (+50.4)
SF, 51.7 +190 +60 +103.3 +43.3 +290 (+138.8) | (+189.2) | (+50.4)
BaF, 49.6 +171 +50 +90.3 +40.3 +220 +68.8 +119.2 +50.4

* Parenthetic numbers are the hypothetical parameters of ligand hyperfine interactions for the F ion, determined by analogy with aniso-
tropic parameters B; = const for MeF,, crystals.

1063-7834/04/4605-0853$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Me™ Fg cubic clusters (whereMe™ isannstion) influ-
orite crystals. In this work, we consider the effect of

spin pol arization on these parameters for Po** FgF, tet-
ragona clusters in MeF, crystals in the weak-binding
approximation.

1. The energy spectrum of atetragonal cluster can be
represented in the form of interacting systems of energy

levels of the cubic fragment and the F, ion. The
sequence of electron shells whose spin polarization
makes nonzero contributions to the hyperfine parame-
ters A and ligand isotropic hyperfine parameters is as
follows (C,,, S=1/2):

[a}(2s)] ‘[ap(2s3)] ‘[ar(2p,)] a5 (2p3)]
x[a¥(6s)] =

Here, the character of the molecular orbital (MO) of
electrons of the corresponding shell (the shell charac-
ter) is given in parentheses and the superscript * refers
to the antibonding (bonding) state. The molecular
orbital of the tetragonal cluster is represented by a
superposition of the molecular orbital of the cubic frag-

ment and the atomic orbital (AO) of the F, ion. Inopen

form, the molecular orbitals can be written as follows
(in the MO LCAO method, the 2p, and 2s, atomic
orbitals of fluorineions are mixed in azero approximar
tion):

a3 (65) = {Xo(65) —X4(2P5) — X2(255)} cp
—X5(2P5) = Xa(255).
a;(2p5) = {Vo(65) = v1(2Ps) = V5(256)} cwp
+v4(2p5) - va(2sD),
a;(2ps) = {Yo(69) + ¥1(2P5) = ¥2(256)} e
+Y3(2Pg) — Ya(255),

a;(2s5) = {Wo(6S) + Wy (2Pgs) —Wo(25,)} cp
+Wy(2p3) +wy(25),

)

a;(2sy) = {2(69) + 2, (2py) + Z(25,)} cp

+2,(2 p?) + 24(25§)-

Here, the molecular orbitals of the cubic fragment are
given in curly brackets; x, v, z, v, and w are the coeffi-
cients of expansion of the molecular orbitals in the
LCAO basis set (coefficients of the molecular orbitals);
sign combinations of the coefficients of the molecular

orbitals correspond to expression (1); and a; (6s) isthe

molecular orbital in the ground state (unpaired elec-
tron).
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2. Let usconsider a cubic fragment of the tetragonal
cluster. Expressions for the hyperfine interaction and
ligand hyperfine interaction parameters in the case of

an Me"'F; cube (Me™ = Zn*, Cd*, Pb**; O,; S= 1/2)
in terms of spin polarization of the 2pi, shell were
derived in my previous work [5]. Taking into account

the spin polarization of the Zsl, shell with the use of the
molecular orbitals represented by expressions (2) and
ignoring the effect of the F, ion, we obtain the follow-

ing relationships for the hyperfine and ligand hyperfine
parameters in the one-center approximation:

A = AX(1+8), )

A) = A-B, (4)

where theisotropic (A;) and anisotropic (B;) parts of the

Ay = A +2B;

A" tensor components are defined by relationships (9)
in [5] and the parameter of the ligand isotropic hyper-
fine interaction is given by the formula

A = Agf(1+3). (5)

In expressions (3) and (5), Ao, is the parameter of the
isotropic hyperfine interaction of a free ion; f, =

(%/ /8)2isthe spin density at the 3si, atomic orbital in
the ground state; and 9, is the polarization correction,
which, for the F; ion, can be represented in the follow-
ing form (similar to the expression for the Pb®* ion):

& = Gixcz)"'Bin"'ins’ (6)
where

ae

a; = 2K(6s, GS)B((DD/oyz 2.0

B 0A,,

_ 1 OY1Y2 2z
B' - K(ch, ZpG)B(Q]DApI As [k (7)

DYz 0
@, A

AT
Here, K(j, j) are the exchange integrals and A, are

the intervals of transitions b — [ In expression (3),
the first term corresponds to the isotropic hyperfine
interaction of the 6s electron localized at the Pb** ionin
the ground state with itsown nucleus. In relationship (5),
the first term describes the del ocalization contribution.
It follows from formula (6) that the polarization correc-
tion &, is associated with the spin polarization of the

Pb**—F; covaent bond by unpaired electrons localized

Vi = —K(Zs(,, 25,) =

No. 5 2004



HYPERFINE INTERACTIONS 855
Table 2. Covalency parameters for cubic fragments of Po®* FgF, clustersin MeF, crystals
Crysta X X X Yo Vi Y % Z %
CaF, 0.73 0.56 0.05 0.44 0.69 0.01 0.01 ~0 0.96
SrF, 0.72 0.55 0.04 0.33 0.51 0.01 0.03 ~0 0.94
BaF, 0.72 0.52 0.04 0.30 0.52 0.04 0.04 ~0 0.93

Table 3. Polarization corrections, hyperfine parameters A, and ligand isotropic hyperfine parameters As for cubic fragments

of Pb** FgF, clustersin MeF? crystals

Crystal 3, s 0=9,+d | A GHz Sy [N O =0, +9 A, Gs
CaF, -0.11 +0.01 -0.10 +53.6 -0.05 +0.01 -0.04 +108.7
SF, -0.12 ~0 -0.12 +52.2 -0.13 +0.03 -0.10 +93.4
BaF, -0.14 -0.01 -0.15 +49.7 -0.23 —0.03 -0.26 +70.0

at the 6s, 2p(i,, and Zsf, atomic orbitals, respectively.
The coefficients a;, 3;, and y; in formula (6) account for
the exchange interaction of the unpaired electron with

a electrons of the [afg(z pi,) ]?and [afg(ZSi,) ]? shells,

which is described by the first and second terms in
expressions (7), respectively.

In order to calculate the contributions to the hyper-
fine and ligand hyperfine parameters, we determine the
coefficients of the molecular orbitals from the experi-
mental data (Table 1) according to expressions (3)—(5).
For this purpose, expressions (3)—5) are comple-
mented by the orthonormality conditions of the molec-
ular orbitals and the orbital contributions (second
terms) in relationships (9) from [5] are disregarded.
Then, the exchange and overlap integrals are cal culated
using the atomic orbitals taken from [6, 7]. The A,
values are varied in the interval (0.1-1) au. The atomic
parameters used in our calculations are taken from [8].
The squares of the coefficients of the molecular orbitals
(covalency parameters) are given in Table 2. In the cal-
culation, we use different sign combinations of the
ligand hyperfine parameters. The sign combination pre-
sented in Table 1 ischosen in accordance with the struc-
ture of delocalized bonds from Table 2. The electron
shells are characterized by different electron density
distributions. For the [aj, (6s)]* and [afg(Zpl,) 1?
shells, the electron density is appreciably redistributed
between the Pb** and F; ionsand islocalized predom-

inantly at the 2pf, atomic orbital of the ligand. For the
[a,(2sy) ]2 shell, the electron density is shifted toward
theligand and isamaost completely localized at the 23!,
atomic orbitals of the fluorine ions. The calculation

PHYSICS OF THE SOLID STATE Vol. 46 No. 5

demonstrated that the orbital contributionsto theisotro-
pic A; and anisotropic B; parts of the A" tensor compo-
nents do not exceed three percent of the experimental
components of the AFi tensor. Asaresult, wefound that
A = A, . The main contribution to the anisotropic part
B; is associated with the dipole interaction between the

unpaired electron localized at the 2p; atomic orbitals
of fluorine ions and the ligand nucleus.

The polarization corrections presented in Table 3 are

separated into the contributions from the 2pi, and 232,

shells in accordance with the first and second termsin
expressions (7). An analysis of the polarization correc-
tions demonstrates that the spin polarization of the shell

[ afg (2 p(ij) ]? is predominant. The character and scale of
the variations in the theoretical parameters A and A,

with due regard for the polarization corrections are in
agreement with the experimental data (Table 1).1 The
contribution from the spin polarization to the parameter
Ais approximately equal to 10%, and the contribution

to the parameter A, reaches 30%. The inefficiency of
spin polarization of the [aj,(2s,) ]2 shell is associated
both with the insignificant localization of the spin den-
sity at the 2s, atomic orbitals of thefluorineionsinthe
ground state and with the inequaity Ag > A, (for a

free fluorine atom, we have AE(2s, 2p) = 220 x 10° cm*
[9]). The contribution of the first term to the polariza-
tion correction defined by expression (6) issmall dueto

2004

1 The inferences made in this work coincide with the qualitative
results obtained in [4, 5].
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Table 4. Covalency parameters in the ground state, polarization corrections, and ligand isotropic hyperfine parameters A,

for the F, ion of Pb**FgF, clustersin MeF, crystals

Crystal Xg xf xg Xg Xi dp, O, 0, = O *+ 0 A, Gs
CaF, 0.70 0.56 0.05 0.08 0.01 —0.05 +0.09 +0.04 +255.1
SF, 0.65 0.55 0.04 0.08 0.01 -0.13 +0.15 +0.02 +192.5
BaF, 0.66 0.52 0.04 0.08 0.01 -0.23 +0.23 0 +113.5

theinequality K(6s, 6s) = 0.1 au < K(2p,, 2p,) = K(2s;,
2s,) = 1 au. The main contribution to the polarization
correction in expression (6) is made by the second term.
In afairly good approximation, we obtain & = Bixf .
Here, [3; is the coefficient defined by expression (7), for
which the contribution from A, should be taken into
account. Therefore, despite the small admixture of the

ZsiI atomic orbitals in molecular orbitals of electrons

of the 2pf, shell, the behavior of the parameter A,

depends on the spin polarization of this shell. Thisisa
conseguence of localization of the spin density at the
2p, aomic orbitals of the fluorine ions in the ground
State.

3. Let us now consider a tetragonal cluster. The
expressions describing the ligand hyperfine parameters

for the F, cluster coincide (substitution i — a) with
formulas (4) and (5). The polarization correction d,
with allowance made for the spin polarization of the

2ps and 2s; shells can be written in the form

2 2 2 2 2
6a = (aaXO + Bax3 + an4) + (saxl + waxz)'

(8)

Here, the first parenthetic term is an analog of expres-
sion (6) with coefficients (7), the second parenthetic
term is an additional contribution from spin polariza-

tion of the shells due to the spin density at the 2 pi, and

Zs(i, atomic orbitals of the fluorine ions in the ground

state, and the coefficients €, and w, are given by thefor-
mulas

"4 W, W
K(ch,,zpc,)%g’g e
N 9)

K 2S5, 25, KV Vs  WoWi
( )BT, A, 0

The molecular orbitals of electrons of the polarizing
shells can be represented in the following form:
8y(2p5) = Vo(65) + v3(2p5) — V4(25),

) (20)
a;(255) = Wo(65) + Wy (2py) +W,(255).

PHYSICS OF THE SOLID STATE \Vol. 46

The covalency parameters for the tetragonal cluster
in the ground state (Table 4) are calculated from the
experimental parameters of the ligand hyperfine inter-

action under the normalization condition for the a; (6s)

molecular orbitals. The unpaired electron in the tetrag-
onal cluster islocalized at the cubic fragment. For the

Pb**—F,; bonds, the greater part of the spin density of

the ligands is localized at the 2pf}'i atomic orbitals of

the fluorine ions. By using relationships (10), the first
term in expression (8) can be represented in the form

Op, = Baxg. Here, the expression for the coefficient 3,
followsfrom aformulasimilar to expression (7) at w; =

0 and accounts for the spin polarization of the 2p;

shell. From relationships (9) and (10), we obtain w, =
0. The second term in expression (8) isgiven by thefor-

mula o, = saxf, where the expression for the coeffi-
ciente, faollowsfrom relationship (9) at v, = 0and takes
into account the spin polarization of the 2s; shell.
Since 3, <0and g, > 0, the contributionsfor 8, = o, =
O, cancel each other out. When estimating the polar-
ization corrections, we assume that 6,,a = épi, which
follows from the coincidence of the characters of the
spin density delocalization at the Pb**—F ; bonds. The
contribution d_ is estimated under the assumption that

= z§ and that the fraction of the 2pi, atomic orbital

in the a;(2s}) molecular orbital is approximately
equal to 1%. The calculation demonstrated that the
scales of the contributions 8, and &, coincide. Hence,

the compensation of the contributions to the polariza-
tion correction &, from the spin polarization of the 2p

and 2s; shellsleadsto the inequality A, > A, (com-

pare the data presented in Tables 3 and 4). Since the
second term in relationship (9) taken from [5] is small

(Iess than 3%), we have A, = A, . In this casg, the

anomalous isotropic parts of the A" tensor compo-
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nents can be explained by the effect of the additional
contribution to the polarization correction (8) on the
ligand isotropic hyperfine parameter, i.e., the contribu-

tion from the spin polarization of the shell with the 2s,
character of the spin density localized at the 2pi,

atomic orbitals of the F; ionsin the ground state of the
tetragonal cluster. It is quite possible that the anisotro-

pic parts of the A™ tensor components contain contri-
butions from the spin polarization in addition to the
dipole contributions. The effect of the contributions
from the spin polarization explains the behavior of the

anisotropic parts B, and B; of the A" tensor compo-
nents.

In conclusion, it should be noted that, in Pb®> F5F,

clusters, spin polarization exhibits a pronounced ligand
nature. This is associated with the specific electronic
structure of the clusters consisting of ns* ions, because
both the ground and polarizing states are covalent o
states, which is favorable for exchange interaction in
the ligands.

PHYSICS OF THE SOLID STATE Vol. 46 No.5 2004
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Abstract—For the purpose of preparing ruby single crystalswith ahigh degree of structural perfection, the evo-
lution of their structural stateisinvestigated using four-point loading at T = 1490°C and chemical etching pits.
The starting stress 14 for the onset of the dislocation motion is measured. The regularities of the arrangement
of dislocationsin single-crystal samples of ruby are established. The starting stress for the onset of the disloca-
tion motion isfound to be 14 = 2 MPa. The results obtained make it possible to determine the optimum param-
eters of thermomechanical treatment of the single crystalsand, in the future, to solve the problem of their long-
term serviceability. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

The shear stress necessary for the onset of disloca-
tion motion isafundamental characteristic of acrystal.
By measuring the starting stress in defect-free crystals,
it ispossibleto estimate the resistance of the crystal |at-
tice to didocation motion, i.e., the Peierls-Nabarro
stressin the plane and in the direction of the dislocation
motion. Moreover, with knowledge of the starting
stress measured in real crystals, one can determine the
internal long-range stress fields generated by disloca
tionsand their pileups. In thiswork, weinvestigated the
structural evolution and measured the starting stress of
the onset of dislocation motion in ruby single crystals
under high-temperature loading.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

In our experiments, we used ruby single crystals
(A1,05 + 3%CrO;) grown by the Verneuil method [1].
Samples were cut using adiamond saw from the single
crystals grown and had the form of rectangular parallel-
epipeds (90 x 15 x 2 mm in size) faceted by the (0001)

and (1120) planes with the longitudinal axis along the
[1100] direction. The samples were loaded by four-
point bending around the [ 1120] axis at a temperature
T = 1490°C.

Figure 1 shows the shape, the crystallographic ori-
entation, and the scheme of four-point loading of the
sample. The loading points lie on the upper and lower
(0001) planes of the sample. The structure of the sam-
ples was investigated by selective chemical etching of

the planes of the prism and the basis according to the
procedure described in [2].

3. RESULTS AND DISCUSSION

For the chosen geometry and method of loading of
the studied samples, there are virtually no shear stresses
in the easy basal dlip system. The secondary prismatic
dlip system is characterized by the shear stress compo-
nents responsible for structural changes in the sample.
A dtructure with a high density of dislocations is
observed in local regions subjected to the strongest
stress, i.e., in the vicinity of the external, contracted,
and extended (0001) planes, whereas a structure with a
low density of dislocations is formed along the neutral

[1100] axis in the region containing low-angle tilt
boundaries with a linear density of edge dislocations
N.= 1.5 x 10° cm™ and low-angle twist boundaries
with a linear density of screw dislocations N, = 3 x
103 ecm™.

[1100]

/ | |

(1120)
K ' KT
! |

P

Fig. 1. Shape and crystallographic orientation of the sample
for four-point loading. Arrows indicate points where the
load P is applied.

1063-7834/04/4605-0858%$26.00 © 2004 MAIK “Nauka/ Interperiodica’



STARTING STRESS FOR THE ONSET OF DISLOCATION MOTION

A dislocation network of twist boundariesisformed
as aresult of the reaction

%[2110] + %[12101 " %[1120] = 0. L

This reaction is accompanied by the formation of
triple nodes that hinder the motion of the network of
basal dislocations. It can be seen from Fig. 2 that, in
general, the dislocation structure is symmetric with
respect to the neutral axis and the density of screw dis-
locations increases toward the periphery of the sample.
At the center, i.e., in the vicinity of the neutral axis of
the sample, the edge and screw dislocations move
through dlip. This motion is attended by the formation
of polygonal boundaries from both edge and screw dis-
locations. However, the edge dislocations can glide

only in their own dlip plane [in our case, the (1100)
plane] and the polygonal boundariesformed from these
dislocations are straight lines, whereas the polygonal
boundaries formed from screw dislocations are bent. In
the sample regions adjacent to the (0001) surface, the
edge dislocations move through climb, whereas the
screw dislocations move through cross slip. The proba-
bility of cross dip increases asthe number of screw dis-
locations and temperature increase.

Using the results obtained, we can measure the start-
ing stress for the onset of dislocation motion. It can be
seen from Fig. 2 that, in accordance with the stress dia-

gram, the prismatic dislocations in the (1100)[1120]
dlip system move in a variable field of shear stresses
from the strongest stresses at the upper and lower sur-
faces of the sample toward the neutral axis. The dislo-
cations cease to move near the neutral axis at the points
where the stress applied to the sample is equal to the
resistance of the crystal lattice to dislocation motion,
i.e.,, whereitisequal to theinternal stressesor the start-
ing stress. To process the experimental data, we use the
following expression for the shear stress ag, [3]:

_ 6Pk
osh - ————gyl
ah

04, = 5 MPa, ()]
where P =5 kg istheload applied to the sample; k = 15
mm is the distance between the loading points on the
sample surface; a= 15 mm and h = 2 mm are the width
and the height of the sample, respectively; and y = 3 x
10! mm is the distance from the neutral axis to the
point where the dislocations stop.

Knowing the geometry of the sample and the
method of its loading and using the parameters from
relationships (2), we can determine the starting shear
stress 14 for the onset of dislocation motion. For this
purpose, we use the relationship

T4 = 2 MPa, A3)

where ¢ is the angle between the (1100) plane of the
prism and the neutral axis of the sasmple and i is the

T4 = OgSN¢ cosy,
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Fig. 2. Etch pattern on the (1120 ) plane of the sample after
loading.

angle between the [ 1120] shear stress and the neutral
axis of the sample.

As can be seen from Fig. 2, there are no dislocation
pileups at the points where the dislocations stop. Con-
sequently, local internal stresses are also absent. There-
fore, the measured starting stress can be related to the

Peierls—-Nabarro resistance in the (1100)[1120] pris-
matic dlip system.

Nikitenko and Petukhov [4] noted that the technique
of measuring the starting stress for the onset of disloca-
tion motion is most effective for experimental determi-
nation of the resistance of the crystal lattice to disloca
tion motion in an ideal crystal. We compared the start-
ing shear stress 14 for the onset of dislocation motion
and the critical shear stress determined by the macro-
scopic method from the hardening curve. It turned out
that the critical shear stressis several times greater than
the stress measured by the microscopic method. Such a
large difference can be associated with strong internal
stresses caused by macroscopic strains due to the pres-
ence of dislocation pileups inducing internal long-
range stresses in the crystal.

It should be noted that ruby single crystals are
widely used in laser technology. In our previous works
[5, 6], we established that the long-term serviceability
of lasers substantially depends on the degree of struc-
tural perfection of ruby single crystals. In aruby single
crystal, laser emission gives rise to thermoelastic
stresses, which, in turn, initiate the nucleation of micro-
cracks in the vicinity of stress concentrators, such as
dislocation pileups, subgrain boundaries, etc. The
development of microcracks in the course of the laser
action leads to breakdown of the single crystal. In this
respect, the starting stress has to be measured in order
to determine the optimum conditions of thermome-
chanical treatment of aruby single crystal with theaim
of increasing the degree of its structural perfection. We
confirmed the efficiency of this treatment for model
zinc single crystalsin our experiment. Thetotal density



860 BOSIN et al.

of didocations was found to decrease by three to four
orders of magnitude, and the subgrain boundaries were
found to decompose and then be eliminated from the
single crystal.

4. CONCLUSIONS

Thus, the above investigations into the evolution of
the structural state in ruby single crystals made it pos-
sible for the first time to determine the starting shear
stress for the onset of dislocation motion and to con-
sider the criteria for choosing the optimum conditions
of thermomechanical treatment of ruby single crystals
for the purpose of improving the degree of their struc-
tural perfection. Thisisimportant for solving the prob-
lem of long-term serviceability of lasers.
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Abstract—Planar Bloch domain walls with different senses and paths of rotation of the magnetization vector
arestudied in acubic crystal with anegativefirst constant of magnetic anisotropy. © 2004 MAIK “ Nauka/Inter-

periodica” .

1. The substructure of domain wallsin magnetically
ordered media has been a subject of basic and applied
research [1-8]. Bloch domain walls consisting of
regions with different senses of rotation of the magne-
tization vector M have been observed in uniaxia and
multiaxial crystals [1, 5-8]. In uniaxia magnets, 180°
domain walls with anticlockwise and clockwise senses
of rotation have been found to have the same energy [1,
8]. Earlier, Graham and Neurath [3, 4] analyzed the ori-
entation dependences of the specific energy of planar
Bloch domain walls with different senses and paths of
rotation of the magnetization vector M in cubic crystals
with a positive first constant K, of crystalline magnetic
anisotropy. In this work, we investigated the properties
of planar Bloch domain walls with different paths and
senses of rotation of the magnetization vector M in
cubic crystals with a negative first constant of magnetic
anisotropy.

2. The spatial distribution of the magnetization M in
the bulk of a Bloch domain wall for [M| = const can be
described by a unit vector a: M = Ma, where M is the
saturation magnetization; o = (04, d,, 03); and a4, d,,
and a5 are the direction cosines in the Oxyz coordinate
system whose axes are aligned parallel to the (1000
directions. For Bloch domain walls that are character-
ized by the divergence divM = 0, the energy density of
domain walls is determined only by the volume densi-
ties of the exchange energy e-y = A[ 13: , (@ J-)Z] and

the magnetic anisotropy energy eya(a), where Aisthe
exchange constant [1, 2, 8].

In the coordinate system under consideration
(Fig. 1), the Oz axisisaligned parallel to the normal n
and the Oy axis coincideswith the direction of the vec-
tor AM =M, —-M,, where M; = Mm,, M, = Mm,, and
m; and m,, are the unit vectors specifying the extreme
attainable directions of the magnetization M in the bulk
of domains separated by aBloch domainwall (at z —
—0 and Z —= +oo, respectively). From the condition
Mn = const, it follows that AMn = 0; i.e., al possible

orientations of the normal n coincide with directions
perpendicular to the vector AM.

The angle A between the normal n and the plane of
the unit vectors m, and m,, characterizes the rotation of
the normal n about the vector AM and specifies the ori-
entation of the plane of the Bloch domain wall. (For
180° domain walls, the angle A will be defined in Sec-
tion 4.) The angle 2a between the vectors m; and m,
determines the type of 2a-degree domain wall. This
angle can be calculated from the expression a =

arccos,/[1+ (m;m,)]/2. The magnetic anisotropy
energy is specified in the Oxyz coordinate system
whose axes coincide with the [1000crystallographic
directions. The Oxyz coordinate system and the coordi-
nate system corresponding to the (OXyz) plane of the
Bloch domain wall (Fig. 1) are related by the transfor-
mation A(A):

)

Fig. 1. Coordinate system.

1063-7834/04/4605-0861$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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where @ = (a4, G5, G3) and 0, O,, and a5 are the
direction cosines of the magnetization vector M in the
OXyz coordinate system. For arbitrary orientations of
the vectors m, and m,, we can write the following rela-
tionships:

cosA 0 sinA 1 14
AN =] 0 1 o0 |[er& &), (2
—sinA O cosA
cosA 0 —sinA
_ T T T ~
a=[eee]ll 01 0 |
sinA 0 cosA
o = m, X m; e = m,—m;,
! |[my xmy|’ 2 |[my—my|’ ©)
m, +m;
= —_— < z —|
€; m, +m, a<m/2 (mg%-m,),
€ =6 X6, 6 = (mz—ml)/|m2—m1|:
es0e, (g =1), a =12 (my=—m,).

In relationship (2), the first factor corresponds to the
rotation of the coordinate system about the vector AM
and the second factor accountsfor the transformation of
the coordinate system from the initial position into the
positionat A = 0.

Let us consider the case where the direction of the
magnetization M is specified by the polar (0) and azi-
muthal (¢) angles, which are reckoned from the Oz
and OX axes, respectively. Then, the spatial distribu-
tion of the magnetization M in the bulk of the Bloch
domain wall is determined by the variable ¢. Note that
the angle 0 is indefinable in the bulk of the Bloch
domain wall dueto the conservation of the normal com-
ponent of the magnetization M. The orientations of the
vectorsm; and m, are specified by theangles ¢, and ¢,
respectively. The angle 6 depends on the orientation
and type of the Bloch domain wall and isrelated to the
parametersa and A by the expression

sinB = A/1—cos o CosA. (@]

Next, we write the following relationships:

(2) (1) (2) (1)

ey = (ay oz’ —agz oy )/ |myxmy,

— (2) (1) (2) (1)
ep = (0370 —a; daz )/[myxmy,

(2) (1)

_ (2) (1)
e = (07 a5

-0y 0y )/|myxmy|,

(2

& = (q; —O(i(l))/|m2—ml|,

ey = (@@ +a)m,+my, i =13,
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where ail), aél), aél) and af), agz), aéz) are the

direction cosines of the vectors M ; and M, in the Oxyz

coordinate system, respectively. If the above relation-
ships are satisfied, we obtain

r (e;1COSA + e5 SinA)sinBcosd 7

+e,SnBsing + (e;,CoSA —e;; SINA) cosO
_ (e,COSA + ez, SinA)sinBcosd

@, €,SN0sing + (e5,CosA —e;,sin\)cose | ©)
(e,3C0SA + ez SinA)sinBcosd

|+ €,3SiN0sing + (e33CoSA —e;3SiNA) cost |

Since the angle ¢ is acyclic variable, there are two
possible senses of rotation of the magnetization vector
M inthe bulk of the Bloch domain wall. In these cases,
the vector M rotates along two different parts of the lat-
eral surface of a cone on which the lateral surface is
divided by the generatrices parald to the vectors m;
and m,. The base of this cone is parallel to the Bloch
domain wall. If the angle ¢ is half the angle between
the projections of the vectors m; and m, onto the plane
of the Bloch domain wall, the angle ¢ varies upon rota-
tion of the magnetization vector M in the following
ranges: ¢; =—0o<¢ <P, =+dpoand ¢, = o< <P, =
21— ¢, for the clockwise and anticlockwise senses of
rotation magnetization vector M, respectively. The
dependence of the angle ¢, on the parameters A and a
can be represented in the form

¢, = arccos(cosasinA/A/1— cos’ 0 COS'A ), (6)

wherea < ¢y < 1—a0.

Inthiswork, wewill consider long (¢, — ¢, > 11) and
short (¢, — ¢, < 1) paths of rotation of the magnetiza-
tion vector M inthe bulk of the Bloch domain wall. The
path of rotation of the vector M can be characterized by
the parameter L(A) = (¢, — ¢,)sinB, which represents
thelength of the curveformed by directions of the mag-
netization vector M in the Bloch domain wall on the
spherical surface of unit radius.

3. For aplanar isolated Bloch domain wall, the spa-
tial distribution z of the angle of rotation ¢ and the spe-
cific energy o, can be represented in the form [1, 8]

o
2(¢) = J’JASiHZG/(eMA(G, 0) —ewa(6, $,))d¢, (7)

0

%
o= ZIJASinze(eMA(G. ¢) —eua(6, ¢,))dd. (8)
b
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For Bloch domain walls with clockwise and anticlock-
wise senses of rotation of the magnetization vector M,
the specific energies o, and o, can be written as

)
R (%a)
=2 [ JAdn'0(eya(8, §) —eya (0, $2))db,
—bo(A, @)
GTI
21— go(A, 1) (9b)
=2 [ JASN0(en(8, §) ~eua(6, ¢:))d0.
do(A, @)

The function Asin?8[eya(0, ) — eya(®, ¢,)] is trans-
formed with a change in the orientation of the plane of
the Bloch domain wall in accordance with relation-
ships (3)—5) and (8). The angles A corresponding to
equal energies of the Bloch domain wallswith different
senses of rotation are zeros of the function Ac(A) = o, —
0, 0n abounded interval A 0 [-172; T72]. An analytical
function that is not identically equal to zero has afinite
number of zeros on a bounded interval. For A = +17/2,
the vector M rotates in the plane of the vectors m; and
m, (6 = 172). Except for crystals with unidirectional
magnetic anisotropy, the relationship eya(172, ¢) =
eua(1U2, 1—¢) is satisfied. Therefore, with due regard
for expression (6), the analytica function Ac(A) is
identically equal to zero for a =172 (6 = 112, b, = 112)
a arbitrary angles A and takes on nonzero values that
are opposite in sign but equal in magnitude for a # 12
aA=12 (¢, =0a)and A =172 (¢, = 11— a). Conse-
guently, there exists at least one position of the Bloch
domain wall in which domain-wall regions with differ-
ent senses of rotation have the same energy. For a 180°
domain wall, the identity o, = o, is satisfied for arbi-
trary orientations of the domain-wall plane. In the case
of 2a-degree domain walls at a < 12, there is a finite
number of orientations of the domain-wall plane for
which the specific energies satisfy the equality o, = o,
at A O [-1v2; 1v2)].

4. For a cubic crystal, the energy density of mag-
netic anisotropy hasthe form [8, 9]

eua = Kl(afa§+a§a§+afa§)+ (10)

where K; is the first magnetic anisotropy constant. In
our calculations of the domain-wall structure in cubic
crystals with a magnetic anisotropy constant K; < 0,
when the vectors m; and m, are ligned along the (11101
directions, the vector AM istaken to be coincident with

the [0010] (1100 and (111 Cerystallographic directions
for the 71°, 109°, and 180° domain walls, respectively.
For the 180° domain wall, the Oz and OXx axesat A =

0 are chosen parallel to the (112 and [110CKirections,
respectively.
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Fig. 2. Orientation dependences of (a) the specific energy
and (b) the path length L for rotation of (1) 180°, (2, 3) 109°,
and (4, 5) 71° domain wallsin an infinite cubic crystal upon
(2, 4) clockwise and (3, 5) anticlockwise senses of rotation
of the magnetization vector M.

The orientation dependences of the specific energies
0, and g, for 180°, 109°, and 71° domain walls are
plotted in Fig. 2a. The energy density of these domain
walls exhibits minima for rotations of the magnetiza-
tion vector M, whose tragjectories either pass through
the easy magnetization axis of the crystal or are closeto
thisaxis. PointsA and B in Fig. 2a correspond to the ori-
entations of the Bloch domain wall for which thetrajec-
tory of rotation of the magnetization vector M inter-
sects one and two easy magnetization axes, respec-
tively. The energy density of the 180° domain wall is
minimum at A = £30° and £90°. Thisresult isin agree-
ment with the inferences made in [1, 3, 4]. The trajec-
tory of rotation of the magnetization vector M in the
109° domain wall passes through the easy magnetiza-
tion axis in the cases when the normal to the plane of
the Bloch domain wall is aligned parallel to the four-
fold, threefold, and twofold axes of the cubic crystal at
A =0°,+£70.53°, £90°, respectively. As aresult, the ori-
entation dependences of the specific energies o, and o,
exhibit local minimaat A = 10°9', -90° and —10°9', 90°,
respectively (Fig. 2a, curves 2, 3). For the 71° domain
wall, thetrgjectory of rotation of the magnetization vec-
tor M intersectstwo easy magnetization axesat A = —45°
and 90° for the specific energy o, and at A = 45° and
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Table 1. Equilibrium parameters of Bloch domain wallsin an infinite crystal with a cubic magnetic anisotropy constant K; <0

Type of Bloch Parameters of Bloch domain walls
. Path of rotation
domain wall A deg  [d,—by =Ad, deg L, deg ol JAIK,|
180° Ad =180° 30 180 180 1.8291981
90 180 180 1.8291981
109° Ad < 180° 10.15 165.8 149.2 0.9814107
A > 180° 90 250.5 250.5 1.3680489
71° Ad < 180° 90 70.5 70.5 0.4611492
A > 180° 39.73 264.2 206.1 1.4966010
90 289.5 289.5 3.1971460

Table 2. Equilibrium parameters of Bloch domain wallsin the (110) plate with a cubic magnetic anisotropy constant K; <0

T ¢ Bloch Parameters of Bloch domain walls
ypeo Path of rotation
4 o = A
domain wall A, deg W, deg 2 gég ¢, L, deg al JAIK,|
180° A =180° 7.21 82.79 180 180 1.98787
109° Ad < 180° 8.48 81.52 168.1 158 0.9834806
Ad > 180° - - - - -
71° A < 180° 35.22 54,78 101.6 75.69 0.6029033
Ad > 180° 35.62 54.38 258.9 193.66 1.5436966

-90° for the specific energy o, In this case, the normal
to the Bloch domain wall is aligned with the fourfold
(A = £45°) and twofold (A = £90°) axes. The former
orientation is responsible for the local minima in the
orientation dependences of g, at A =—-39°44' and 0,;in
the case of along path of rotation (Fig. 2a, curves4, 5).

For the 180° domain wall, the orientation depen-
dences are identical (Figs. 2a, 2b, curves 1): o, = 0, at
arbitrary angles A and L = 11 In the case of 109° or 71°
domain walls, the minima of the energy density at A #
90° are shifted toward angles A corresponding to
shorter paths of rotation of the magnetization vector M
(Figs. 2a, 2b). For these domain walls, we obtain g, =
o a A =0 (Fig. 2a). A similar inference holds true for
90° domain walls in a cubic crystal with a magnetic
anisotropy constant K; > 0 [4]. The orientation depen-
dencesfor the 71° domainwall (Fig. 2a, curves4, 5) are
most pronounced because of the stronger dependence
of the parameter L on the orientation of the Bloch
domain wall (Fig. 2b, curves 4, 5). The orientation
dependences for Bloch domain walls with opposite
senses of rotation of the magnetization vector M
(Fig. 2a) are symmetric with respect to the orientation
of the domain wall at A = O due to cubic symmetry of
the crystal. Upon replacing e, — —;, A — —A, and
¢ — 11— ¢ in expression (6), we found that a, —~
-0, 0, —= —01, and a3 — 0 for the 109° domain

PHYSICS OF THE SOLID STATE \Vol. 46

wall and a; — —0; for the 71° domain wall. In this
case, the value of g, [see relationship (10)] remains
unchanged. As a consequence, Bloch domain walls
with opposite senses of rotation whose planes are sym-
metric with respect to the orientation at A = 0 have the
same energy.

The behavior of the orientation dependences of the
surface energy density of Bloch domain walls is gov-
erned by the sense and path of rotation of the magneti-
zation vector M (Fig. 2b). In the case of 2a-degree
domain walls (a < 12), the long (short) path for the
clockwise (anticlockwise) senses of rotation of the
magnetization vector M changes to the short (long)
path when the sign of the angle A changes from nega-
tive to positive. At arbitrary angles A, the short path of
rotation of the magnetization is characterized by lower
specific energies of the 109° domainwall (Fig. 2a) inan
infinite crystal with cubic magnetic anisotropy. This
means that Bloch domain walls with a short path of
rotation of the magnetization vector M are energeti-
cally favorable. The basic parameters that characterize
the equilibrium position of Bloch domain walls with
different paths of rotation of the magnetization vector
M inaninfinite crystal are presented in Table 1.

In a gpatially bounded magnetically ordered
medium, the energetically favorable orientations of the
plane of a Bloch domain wall depend on its orientation
with respect to the surface of the medium [5]. The
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change in the surface area of the Bloch domain wall
upon deviation of the domain-wall plane from the sur-
face of the medium is included in the factor (1/siny)):
S= S/siny, where | is the angle of rotation of the
domain-wall plane about the line of intersection of the
domain wall with the surface of the medium (¢ = 0
when the domain-wall plane coincides with the surface
of the medium) [2, 5]. In this case, we abtain cosy =
sindsinA, where d is the angle between the vector AM
and the normal to the plate. When the vectors m; and
m, lie in the (110) plane, the orientation dependences
of the specific energies o, and o, for the (110) plate of
a cubic crystal with magnetic anisotropy K; < 0 are
symmetric with respect to the domain-wall orientation
a A = 0. The orientation dependences of the specific
energies oy and o at Y2 > A > 0 are depicted in Fig. 3.

Table 2 presents the parameters characterizing the
equilibrium position of Bloch domain wallswith differ-
ent paths of rotation of the magnetization vector M ina
cubic (110) crystal with amagnetic anisotropy constant
K, < 0. The parameters of the Bloch domain wall with
a minimum surface energy density are in good agree-
ment with theresultsobtainedin[1, 2, 5]. Theinclusion
of the change in the surface area of the Bloch domain
wall leads to an increase in the energy density of the
domain wall, adecrease in the equilibrium angle A, and
anincreasein the angle 29, for non-180° domain walls.
In the (110) plates, 180° domain walls with different
paths of rotation of the magnetization vector M do not
differ from each other (Fig. 3a). In these plates, the
109° and 71° domain wallswith short paths and the 71°
domain wallswith along path of rotation of the magne-
tization vector M are equilibrium domain walls. The
width of the 71° domain wall with a long path of rota-
tion is substantially greater than that of the 71° domain
wall with ashort path of rotation. This can be explained
by the longer path of rotation of the magnetization vec-
tor M and the slower change in the orientation of the
magnetization vector M in the bulk of the Bloch
domain walls (Fig. 4).

5. Thus, it was established that there exist orienta-
tions of the plane of a planar Bloch domain wall for
which the energies of Bloch domain walls with clock-
wise and anti clockwi se senses of rotation of the magne-
tization vector M are equal to each other. For 180°
domain walls, this equality is satisfied at arbitrary (all)
orientations of the domain-wall plane. For other types
of Bloch domain walls, the above equality holds for a
finite number of orientations of the norma to the
domain-wall plane. This means that there exist ranges
of orientations of the domain-wall plane in which the
domain wall, with a specific sense of rotation of the
vector M, has a minimum energy. Crystals with a neg-
ative first constant of cubic magnetic anisotropy are
characterized by only one of these orientations, which,
according to the results obtained in this work, corre-
spondsto A = 0.
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Fig. 3. Orientation dependences of the specific energy for
(a) 71° and (b) 109° domain wallsin aninfinite cubic crystal
upon (1, 3) clockwise and (2, 4) anticlockwise senses of
rotation of the magnetization vector M.
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Fig. 4. Distributions of the magnetization M in an equilib-
rium 71° domain wall with (1) short and (2, 3) long paths of
rotation of the magnetization vector M in (1, 3) the (110)
plate and (2) an infinite cubic crystal with a magnetic
anisotropy constant K; < 0.

In an infinite cubic crystal with a negative first con-
stant of magnetic anisotropy, the Bloch domain walls
with ashort path of rotation of the magnetization vector
M are energetically favorableirrespective of the type of
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domain walls and the sense of rotation of the vector M.
All the considered equilibrium orientations of the
domain-wall plane either coincide with the orientations
for which the path of rotation of the magnetization vec-
tor M passes through the easy magnetization axisor are
shifted toward the orientations characterized by a
shorter path of rotation of the magnetization. The orien-
tation with a minimum surface energy density only for
71° domain walls corresponds to a minimum path of
rotation of the magnetization.

In the (110) plate with a negative first constant of
cubic magnetic anisotropy, the 71° domain walls with
long and short paths of rotation of the magnetization
vector M and 109° domain walls with a short path of
rotation are equilibrium domain walls. Planar 109°
Bloch wallswith along path of rotation of the magne-
tization vector are nonequilibrium in these plates. The
width and surface energy density of 71° domain walls
with along path of rotation of the magnetization vec-
tor exceed those of 71° domain walls with a short path
of rotation of the magnetization.

w N

>
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Abstract—The spectrum of exchange spin waves in a multilayer magnet is theoretically investigated without
regard for dissipation upon periodic modulation of all magnetic material parameters (uniaxial anisotropy con-
stant, exchange interaction constant, saturation magnetization, gyromagnetic ratio) entering into the Landau—
Lifshitz equation. A graphical method is proposed for analyzing the dependence of the propagation of spin
waves on the depth of modulation of the material parameters. Practical application of the results obtained and
the effect of dissipation on the propagation of spin waves in the system are discussed. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

In recent works devoted to the properties of multi-
layer systems, the trend has been toward a changeover
from ideal structuresto increasingly realistic models of
magnetic materials. Great interest has been expressed
by researchers in the phenomena associated with mag-
netic viscosity, finite thickness and irregular arrange-
ment of interlayer boundaries, and the presence of
defects in multilayer structures. In particular, Ignatch-
enko et al. [1, 2] performed atheoretical investigation
into the evolution of the spectrum and damping of spin
waves due to inhomogeneities in the period of the
superlattice, Gulyaev and Nikitov [3] considered the
localization of spin-wave modesin thevicinity of asin-
gle defect, and Gorobets et al. [4] and Ignatchenko et
al. [5] studied spin waves in multilayer magnets with
diffuse interfaces. In our earlier work [6], we investi-
gated the influence of periodic inhomogeneities in the
distribution of the magnetic viscosity parameter on the
propagation and damping of spin waves. Zyuzin et al.
[7] analyzed the effect of these inhomogeneities on the
linewidth of spin-wave resonance.

However, the authors of the aforementioned works,
as arule, analyzed the modulation of only afew of the
parameters characterizing a magnetic system (see, for
example, [1-5, 8]). Since this approach is sufficiently
simple and, in some cases, corresponds to rea situa
tions with magnetic systems, it has made it possible to
reveal the main regularities in the propagation and
damping of spin waves in multilayer materials. At the
same time, from the experimental and practical stand-
points, the properties and parameters of real magnetic
materials need to be considered in amore general case.
This is essential to the understanding of the contribu-

tion of the previously proposed models to the solution
of the praoblem under consideration and for the possible
application of the obtained resultsto agreater variety of
materials used in practice.

In thiswork, the spin-wave spectrum of amultilayer
magnet was theoretically investigated in the continuum
approximation upon modulation of all magnetic mate-
rial parameters entering into the Landau—Lifshitz equa-
tion without regard for dissipation.

2. THEORETICAL BACKGROUND

Asin our previous work [6], we consider an infinite
sample consisting of two types of alternating plane-par-
allel homogeneous layers that are uniformly magne-
tized to saturation. Theselayers have thicknessesd; and
d, and are characterized by exchange interaction con-
stants o, and a,, uniaxial anisotropy constants 3, and
[3,, easy magnetization axes lying parallel to each other
in the layer planes, saturation magnetizations M, and
M,, and gyromagnetic ratios g; and g, (g, > 0, j = 1, 2).
Anexternal dc magnetic field H isaligned with the easy
magnetization axis. The Cartesian coordinate system s
chosen so that the OX axisis perpendicular to the layer
planes and the OZ axis is paralldl to the easy magneti-
zation axis.

The dynamics of the magnetic moment can be
described by the Landau—Lifshitz equation [9]

oM

O 0 1.0M
T Mx%(H+B(Mn))n+5FB15-r— } (1)
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Fig. 1. Diagram for determining the boundaries of the for-
bidden and allowed energy bands in a multilayer material
with equal layer thicknesses (d; = d,) and identical satura-
tion magnetization (M, = M, = M) for different modula-
tions Ae of the material parameters [Ae = (€5 — €¢)/[E0and
[B0= (&5 + €9)/2, where € is a modulated parameter]. The

spectral lines in the diagram correspond to the following
cases of modulation of the material parameters: (1) AR =0,
Ag=0,andH=0; (2) AB=-0.8,Ag=0,andH=0; (3) AB =
-0.8,Ag=0.8, and H = 0; and (4) AB =-0.8, Ag = 0.8, and
H = 10M,. Aa = (a) 0 and (b) 0.8.

where M stands for the magnetization distribution in
the multilayer material and n is the unit vector aligned
paralel to the OZ axis.

Let us now analyze the small deviations m; of the
magnetization from the ground state, i.e., the magneti-
zation along the easy magnetization axis. For this pur-
pose, the magnetization distribution can be represented
in the form

M;(r,t) = nM;+my(r,t), |mj| <M. 2

For amonochromatic plane spin wavethat hasafre-
quency w and a wave number G; and propagates per-
pendicularly to the layer interfaces, we can write the
following expressions.

m;(r,t) = m;exp{iwt ,

. . - . 3)
m; OB, exp{ +iG;x + B;exp{—-iG;x ,

where BJ-i standsfor the spin-wave amplitudesin thejth
layer. In an approximation linear with respect to the
magneti zation deviations m;, from the Landau—Lifshitz
equation (1) with dueregard for expressions (2) and (3),
we obtain the following dispersion relation for spin
waves in a homogeneous material of the jth layer:

- |igw _H 40
® /\/GJ%J'MJ' M; PO @

The spin-wave spectraof the multilayer material can be
determined using the Bloch theorem [10]. The solution
of the Landau—Lifshitz equation (1) for the jth layer
can be represented in the form of expression (3). In the
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case under consideration, the exchange boundary con-
ditions (A 10) must be satisfied at thelayer interfaces[7,
11-13):

A om,
M; 0Xx

_ Ao,
. M, ax

_m,

% - M_2 (5)

L]
Xn

Xl‘l
where X, istheinterface coordinateand A= aM?/2. The
physical meaning of the first condition is as follows:
when the exchange interaction between the layers is
dominant, the magnetizations on both sides of theinter-
face are paralel to each other. The second condition
ensures the continuity of the normal (to the interface)
vector component of the energy flux density [9].

Moreover, the solution must satisfy the condition of
periodicity. This means that the magnetizations m; at
boundaries of the period (x=0and x=d=d,; + d,) can
differ by only the phase factor; that is,

m(0) = exp(iKd)m(d), (6)
where K is the quasi-wave number.

Upon substituting expression (3) into relations (5)
and (6), we obtain the following system of linear equa-

tions for the amplitudes Bji of the incident and
reflected waves:

Bexp{iG,d} +Biexp{-iG,d} _ M,
B, exp{iG,d} +Byexp{—iG,d} M2’

Bexp{iG,d} —Biexp{-iG,d} _ M;A,G,
B, exp{iG,d} —Byexp{-iG,d}  M2AG/

LB+ B exp{iKdh = —[B;exp{iG,d}
M, M,

+B,exp{-iG,d} ],

AG, AG,

M. 1Bi—Bilexp{ikd = —G=(B; exp{iG,d

—B,exp{-iG,d} ].

The criterion for consistency of these equations is that
the determinant consisting of the coefficients of the sys-
tem must be equal to zero. By simplifying the corre-
sponding equality, we found that the spin-wave spec-
trum of the multilayer material with due regard for the
modulation of all the structural parameters can be ade-
quately described by an expression similar to the rela-
tion derived earlier in [6], that is,

cos(Kd) = cos(G,;d,)cos(G,d,)
()

1[A2(32 AlG]D . .
—= + .
30R,G, AzGﬁsn(Gldl)S‘n(szZ)

Dispersion relation (7) will be analyzed with the use
of the diagram depicted in Fig. 1, where the black and
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SPIN-WAVE SPECTRUM OF AN IDEAL MULTILAYER MAGNET UPON MODULATION

white regions in the G,—G, plane represent the forbid-
den bands (corresponding to imaginary values of the
quasi-wave number) and allowed bands (corresponding
to real values of the quasi-wave number), respectively.
Figure 1 also depicts the “spectral lines’ for different
variants of the modulation of the parameters of the mul-
tilayer material. These lines are specified by the para-
metric dependence of the wave number on the spin-
wave frequency in layers [see dispersion relation (4)]
and are described by the equation

alglMle —ngzMng
= B9 M, -B,9:M; + (g9, —gy)H.

The diagram presented in Fig. 1 permits one to
determinethe edges of the forbidden and allowed bands
(the points of intersection of the spectral lines with
boundaries of the black and white regionsin the figure,
respectively) for a specified modulation of the material
parameters.

(8)

3. RESULTS AND DISCUSSION

The characteristic spin-wave spectra (frequency
dependences of the quasi-wave number) calculated
from dispersion relation (7) are shown in Fig. 2.

The specific feature of multilayer materials with a
modulated gyromagnetic ratio is that the application of
an external dc magnetic field does not lead to asimple
scaling of the anisotropy constant and a shift of the ref-
erence point of the spin-wave frequency (asis the case
with a multilayer material at a constant gyromagnetic
ratio in the layers [4, 6]). Specifically, the frequency
enters into dispersion relation (4) in combination with
the saturation magnetization and the gyromagnetic
ratio, whereasthe magnetic field appearsin thisrelation
in combination with the saturation magnetization
alone. Therefore, the field dependence cannot be
obtained from the frequency dependence by scaling, as
was done earlier in [6] for a homogeneous distribution
of the gyromagnetic ratio. In the absence of modulation
of the gyromagnetic ratio, the dependence of the wave
number on the frequency and field isreduced to the sin-
gle self-similar variable w—gH [6]. In the case when the
gyromagnetic ratio varies from layer to layer, this self-
similarity isabsent. Asaconsequence, in an external dc
magnetic field, the spectral lines pass through regions
of the diagram that are inaccessible at a reasonable
depth of modulation of the parameters for a material
with a constant gyromagnetic ratio.

The aforementioned specific feature can be used in
practice. It can be seen from Fig. 1a(line 1) that, in the
absence of modulation of the exchange interaction
(o, = a,) and the saturation magnetization (M; = M,),
the region along the bisector, which emerges from the
origin of the coordinates (G; = G,) and corresponds to
the homogeneous material, is occupied by the allowed
bands. It isin the vicinity of this bisector that the spec-
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Fig. 2. Dependences of the quasi-wave number on the spin-

wave frequency in reduced Brillouin zones. Material
parameters are the same asin Fig. 1la

tral lines are arranged at a constant gyromagnetic ratio
in a zero external magnetic field even at a considerable
depth of modulation of the other material parameters
(for example, line2inFig. 1a). Inthis case, the spectral
linesin the G,—G, plane appear to beindependent of the
external magnetic field. Indeed, it can be seen from Eq.
(8) for the spectra lines that, at g, = g,, the external
magnetic field is not explicitly included in the expres-
sion and the dependence on the field manifests itself
only through the above self-similarity.

The size of the forbidden bands substantially
increases as the coordinate axes are approached, which
corresponds to a system with significantly differing
parameters of the material. Itisin theseregionsthat the
spectral lines (Fig. 1a; lines 3, 4) are shifted by the
magnetic field in the case of a modulated gyromag-
netic ratio and, thus, are characterized by a strong
dependence on the external magnetic field [see expres-
sion (8)].

For modulation of the exchange interaction and (or)
the saturation magnetization (Fig. 1b), the specific fea-
ture under consideration is even more pronounced.
Actually, there always exists a magnetic field H = H,,
where

M, — M
H, = B.9,M,—-B,0; ) ©

0:— 9
for which the right-hand side of expression (8) is equal
to zero. Inthis case, the spectral lines represent straight
lines passing through the origin of the coordinates.
Under the additional condition

O‘le/gl = azMS/gz’ (10)

the spectral lines are described by the equation A,G; =
A,G, (Fig. 1b, line 3). As can be seen from dispersion
relation (7) and Fig. 1b, this situation corresponds to a
continuous spectrum without forbidden bands.

Thus, conditions (9) and (10) determine the param-
eters of a*“qguasi-homogeneous’ materia, i.e., a multi-
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layer magnet that has no band gaps and all of whose
parameters, like wave numbers (4) of spinwavesin lay-
ers, are distributed inhomogeneously. The deviation of
the external dc magnetic field from H, disturbs the bal-
ance in the system and leads to the appearance of for-
bidden bands in the spectrum (Fig. 1b, line 4). As a
result, this system can be used as a functional element
that is highly sensitive to magnetic field in a spin-wave
device (switch, filter).

In thiswork, al calculations were performed in the
absence of damping. The inclusion of damping should
lead to the appearance of the imaginary part of the
guasi-wave number for allowed bands and the real part
of the quasi-wave number for forbidden bands [6]. Asa
consequence, the diagram depicted in Fig. 1 loses its
meaning. Furthermore, in the case when the magnetic
viscosity parameter is spatially modul ated, the resultant
damping of spin waves exhibits a nontrivial depen-
dence on the depth of modulation of the other parame-
ters[6]. However, in the regions of the forbidden bands
obtained within the dissipationless model, the damping
of spin waves remains sufficiently strong compared to
the damping in the allowed bands of the spectrum [6];
therefore, the conclusions drawn in the present work
are qualitatively valid.

APPENDIX

In order to derive boundary conditions (5), we con-
sider adiscrete one-dimensional model of aferromagnet
that is consistent with the Landau—Lifshitz equation (1).
It isevident that we can restrict our consideration to the
exchange approximation. In this case, the equations of
motion have the form

0S, oW
"o =155, Ay
where W = —% o mInmSnSy, S, isthe spin of asite of

the nth chain, and J,,,,isthe exchangeintegral of the nth
and mth spins.

We will use the nearest neighbor approximation
and, for definiteness, assume that the interface of mate-
rials passes through the sitesOand 1; i.e., Jp; = ;0= J
andJ,,=Jyan m<O0andJ,,=J;an m=1.

The boundary conditions are determined by the
equations of system (Al) aan=0, 1; that is,

12 = [8,x (3,5 + 38y,
3S (A2
his = [S1x (35 + 3iSy)].

KRUGLYAK et al.

Since the spin S, obeysthe identity S, x S, =0, the
first equation can be rewritten in the form

0S
ot

With the aim of changing over to the continuum
approximation, as is customary, we introduce the func-
tion S(x): S(x,) = S,, where x, = an and a is the lattice
constant. In our case, S(x) is a continuous function that
is continuously differentiable in the ranges x < X, and
X > X;. As a consequence, we have

aS(Xo)

h—=— = [Sox (Jo(S 1—So)+~]81)] (A3)

(Sy—S.;) = ——a+0(a ) (A4)

By considering the linear oscillations and ignoring
terms of the order of Aw/J, from expressions (A3) and
(A4) to afirst approximation nonvanishing in a, wefind

[Sox o aS(XO) -3sf| = o

Similarly, from the second equation in system (A2), we
obtain the expression

5B

~ Subtraction of expression (A6) from formula (A5)
gives

(A5)

(Xl)

+qu]} = 0. (A6)

S, _ S,
—a-x— - Jlslx—a—x'. (A7)

JoS, x

In the long-wavelength limit ka < 1 (where k isthe
wave vector), from formulas (A5) and (A6), we obtain
the following expression accurate to within terms of the

order of (Jg 4/ J ka:

SyxS;, = 0. (A8)

Hence, it follows from the condition S? = const that
the vectors 0S/0x and S are orthogonal to each other.
Taking into account the collinearity of the vectors S, and
S, [which follows from equality (A8)], relation (A7) can
be rewritten in the form

S, _ . .05,
\]Osoa - \]181 aX .

Inthecasewhen S, ; =constand S; || S; || n (where
n isthe unit vector aligned parallel to the magnetiza-
tion direction in the ground state) at equilibrium, con-
ditions (A8) and (A9) in terms of the amplitudes of
small deviationss,and s, (S,,= S.n + S, M=0, 1) from
the equilibrium position take the form

(A9)

S _ S 0Sy 0s,
S) - Sl, ‘]OS) ax - 1816 (AlO)
PHYSICS OF THE SOLID STATE Vol. 46 No.5 2004
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Abstract—Thermodynamical analysisand model calculationsfor an isotropic ferromagnet show that inclusion
of the interaction between the magnetic and phonon subsystems (in particular, through a magneti zati on-depen-
dent Debye temperature) causes renormalization of the equation of the magnetic state and atemperature depen-
dence of the thermodynamic coefficients of the Landau expansion, which are usually assumed to be constant.
One of the conseguences of this dependence is, for example, an experimentally observed difference between
the “true” and paramagnetic Curie temperatures of aferromagnet. © 2004 MAIK “ Nauka/Interperiodica” .

Previoudly, in a study of ferromagnetic gadolinium,
we showed [1] that, around the Curie point, the charac-
teristic Debye temperature of a ferromagnet 6(M, T)
can be approximated by a sum of the “nonmagnetic”
contribution 6, and a magnetic part 8, which, in
turn, can be represented by a double expansion in even
powers of magnetization M and distance to the Curie
pointt=T-T.

1 1 1
9 = epara'l' 600 + éeloMz + éellet + ZezoM4 + ,(1)

where 0, is the paramagnetic part of the Debye tem-
perature, 6;(T) are thermodynamic coefficients of the
series, and M = M(T, H) isthe molar magnetizationin a
magnetic field H (which is assumed to be normalized).
Theterm 8y, can beinterpreted asajump in Debye tem-
perature at the Curie point [2]. However, we have not
made a detailed thermodynamic analysis of the effect
of representing 6 in the form of expansion (1) on the
resulting magnetic properties of aferromagnet. We per-
form such an analysis in the present paper and supple-
ment it with model calculations performed using spe-
cialy designed software.

Qualitative justification of expansion (1) isbased on
the dependence of the Debye temperature on molar vol-
ume V and bulk modulus K (see, i.e., [3-6]) and on the
dependences of these quantities on M2 and t:

12, ,16

2 1/3
=ﬁ(6T[ Na) §:JJ2K VY @)

ks H
Here, i is Planck’s constant, N, isAvogadro’s number,

ks is Boltzmann's constant, p is the molar mass, and
= isafunction that depends on the Poisson ratio o of a

)

material (thisfunction is supposed to be independent of
temperature and magnetization).

Expansion (1) can aso include higher order terms;
however, as shown below, even the first four terms are
sufficient to describe a number of features of the mag-
netization and magnetic susceptibility of aferromagnet
beyond the standard Landau theory of second-order
phase transitions. Furthermore, neither the physical
limits and validity of the Landau theory itself nor the
precision of the experiments warrant these additional
terms.

Thus, inthefull thermodynamic potential consisting
of a temperature- and magnetization-independent part
®,, the phonon (lattice) contribution ®,, the electron
contribution @, and the exchange term ®,,

D= P+P,+ D+ D, (3)
not only the exchange term
P, = %GM2+%BM4—HM, 4

depends on magnetization but also the phonon contri-
bution [by means of varying the Debye temperature (1)]

®, = 3R[ge+ f(z)] ®)

Symbols a and 3 in EqQ. (4) stand for the temperature-
dependent coefficients of the Landau theory and it is
presumed that a = a(T —Tg), witha=const >0and 3 =
const > 0. For the derivatives of the introduced function

f=Inl-¢e? - %D(z) with respect to variable z =

0/T, we have relations [4] f'(2 = D(2)/z and f"(2) =
—-Cr(2)/22, where D(2) is the tabulated Debye function,

1063-7834/04/4605-0872$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Cyr(2) is the tabulated Debye specific heat normalized
to unity, and R is the gas constant.

The equation of the magnetic state for aferromagnet
is determined by minimizing the thermodynamic
potential with respect to the order parameter (magneti-
zation):

A - U?_q_)_lﬂ ﬂaq)”ﬂ -0 (6)
oM DaMDTPH DaMDTPH .

This equation contains not only the exchange part, asin
the traditional Landau theory approach, but also the
phonon contribution, which can be read as a conse-
guence of interaction between the magnetic and
phonon subsystems of aferromagnet:

5 _ 3R910[3 D(z)}

0 3,.D(2
+5a+3R911[8 } (T-Te) @

+ [[3 + 3R620[§ D(Z)}D

Inclusion of the magnetization—phonon interaction
(MPI) causes renormalization of the equation of the
magnetic state of aferromagnet, which still can be pre-
sented in the traditional form used in the Landau theory
but with renormalized thermodynamic coefficients and
Curie temperature:

B (m-To)+ e ®)
where
a* = a+3R911[8 %} ©
3. D@

TE=T SRGIO[S 2 } (10)

c - C

a+3R611[2 Dgz)}

B+3R620[g D(Z)} (11)

Instead of the traditional expression for the sponta-
neous (at H = 0) magnetization of aferromagnet M§ =

T-T
aT-To) 3 C), taking into account Egs. (9)—«11), we
a*(T-T¢
obtain M? = 2T

*

, Where thermodynamic

coefficientsa* and [3* explicitly depend on temperature
in a rather complicated manner. Apparently, the MPI-
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induced shift in the Curie temperature is relatively
small in the majority of cases. The initial (exchange)
Curie temperature T could be interpreted as a thermo-
dynamic parameter characterizing pure exchangeinter-
action of a ferromagnet. The “true”’ (technical) Curie
temperature T is a characteristic of the ferromagnet
including the MPI.

It should be noted that, unlike the Curie temperature
T¢ , the renormalized thermodynamic coefficients a*
and 3* do not contain 6,,. In other words, the effect of
the MPI on the magnetic properties of a ferromagnet
manifestsitself in higher order termsthan in the simple
expression 6 ~ M?, aswas supposed, for example, in[7,
8]. Therefore, it is worthwhile considering the MPI
only for ferromagnets where this interaction (called
also magnetoelastic) is strong enough. An example is
Invar aloys. For ferromagnets where the MPI is not
strong and it is sufficient to allow for terms 6 ~ M? in
the Debye temperature, the classical Landau theory
works sufficiently well.

We will not dwell on a detailed (complicated) ther-
modynamic analysis of the expressions written above.
We only note that the Landau theory with renormalized
thermodynamic coefficients provides a good descrip-
tion of the magnetic properties of |ow-temperature fer-
romagnets (T, Tc < 0) even if the MPI is not weak. In
high-temperature ferromagnets (T, T = 0), the MPI can
cause significant changesin the results of thetraditional
Landau theory.

We also note that, when the MPI is sufficiently
strong and the condition T& < 0 is met, the material

does not become ferromagnetic at any finite tempera-
ture, though the exchange interaction can cause ferro-
magnetic ordering in absence of the MPI. A necessary
(but not sufficient) condition for the ferromagnetic state
to occur is 8,5 < 0. Another case where a material
remains paramagnetic for all finite temperatures corre-
spondsto * < 0, which occurs (for 3 > 0) if 8,5 < 0. It
is conceivable that one of these possibilitiesis realized
for paramagnetic scandium [9, 10]. Unfortunately, we
cannot consider thisissuein more detail because of the
scarcity of experimental datafor Sc.

In general, because of the slower variation of D(2)/z
with temperature in comparison with alinear variation
witht = T — T in the vicinity of the Curie point, the
temperature dependence of the spontaneous magnetiza-
tion of aferromagnet is qualitatively similar to that pre-
dicted from the traditional Landau theory. The effects
due to the MPI begin to manifest themselves only at a
sufficient distance from the Curie point.

The most convenient characteristic of aferromagnet
for describing its behavior in the temperature region far
from the magnetic transition point is the initial mag-

oMo

netic susceptibility x = CBHLL
P

(aaH— 0)orits
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Fig. 1. Temperature dependence of the magnetic part of the
reduced Debye temperature of aferromagnet with magneti-
zation—phonon interaction calculated for case I.

\ I
0.05 0.10 T

hd

inversex. It followsfrom the equation of the magnetic
state (8) that x 1= a*(T—-Tg)a T>TE and X! =
2a*(T-T&)aT< TE;i.e, Ginzburg's rule of two
[11] a'so holds for aferromagnet with MPI. The linear
temperature dependence of x~(T) (following from the
Landau theory) is extensively employed by experimen-
talists to estimate the Curie temperature [12]. Such an
estimation is fairly rough and not infrequently gives a
value of the paramagnetic Curie point T¢, , (crossing
point of the temperature axis and the line extrapolating
xX(T) from the high-temperature region) that is several
dozen kelvins higher than the actual Curie temperature

T¢ . Thisdisagreement has not yet been explained con-
vincingly.
0.45r

0.35¢

0.25

0.15

0.05%-

| | | |
-020 -0.15 -0.10 -0.05 0

Fig. 2. Temperature dependence of the reduced magnetiza-
tion of aferromagnet calculated for case | (1) without and
(2) with inclusion of the MPI.
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With inclusion of the MPI, the temperature depen-
dence of x~(T) becomes nonlinear at elevated temper-
atures (T > 0):

_ |
XU(T) = G+ 3ROLIA(T-To).  (12)
O CH

In particular, if 8,, > 0, the x%(T) dependence progres-
sively deviates upwards from the linear dependence
with increasing temperature; therefore, the straight line
interpolating it at elevated temperatures crosses the T

axis at ahigher point than T¢ . Furthermore, the cross-
ing temperature T , depends both onthe strength of the
MPI (via8,,) and on the temperature range used for the

linear interpolation. The way to rectify the problem is
clear: aquadratic instead of alinear interpolation of the

X~(T) dependence will bring Tc, and T¢ into better
agreement.

With the analytical expressions presented above, we
performed numerical computations of the model using
specially designed software. For generality, the results
of the calculations are expressed in terms of reduced
guantities (Figs. 1-4). The following values of the
parameters were used (in relative units) in all calcula
tions:a=1.0,=0.1,H=0, T¢c =300, and B,,, = 200.

Calculations were performed for two different
cases (I, I1) corresponding to two possible kinds of
behavior of the temperature dependence of 6,(T),
namely, an increase and a decrease in 6, respectively,
following the characteristic jump at the Curie point T
as the temperature is decreased in the ferromagnetic
region. The values of the thermodynamic parameters
used in calculations are listed in the table. The temper-

X71 X 1074
3.01

-0.5

Fig. 3. Temperature dependence of the reduced magnetic
susceptibility of aferromagnet calculated for cases| and Il
(1) without and (2) with inclusion of the MPI. (3) A linear
approximation in the high-temperature region.
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ature dependence of the quantity 0,(T) = 6,(T)/0,4, IS
given by

1 1 1
Om = 000 + éolomz + éOllsz + ZOZOm4 + aaay (13)
where the reduced thermodynami ¢ coefficients, magne-
tization, and temperature are defined as 0; = 0;/0,44
m= M(T, H)/M(0, 0), and T = (T — T)/Tc.

The temperature dependence of the magnetic contri-
bution to the reduced Debye temperature o,(T) for case
| (040, 819> 0) ispresentedin Fig. 1. Thiskind of behav-
ior of the Debye temperature istypical, for example, of
gadolinium [1, 2]. The temperature dependences of the
spontaneous magneti zation cal culated with and without
regard for the MPI are shown in Fig. 2. It is seen that,
though the m(T, 0) dependence does not change quali-
tatively and issimilar to that predicted from the Landau
theory, the value of the magnetization itself is reduced
significantly when the MPI istaken into account. At the

same time, the difference between T and T¢ israther
small (seetable).
The temperature dependence of the inverse reduced

—1
initial susceptibility xX(T) = %EE (aH—0)ofa
TP

ferromagnet calculated for case | with and without
regard for the MPI isshownin Fig. 3. It can be seen that
the MPI significantly increases the slope of the x=(T)
dependence both in the ferromagnetic and paramag-
netic regions; furthermore, the x~(T) dependenceis not
linear in the higher temperature region. The linear
approximation of the xX(T) at high temperatures does

not cross the temperature axis either at Tc or at T¢& but
at a much higher paramagnetic Curie temperature T,
(seetable).

Figure 4 (aswell as Fig. 1) presents the temperature
dependence of the magnetic contribution to the reduced
Debye temperature o,(T) calculated for case Il (for
parameters 0,,, 6,5 < 0).

This kind of behavior of the Debye temperature is
apparently typica of nickel and iron—nickel Invar
alloys. The lack of experimental data on this subject
prevents more definite conclusions. The m(T, 0) depen-
dences for this case and for the selected values of the
parameters are qualitatively similar to those calculated
in case |, and we do not present them. We only note a

small decrease in the Curie temperature T¢ relative to
T asopposed to case | (seetable).

Figure 3 also gives an idea about the temperature
dependence of the inverse reduced initial susceptibility
xX(T) of aferromagnet calculated for case Il with and
without regard for the MPI. This dependence, in accor-
dance with the thermodynamic consideration per-
formed above, is similar to the x~(T) dependence in
case | in spite of the drastic change in the temperature
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Fig. 4. Temperature dependence of the magnetic part of the
reduced Debye temperature of aferromagnet cal culated for
casell.

dependence of 0,(T) in case Il. The x(T) dependence
in case Il is not linear for higher temperatures in the
paramagnetic region of a ferromagnet. The linear
approximation of the x=(T) at high temperatures (asin
case |) does nat cross the temperature axis either at T

orat T¢& but at amuch higher paramagnetic Curie tem-
perature T , (see table).

Thus, the following main results were obtained in
the present work based on a thermodynamic analysis
and model calculations.

(1) Using a phenomenological expression for the
temperature dependence of the magnetic part of the
Debyetemperature, which isdueto interaction between
the magnetic and phonon subsystems of aferromagnet,
it was shown that the inclusion of the MPI leads to
renormalization of the thermodynamic potentia of the
ferromagnet and the equation of the magnetic state.

(2) It was shown that inclusion of the MPI givesrise
to a temperature dependence of the thermodynamic
coefficients, which are considered constant in the tradi-
tional Landau theory.

Thermodynamic parameters (in arbitrary units) used in cal-
culations

Parameter Casel Casell
600 -2 -2

010 0.04 —-0.04
011 0.02 0.02
6, 0.00396 0.00408
T’g 300.866 299.134
Tep 321.30 321.27
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(3 The inclusion of the MPI causes either an
increase or adecrease in the Curie temperature depend-
ing on the signs of the thermodynamic coefficients and
the relations between them. However, the temperature
dependence of the spontaneous magnetization of afer-
romagnet may not change qualitatively and remain
close to that predicted from the Landau theory. The
magnitude of magnetization changesin this case.

(4) The most pronounced effect of the MPI isamod-
ification of the temperature dependence of the inverse
initial magnetic susceptibility, especialy in the higher
temperature region.

(5) It was shown that the MPI could be one of the
reasons for the well-known discrepancy between the
true and paramagnetic Curie temperatures of a ferro-
magnet.
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Abstract—The finite lifetime T, of adynamic spiral domain in the anger state in a multidomain film with per-
pendicular magnetic anisotropy Is estimated theoretically in the framework of a dissipative model. The finite
lifetime of spiral domains is investigated as a function of the frequency of an external ac magnetic field that
varies according to a harmonic law. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In [1], we stated that, in an external ac magnetic
field, the domain structure of garnet ferrite films with
perpendicular magnetic anisotropy transforms into an
excited state, which isreferred to asthe anger state [1].
In this state, there can exist stable ordered dynamic
domain structures of different types [2]. It has been
established that the formation of dynamic spira
domainsin agarnet ferrite film placed in an external ac
magnetic field depends on the field amplitude and fre-
guency. Spiral domain structures, like al ordered
dynamic domain structures, are characterized by the
amplitude—freguency region of their existence, i.e., the
ranges of magnetic-field amplitudes and frequencies at
which these structures are stable. However, each spiral
domain exists over afinite period of time and then col-
lapses and disappears[1, 2]. The period of stability of a
spiral domain is determined by the lifetime T, which,
in turn, depends on the parameters of the ac magnetic
field [1]. Despite intensive investigations into the prop-
erties of dynamic spiral domains, a number of ques-
tions essential to the understanding of the specific fea-
tures of spiral domains remain unclear. In particular, it
remains to be seen why spiral domains can exist only
over afinite period of time, i.e., have afinitelifetime T,
and why the amplitude—frequency region of their exist-
enceislimited. At present, theoretical approachesto the
description of ordered dynamic domain structures are
being developed. In our recent work [3], the upper limit
of the field amplitude range of existence of dynamic
spiral domains was investigated as a function of the
magnetic-field frequency in the framework of the so-
called dissipative model. Moreover, it was shown that
the stability of spiral domains decreases with an
increase in the magnetic-field amplitude and increases
with an increase in the field frequency. However,
according to the dissipative model, the lifetime of an
individual spiral domain in the region of dynamic sta-
bility isinfinite, which is inconsistent with experimen-

tal data. In this respect, the existing theory needs to be
further refined and, in particular, has to be comple-
mented in such away as to take into account the finite
lifetime of an individual domain.

2. MODEL OF THE SPIRAL DOMAIN

The dynamics of a spiral domain will be described
in the framework of the dissipative model proposed in
our previous work [3]. Within this model, an isolated
spiral domain is treated as a stripe domain twisted into
an Archimedean spiral. The thickness of domain walls
istaken to be equal to zero, and the domain-wall energy
is expressed in terms of the surface energy density o of
thedomain walls. The pitch of the spiral p and thewidth
of the stripe domain forming the spiral are assumed to
be constant. The size of the spiral domain is character-
ized by an outer radius R, which can change when mov-
ing the end of the outer turn of the spiral domain, i.e.,
upon twisting and untwisting of the spiral. The energy
of an external ac harmonic magnetic field dissipatesin
the film due to frictional forces acting on the end of the
outer turn of the spiral domain during motion. Thetime
dependence of the outer radius of the spiral domain for
different parameters of an external ac magnetic field
can be determined from numerical solutions of the
dynamic equation [3]

LdR _
kdt_

d
_d—ﬁ( Em + EW + EH) (1)
Here, k* = k[1 + (R/p)?] is the frictional coefficient of
the end of the outer turn, E, is the magnetostatic
energy, E,, isthedomain-wall energy, and E,, isthe Zee-
man energy. In the general form, dynamic equation (1)
can be approximated by the relationship
dR(t) _

k=3 = ~(Asnt+ B)R(t) + C,

1063-7834/04/4605-0877$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Regions of dynamic stability of spiral domains.
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Fig. 2. Time dependences of the reduced (to the film thick-
ness) outer radius R of a spiral domain (solid line) and the
reduced characteristic length | of the film (dashed line).

where A is a coefficient dependent on the width of the
stripe domain in the spiral-domain turns and B and C
are coefficients dependent on the amplitude and fre-
guency of the external ac magnetic field, respectively.
Moreover, the coefficient C is proportiona to the sur-
face energy density o. Hence, it follows that the
dynamic behavior of the spiral domain depends on
these coefficients.

Theoretical investigations into the static properties
of spiral domains have revealed that, in the absence of
an external ac magnetic field, there exist two regions of
dynamic stability of spiral domains (Fig. 1). These
regions are determined by the pitch p of the spiral and
the reduced characteristic length of the film | =
o/21iM?h, where h is the film thickness and M is the
magnetization. In the absence of an external magnetic
field, the upper region (1) correspondsto the case of spi-
ral domains with an infinite radius, whereas spira
domains in the lower region (I1) have a finite radius.
Theresults of the calculations performed in [3] demon-
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strated that, in an external ac magnetic field, the outer
radius R of a spiral domain oscillates about an equilib-
rium value if the amplitude and frequency of the mag-
netic field correspond to the region of existence of the
spiral domain. It isworth noting that the spiral domains
inregion Il are less stable than the domainsin region |.
This can be explained by the fact that the former
domains have a finite equilibrium radius R, and, at a
large amplitude of radius oscillations, which depends
on the amplitude and frequency of the magnetic field,
the spiral domain can collapse.

The finite lifetime can be determined using several
approaches. For example, the parameters p and | (or,
what amounts to the same thing, the surface energy
density o of domain walls) can vary with time; as a
result, the spiral domain goes from region | to region |1
and, hence, becomes less stable (Fig. 1). This can be
achieved under the following conditions: (i) with
parameter p kept constant, the surface energy density o
(parameter | in Fig. 1) increases with time, for example,
due to the formation of different-type defects in the
domain wall; (ii) with parameter | kept constant, the
pitch p of the spiral decreases with time; and (iii) with
a combination of the first two conditions. Moreover, it
can be assumed that the stability loss of aspiral domain
isassociated with the enhancement of the effect exerted
by the domain environment after the spiral domain
reaches a specific size.

In this work, we assumed that the surface energy
density of domain walls (and, correspondingly, the
characteristic length of the film) increases with time at
a constant pitch of the spiral. Consequently, the length
| involved in dynamic equation (1) isafunction of time.
Time dependences of the outer radius of the spiral
domain R(t) were determined from numerical solutions
of dynamic equation (1). In our calculations, we took
into account both monotonic functions I(t) and func-
tionsthat vary with timein arandom jumpwise manner.
For the latter functions, the jumps were limited in mag-
nitude and occurred at random intervals.

3. COMPUTATIONAL RESULTS
AND DISCUSSION

According to our calculations, the outer radius R of
the spiral domain decreases with a monotonic increase
in the reduced characteristic length | of the film. Asan
example, Fig. 2 shows the time dependence of the spi-
ral-domain radius averaged over the period of the exter-
nal ac magnetic field in the case when the reduced char-
acteristic length | obeys the following relationship:

| = 1,(1+at?), )

where |, = 0.2 and a = 0.001. It can be seen from this
figure that, at an instant of time T,, the outer radius of
the spiral domain becomes equal to zero. Therefore, the
finite lifetime of the spiral domain can be obtained by
introducing the time dependence of the surface energy
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density into the model. The finiteness of the lifetime of
the spiral domain is associated with the dependence of
the equilibrium radius R, on the characteristic length |
[3]. Actually, an increase in the characteristic length |
leads to a decrease in the equilibrium radius R,. When
the equilibrium radius R, coincides with the amplitude
of oscillations of the outer radius R, the spiral domain
collapses. For the same reason, a decrease in the coeffi-
cient a with the parameters of the external ac magnetic
field kept constant results in an increase in the lifetime
of the spiral domain.

As follows from the calculation performed for the
characteristic length |(t) defined by expression (2), the
lifetime T, depends on the frequency of the external ac
magnetic field. The frequency dependence of the life-
time T, for constant values of the field amplitude and
the coefficient aisdepicted in Fig. 3a. In the framework
of the model under consideration, the monotonic
increase in the lifetime T, with an increase in the fre-
guency of the externa ac magnetic field can be
explained asfollows. The spiral domain collapses when
the amplitude of oscillations of the spiral-domain
radius R becomes equal to the equilibrium radius R,.
Moreover, an increase in the frequency of the external
ac magnetic field leads to a decrease in the amplitude of
oscillations of the outer radius R of the spiral domain
[3]. Consequently, the equilibrium radius R,, at which
the dynamic spiral domain collapses, also decreases
with an increase in the magnetic-field frequency. How-
ever, the smaller the equilibrium radius R,, the longer
the time required to attain this radius for a constant
coefficient a in expression (2).

Furthermore, according to experimental data[1], the
frequency dependence of the lifetime T, of a spiral
domain can exhibit a nonmonotonic behavior. The dis-
agreement between the experimental and theoretical
frequency dependences of the lifetime of spira
domains indicates that the finite lifetime of the spira
domain is determined not only by the change in the sur-
face energy density of domain walls with time. There-
fore, in addition to the time dependence of the surface
energy density, it is necessary to take into account the
frequency dependences of other parameters of the spi-
ral domain. Aswas shown in our previous work [3], an
increase in the frequency of the external ac magnetic
field is attended by a decrease in the pitch of the spiral.
Thisimplies that the equilibrium radius R, of the spiral
domain decreases. Thus, the equilibrium radius R,
decreases with an increase in the characteristic length |
and a decrease in the pitch p of the spiral. Figure 3b
illustratesthe variation in the lifetime of spiral domains
with an increase in the frequency of the externa ac
magnetic field in the case when the model accounts for
the frequency dependence of the pitch p of the spiral. It
can be seen from Fig. 3bthat anincreaseinthefield fre-
guency leads to a decrease in the lifetime of the spiral
domain.
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Fig. 3. Dependences of the lifetime T of the spiral domain

on the frequency of the ac magnetic field (a) without and
(b) with the inclusion of the frequency dependence of the
pitch p of the spiral.

It should also be noted that the above calculations
did not reveal any fundamental differences between the
case of a monotonic change in the surface energy den-
sity of domain walls and the case where the surface
energy density varies with time in arandom manner. It
was found that an increase in the characteristic length |
leads to a decrease in the radius of the spiral domain
and, vice versa, a decrease in the characteristic length |
resultsin an increase in the radius of the spiral domain.
This means that the spiral domains vary in size accord-
ing to the surface energy density of the domain walls.

The experimental results obtained in [4] demon-
strated that the nucleation and growth of adynamic spi-
ral domain is accompanied by an increase in the num-
ber of spiral turns. Then (over the period of time T,), the
number of spiral turns varies in a random manner but
remainsequal, on average, to N. Thereafter, the number
of spira turns drastically decreases and the spira
domain collapses. Since the true time dependences of
the surface energy density o and characteristic length |
are unknown, we can attempt to fit them in such away
asto obtain not only the lifetime but also a dependence
N(t) similar to the dependence N(t) observed in the
experiment. The change in the number of turns for an
individual spiral domain in a disordered dynamic
domain structure over the period of its lifetime was
obtained in [4] for a garnet ferrite film 9.5 um thick at
lo = 2.17 um with an amplitude of the ac magnetic field
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Fig. 4. Time dependence of the number N of turnsin the spi-
ral domain for the specified dependence I(t). Points are the
experimental data taken from [4].

Hy = 0.33 (in units of 4rM) and a frequency v =
2.56 kHz. In [4], the lifetime of the spiral domain was
equal to 1.2 s. A similar time dependence of the number
of turnsin aspiral domain can also be obtained with the
use of the function I(t) = 0.22(1 + 0.001t¥*). Figure 4
presents the experimental dependence of the number of
spiral turns on time (points) and the results of calcula-
tions (solid line) performed with the above function I(t)
for the parameters of the film and ac magnetic field
used in the experiment. Moreover, in these cal culations,
we assumed that the film is subjected to a dc magnetic
biasfield H, = 0.45 (in relative units).

It can be seen from Fig. 4 that the theoretical results
are in satisfactory agreement with the experimental
data. However, this agreement was achieved only after
a dc magnetic field (which was absent in the experi-
ment) was introduced into our calculations. The pointis
that, in the theoretical model used in thiswork, we desal
with an isolated spiral domain, whereas a rea spira
domain is affected by a disordered domain environ-
ment. Possibly, this effect of the domain environment
on rea spiral domains is simulated to some extent by
the dc magnetic field introduced into the calculations.
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4. CONCLUSIONS

Thus, in this work, the finite lifetime of a dynamic
domain structure of the spiral-domain type was deter-
mined theoretically for the first time. The calculations
demonstrated that the finite lifetime of a spiral domain
can be associated with the increase in the surface
energy density with time. Moreover, we cannot rule out
that the finite lifetime of spiral domains depends to a
considerably greater extent on factors different than
those discussed above. In order to elucidate conclu-
sively all the factors responsible for the finite lifetime
of spiral domains, it is necessary to carry out further
experimental and theoretical investigations.
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Abstract—X-ray diffraction studies showed substitution of nonmagnetic lanthanum for terbium in the TboMnSi
polycrystalline compound to initiate a structural transition from a TiNiSi-type orthorhombic structure (for
TbMnSi) to a CeFeSi-type tetragonal phase (for Thy sLagsMnSi). Magnetic measurements (of the magnetiza-
tion, magnetostriction, thermal expansion) performed on Thy sLa, sMnSi revealed a change in the character of
magnetic ordering, the appearance of a ferromagnetic component in the Mn magnetic moment, a strong
increase in magnetization as compared to TbMnSi, and the appearance of a spontaneous magnetic moment.
Insertion of the lanthanum ion onto the rare-earth sublattice of TbOMnSi brings about a change in the unit cell
size and, hence, in the Mn—-Mn, Mn-Si, and R-Mn interatomic distances, which causes, in turn, a change in
the character of exchange interactions in ThysLaysMnSi and the formation of a complex magnetic structure.

© 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Therare-earth manganese silicidesRMnSi (where R
stands for a rare-earth metal) are convenient subjects
for studying the relation between the magnetic and
crystal structures of these compounds [1-11]. Rare-
earth compounds with silicon and manganese crystal-
lize in a CeFeSi-type tetragonal (space group P4/nmm)
[1] or TiNiSi-type orthorhombic Pnma structure [9].
The RMnSi isostructural aloys can be visuaized as
being made up of alternating layers of manganese, sili-
con, and arare-earth element arranged perpendicular to
thelattice c axis. Unlike the sublattices of other 3d tran-
sition metals, the Mn sublattice has an appreciable
localized magnetic moment (1.5-3 Wg); moreover, the
RMnSi compounds have fairly high Curie temperatures
and complex magnetic structures. The actual type of
magnetic ordering depends substantialy on the Mn—
Mn, R-Mn, and Mn-Si interatomic distances, which
determine the width and occupation of the 3d band
resulting from hybridization of the Mn and Si atoms, as
well as the exchange interaction pattern, both in-plane
and between the layers. Neutron diffraction studies
have revealed that, for dy,, v, < 2.84 A, the manganese
atoms in the planes are ferromagnetically ordered and
that for dy, ., > 2.90 A the ordering is antiferromag-
netic [3, 6].

One of the most promising compounds in the
RMnSi family is ToMnSi, which can exist in two crys-
tal modifications, tetragonal and orthorhombic [2, 9].
Studies of the magnetic characteristicsof TbMnSi inits
tetragonal phase [2] shows it to be ferromagnetic with
Te = 265 K. Neutron diffraction measurements of
TbMnSi [9] reveaed its antiferromagnetic ordering in

the TiNiSi crystalographic phase. The CeFeSi —~
TiNiSi structura transition is known to occur in the

RMnSi compounds for R%* = 0.9 A (R®* isthe radius of
afreetrivalent ion) and R, =0.92 A [5].

This study was aimed at investigating the effect
exerted on the crystal and magnetic structures of
TbMnSi by the substitution of nonmagnetic lanthanum
for rare-earth terbium in the Thy sLa, sMNSi compound.

2. EXPERIMENTAL TECHNIQUE
AND SAMPLES

TheTb,La, _,MnSi compoundswere prepared from
high-purity rare-earth metals (terbium, lanthanum),
99.9 wt %-pure eectrolyticaly produced manganese,
and 99.9999 at. % single-crystal silicon. The terbium
was purified by double vacuum distillation, and lantha-
num, by arc zonerecrystallization in an arc-shaped hol-
low extruded in a copper hearth. The compounds were
synthesized in an electric arc furnace equipped with a
non-expendable tungsten electrode on a water-cooled
hearth in a purified-helium environment maintained at
an excess pressure. The uniformity of the composition
was provided by multiple remelting and homogeniza-
tion anneal's, which were conducted in evacuated quartz
ampoules at a temperature of 700°C for 200 h.

Microstructure analysis and x-ray diffraction stud-
ies made with a DRON-3 diffractometer showed the
compounds to be close to being single-phase. The lat-
tice parameters were derived from the powder diffrac-
tion patterns.
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Fig. 1. Temperature dependence of the specific magnetiza-
tion of TbOMnSi in amagnetic field of 1.0 kOe.

The experimental studies were performed on poly-
crystalline samples of TboMnSi and Th sLa,sMnSi. We
measured the magneti zation on a pendulum magnetom-
eter in the temperature range 78-600 K in magnetic
fields of up to 12 kOe (MSU) and with a SQUID mag-
netometer within the range 4.2—400 K in fields of up to
5 kOe (Institute of Low-Temperature and Structural
Research, Wroclaw, Poland). The magnetostriction was
studied following the tensometric technique in fields of
up to 10 kOe at temperatures from 78 to 300 K (M SU).

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The magnetic measurements were conducted on a
sample of the TbMnS aloy, which crystalizes in a
TiNiSi-type orthorhombic structure. X-ray diffraction
analysis of the ToMnS and ThysLagsMnS aloys
under study revealed that substitution of lanthanum for
terbium drives a transition from the orthorhombic (for
TbMnSi) to tetragonal CeFeSi-type structure (for
ThysL3sMnSi).

3.1. TboMnS

The temperature dependence of the specific magne-
tization of TOMnSi exhibits three maxima in the low-
temperature domain (at T, = 39 K, T, = 60.7 K, T; =
131 K), at which phase transitions in this compound
take place (Fig. 1). Neutron diffraction studies [9] dem-
onstrate atransition to collinear antiferromagnetism for
T = T5; near 300 K, the magnetic moments are aligned
with the [100] axis, with the magnetic moment of ter-
bium being apparently induced by a nonzero local
molecular field. At low temperatures, below T;, the pro-
jections of the wave vector ¢, characterizing complex
antiferromagnetic structures undergo sharp changes. In
particular, in the temperature interval To—T,, the mag-

PHYSICS OF THE SOLID STATE \Vol. 46

Fig. 2. Temperature dependence of the longitudinal magne-
tostriction A(T) of TbMnSi in magnetic fields of 11.77 and

6.65 kOe.

netic moments of terbium and manganese form noncol -
linear helical structures in the (001) plane. Below T,,
the (001) magnetic helix plane apparently persists.
However, the angles between the Th and Mn magnetic
moments are strongly temperature-dependent. This
may account for the presence of the maxima on the
o(T) curve. At T = 2 K, aplane helical structure exists
inal rare-earth manganese silicides[9]. The Néel tem-
perature, as derived from the temperature dependence
of the magnetization, was found to be 410 K (see inset
to Fig. 1). The magnetic susceptibility in the paramag-
netic state obeys the Curie-Weiss law. We used the lin-
ear part of the inverse magnetic susceptibility to derive
the paramagnetic Curie temperature 6, = 31.07 K and
the effective magnetic moment Py = 10.17ug, which
are close to the values given in [9]. The effective mag-
netic moment of the manganeseion calculated from the

relation ue“ffn = u‘fﬁ —x(u;?)2 is 3.07 hg (Where x is

the rare-earth ion concentration and u;? isthe effective

magnetic moment of the free Th®* ion). The results of
magnetoelastic measurements performed on a poly-
crystalline TboMnSi sample agree with the datafrom the
magnetization studies. The temperature dependence of
the longitudinal magnetostriction A(T) exhibits a dis-
tinct maximum in the region of the phase transition at
T; = 131 K (Fig. 2). The temperature dependences of
thermal expansion and of the thermal expansion coeffi-
cient measured on the same sample (not displayed in
thefigure) also exhibit afeature near T;. Thus, the tem-
perature of the phase transition to collinear antiferro-
magnetism for T > T; in the TOMnSi compound was
obtained following three magnetic techniques, namely,
by measuring the magnetization, magnetostriction, and
thermal expansion.
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Fig. 3. Temperature dependence of the specific magnetiza-
tion of Thy sLagsMnSi in afield of 5.0 kOe.

3.2. ThysLagsMnS

X-ray diffraction measurements showed the substi-
tution of the nonmagnetic lanthanum for Tb to initiate
the formation of atetragonal antiferromagnet, which is
to a large extent single phase, with the formula
ThysLaysMnSi and to change the character of the mag-
netization curve (Fig. 3). The o(T) curve exhibits a
maximum at T, = 136 K, which practically does not
shift in temperature but is greater than the peak in the
o(T) curve for TbMnSi by almost a factor of 3. This
maximum should also apparently be identified with the
transition to collinear antiferromagnetism for T > T,.
When cooled to low temperatures (4.2—-30 K), the mag-
netization is seen to increase, which can be assigned to
ordering on the terbium magnetic sublattice in the low-

30 T

TbO'SLHO.SMnSi

—— 5kOe
—o— 11.77 kOe

10

A 1076
=)

—-10

-30 :
50 100

150 200 250
T,K

300

Fig. 4. Temperature dependence of the longitudinal magne-
tostriction A\(T) of ThyslagsMnSi in magnetic fields of
11.77 and 5.0 kOe.
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temperature region and (when cooled still further) to
the formation of a plane helica structure at liquid-
helium temperatures[9]. To determinethe Néel temper-
ature with a higher accuracy (Ty = 240 K), one should
have, besides magnetic data, additional neutron diffrac-
tion information on the ThysLa;sMnSi compound. In
the paramagnetic region (T > 300 K), the temperature
dependence of inverse susceptibility of ThysLa,sMnSi
obeys the Curie-Weiss law; the calculated parameters
were found to be 6, = 274.9 K and g = 5.67lg. The
isotherms of specific magnetization of ThysLa,sMnSi
obtained at T = 4.2 and 77 K (not shown in the figure)
exhibit the appearance of a spontaneous magnetic
moment. Magnetostriction measurements performed
on a ThysLaysMnSi polycrystaline sample reveal a
clearly pronounced maximum in the A(T) curves near
the phase transition at T = 136 K (Fig. 4). The temper-
ature behavior of thermal expansion AL/L(T) (Fig. 5)
and of the thermal expansion coefficient a(T) studied
on the ThysLay,sMnSi sample has two extremaat T =
136 and 240 K, which are close to the phase transition
points for this compound. The data obtained in the x-
ray diffraction and magnetic measurements carried out
for TOMnSi and ThysLay,sMnSi are listed in the table.

To sum up, substitution of nonmagnetic lanthanum
for Thinthe TbMnSi aloy brings about achangeinthe
crystal structure, asharp increase in magnetization, and
the appearance of a ferromagnetic moment in the
ThysLaysMnSi compound. The observed effects can be
explained as follows. The introduction of lanthanum
onto the rare-earth sublattice modifies the unit cell
parameters (the atomic radius of lanthanum is larger
than that of terbium, R , = 1.061 A, Ry, = 0.92 A), the
atomic coordinates, and the Mn-Mn, R—-Mn, and Mn—
Si interatomic distances. Competition between the R—
R, R-Mn, and Mn—-Mn exchange interactions gives rise

L5F TbO.SLao_SMnSi
o 1.OF
S
S
0.5+
O 1 1 1 1
50 100 150 200 250 300
T,K

Fig. 5. Temperature dependence of thermal expansion
AL/L(T) of the Thy sLag sMnSi compound.



884

IVANOVA et al.

Main magnetic and crystallographic characteristics of the ToMnSi and ThysLa,sMnSi compounds (Teg are the magnetic
ordering temperatures)

Compound | Spacegroup | a, A | bA | ¢, A | T K | 6, K | Her Mg | usr . g |Ovinn A | dyns, A
ThMnSi Pnma (orthor- | 6.981 | 4.089 | 7.971 | T, =39 31.07 | 10.17 3.07 2.990 2.550
hombi C) T2 =70
T,=131
Ty = 410
ThysLagsMnSi | P4/nmm 4080| - |7.250|T,=130 | 2749 567 | 197 | 2885 | 2639
(tetragonal) TN =250
to the formation of a complex magnetic structure in REFERENCES

ThysLaysMnSi. It is common knowledge that the
nature of the rare-earth element R (more specifically,
the magnitude of its magnetic moment and the ionic
radius) aso has a considerable impact on the character
of magnetic ordering in the RMnSi compounds (for
instance, the magnetic moment of the manganese ion
grows linearly with the radius of the rare-earth ion in
both crystal structures, CeFeSi and TiNiS) [3, 9]. The
Mn-Mn interatomic distancesin TboMnSi (TiNiSi) and
ThosLaysMnSi (CeFeSi) are 2.990 and 2.885 A,
respectively, with dy, v, = 2.885 A lying close to the
critical value separating the regions of ferro- and anti-
ferromagnetic ordering in the RMnSi compounds. The
increase in the Mn-S interatomic distances in
ThysLa,sMnSi brings about a decrease in the extent of
hybridization between the Mn and Si orbitals and,
hence, an increase in the magnetic moment. The large
positive values of the Curie paramagnetic temperature
(274.9 K) found for Thy sLa, sMnSi argue for the exist-
ence of ferromagnetic coupling both between the man-
ganese layers and within them. The appearance of afer-
romagnetic component in the Mn magnetic moment
initiates a strong increase in the magnetization of
ThysLa,sMnSi and the formation of a spontaneous
magnetic moment.
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Abstract—The structure forming under controlled crystallization of abulk Fe,,AlsP;0Ga,CsB4Si; amorphous
alloy has been studied using differential scanning cal orimetry, transmission el ectron microscopy, and x-ray dif-
fraction. Crystallization of the alloy was established to result in the formation of ananocrystalline structure con-
sisting of three phases. The domain structure and magnetic properties of amorphous and nanocrystalline sam-
ples were investigated using the magnetooptic indicating film technique (MOIF) and a vibrating-sample mag-
netometer. The coercive force and the saturation magnetization of the amorphous samples were found to be
1 Oe and 130 emu/g, respectively. It was shown that the formation of the nanocrystalline structure entailsadra-
matic decrease in domain size (down to 1-4 um) as compared to an amorphous sample (~1 mm). Simulta-
neously, a decrease in the saturation magnetization and a strong increase in the coercive force of the samples

were observed. © 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

Amorphous and nanocrystalline aloys feature
remarkable mechanica and magnetic properties and
are attracting considerable interest, in particular,
because of their application potential. Most of the avail-
able amorphous aloys are produced by melt quenching
on arapidly rotating disk. In this case, the melt cooling
rate is 10°-10° K/s, and the samples thus obtained are
30-50-um-thick ribbons. The synthesis and fabrication
of bulk metal glasses [1-3] have again focused atten-
tion on amorphous metallic materials. The develop-
ment of new alloys characterized by ahigh viscosity in
molten state has made it possible to production themin
the amorphous state at cooling rates below 100 K/s[1-
5]. The critical cooling rate needed to obtain some
metallic glasses in the amorphous state is so low that
the Pd,oNi ,P5 aloy, for instance, has been prepared in
bulk form as a sphere ~25 mm in diameter [6]. A num-
ber of systems have been prepared in the form of bulk
amorphousalloys|[1, 4, 5]. They exhibit unique proper-
ties; for example, some zirconium-based alloys have a
high yield point of 840-2100 MPa, an elastic strain of
~4%, and high plasticity and are corrosion-resistant [7].

Since 1995, when bulk metal glasses were first pre-
pared by melt quenching, a number of bulk ferromag-
netic amorphous aloys of various compositions have
been prepared, such as Fe{(Al,Ga—PC,B) [8], Fe-
Ga«(PC,B) [9], (Nb,Pr)-Fe-(Al,S) [10, 11], Fe-

(Cr,M0)-B-C [12], and others. The crystallization of
Fe-based binary alloys was studied in considerable
detail in [13, 14]. Fe-based multicomponent metal
glasses heated before crystallization typically exhibit a
large region of existence of a supercooled liquid, with
the width of this temperature region exceeding 50 K.
Iron-based bulk amorphous alloys exhibit high mag-
netic softness with a maximum saturation magnetiza-
tion of 1.3 T and a coercive force of lessthan 5 A/m. It
is known that iron-based nanocrystalline aloys (for
instance, Finemet) prepared by amorphous aloy crys-
tallization exhibit very high magnetic characteristics
[15], but they are obtained in the form of ~30-um-thick
ribbons, which imposes limitations on their possible
application. The maximum thickness of the samples of
bulk iron-based aloys is ~3 mm for Fe—{(Al,Ga)—
(PC,B), Fe-Ga—«(PC,B), and Fe—(Cr,M0)-B-C and
~12 mm for (Nb,Pr)-Fe-Al,Si). These aloy systems
are convenient subjectsfor investigation due to the pos-
sibility of preparing ribbon-shaped samples with a
thickness of 0.2 mm up from them and because the
heating-driven phase transformations and changes in
the properties occur similarly in both ingots and ribbon-
shaped samples.

The present communication reports on astudy of the
structure, magnetic properties, and magnetization
switching of a bulk Fe;,AlsP;(Ga,CsB,Si; aloy in the
amorphous state, the possibility of forming nanocrys-
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Fig. 1. DSC curve of abulk Fe;,AlsP1gGayCqB4Si1 amor-
phous aloy.

taline structureinit by heating, and the magnetic struc-
ture and properties of the alloy.

2. EXPERIMENTAL TECHNIQUE

Bulk samples and thick ribbons of the
Fe,,AlsP,,Ga,CsB,Si; amorphous alloy were prepared
by melt quenching. The starting materials were more
than 99.8% pure. The main studies were performed on
ribbon samples with a cross section of ~0.2 x 2 mm.
The glass formation temperature (T,), the temperature
of the onset of crystallization (T,), and the crystalliza-
tion enthalpy (AH) of the alloy were determined by
DSC with a SETARAM differential scanning calorim-
eter at a heating rate of 10 K/min.

The samples were annealed in a tin bath heated to
the desired temperature. The in-plane saturation mag-
netization of the annealed and starting samples and
their coercive force were measured on a vibrating-sam-
ple magnetometer at room temperature.

The structure and phase composition of the starting
and annealed samples were investigated using x-ray
diffraction and transmission electron microscopy. The
x-ray diffraction measurements were performed on
SIEMENS D-500 and DRON 4.0 diffractometers with
CuK, and CoK, radiation. The electron microscope
studies were carried out on aJEOL-100 CX 1| electron
microscope.

The domain structure was studied with the use of
magnetooptic indicating films (MOIF) [16]. The indi-
cator wasasingle-crystal iron-garnet film with in-plane
magnetization. The film was placed directly on the
sample under study. The stray fields at its edges,
domains, and other magnetic defects gave rise to local
deviations in the direction of magnetization out of the
plane of the indicator film. They were reveaded in the
double Faraday effect in polarized light reflected from
the lower surface of the film coated by an aluminum
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Fig. 2. Magnetization curve of a Fe;pAlsP;0Ga,CgB4Sip
amorphous alloy.

mirror. To study the magnetic structure, samples
thinned preliminarily by mechanical means to a thick-
ness of a few micrometers were subsequently mirror
polished.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The DSC curve of the starting aloy shown in Fig. 1
was used to determine the temperatures of glass forma-
tion (T,) and of the onset of crystallization (T,) and the
crystallization enthapy (AH): Ty =748 K, T, =771K,
and AH = 103.3 Jg. The value of AH obtained and the
pattern of the DSC curves of the alloy are typical of
metal glass crystallization. The corresponding x-ray
diffractogram of the as-prepared aloy exhibits only
broad diffuse maxima characteristic of the amorphous
structure.

Figure 2 displays the hysteresis curve of the as-pre-
pared (amorphous) sample obtained by applying a
magnetic field in the sample plane. The coercive force
and the saturation magnetization of the sample, as
derived from this curve, are 1 Oe and 130 emu/g,
respectively. The deviation of this curve from zero (see
inset) is caused by the demagnetizing factor related to
the sample shape. The values of the coercive force and
of the saturation magnetization and the shape of the
hysteresis curve are typical of bulk amorphous, mag-
netically soft iron-based materials[17].

Figure 3a displays a magnetooptic image of the
starting sample obtained under application of a mag-
netic field (the magnetic field applied to the sample cor-
responds approximately to point a in Fig. 2). This
micrograph clearly shows regions with differently
directed magnetizations separated by domain walls
revealed in the form of bright and dark broken lines.
The domain size is ~1 mm. The domain walls are
bowed, possibly dueto their pinning at imperfectionsin
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Fig. 3. Domain structure forming under magnetization
reversal of the Fe;,AlgP10Gay,CgB4Si; amorphous alloy.

the sample. The sawtooth shape of the domain-wall
images should be attributed to the formation of intrinsic
domain walls in the indicator film in weak fields (for
the walls, it is energetically preferable to be pinned at
the domain boundaries of the sample under study) and
is in no way related to the magnetic structure of the
sample. Asisevident from Fig. 3b, achangein the mag-
netic field caused the domain wallsto shift. Asthe sam-
pleisfurther magnetized, these domain wallsannihilate
to make the magnetic structure of the sample uniform.

Domain structure in amorphous metallic glasses
was observed in [18, 19]. It consists, asarule, of laby-
rinthine domainsranging in sizefrom 10 umto ~1 mm
and depends on the actual alloy composition and other
conditions. As pointed out in [20], the presence of
strainsin a sample brings about a change in the domain
structure and, in particular, a decrease in the size of
domains and a change in their shape. In our case, the
domains were large (~1 mm) and their shape did not
exhibit any distinct pattern. This suggeststhat the struc-
ture is fairly uniform and has only a small in-plane
anisotropy.

Our structural studies showed the sample crystalli-
zation to produce three crystalline phases, namdly, a
bce phase with the lattice parameter a = 0.286 nm; a
phase of the Fe;P type, which has atetragonal |attice of

space group 14 and parametersa=0.9035nmand ¢ =
0.4415 nm; and an fcc phase with lattice parameter a =
0.379 nm. Figure 4 presents the microstructure and an
electron diffraction pattern (inset) of asample annealed
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Fig. 4. Microstructure of the Fe;,AlsPGa,CgB4Si; aloy
annealed at 783 K for 5 h. (a) Bright-field image, (b) dark-
field image.

at 783 K for 5 h. At thisand longer durations, the struc-
ture forming under these thermal processing conditions
is nanocrystalline. The electron diffraction pattern of
such a sample is seen to consist of a large number of
reflections. The dark-field image (Fig. 4b) obtained in
the reflection specified by the arrow (inset to Fig. 4a)
reveals numerous crystalline precipitations 10-20 nm
in size with unequal axes and afew grains up to 50 nm
insize.

The formation of a nanocrystalline structure entails
a change in the magnetic properties: the saturation
magnetization decreases, and the coercive force
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N
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Fig. 5. Hysteresis curve of a sample of the
FezoAlsP10GapCeB4Si; amorphous alloy obtained after
annealing at 783 K for 10 h.



888

(a)

L

Magnetization, arb. units

Magnetic field, arb. units
©

ABROSIMOVA et al.

Fig. 6. Magnetooptic image of asample of the Fe;,AlsP;0Ga,CqB4Si; amorphous alloy annealed for 5 h at 783 K. (&) Conventional

hysteresis curve and (b) magnetooptic image (photomicrograph) of the sample obtained after the removal of the magnetic field that
magnetized the sample to saturation, (c) photomicrograph obtained under application of a negatively oriented field H = H, to the

sample, and (d) photomicrograph obtained after removal of the magnetic field of negative polarity.

increases. Figure 5 displays ahysteresis curve of asam-
ple obtained after annealing at 783 K for 10 h. The coer-
cive force and saturation magnetization of the sample
extracted from this curve are 275 Oe and 110 emu/g,
respectively. The domain structure changed accord-
ingly.

Figure 6 shows a magnetooptic image of the sample
annealed at 783 K for 5 h obtained under application of
various magnetic fields. The sample was preliminarily
polished (with a few scratches left purposefully to
allow better observation of the change in the magneti-
zation orientation). The images of the magnetic struc-
ture (Figs. 6b—6d) correspond to sections b, ¢, and d on
the magnetization curve (Fig. 6a). The magnetooptic
image of the sample obtained after removal of the in-
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plane magnetic field (H = 0) that magnetized the sam-
ple to saturation is shown in Fig. 6b. One clearly sees
small magnetic regions with differently oriented mag-
netic moments (the magnetic moment has alarge com-
ponent directed perpendicular to the sample plane
toward the indicator film in the bright regions and away
from thefilmin the dark regions). Theseregionsvary in
size from 1 to 4 um and are randomly distributed over
the sample (some of them areidentified with arrows). A
subsequent increase in the field of negative polarity
gradually washes the contrast nonuniformities out. Fig-
ure 6¢ presents a magnetooptic image obtained under
application of a negatively oriented field H = H, to the
sample. The magnetic contrast in this photomicrograph
is seen to diminish noticeably and become more uni-
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form, which implies that the average in-plane sample
magnetization is closeto zero. The magnetoopticimage
of the sample obtained after removal of the magnetic
field of negative polarity is displayed in Fig. 6d. The
microdomain magnetization direction is seen to have
changed (the arrows specify some microdomains that
changed their direction of magnetization as compared
to Fig. 6b). As the field is increased till further, the
nonuniformitiesin the image contrast are seen to disap-
pear gradually, which corresponds to a change in the
microdomain magnetization direction with an increase
in the magnetic field to above H...

The character of the contrast variation in the image
of magnetostatic fields observed to occur in centra
regions of the sample under variation of the magnetic
field suggests that the magnetization reversal of sam-
ples with such a nanocrystalline structure takes place
through incoherent rotation of the stray magnetic fields.
The microdomain dimensions far exceed the size of the
nanocrystals, which, as already mentioned, is 10—
50 nm. As follows from previous studies of nanocrys-
talline alloys [21], the smallest size of the regions
within which exchange interaction aligns the magnetic
moments parallel to one another under application of a
magnetic field is dictated by the ferromagnetic cou-

pling length Lgx given by therelation

Lec = (AK)™, (1)
where K; is the magnetocrystalline anisotropy constant

and A is the exchange parameter. The length LSX isfar

larger than the nanocrystal size; therefore, the magneti-
zation reversal of nanocrystalline samples cannot occur
in each single nanocrystal. One domain may contain
many grains. As a conseguence, the effective anisot-
ropy isaveraged over several nanocrystals and becomes
weaker. The degree of averaging of the magnetocrystal-
line anisotropy can be determined in terms of the so-
called random-anisotropy model, which was originally
developed for amorphous systems [22]. For grains of a
size D smaller than the ferromagnetic coupling length,
the averaged anisotropy K Chffecting the magnetization
reversal can be cast as[23]

KO = K;D%A’. )

Thus, our results suggest that, in our case, Lgx is as
large as afew microns.

Images of the domain structure in nanocrystalline
alloyswere obtained earlier in [24-26]. These observa-
tions were made on magnetically soft aloys of the
Finemet type. Kerr measurements [25] showed that the
magnetic  structure, for instance, of the
Fe,5 sCu;Nb3Si 5By nanocrystalline aloy, consists of
bowed domains up to 300 um in size separated by 180°
walls; note that a high-resol ution image obtained by the
Kerr technique revealed domain walls with a distinct
substructure and a width of ~2 um, which indicates a
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low effective anisotropy of the material. Magnetic force
microscopy measurements [26] performed on a
Fey,Zr,B, nanocrystalline alloy also showed the width
of the 180° domain wall to be ~2 um. In our case, the
formation of nanocrystals brought about a strong
decrease in the domain size as compared to the amor-
phous sample. This apparently indicates an increase in
the anisotropy involved in the formation of a mul-
tiphase state. The decrease in the saturation magnetiza-
tion brought about by nanocrystallization is also most
likely connected with a change in the phase composi-
tion. As aready mentioned, the nanostructure thus
formed consists of three phases, more specifically, of a
bcce phase (the a-Fetype), aFe;P-type phase, and anfcc
phase. The a-Fe phase is not dominant (whereas the
amount of Fe(S)) may be as high as 70-80% in
Finemet). In our case, the formation of a small amount
of a phase with the highest magnetization during crys-
tallization brings about a decrease in the saturation
magnetization of the alloy as awhole. To reach aqual-
ified conclusion as to the nature of the observed phe-
nomena, a more comprehensive investigation of the
chemical composition of the phases would be needed.

4. CONCLUSIONS

Thus, we have studied the magnetic structure and
properties of a bulk Fe,AlsP;;Ga,CsB,Si; amorphous
alloy, their variation under heating, and the correlation
with structural changes. It was shown that, in the amor-
phous state, this alloy has amagnetic structure made up
of domainswith asize comparableto that of the sample
and is magnetically soft. A nanocrystalline structure
with grains 10-50 nm in size was found to form when
the alloy is heated. The domains shrink in sizeto afew
microns, which apparently indicates an increase in
anisotropy in the course of formation of the multiphase
state, an increase in the coercive force, and a decrease
in the saturation magnetization. The observed varia-
tions in the structure and properties correlate with the
phase composition of the forming nanocrystalline
structure.
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Abstract—The magnetic and magnetooptical properties of spin-tunneling multilayer permalloy—silicon car-
bide nanoheterostructures deposited by rf sputtering have been studied. Magnetometric and magnetooptical
methods are used to show that the magneti c—semiconducting nanostructures have a complex magnetic structure
and to track the evolution of the magnetic properties of these structures as functions of the magnetizing field
and the thickness and sequence order of ferromagnetic and semiconducting layers in them. The induction
response and the field and orientation dependences of the transversal Kerr effect are found to have anomalies.
The experimental results are interpreted under the assumption that there is exchange interaction between the
ferromagnetic and semiconducting layersthrough athin magnetically ordered transition layer formed insidethe

interface. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The unusual magnetic, transport, and optical prop-
erties of some artificial layered ferromagnet—-nonmag-
netic material structures with alayer thickness varying
from several angstromsto several tens of angstroms are
of great interest. This interest is related to the alternat-
ing effective exchange interaction found in Fe/Cr mul-
tilayers[1]; theinteraction was established to be acom-
plex function of both the thickness of the antiferromag-
netic Cr layer and the interface quality [2—4]. Magnetic
nanostructures attracted considerabl e attention after the
discovery of giant magnetoresistance in Fe/Cr and
some other structures [3]; extensive study of this effect
has led to the development of a new field in solid-state
physics, spintronics. Magnetoresistive (MR) nano-
structures consisting of two 3d-ferromagnet layers sep-
arated by anonmagnetic material are of particular inter-
est. Asfor the mechanism of spin-dependent resistance,
there are spin-valve MR structures in which an inter-
layer consists of nonmagnetic metals (Cu, Ag, Au) or
antiferromagnets (Cr, Mn, etc) and spin-tunneling
nanostructures with an interlayer of adielectric (Al,Os,
SiO,, etc.). For practical applications, the most promis-
ing materials are spin-tunneling MR structures, in
which a giant magnetoresistance of more than 40% has
been obtained at room temperature[2]. They have been
used to fabricate an experimental magnetic-field trans-
ducer with a sensitivity of =10 Oe [5], an MR ran-
dom-access memory with a capacity of 256 kb [6], and
aspin transistor [7].

Unfortunately, such technical achievements are not
always supported experimentally and theoretically: the
physical mechanisms of antiferromagnetic ordering of
the magnetic moments in neighboring magnetic layers
separated by a nonmagnetic material have not been
completely established, the causes of magnetoresis-
tance having opposite signsin similar structures differ-
ing only in the type of the nonmagnetic interlayer have
not been reveal ed, etc. Moreover, anumber of problems
have currently appeared in studying ferromagnet—semi-
conductor nancheterostructures (magnetic—semicon-
ducting structures). Such structures are of special inter-
est, since, on the one hand, they retain spin polarization
when a current passes through them and, on the other
hand, their parameters can be changed by applying a
magnetic field. These properties are necessary for oper-
ating magnetic transistors and diodes. Apart from the
possible spin polarization of an electrical current, mag-
netic—semiconducting nanostructures exhibit interest-
ing magnetooptical (MO) effects[8], which widensthe
field of application of such structures. Therefore, study-
ing the ferromagnet—semiconductor interaction is a
challenging problem [9, 10].

Silicon carbide, SIC, is a promising semiconducting
material for creating magnetic—semiconducting nano-
structures and designing spintronic elements [11]. This
semiconductor hasalarge band gap (morethan 2.0€V in
its various crystalline modifications), a breakdown field
of ~2.0 MV/cm, a heat conductivity of 4.9 W/(cm K),
and a melting temperature of 2830°C. Moreover, sili-
con carbide is characterized by bhirefringence; there-
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First
control coil

Second
control coil

Fig. 1. Control coils of the device for measuring the mag-
netic properties of films.

fore, we can expect that nanostructures based on it will
have interesting MO properties.

In this work, we study the magnetic and MO prop-
erties of spin-tunneling multilayer
Fe,,Ni/SIC/Fe,,Ni-g MR structures having various
thicknesses and configurations of magnetic and non-
magnetic layers grown by rf sputtering of polycrystal-
linetargets. Asaresult of thiswork, we revealed amag-
netic interaction between the ferromagnet (FeNi) and
nonmagnetic semiconductor (SiC).

2. PREPARATION
OF MAGNETIC-SEMICONDUCTING
STRUCTURES

Multilayer nanostructures were fabricated by rf
sputtering of massive polycrystalline targets made of
permalloy, silicon carbide, and other materials on a
Sputron-11 (Balzers) setup. Films were deposited on
glass-ceramic substrates in an argon atmosphere with
an initial pressure of below 5 x 10~ Torr at atempera-
ture of 70°C. The deposition rate was 3.38 nm/min for
silicon carbide and 4.45 nm/min for the Fe,,Nig per-
malloy. To create a uniaxial anisotropy in magnetic
films, they were deposited in a constant magnetic field
(H- = 50 Oe) applied along the substrate plane. The
films deposited under these conditions feature good
homogeneity and sharp interfaces, whichistypical of rf
sputtering. Moreover, the study of quantum-confine-
ment effectsin various metalic films (including Ni and
Fe) corroborated the fact that the transition regions
between a film and a substrate and between different-
type layersdo not exceed one or two atomic layers[12].
This conclusion was based on the fact that the quantum-
confinement parameters of afilm, which are extremely
sensitive to its homogeneity through thickness, were
independent of the substrate type. This means that the
transition layer, which is the region of interaction
between the film and substrate, has a small thickness.
The layer thicknesses in the films were determined
from the rate and time of sputtering; their values are
given in the corresponding figures. For three fixed
thicknesses of FeNi layers (d,, = 20, 30, 60 A), we pre-
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pared three series of FeNi/SIC/FeNi nanostructures
(symmetric structures) with a variable thickness d, of
the SIC layer (from 9 to 27 A with a 3-A interval) in
each series. Moreover, we prepared two series of nano-
structures that had separating Ti layers with a variable
thickness and a SiC layer located at the top or bottom
of the structures (asymmetric structures). Each series
was grown in one technological cycle, and each sample
was prepared under the same technological conditions
in the same place in the vacuum chamber.

3. EXPERIMENTAL
3.1. Induction Method

The magnetic properties of the nanostructures were
studied using the induction method. The magnetome-
ter-based device described in [13, 14] alowed us to
obtain information on the magnetic state of thin films,
namely, clarify the character of magnetization reversal
(whether it occursviathe motion of domainwallsor the
rotation of magnetization vectors), determine the coer-
cive force H,, establish the orientation of the easy (EA)
and the hard axis (HA) of magnetization, measure the
magnetic anisotropy field H,, reveal and estimate the
exchange interaction between magnetic films, and
determine the uniformity of magnetic parameters
acrossthe surface of asample and their dependenceson
the magnetic anisotropy field. The device makesit pos-
sible to measure the magnetic properties of both
ultrathin magnetic films with a total thickness of the
magnetic layers of ~5 nm and thick magnetic films
(several micrometers thick). The strength of the alter-
nating and static magnetic fields used in the device did
not exceed 90 Oe.

The scheme of acompact unit that includesasample
holder, two control coils, and a system of sensing coils
is shown in Fig. 1. The first control coil produces an
alternating magnetic field H along the structure plane.
The second control coil creates a static field H-, which
also lies in the sample plane and is normal to H; this
field is used to measure the magnetic anisotropy. The
sensing coils convert the variation of a magnetic flux
into an induction signal.

3.2. Magnetooptical Method

The MO characteristics of the nanostructures were
studied using the transversal Kerr effect (TKE). The
spectral characteristics were measured in the energy
range 0.5-4.3 eV; the field characteristics, in the mag-
netic-field range 0-1400 Oe; and the orientation char-
acteristics, in the angular range 0° < 6 < 360°. With this
method, one can measure a change in the intensity of
the light reflected by a sample when it is magnetized in
a field that is oriented normally to the plane of light
incidence and lies in the sample plane. The value and
sign of the TKE are determined from the ratio d = (I —
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I)/1g = Al/l,, where | and |, are the light intensities
reflected by a structure in a magnetized or a demagne-
tized state, respectively. Since the values of the TKE in
ferromagnetic metals and alloys do not exceed a few
thousandths, modulation techniques are used to study
the TKE in magnetic structures. In this case, TKE is
generated and recorded via light intensity modulation
upon magnetization reversal of asamplein an aternat-
ing magnetic field [15]. The value of d is proportional
to the light modulation depth. The dispersion of TKE
spectra was measured in a field with an amplitude of
1400 Oe over the entire energy range. In this field, al
samples were magnetized to saturation. The measure-
ments were performed at alight incidence angle of ¢ =
70° at room temperature.

4. RESULTS AND DISCUSSION

Figure 2 shows the induction signal that is charac-
teristic of the FeNi/SiC/FeNi nanostructures and arises
upon magnetization reversal in the magnetic field H.
The signal (Fig. 2a) consists of one positive and one
negative pulse; that is, the response of the magnetic sys-
tem is represented by the differential susceptibility of
the sample. The shape of a hysteresis loop recon-
structed by integrating this signal with respect to time
isshown in Fig. 2b. This character of response of mag-
netic systems corresponds to a strong interaction
between magnetic layers in a multilayer structure,
when the magneti zation reversal occurs simultaneously
in all layers. When the interlayer interaction is weak,
each magnetic layer undergoes magnetization reversal
independently and the number of pulsesin aread signal
increases (see below).

In the anisotropic FeNi/Ti/FeNi and spin-tunneling
FeNi/Al,O4/FeNi structures [11, 17] studied earlier, a
magnetization reversal signal was generated at acertain
applied magnetic field H = H, (H; is the magnetization
reversal field). As the amplitude of the applied field
increased, the value of H;, either remained unchanged or
insignificantly increased, which was explained by the
contribution from domain walls at defects and sample
edges to magnetization reversal. In the FeNi/SiIC/FeNi
structures studied in this work, the following behavior
isobserved withincreasing H. Beginning from acertain
value, the magnetization reversal field H, decreases,
then increases and, finally, levels off. For example, in
the FeNi(20 A)/SiC(21 A)/FeNi(20 A) sample, the
magnetization reversal field decreasesfrom H; = 4.8 Oe
atH=80etoH;=40eat H=200e.A further increase
inthe amplitude of H resultsin an increase in H; almost
totheinitial value. At H > H,, the magnetization rever-
sal field becomes equal to the coerciveforce. Thus, itis
seen that the dependence of the magnetization reversal
field on the amplitude of the applied field H isnonlinear
in certain nanostructures.
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Fig. 2. Oscillograms of an FeNi/SIC/FeNi nanostructure:
(a) magnetization reversal signals and (b) hysteresisloop.

Thevariation in the magnetization reversal field of a
magnetic-semiconducting nanostructure with an
amplitude of H indicates a change in the energy of the
magnetic state of the permalloy films, which can be
related to the effect of the nonmagnetic semiconducting
SiC layer on both the process of magnetization reversal
of the permalloy films and the magnetic properties of
the nanostructures. The dependence of the magnetiza-
tion reversal field on the amplitude of H is most pro-
nounced for the semiconducting-layer thicknessfalling
in the range 20 < d, < 27 A and the magnetic-layer
thickness d,, = 20 A. However, the effect of the mag-
netic-layer thickness on the magnetic properties of the
ferromagnetic FeNi/Si C/FeNi nanostructuresis weaker
than that of the semiconducting-layer thickness.

In the FeNi/SIC/FeNi nanostructure, the semicon-
ducting layer interacts identically with the ferromag-
netic layers because of the symmetric arrangement of
the FeNi layers with respect to SiC. To determine the
effect of the semiconducting layer on the interaction
between the magnetic layers and to reveal the role of
the substrate in the formation of the magnetic structure
of afilm, we grew two groups of asymmetric nanostruc-
tures, more specifically, FeNi(20 A)/Ti(dy;)/FeNi(20 A)
structures with a SiIC(21 A) layer located at the top or
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Fig. 3. Oscillograms of the magnetization reversal signals
from FeNi(20 A)/Ti(dp)/FeNi(20 A)/SiC(21 A) nano-
structures at (a) dy; = 15, (b) 25, and (c) 50 A.

bottom of the three-layer structure. The titanium-layer
thicknesseswered = 15, 25, 35, and 50 A, which allowed
usto vary the exchange coupling between the ferromag-
netic layers. Figure 3 shows the magnetization reversa
signalsfor the FeNi(20 A)/Ti(dy,)/FeNi(20 A)/SIC(21 A)
nanostructures, where d; = 15, 25, and 50 A. Similar
spectra of the response of the ferromagnet to H were
also obtained for the same compositions with the SIC
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layer located between the ferromagnetic layer and the
substrate.

Figure 3a shows that, at dy; = 15 A, the exchange
interaction between the permalloy films exceeds the
interaction between the semiconductor layer and the
adjacent permalloy film; both permalloy films undergo
magnetization reversal asawhole. At d; =25 A, when
the exchange interaction between the permalloy films
weakens, the magnetization reversal signal is divided
into two signals (Fig. 3b). This means that the ferro-
magnetic films start to undergo magnetization reversal
individually (i.e., they have different values of coercive
force H,). As dy; increases further, the signals become
completely separate and the variation in the values of
H. in the permalloy films becomes more pronounced.
The separate magnetization reversal of the FeNi layers
indicates that the coercive force of the FeNi film adja
cent to SiC decreases, which can only be related to the
appearance of a magnetic interaction between the FeNi
layer and the nonmagnetic semiconducting SiC layer.

We also found that the magnetic interaction between
the FeNi and SiC layers depends not only on the semi-
conducting-layer thickness but al so on the applied mag-
netizing field. For the samples with dr; = 50 A, magne-
tization reversal occurs as follows. As the H amplitude
increases from zero to approximately 10 Oe, a single
magnetization reversal signal with a maximum at H; =
2.6 Oeisdetected (Fig. 44). Thisbehavior indicatesthat
magnetization reversal occurs simultaneoudly in both
FeNi layers and that there is no effect of SIC on the
magnetic parameters of the ferromagnetic films. Asthe
amplitude of the applied field increases, the signa
amplitude decreases and two other signals with peak
positions at 1.7 and 3.4 Oe appear on either side of the
signa (Fig. 4b). This behavior indicates the onset of
individual magnetization reversal of the FeNi layers
because of the increasing effect of the SIC layer on the
adjacent FeNi layer. With a further increase in the
amplitude of field H, the initial signal disappears
(Fig. 4c) and the FeNi layers undergo magnetization
reversal separately, which indicates a strong magnetic
interaction between the nonmagnetic semiconducting
SiC layer and the adjacent ferromagnetic FeNi layer.

These results show that the ferromagnetic FeNi lay-
ersand the semiconducting SiC layer interact with each
other depending on the applied field. This field depen-
dence of magnetization reversal can be explained as
follows. The interdiffusion of the semiconductor and
ferromagnet layers results in a thin (one- or two-
atomic-layer-thick) interface whose magnetization
increases with the magnetizing-field amplitude.

To obtain new information on the magnetic proper-
ties of the ferromagnet—semiconductor nanostructures
under study, we used MO methods. The dynamic MO
methods, which have a high sensitivity and give alarge
amount of information, showed themselves well in
studying thin-film magnetic layer structures [18-20].
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Figure 5 shows the frequency dependences of the TKE
for various FeNi/SiC/FeNi nanostructures; they are
mainly similar to the spectra of massive permalloys
[21, 22]. It is seen that, in the near infrared region and
the beginning of the visible region (0.7-2.0 eV), [8]is
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4.0

(@ (1) FeNi(60 A)/Sic(18 A)/FeNi(60 A), (2)
FeNi(30 A)/SiC(18  A)/FeNi(30  A), and (3)
FeNi(20 A)/Sic(18 A)/FeNi(20 A); the inset shows the con-
stant-energy dependences of the TKE on the permalloy layer
thickness for hv equal to (4) 3.45, (5) 2.5, and (6) 1.61 eV;
(b) (1) FeNi(20 A)/SIC(15 A)/FeNi(20 A), (2
FeNi(20 A)/SiC(18 A)/FeNi E\ZO A), (3) FeNi(20 A)/sic(21
A)/FeNi(20 A), (4) FeNi(20 A)/SiC(23 A)/FeNi(20 A), and
(5) FeNi(20 A)/SiC(27 A)/FeNi(20 A); the inset shows the
constant-energy dependences of TKE on the silicon carbide
layer thickness for hv equal to (6) 3.45, (7) 2.5, and
(8) 1.61eV.
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large in the samples with the minimum ferromagnetic-
layer thickness. At the edge of the high-energy range of
photons (hv > 2.0 eV), the dependence of the TKE on
the ferromagnetic-layer thickness is ordinary; namely,
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0 increases with dry;, athough there are no regular
changes in the dispersion and value of the TKE.

The specific features of the d(v) spectra can be
explained asfollows. Asisknown [23], the spectral fea-
tures of the Kerr effects in low-dimensiona structures
are determined both by the dispersion of the diagonal
and off-diagonal components of the permittivity tensor
[€] and the thicknesses of the ferromagnetic layers and
by the dispersion of the diagonal components of tensor
[e] and the thickness of the nonmagnetic layer. The
inset to Fig. 5 shows the concentration (thickness)
dependences of the TKE in different spectral regions.
Asis seen from Fig. 5a, the values of & increase virtu-
aly linearly with the ferromagnetic-layer thickness
over the whole frequency range under study, with
higher absolute values of TKE corresponding to
smaller values of dry;. This result agrees well with the
formula

ey dgOe€r
5, = v B 0.t ang,

which was abtained in the Drude approximation and
describes the MO properties of two-layer structures
whose thickness is smaller than the skin depth [8]. In
our case, the total thickness of the layer structure
Oeeni + dgic + degi 1S far less than both the light wave-
length and skin depth. The apparent increase in the
TKE of the nanostructures as the ferromagnetic-layer
thickness decreases at hv < 2.0 €V can be accounted for
if we assume that the sign of coefficients A; and C; is
the same and is opposite to that of B,. Note that analo-
gous changes in the sign and value of the TKE in the
near IR region were observed when studying the dis-
persion &(v) of a number of ferromagnetic metal—
dielectric nanostructures [24].

The inset to Fig. 5b, which shows the dependences
of the TKE in the FeNi/SiC/FeNi nanoheterostructures
on the thickness of the silicon carbide layer, demon-
strates nonlinear changesin the TKE with alternation of
the maximaand minima, which is characteristic of mul-
tilayer structures. This fact, as well as the induction
magnetometric measurements, indicates the existence
of exchange interaction between the ferromagnetic lay-
ers through the semiconducting interlayer. When
explaining the thickness dependence of the MO effects,
we also took into account that quantum-confinement
effects can substantially affect the MO properties, the
frequency dependences of the MO spectra and of the
coefficients A;, B;, and C,;, and the tensors [€] g @nd
[€]sc because of small thicknesses of the layersin the
layer nanostructures. The cause of the quantum-con-
finement effects is the quantization of the electronic
energy spectrum (density of states) due to a change in
the boundary conditionsfor the phase of the wave func-
tion of an electron at each interface in a ferromagnet—
semiconductor multilayer nanostructure.
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FeNi(60 A)/SiC(18 A)/FeNi(60 A) nanostructure at hv =
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(b) Field dependence of the TKE at hv = 3.05 eV measured
aong (1) the EA and (2) HA.

Figures 69 show the typical polar diagrams [orien-
tation dependences of the TKE &(a)] constructed in a
wide field range for symmetric nanostructures. These
figures also show the magnetization curves measured
along the easy and hard axes of samples (these axes
arose because a static magnetic field H- was applied
along the plane of a sample during its sputtering). In all
diagrams, the H_ direction coincides with the 0-180°
axis; the fields and photon energies used to measure the
TKE are given in the corresponding figures.

As is seen from Figs. 6-9, the saturation field Hg
depends substantially on the semiconducting-layer
thickness; maximum values of H,, 600 and 180 Oe,
were observed in the structures with semiconducting-
layer thicknesses d, of 9 and 18 A, respectively. In the
samples with thick semiconducting layers, the satura-
tion fields are much smaller; in the sampleswith d,= 27
and 30 A, H = 100 and 40 Oe, respectively. For these
samples, the EA direction virtually coincides with the
direction of the static magnetic field H_, whereasfor the
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samples with smaller d, the EA direction deviates from
the 0-180° direction. We call attention to steps in the
O(H) curves at low fields and to the intricate form of the
o(a) orientation dependences, e.g., for the
FeNi(20 A)/SiC(27 A)/FeNi(20 A) sample (Fig. 8a).
The &(H) magnetization curve of this sample (Fig. 8b)
isatypical: 8(H) decreaseswith increasing amplitude of
the applied magnetic field H. On the whole, the mag-
netic anisotropy in these structures is uniaxial. How-
ever, asthe magnetizing field increases, the easy axisin
the FeNi(20 A)/SiC(9 A)/FeNi(20 A) sample rotates
from a = 60° to 120°, which indicates that an anisot-
ropy other than the induced uniaxial anisotropy (e.g.,
exchange anisotropy) can be admixed to it. The results
obtained suggest that the ferromagnetic layers in the
samples with thick semiconducting layers are not
exchange-coupled and that each layer is individually
magnetized in the applied field. For thin SiC layers, the
FeNi layers can interact through the semiconductor;
that is, the ferromagnetic layers become exchange-cou-
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FeNi(30 A)/SIC(30 A)/FeNi(30 A) nanostructure at hv =
2.16 eV: (1) H = 3.7, (2) 18.7, and (3) 1500 Oe. (b) Field
dependence of the TKE at hv = 2.16 eV measured along
(1) the EA and (2) HA.

pled. The coupling increases with a decrease in the
semiconducting-layer thickness and, at certain semi-
conductor thicknesses, is likely to become antiferro-
magnetic. The latter is indicated by both the character
of rotation of the EA and HA (Fig. 6) and the specific
shapes of the &(a) diagrams and of the magnetization
curves, which are represented by the ratio of the current
value of 6 to its maximum value g at the field H =
1400 Oe. Possible antiferromagnetic interaction in
such structures was noted in [8], where analogous &(a)
dependences were observed in Fe/GaAs multilayers
having various thicknesses of the semiconducting layer.

When studying asymmetric nanostructures using
the induction method, we detected the effect of the
semiconducting layer on the character of interaction
between the ferromagnetic layers. However, the spectra
of the response of the ferromagnetsto thefield H in the
case where the semiconducting layer lies above or
below the three-layered structure were found to be the
same, since the induction method gives information on
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Fig. 10. Dispersion of the TKE in the asymmetric nanohetero-
structures: (1) FeNi(20 A)/Ti(12.5 A)/FeNi(20 A)/SiC(21 A)
and (2) SiC(21 A)/FeNi(20 A)/Ti(12.5 A)/FeNi(20 A).

the magnetic parameters of the whole volume of asam-
ple. Unlike this method, the magnetooptical method
can provide data on the magnetic properties of only a
few layers. As is seen from Fig. 10, the frequency
dependences of the TKE for the samples
SiC(zlAz\/FeNi(zo A)ITi(12.5 A)/FeNi(20 A) and
FeNi(20 A)/Ti(12.5 A)/FeNi(20 A)/SiC(21 A) are dif-
ferent. The anisotropy and the field dependences of the
TKE observed in these structures are also different
(Figs. 11, 12); that is, the process of magnetization
reversal and the magnetic parameters of the asymmetric
nanoheterostructures depend on the location of the
semiconductor (SC) layer with respect to the ferromag-
netic (FM) layers in the three-layered structure
FeNi(20 A)/Ti(12.5 A)/FeNi(20 A).

A detailed consideration shows that the samples
with the layer sequence SC/FM/TM/FM, where TM
stands for atransition metal (titanium), exhibit a uniax-
ial anisotropy (Fig. 11); the EA makesan anglea = 30°
with the field H- and does not change direction as the
amplitude of the magnetizing field H increases. The sat-
uration fields Hg for the EA and HA directions differ
greatly (100 and 560 Oe, respectively; Fig. 11b). A
large difference in the &(H) curvesis also observed in
other mutually perpendicular directions(e.g., for a =0°
and 90°). In some cases, wide steps, which indicate
delays in the process of magnetization reversal when
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SiC(21 A)/FeNi(20 A)/Ti(12.5 A)/FeNi(20 A) nanostruc-
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(6) 562 Oe. (b) Field dependence of the TKE athv =2.5eV
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the amplitude of magnetic field H increases, appear in
the magnetization curves.

In the case of a sample with the reverse sequence of
layers, FM/TM/FM/SC, the d(a) polar diagrams and the
magnetization curves behave in a complicated manner
and differently in different directions (Fig. 12). The
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anisotropy cannot be described in a simple manner. In
small fields (up to 5 Oe), the EA makesan anglea = 30°
with the 0—180° direction, and then, in fieldsH = 5 Oe,
another easy axis, perpendicular to this direction (a =
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120°), appears suddenly. Beginning from 10 Oe, the
TKE measured in this direction changes slowly as H
increases, whereas in the perpendicular direction (a =
30°) the TKE increases rapidly. In afield of ~200 Oe,
the anisotropy virtually disappears, although the sam-
ple is magnetized to only 80% in both directions. In
small fields, the &(H) curves also exhibit delays in the
development of the effect.

The detected behavior of the d(a) orientation depen-
dences and the corresponding 6(H) spectra, as well as
the induction data, can be explained if, just as above,
we assume exchange i nteraction between the ferromag-
netic and semiconducting layers. This interaction can
appear if amagnetically ordered interface layer (one or
two atomic layers thick) forms as aresult of interdiffu-
sion between the permalloy and silicon carbide layers.
Thisinteractionislikely to be antiferromagnetic, which
could explain the change in the EA and HA directions,
the steps in the magnetization curves, and the changes
in the number of responses in the magnetization-rever-
sal signals of the nanostructures when the magnetizing
field changes.

5. CONCLUSIONS

Spin-tunneling magnetoresistive  symmetric
(FeNi/SiC/FeNi) and asymmetric (FeNi/Ti/FeNi with a
silicon carbide layer located either above or below the
ferromagnet) nanoheterostructures have been synthe-
sized, and their physical properties have been studied.
The effects of the layer thicknesses and the magnetiz-
ing field on the response of the ferromagnet—semicon-
ductor system have been studied. The response and
magnetic properties of the nanostructures are found to
depend nonlinearly on these parameters. The spectral,
field, and orientation dependences of the magnetoopti-
cal TKE exhibit a number of anomalies, and the mag-
netooptical and magnetometric data are found to be
closely correlated. The appearance of pulsed induction
responses of the magnetic—semiconducting system and
the anomaliesin the d(H) spectraand in the d(a) orien-
tation dependences are shown to be caused by changes
in the character of the magnetic anisotropy in both the
asymmetric and symmetric nanostructures.

The experimental results obtained for magnetic—
semiconducting nanostructures that differ in the thick-
nesses of the nonmagnetic and ferromagnetic layers
and in their arrangement indicate that they have a com-
plex magnetic structure and suggest that it is necessary
to takeinto account the effect of the nonmagnetic semi-
conducting layer on the interaction between the ferro-
magnetic layers. Moreover, it is likely that the ferro-
magnetic layers affect the magnetic state of the semi-
conductor and that thin magnetic transition layers
enriched in atoms of both ferromagnetic and semicon-
ducting layers form at the interfaces in the nanostruc-
tures. The formation of thistransition layer (superinter-
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face) is assumed to cause an additional exchange inter-
action between it and a ferromagnetic layer. This
interaction can appreciably affect the magnetic proper-
ties of the structures, the processes of magnetization
reversal, and the MO properties of the structures. Our
experimental results could be explained taking into
account thisinteraction.

The results obtained show that our experimental
techniques are efficient for studying the magnetic and
MO properties of ferromagnet—semiconductor multi-
layers and the exchange interactions in them. The spin-
tunneling magnetoresistive nanoheterostructures are
shown to be promising materials for elements and
devices in magnetic spintronics.
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Abstract—The temperature dependences of the molar heat capacity at constant pressure, C,,, of Pbs(Ge,; _,Si,)3013
crystals with x = 0, 0.39, and 0.45 in the range 5-300 K, as well as of their permltt|V|ty, dielectric losses, and
the pyroelectric effect, have been measured. Experi mental dataon the temperature behavior of the heat capacity
are presented in the form of asum of two Debye and one Einstein terms, C,(T) = 0.405Cp,(0Op, = 160K, T) +
0.53Cpa(@p, = 750K, T) + 0.046C(0g = 47 K, T). Besidesapeak in the reglon of theferroelectric Curie point
T. =450 K for crystals with x = 0, the temperature dependences of the heat capacity did not reveal any other
pronounced anomalies. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Crystals of thelead germanate Pb;Ge;0,; and of the
lead germanate-silicate Pbs(Ge;_,Si,)30;; exhibit
clearly pronounced ferroelectric properties, with the
Curie point T, decreasing from 450 to 220 K asthe sil-
icon content increases up to ~70 at. % [1-4]. Because
the Curie point occupies a convenient position on the
temperature scale and these crystals can be potentially
applied as a pyroelectric material and for use in ferro-
electric storage devices and hologram recording and
reading [1, 5-8], they have been attracting considerable
interest from researchers over the past three decades. A
large number of studies dealing with the structure of
these materials and their dielectric, piezo- and pyro-
electric, optical, mechanical, and other properties can
befound in review [1].

Information available on the heat capacity of
Pbs(Ge, _,Si,);0,; crystals are restricted to measure-
ments performed on Pb;Ge;0,; in the ranges 2-80 and
300670 K [9, 10]; there are no data altogether on the
temperature behavior of the heat capacity of the solid
solution under study here. Such data are needed, how-
ever, to analyze the properties of the crystals and their
variation with temperature. They are of interest, in par-
ticular, for proper interpretation of the pyroelectric
characteristics of the crystals and for establishing the
nature of the anomalous changes they undergo in their
dielectric properties. In addition to the clearly pro-
nounced maxima in the permittivity and the dielectric
loss tangent at the Curie point, g, and tand,,,
Pb;(Ge,Si);0,; crystals aso exhibit anomalous

changesin € and tand for T < T, [1, 4] in the form of
weakly pronounced maxima in the permittivity at T =
T, = 240 K (g;) and maxima in the loss tangent at

~230 K (tand, ). Theorigin of these anomalies remains
unclear.

This communication reports on a measurement of
the temperature behavior of the molar heat capacity of
Pby(Ge; _,Si,)30;; crystals with x = 0, 0.39, and 0.45
made in the range 6-300 K and analyzes both the
results obtained and earlier data available on the high-
and low-temperature regions [9, 10]. To determine the
temperatures at which the properties of these crystals
undergo anomal ous changes, measurements of the tem-
perature dependences of the permittivity, the loss tan-
gent, and the pyroelectric constant were also per-
formed.

2. PREPARATION OF THE CRYSTALS
AND METHODS OF THEIR STUDY

The studies were conducted on Pby(Ge; _,Si,)3011
single crystals up to a fev mm? in volume grown by
melt solution crystallization [4]. The phase composi-
tion of the samples and the orientation of the crystallo-
graphic axes in the crystals were checked with a
DRON-4 x-ray diffractometer and a POLAM L-213M
polarization microscope. The x-ray powder diffraction
patterns of the crystals and the trigonal unit cell parame-
ters derived from them (a= 10.224(3) A, c = 10.664(3) A
for x = 0 and a = 10.120(4) A, ¢ = 10.547(4) A for
x = 0.45) arein good agreement with the data available
for Pbsy(Ge; _,Si,)304, [1-4].

The molar heat capacity at constant pressure, C,
was measured on crystals ~200 mg in massin the range
6-300 K with the use of a standard THERMIS quasi-
adiabatic microcalorimeter. The measurements were
performed in the heating mode, with 10-15 min allot-
ted for measurement of one point and with changing the
temperature in steps of 1-2 K. The relative measure-
ment accuracy improved with temperature from ~5% at
6 K to ~1% at 300 K.

1063-7834/04/4605-0902$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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The permittivity € and the loss tangent tand were
measured with an E7-14 immitance meter at a fre-
guency of 1.0 kHz in the temperature region 80-600 K
for x = 0 and in the range 80-360 K for x = 0.33, 0.39,
and 0.45. The pyroelectric effect was studied in the
range 100-320 K by the quasi-static method on polar-
ized crystals. The crystals were polarized by heating
them above T, with subsequent cooling in adc electric
field of ~400 V/cm. The pyroelectric constant y was
derived from therelation y = 1/[S(dT/dt)], wherel isthe
current that flows through the circuit formed by a sam-
ple and aV7-30 electrometer under uniform heating of
the crystal at arate (dT/dt) ~ 0.1 K/sand Sisthe area of
the electrodes on the major crystal faces. The samples
used in the measurements were single-crystal plates
with the magjor faces perpendicular to the c axis. Silver
paste electrodes were deposited on the major faces of
the plates. The thickness of the plates was 0.5-1.0 mm,
and their areawas S~ 10 mm?,

3. EXPERIMENTAL RESULTS

Figure 1a presents the temperature dependences of
the molar heat capacity C,(T) of Pby(Ge;_,Si,)501,
crystalswithx=0, 0.39, and '0.45 measuredinthe range
4.2-300 K, as well as the C o(T) relations derived for
Pb;Ge;0;4 from DSC datain the range 300670 K [9].
Shown graphically in the bottom part of thefigureisthe
temperature behavior of the permittivity €, the loss tan-
gent tand, and the pyroelectric constant y for crystals
with x =0, 0.33, 0.39, and 0.45.

The maxima in the g(T) relations seen at 450, 320,
278, and 269 K for x = 0, 0.33, 0.39, and 0.45, respec-
tively, are obviously associated with the ferroelectric
phase transitions the crystals undergo. These data on
the Curie point T, are borne out by the maxima in the
pyroelectric constant observed to occur in the region of
these temperatures and by the absence of a pyroelectric
effect at higher temperatures. For crystalswith x < 0.39,
the &(T) plots aso reveal anomalies in the vicinity of
T=T,=240K < T, which are accompanied by maxima
in the tand (T) graphs at ~230 K. The concentration-

induced changes in the maximum values of € and tand
at T, and T, and in the positions of these maximaarein
line with the report from [4] that an increasein Si con-
tent in crystals in the region of x = 0-0.39 reduces T,
€ and tand,, and increases Ty, €,, and tand,; at X =
0.39, the two anomalies at T, and T, merge into one
(T =Ty with an abrupt increasein €,,(=¢,), after which
T., €, and tand,, decrease with increasing Si content.

In the temperature region where spontaneous polar-
ization undergoes a change, the C,(T) dependence of
Pb;Ge;0,, exhibits an additional anomal ous contribu-
tion to the heat capacity, which features apeak (charac-
teristic of second-order phase transitions) at the Curie
point. In addition to this peak, the C(T) relation was
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Fig. 1. Temperature dependences of the following quantities
measured for the Pbg(Ge; _,Siy)3011 crystals with x = 0,
0.33, 0.39, and 0.45: (a) the molar heat capacity C,, at con-
stant pressure: (1) our data and (2) data from [9]; (b, c) the
permittivity € and thelosstangent tand measured along the
c axisat afrequency of 1 kHz; and (d) the pyroelectric con-
stant y along the c axis.

reported in [9] to have aweakly pronounced maximum
a T = 570 K. In the region of the low-temperature
anomalies in the dielectric properties of the crystals
(near T, ~ 230 K), the Cy(T) relation exhibits an
increased scatter of experlmental points, but this scatter
remains largely within experimental error (see inset to
Fig. 1a). Above 670 K, the heat capacity C, approaches
the classical Dulong—Petit limit of 3Rs, WRere Risthe
universal gas constant and s is the number of atomsin
the formula unit of Pb;Ge;0,, (s=19).

The excess heat capacity associated with the ferro-
electric phase transition was found by subtracting from
the measured heat capacity its regular part C,, defined
by the baseline in the C(T) graph. The baseline was
derived by extrapolating the heat capacity from the
temperature region above T, (466-500 K) to the region
lying below T, (300—310 K), excluding the phase tran-
sition region. Estimation of the entropy of the transition
AS from the excess heat capacity near T, yields AS =

J’(Cp —C,)dT/T = 2.5 JK mol. This estimate is sub-
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stantially smaller than RIn2 = 5.76 JK mol, the figure
predicted for the order—disorder transitions[11], which
suggests the ferroel ectric phase transition in PbsGe;0;4
to occur through the displacive mechanism or to be of a
nature intermediate between the displacive and the
order—disorder mechanisms.

The temperature dependences of the heat capacity
of the Pby(Ge, _,Si,);0,; solid solutions with x = 0.39
and 0.45 are basicaly similar to the C(T) behavior of
the lead germanate with x = 0. This similarity stems
apparently from the fact that the major contribution to
the | attice heat capacity of crystals of thissystemisdue
to the low-frequency vibrations of the Pb—O bonds,
which change insignificantly in Si — Ge substitu-
tions. However, in contrast to the Cy(T) relations for
crystals with x = 0, the C(T) relations for solid solu-
tions do not exhibit clearly pronounced anomalies in
the region of their T.. This observation was quite unex-
pected, because the ferroelectric phase transition in
these crystals becomes manifest in the temperature
dependences of the dielectric properties and of the
pyroelectric effect (Fig. 1). This behavior can be
accounted for by the noticeable decrease in the sponta-
neous polarization of the crystals (from 4.8 uC/cm? at
x =010 1.7 uClcn?? for x = 0.33) and the diffuseness of
the ferroelectric phase transition observed when Ge is
replaced by Si (see Fig. 1, aswell as[1-4]). The solid
solutions can also undergo qualitative changes in their
structure and propertiesfor x = 0.39. Thisassumptionis
supported by the observation that, at this concentration,
T, coincides with T; and the diel ectric characteristics of
the crystals undergo abrupt changes. The slight
decreasein the heat capacity of the solid solutions with
x = 0.39 in comparison with the pure lead germanate
can be assigned to the decrease in the molar mass of the
phase resulting from the Si substituting for Ge. This
substitution should exert a similar effect on the heat
capacity of the x = 0.45 solid solution as well. In con-
trast to C, at x = 0.39, however, its heat capacity
increases as compared to C, at x = 0 (Fig. 1). This
growth may originate from the above-mentioned quali-
tative changes in the crystal structure occurring for
x> 0.39.

When cooled down to the lowest temperatures
attained, these crystalsdo not exhibit therise C, T3 ~ T2,
which has been observed in LiNbO;, LiTaO,, BaTiO;,
TGS, and KDP ferroelectric crystals and attributed to
the domain wall contribution [12].

The normalized room-temperature molar heat
capacity defined as C; = C,/s was found to be C} =

21.0 JK mol for these crystals, which is noticeably in
excess of analogous figures available for ferroelectric

crystals Li,Ge,Os (C; = 17.6 JK mol) and

NaLiGe,Oq (C; = 17.9 JK mol) [13]. In accordance

with the atomic mass effect, the phonon frequencies of
lead germanate should be lower than those of the lith-
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ium—sodium germanate, which brings about a decrease
in the Debye temperature and, accordingly, in the heat
capacity of lead germanate (containing heavier atoms).

4. ANALY SIS AND DISCUSSION
OF THE RESULTS

Since the crystals under study re dielectrics, the
major contribution to the heat capacity should be dueto
the elastic lattice vibrations. In the harmonic approxi-
mation, this contribution is defined as[14, 15]

w(max)
Cy = kg J’ (hwlkgT) exp(fw/ksT)
0
x g(w)do/[ exp(hw/ksT) — 1],

where C,, isthe molar heat capacity at constant volume,
kg is the Boltzmann constant, w is the lattice mode fre-
guency, Wy« IS the highest frequency in the spectrum,
f is Planck’s constant, and g(w) isthe normal-vibration
frequency distribution function, for which the normal-

ization condition O(max)g(oo)dw = 3N is met, with N

being the number of atomsin thelattice. Using the ther-
modynamic relation C, — C, = 9a?BV,,,T [15] (a isthe
temperature coefficient of linear expansion, B is the
bulk compression modulus, V,, is the molar volume)
and accepting the available dataa = 7.8 x 108 K [2],
B = 0.7 x 10'* N/m? [16], and V,,, = 1.92 x 10 m3,
C, can be found to differ from C, by no more than
~1.0% at 300 K, and this difference tends to zero with
decreasing temperature. Therefore, we neglect the dif-
ference between C, and C,, in what follows.

To calculate C, using the above relation, one needs
the spectrum of normal mode frequencies. Determina-
tion of this spectrum is a problem of staggering com-
plexity; therefore, various approximations are usually
invoked [14, 15], in which the distribution function is
assumed to be equal either to ge(w) = 3NS(w — wx) (the

Einstein model) or to gp(t) = INWY W FOr < Wiy
and gp(w) = 0 for w > Wy, (the Debye model) or again
to their superposition Z; X ge(w) + Z;Y;gp(w).

In the Einstein model, the heat capacity isdefined as
Ce = 3RSE(O:/T), where E(x) = x2exp(x)/[exp(x) — 1]?
is the Einstein function; we and ©¢ = Aiwc/ks are the
Einstein characteristic frequency and temperature, respec-
tively. In the Debye modd, C, = 3RsD(O/T), where
D(@p/T) = 3(T/Op)? ﬁ(D’” X' exp()dx[exp(x) — 1]2 is
the Debye heat capacity function. In Debye’s theory of
|attice heat capacity, the crystal istreated asan isotropic
continuous elastic medium, with only the contribution
of the acoustic lattice vibrations taken into account
directly. The optical mode contribution can be included
only by properly setting the number of degrees of free-
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dom. Considered in the framework of these assump-
tions, the Debye temperature is determined by the
acoustic wave velocity in the crystal according to the
relation ©p = (fi/kg)(6TEN/V)Y3c, where V isthe crystal
volume and c is the average reciprocal cubed sound

velocity, 3/c3 = 1/c’ + 2/cS, with ¢, and ¢, being the

velocities of the longitudina and transverse sonic
waves, respectively.

The experimental relations can be conveniently
compared with the Einstein and Debye models in the
C,T=3-logT vs. logT coordinates, in which the Debye
contribution to Cy(T) manifests itself as a horizontal
section in the low-temperature domain (T < ©,/10) and
the Einstein term, as acharacteristic maximum (Fig. 2),
whose position is related to the Einstein temperature
through T, = ©¢/4.928 and to the Einstein frequency
Ve (incm™) as T = 3.4/Vg.

Thisanalysis was carried out for a number of ferro-
electric and related crystals using a comparatively sim-
ple scheme to calculate the parameters [12]. The data
on the heat capacity were presented in the form of a
sum, C, = Cp(Op, T) + 3RrE(O/T) + C,, including the
Debyefunction, the Einstein function, and the low-tem-
perature (T < 10 K) domainwall contribution C, 1~ T%2,
with three fitting parameters for the C, and C contri-
butions, namely, -Og, ©p, and r (r is the number of
atomsin the formulaunit that contribute to the Einstein
term). The Debye temperature (needed to calculate the
Debye contribution) was derived from the low-temper-
ature part of the heat capacity relation, which for low
enough temperatures (T < ©p/50 [15]) assumes the

form C,(T) = BT3, with p = 12*Re/50; . The value of
r was extracted from the graph of the relation C¢(T) =
Cy(T) — Cp(T), which, when plotted in the In[ T2Cg(T)] —
1T vs. UT coordinates, can be approximated with a
straight line in the low-temperature domain, because at
low temperatures the C(T) relation can be cast as
Ce(T) = 3Rr(Og/T)?exp(—O¢/T). Fairly good agree-
ment between the experimental and calculated heat
capacity data was reached for a number of crystals
(KTaO;, LiNbO,, BaTiO;, TGS, KDP, TICI, and others)
with discrepancies of not over 5%.

The C,T2 vs. logT relation measured on
Pb5(GeS|)3O11 crystals was found to differ strongly
from the predictions based on the simple single-term
Debyemode inthat it hasadistinct maximumat T, =
9.5K for x=0and 0.39 (10.5K for x = 0.45); C, T at
Trax €Xceeds the value of CyT-2 predicted within the
Debye model by a factor of 2.3 (Fig. 2). The Debye
region within which C, =3T3 liesbelow 3 K. The pres-
ence of apeak in the 8 o1 2 graph implies that no com-
bination of Debyeterms can fit thedataon C,,. The peak
in the C,(T) T2 relation, according to [12], |mpll$that
the heat capacity contains a contribution from the Ein-
stein term with a low-frequency characteristic mode
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Fig. 2. CpT‘3 vs. logT dependences: (1-4) experimental
plotsfor Pbg(Ge; _,Siy)3044 Crystals constructed using (1—

3) our datafor x =0, 0.39, and 0.45 and (4) data from [10]
for x = 0; (5) plots drawn using the Einstein model Cg =

3RSE(Og/T) with O = 47 K and s = 19; and (6) the Debye
model Cp = 3RsD(Op/T) with ©p = 213K and s=19.

ve = 32,5 cm and a characteristic Einstein tempera-
ture ©¢ = 47 K. This Einstein contribution becomes
insignificant for T < T,,,/4 compared to the Debye
term, because below T, it falls off exponentially with
temperature. The mode frequenciesv, = 30.3 and v, =
37.7 cmt observed in the Raman spectrum of the crys-
talsat 110 K [17] are close to the value vg = 32.5 cm™
obtained here.

The limiting low-temperature calorimetric Debye
temperature Op(0), as derived from the values of C,
[10] for T < 3 K under the assumption of 3 x 19 vi bra—
tional degrees of freedom per formula unit, is 213 K.
This value is close to the figure calculated from the
sound velocitiesmeasured in crystalsat T= 300K [18],
namely, ©p = 216 K. Figure 3 plots the temperature
dependence of the Debye calorimetric temperature
Op(T), which was extracted from the C,(T) graph using
tabulated values of the Debye function B(G)D/T) Asthe
temperature increases from 2 to 280 K, ©p grows from
213 to 550 K, with aminimum of 160 K passed in the
region of 10 K. This minimum in ©p(T) should appar-
ently be associated with the maximum in the C,(T) T3
relation. A distinct minimum in the © (T) relatlon is
also observed in the region of the Curie point of the
crystals. The strong temperature dependence of ©p
reflects a deviation of the phonon spectrum g(w) of
Pb;Ge;0,, crystals from the parabolic Debye depen-
dence.

In view of the currently available data on ©,(0) and
Ok, the experimental relation Cy(T), according to [12],
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Fig. 3. Characteristic Debye temperature calculated for
PbsGez01; from therelation Cy(T) = (3 x 19)RD(Op/T) for
various temperatures with the use of (1) our data, (2) data
from[10], and (3) datafrom [9] on C,(T) under the assump-

tion of 3 x 19 vibrational degrees of freedom per formula
unit.

should represent a combination of two major terms,
Cp(T) =Cp(©p = 213K, T) + (r/)Ce(@ = 47 K, T). For
T™> 265 K, however, the Cp(0p = 213, T)T—3 curve
passes above the experimental C,(T)T3 curve (Fig. 2);

therefore, it does not appear possi bIeto fit the C,T3(T)
relation with the above sum Cp, + (r/s)Ce. Thisobserva-
tion, as well as the deviation from the C, = BT depen-
dencein thetop part of theregion T < (213 K)/50, sug-
gests that the low-temperature limiting Debye temper-
ature thus found is overestimated.

The substantial differences between the masses of
the Pb, Ge, and O atoms and between the force con-
stants of the Pb—O and Ge-O bonds, as well as the
available data on the crystal structure of Pb;Ge;0,; =
Pb;[GeO,][Ge,0O;] [1], give grounds to consider the
[GeQ,] rigid tetrahedral groups as effective atoms at
low temperatures. This reduces the number of vibra-
tional degrees of freedom per formula unit from 3 x 19
to 3 x 8. The low-temperature limiting Debye tempera-
ture determined within this assumption decreases to
Op(0) =160 K. Notethat, if we accept the above reduc-
tion in the number of vibrational degrees of freedom,
the Debye temperature derived from sound-velocity
datawill likewise decrease from 216 to 162 K, because
the number of atoms per unit volumein the correspond-
ing expression decreases.

A proper fitting reveal ed that the experimental C,(T)
relation can be represented as a sum of two Debye and
one Einstein contributions, C,(T) = 0.405Cy,(Op,; =
160 K, T) + 0.53Cpx(Op, = 750 K, T) + 0.046C(Og =
47K, 'D The calculated values of the heat capacity dif-
fer by no more than 3% from the measurements, with
the exception of the range 25-90 K and of the region
near T, (430452 K), where this difference grows to
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Fig. 4. Temperature dependences of (a) the molar heat
capacity C and the relative difference, (C, — Ccq)/Cp,
between the measured, Cp, and calculated, Cegyc = Cpg +
Cpy + Cg, heat capacities and (b) the molar heat capacity
divided by the temperature cubed, cT3 (1-3) experimen-
tal graphs constructed using our data and the data from [9]
and [10], respectively; (4-7) plots calculated from the rela-
tions CDl =0.405 x 3RSD(OD1/T) with ODl =160K, CD2 =
0.53 x 3RSD(@D2/T) with ODZ = 750 K, CE = 0.046 x
2RSE(Og/T) with ©g = 47 K, and Cy. = Cpy + Cpp + C,
respectively; (8) 1000(Cp, — Ccqd)/Cp-

maximum values of —15% and +7.5% at 40 and 450 K,
respectively (Fig. 4a).

The fitting parameters of the expansion were sug-
gested by the following reasoning. The low-tempera-
ture limiting Debye temperature ©p, was derived from

therelation Cy(T) = (121'[4Rs*/5@§Jl )T3, whichisvalid
for crystalsfor T < 3 K, assuming the effective number
of atoms per formula unit s* to be 8. The relative con-
tribution from Cp,(®p,) is determined reliably by the
low-temperature plateau in the C,(T)* T—* dependence
for T < 3K. Therelative contribution and the character-
istic temperature of the Einstein term are determined by
the magnitude and position of the peak in the Cy(T)T-3
relation. The high-temperature region was approxi-
mated by the Debye term, whose characteristic temper-
ature was estimated from the data on the temperature
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dependence (presented above) of the caorimetric Debye
temperature and on the frequencies of the modes observed
inthe IR and Raman spectra of the crystals [4, 17].

Based on the values of ©p;, ©p,, and O, one may
conclude that the Cp, and Cg contributions are deter-
mined by the low-frequency vibrational modes of the
crystal and the Cp, contribution, by the high-frequency
modes. The separation of the vibrational modes of the
Pbs[ GeO,][Ge,O,] crystalsinto two low- and high-fre-
guency groups originates from the composition and
structure of the crystals and is in accord with experi-
mental studies of the IR and Raman spectra [4, 17].
Because the force constants of the Ge-O bonds are con-
siderably larger than those of the other crystal bonds,
the vibrational modes split into two groups; more spe-
cifically, 90 vibrational modes are connected with the
internal vibrations of the [GeO,] tetrahedra, and 81
low-frequency modes are associated with the transla-
tional and rotational vibrations of the Pb cationsand the
[GeO,] tetrahedral groups [17]. The fraction of high-
frequency modes in the phonon spectrum of the crys-
tals, 90/171 = 0.526, is closeto that of the Cy, contribu-
tion to the heat capacity.

The C,(T)T3 relation, with T replaced by v =
4.928T/1.£388, is reported [19-21] to closely approxi-
mate the g(v)/v? function (with v in cm™). From this it
follows that the density of vibrational states has a max-
imum at v, = 32.5 cm™t corresponding to the maximum
in C,T-3located at 9.5 K. The deviation of thereal from
the F)ebye vibrational density of states, gp(v) ~ V?, in
thevicinity of 32.5 cmr™ accounts for the excess growth
in C,T= near 9.5 K. As the temperature increases,
CpT‘% tends rapidly to zero, which drastically reduces
the amount of information that can be gained on the
high-frequency region of the g(v) phonon spectrum
from the C(T) T3 curve.

5. CONCLUSIONS

Thus, analysis of the temperature dependence
Cy(T)T2 permits us to make a rough reconstruction of
the phonon spectrum of PbsGe;O,; crystals. This anal-
ysis has been employed to present the phonon spectrum
of the crystals as a linear combination of three, two
Debye and one Einstein, terms. This representation is
actually nothing more than a smoothed model of the
real phonon spectrum of the crystals under study, which
obvioudly has a substantially more complex frequency
composition. However, thismodel offersthe possibility
of qualitatively describing the behavior of the heat
capacity over a broad temperature range.
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Abstract—The dielectric and optical (optical transmission, small-angle light scattering, birefringence) proper-
ties of PMNT-0.2 single crystals and their variation induced by a dc electric field have been studied. The bire-
fringence was found to increase anomalously at the transition from the rhombohedral ferroelectric to the inho-
mogeneous relaxor phase (the spontaneous ferroelectric transition temperature Tg). Below Tg, the dielectric

and optical propertieswere observed to exhibit anomalies originating from reorientation and growth of domains
in size. Unlike ferroelectric relaxors of the type of PbB},;B5305 and PbB;;,B;,,05, in PMNT-0.2 neither

induction of the ferroelectric phase by an electric field nor thermally stimulated destruction of the ferroelectric
state occurs through the percolation mechanism (i.e., they are not accompanied by anomal ously narrow maxima
insmall-anglelight scattering). Thisisattributed to theinhomogeneous structure of therelaxor phase, asaresult
of which the phase transition does not take place simultaneously in various regions of the crystal. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Solid solutions (1 — X)Pb(Mg;;5NDb,3)O;—XPhTiO;
(PMNT—x), which serve as classical model objects for
investigating the physics of ferroelectric relaxors, have
been given considerable attention recently [1-9]. This
can be attributed to both the obvious application poten-
tial of these materials, which exhibit unique dielectric,
piezoelectric, electrostriction, and other properties, and
the possibility of varying the characteristics of these
compounds within a broad range, from typical relaxor
characteristics to properties inherent in normal ferro-
electrics, by properly varying the content of PbTiO,. In
the classical ferroelectric relaxor PMN, despite the for-
mation of polar nanoregions (3-5 nm) below Tz =
360°C and an increase in their number and average size
under a further lowering of temperature, no structural
phase transition occurs and the crystal remains in the
macroscopically cubic phase downto 5K [2, 4, 10]. At
the sametime, in PMNT—x compositions, in addition to
relaxor behavior, x-ray diffraction showed a transition
to therhombohedral phaseto occur evenaslow asat x =
0.05[4, 5]. At x=0.10 in ceramics [6] and at x = 0.20
in crystals [7], this spontaneous transition from the
macroscopically cubic relaxor phase to the rhombohe-
dral ferroelectric state becomes evident already in the
temperature dependence of € and manifests itself as a
step, whose temperature position is practically inde-
pendent of frequency [11]. At the same time, one
observes a considerable frequency dependence both of
the temperature T,,, of the maximum of € and of the

magnitude of this maximum, ¢, this dependence per-
sists up to the morphotropic phase boundary, which
separates the rhombohedral from tetragonal phases and
isseen at x = 0.31 [3, 7]. The rhombohedral ferroelec-
tric phase can be induced in PMN only under applica-
tion of an electric field [2, 7, 12, 13]. This process is
kinetic in character and occursin two stages; in thefirst
of them, the number of polar regions increases, while
their size remains practically unchanged with time, and
in the second, these regions coalesce to form an infinite
cluster [12, 13]. The second stage startsa certain timet
after the field application (this delay time depends
strongly on the field and temperature), after the polar
regions have already filled up alarge enough part of the
sample volume. In PMNT crystals, just asin PMN, the
electric field induces a phase transition and the critical
field at which the ferroelectric phase formation occurs
in a time comparable to the duration of the experiment
decreaseswith increasing X, to vanish for x = 0.15-0.20
[7], which can be identified with the onset of the spon-
taneous transition from the relaxor to the ferroelectric
State.

The properties of the PMNT (in particular, the spe-
cific features of formation of the ferroelectric phase)
were studied primarily by structural and dielectric
methods. However, optical methods of crystal studies
[transmission, birefringence, small-angle light scatter-
ing (SAS)] are more sensitive and provide more infor-
mation than the diel ectric techniques, particularly when
investigating processes associated with the variation in
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the size of inhomogeneities during phase transitions.
These methods were employed successfully in studies
of phase transitionsin these compounds. Studies of the
birefringence were used to follow the kinetics of the
ferroelectric-state initiation in PMN and PMNT-0.1
crystals [13]. A study [14] of the phase transition
induced in PMN crystals revealed a narrow peak in the
temperature dependence of SAS intensity, which indi-
catesthat the transition is of percolation nature and that
alarge-scale structure is formed upon this transition. If
the phase transition occurs by percolation, then the
average size of the new phase cluster at the percolation
threshold approaches the dimensions of the sample; in
this case, alarge-scale nonuniform structure forms and
the phase transition should be accompanied by the
appearance of narrow SAS intensity peaks (a mini-
mum in transmission). The temperature dependence
of the SAS intensity obtained in stoichiometric
PbSc,,Nb,,05 (PSN) and PbSc,,,Ta,;,05 (PST) crys-
tals[15, 16] with various degrees of ion ordering exhib-
its, in the absence of electric field, a narrow peak at the
temperature of the spontaneous phase transition from
the relaxor to the ferroelectric state.

PMNT crystals with compositions close to the mor-
photropic region have recently been attracting particular
interest. These crystals exhibit a considerably higher
piezoel ectric sendtivity than ceramics of the same com-
position, whichisdueto the possibility of applying afied
along achosen crystallographic direction [17-19]. A dis-
tinctive feature of such crystalsisthe coexistence, within
abroad temperature range, of phases differing in symme-
try (cubic, rhombohedrd, tetragona, monaclinic) [18,
19]. Thisability to residein avariety of phasesis charac-
teristic of solid solutions of many relaxors and may orig-
inate both from a concentration inhomogeneity and from
a spatialy nonuniform degree of ordering among B cat-
ions in different valence states. Our earlier studies of
(1 - X)Pb&JJZN b]ijg—(X)Ba&l/zN bﬂzOs(PBSN—X) S)|Id
solutions revealed that single crystals with x = 0.04 are
similar in terms of their optical properties to pure PSN.
As the Ba content increased to x = 0.06, crystals
became increasingly more heterophase and initiation of
the ferroel ectric phase by an electric field was no longer
accompanied by anarrow SAS intensity peak; i.e., this
phase did not occur through the percol ation mechanism
[20, 21]. This suggests that the electric-field-induced
variationsin the properties of heterophase relaxor crys-
tals are characterized by specific features.

The present communication reports on astudy of the
dielectric and optical properties of PMNT-0.2 crystals
and of their variation by an electric field within a broad
temperature range. The choice to use PMNT-0.2 crys-
tals in the study was motivated by the fact that, first,
these compounds are characterized by the coexistence
of phases with different symmetries (cubic, rhombohe-
dral) and different properties (relaxor, ferroelectric)
and, second, these crystals have been investigated to a
considerable detail using x-ray diffraction, which

PHYSICS OF THE SOLID STATE Vol. 46 No. 5

2004

909

should greatly facilitate interpretation of the results
obtained [8, 9, 22].

No studies of the dielectric and optical properties of
PMNT-0.2 single crystals have been carried out previ-
ously. The temperature dependences of € of the PMNT-
0.2 compounds and their variation in a dc electric field
have been investigated in ceramic samples only [3].
X-ray diffraction measurements showed that, in
PMNT-0.2, asin PMN, an electric field drives a phase
transition above a certain critical field level [8]. This
field-driven transition was accompanied by nonuniform
microstrains of the structure and lasted a fairly long
time, up to 40 min, in fields of afew kV/cm. However,
the phase diagram (field vs. temperature) of PMNT-0.2
crystalsdiffersfromthat of PMN in that thereisaspon-
taneous ferroelectric transition at zero field. The
observed anomalies were not aways clearly pro-
nounced, which frequently made their experimental
detection quite difficult.

2. GROWTH OF SINGLE CRYSTALS
AND EXPERIMENTAL TECHNIQUE

Transparent yellow cube-shaped PMNT-0.2 crys-
tals, with edges of up to 6 mm and (001) faces of the
perovskite basis, were grown by spontaneous crystalli-
zation from a melt solution with a PbO-B,O; mixture
serving as the solvent [23]. The composition of the
crystals was determined with a combination scanning
electron microscope-microprobe Camebax-Micro.
Plate-shaped samples for the investigation were cut
paralel to the (001) natural crystal faces and polished.

The dc electric field was applied in the [100] direc-
tion, and light was propagated along [001]. A variety of
electric field application modes was employed: zero-
field cooling (ZFC), zero-fidd heating (ZFH), field
heating after ZFC (FHaZFC), field cooling (FC), field
heating after field cooling (FHaFC), and zero-field
heating after field cooling (ZFHaFC). After each field
application, the samples were heated at a temperature
of 150°C for 0.5 h prior to taking the next measure-
ment. The rate of sample temperature change was var-
ied from 2 to 18°C/min.

A He-Ne laser was employed for optical measure-
ments. We studied optical transmittance and small-
angle light scattering in the transmission geometry
[24]. The birefringence of a sample was derived from
the relation | = l,sinrtAnd/A, where |4 is the incident
intensity; | isthe light intensity transmitted through the
sampl e placed between two crossed polarizers, with the
optical axis of the sample making an angle of 45° with
the polarization of the incident light; An isthe birefrin-
gence; A isthe wavelength of light; and d isthe sample
thickness.

Dielectric measurements were carried out at fre-
guencies of 0.1-100 kHz with aP5083 ac bridge and an
E4-7 Q meter.
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Fig. 1. Temperature behavior (a) of the permittivity € at var-
ious measuring field frequencies and (b) of the permittivity
€ at afrequency of 1 kHz and the optical transmittance mea-
sured under heating and cooling on PMNT-0.2 single crys-
tals.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents temperature dependences of €
obtained at various measuring field frequencies (Fig. 1a)
and of the optical transmittance and € measured under
heating and cooling (Fig. 1b) on a PMNT-0.2 single
crystal. The temperature dependences of € display, in
addition to a diffuse maximum near T,, = 80-85°C, a
knee at temperatures 15-20°C below T,,,, which corre-
sponds to the spontaneous transition between the
relaxor and the ferroel ectric phases and whose position
on the temperature axis is practically frequency-inde-
pendent. The frequency dispersion of € grows sharply
above the temperature of the knee (Fig. 1a). To estimate
the degree of diffuseness of the € peak, we used the fol-
lowing relation, which proved to be valid for describing
the properties of alarge number of relaxors of various
types[25]:

€

2
S=1+ o5 =Ta)

A (1)

o

where g, (>¢,) and T, (<T,,) are the maximum value of
the static permittivity and the temperature of this max-
imum, respectively, and o isthe parameter of transition
diffuseness. In contrast to the widely used analogous
Isupov formula[1] with e, and T,,,in place of €, and T,
the value of o determined from Eqg. (1) does not depend
on frequency. The best fit to experimental data under
independent variation of the parametersisreached with
€x = 46940, T, = 65°C, and o = 27 K. The quadratic
Curie-Weiss law holds up to temperatures of Tqy =
280-290°C. For temperatures above =300°C, the linear
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Curie-Weiss law with the parameters T,y = 190°C and
C=1.3x10°K holds.

When plotted in the Arrhenius coordinates, the
dependence of T, on f deviates strongly from a straight
line, which indicates a non-Debye relaxation character
typical of ferroelectric relaxors [11]. At the same time,
the T,, vs. f dependence is fitted well by the Vogel—
Fulcher law

f = foexp[-AE/K(T,—To)l, (2

where f, is the attempt frequency of hopping over a
potential barrier AE, k is the Boltzmann constant, and
T, isthe Vogel—Fulcher temperature defined asthe tem-
perature of static electric-dipole freeze-out or of the
transition to the dipole glass state [11]. For PMNT-0.2,
fo ~ 7 x 10'° Hz, which is close to the values of f, for
classical ferroelectric relaxors [11]. The value T, =
64°C approximately coincides with the temperature of
the knee in g(T) (the temperature of the spontaneous
ferroelectric transition Tg), which is characteristic of
other relaxors undergoing a spontaneous transition to
the ferroelectric state. The activation energy AE in the
Vogel—Fulcher law for PMNT-0.2 (AE = 0.026 eV) is
also close to the values observed in compounds featur-
ing aspontaneous rel axor—ferroel ectric transition (AE =
0.023 eV for PST [11]), whereas in PobMg,;5Nb,50;,
for instance, wheretherelaxor state is stable, the values
of AE are substantially higher (=0.07-0.1 eV [11]).

Asseen from Fig. 1, theanomaly in the € curve cor-
responding to the spontaneous phase transition at T, is
not clearly defined, whereas optical transmittance
grows strongly at this temperature (Fig. 1b). The tem-
perature hysteresis of =10-11°C observed in dielectric
and optical measurements is a major feature of afirst-
order phase transition. By contrast, the behavior of
optical transmittance at the spontaneous phase transi-
tion in PMNT-0.2 crystals differs from the analogous
relations observed in PST, PSN, and PBSN-0.04 [15,
16, 20], where this transition follows the percolation
pattern and is accompanied by a minimum in optical
transmittance (a SAS peak). A possible reason for the
different nature of the spontaneous phase transition in
this crystal is the nonuniformity of the phase existing
above the Tg, temperature. This suggestion fits well
with x-ray diffraction measurements [9], which indi-
cate the presence of three inhomogeneous phases pre-
ceding the appearance of the rhombohedral ferroelec-
tric phase at T, ~ 55-65°C under cooling, namely, of an
ergodic dipole glass (Tpg; ~ 120-130°C), anonergodic
dipole glass (Tpg, ~ 90-100°C), and a mixed phase
(T ~ 65-80°C) with coexisting ferroelectric and glass
regions. At these temperatures, one also observes
anomalies in the temperature evolution of the shape of
the (224) reflection and in the integrated intensity of the
(005) reflection, which are assigned in [9] to a substan-
tia rearrangement of the crystal structure, because
these anomalies indicate a change in the size and num-
ber of polar clusters and/or appearance of additional
nonuniform strains in the crystal caused by atomic dis-
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Fig. 2. Temperature dependence of the birefringence in a
PMNT-0.2 crystal.

placements, which distort the centrosymmetric pattern
of cubic unit cells.

It is apparently such a distortion of the centrosym-
metric pattern of cubic cells and the appearance of ran-
dom atomic displacements that can account for the
anomalous temperature dependence of the birefrin-
gence observed by us (Fig. 2). In place of the expected
absence of An above Ty, afeature characteristic of the
relaxor phase of such crystals as PMN and PMNT-0.1
[15], we observed amaximum in An near Tg,. The bire-
fringence decreased with increasing temperature to
become weakly dependent on temperature only sub-
stantially above Tpg; (T ~ 200°C).

The mixed phase of the PMNT-0.2 crystal (T, <T<
Ty) isinherently nonergodic; i.e., the state of thlscrys-
tal depends on its thermodynamm path in the T-E dia-
gram. The properties of the crystal in this phase can
depend not only onthe electric field strength but also on
the actual regime of its application. A study of the vari-
ation of the intensity and shape of x-ray reflections in
an electric field revealed [22] that, if an [100]-oriented
electric field applied to the mixed phase, which con-
tains both regions of the ferroelectric rhombohedral
phase and randomly nonuniform, spontaneously
strained regions of the dipole glass phase, exceeds a
certain threshold level of (1-4) x 10° V/cm, this field
drives the ferroelectric transition with relaxation times
of 40-50 min.

Our studies of the optical transmittance and more
sensitive SAS measurements performed in electric
fields of up to 2.5 kV/cm in various field application
modes did not reveal any anomalies associated with the
onset of aferroelectric transition at temperatures above
T Figure 3 plots temperature dependences of the SAS
mtensty obtained in heating and cooling runs in the
absence (curves 1, 2) and under application of adc elec-
tric field of 1 kV/cm (curves 3-5). The increase in the
SASintensity and the small broad maximum observed
in the region of the spontaneous phase transition Ty, are
related to the growth in size of the domains and to the
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Fig. 3. Temperature dependences of the small-angle light
scattering SAS (scattering angle 40') measured in various
modes of application of the 1-kV/cm-electricfield: (1) ZFC,
(2) ZFHaZFC, (3) FC, (4) ZFHaFC, and (5) FHaZFC.

formation of fairly large macrodomain regions. This
anomaly is particularly clearly manifested when the
sampleiscooled in an electricfield (FC regime, curve 3)
and when the ferroelectric state is destroyed at T,
under heating (ZFHaFC regime, curve 4). No anoma-
lously narrow peak was observed in the temperature
dependence of the SASintensity (which would indicate
the percolation character of the transition) even in an
electricfield. At the sametime, in the FC regime (curve
3), the temperature at which the SAS intensity decays
is higher than when no field is applied (curve 1), which
suggests that the ferroelectric transition is neverthel ess
initiated. One could propose several explanations for
the absence of the induced transition in our case. The
nonuniform structure of the relaxor phase, more specif-
ically, the coexistence, within a broad temperature
interval, of regions of macroscopic cubic and rhombo-
hedral phases whose volume fractions depend on tem-
perature and on the electric field strength [9], may
result in the phase transition not being driven simulta:
neously in various regions of the crystal. Another
explanation could be that the time required for the
phase transition to come to an end is very long (for
PMNT-0.2 crystals subjected to an electric field of 1—
2 kV/cm, thistimeisabout 50 min[22]), so at the crys-
tal cooling rates used (1-8°C/min) no equilibrium state
is reached and the infinite ferroelectric-phase cluster
does not form.

In crystals acted on by an electric field, we found
low-temperature anomalies in the dielectric properties
and optical transmittance that were not observed earlier
in PMNT. Figures 4 and 5 display the temperature
dependences of the loss tangent (tand), € (Fig. 4), and
optical transmittance (Fig. 5) obtained in the FHaZFC
mode in various electric fields. No anomalies were
observed in the temperature behavior of tand (curvel,
Fig.4) and € (curve 1, inset to Fig. 4) below Ty inazero
electric field, whereas in an eectric field a small maxi-
mum appears in € (curves 2, 3 in inset to Fig. 4) and
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Fig. 4. tand and € (inset) measured vs. temperature at
50 kHz inthe FHaZFC modein various electric fields E: (1)
0, (2) 1.5, and (3) 2.2 kV/cm.

there isasharp decrease in tand (curves 2, 3) at a cer-
tain temperature T;. The temperature positions of these
anomalies are seen to shift to lower temperatures with
increasing electric field. The anomaliesin the tempera-
ture dependences of optical transmittance near T;
(curves 2-5, Fig. 5) are even more distinct. The mini-
mum in the optical transmittance curve indicates an
increase in scattering, particularly at small angles,
which is associated with an increase in the size of the
inhomogeneities and, hence, with a phase transition.
Anaogous low-temperature anomalies have been
observed in an electric field in studies of the dielectric
properties of the unpoled PLZT 8/65/35 ceramic [26]
and of the PST ceramic undergoing a spontaneous
phasetransition [27]. It was conjectured in [26] that the
low-temperature anomaly in € observed in an electric
field is associated with atransition from the micro- to
macroscopic phase and the appearance of polariza-
tion, whereas in compounds (such as the PST) that
have already transferred spontaneously to the ferro-
electric phase with no electric field applied, the anom-
aly in € isassighed to domain reorientation in an elec-
tric field [27].

Application of an electric field to aPMNT-0.2 crys-
tal, which in the absence of an electric field resides in
the ferroelectric polydomain rhombohedral phase at
low temperatures, results in a growth in the size of the
domains and in their reorientation. At a constant heat-
ing rate, the temperature of this transition shifts toward
low temperatures with increasing field strength (Figs. 4,
5). In fields below 0.5 kV/cm, no low-temperature
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Fig. 5. Temperature dependences of optical transmittance
measured in the FHaZFC mode in various electric fields E:
(1) 0.25, (2) 0.6, (3) 1.3, (4) 1.8, and (5) 2.6 kV/cm. Inset:
the temperature of the anomaly T plotted vs. electric field.

anomaly was observed to exist (curve 1 in Fig. 5).
Below T;, an electric field is not capable of reorienting
the spontaneously formed ferroelectric domain struc-
ture. As the temperature grows and approaches T;, the
therma energy needed to change (unfreeze) this
domain structure increases, and this makes it possible
for the ferroel ectric domainsto change their orientation
in the electric field. This new domain configuration
maintained by an eectric field will now persist until
thermal energy destroys the ferroelectric state, which
correspondsto atransition to the relaxor state at T,

As the sample heating rate decreases at a fixed bias
field, T; decreases (Fig. 6). Such a dependence of the
temperature T; on the sampl e heating rate was observed
earlier only in the relaxors PMN [14], PLZT [26], and
PBSN-6 [21] and was attributed to the polarization
reorientation processes in a glasdike state occurring
with long relaxation times. In compounds whose |ow-
temperature phase is ferroelectric, this type of depen-
dence was observed for the first time. Thus, either the
electric field used in our experiments is not capable of
reorienting domains and making them larger during the
experiment or the ferroelectric phase is not completely
uniform, with disordered regions existing at low tem-
peratures. To more accurately determine the changesin
the sample properties occurring near and above T;in an
electric field, one should employ a quasi-static method
of measurement [7] instead of the dynamic method
used in this study. Note that the displacement of the T;
temperaturein PMNT-0.2 crystals observed under vari-
ation of the sample heating rateistwo times slower than
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Fig. 6. Temperature dependences of optical transmittance
measured in the FHaZFC mode in afield of 1.8 kV/cm at
various sample heating rates: (1) 2, (2) 8, and (3) 16°C/min.
Inset: the temperature of the anomaly T plotted vs. sample
heating rate.

that in typical relaxors residing in a glassike state at
low temperatures.

4. CONCLUSIONS

Thus, we have succeeded in detecting, by optical
means, an anomalous increase in birefringence in
PMNT-0.2 crystalsat thetransition to the relaxor phase,
which is probably caused by the cubic cells changing
from centrosymmetric and by the onset of additional
random atomic displacements. Below T,, anomaliesin
the dielectric and optical properties were observed to
occur inan electric field, which originate from thefield-
induced reorientation and increase in the size of
domains. Unliketheferroelectric relaxors of the type of
PbB,;B,;0; and PbB,;,B;,0,; studied earlier, as
well as solid solutions with alow content of the second
component (PBSN-4), neither initiation of the ferro-
electric phase by an electric field nor thermally stimu-
lated destruction of the ferroelectric statein PMNT-0.2
single crystals occurs through the percolation mecha
nism (i.e., they are not accompanied by the appearance
of narrow maximain small-angle light scattering). This
is assigned to the inhomogeneous structure of the
relaxor phase, in other words, to the coexistence, within
abroad temperature interval, of macroscopic regions of
the cubic and rhombohedral phases, with their volume
fractions depending on the temperature and the electric
field strength. Due to this inhomogeneity, the phase
transition does not proceed simultaneously over the
crystal.
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Abstract—The heat capacity and unit cell parameters of the (NH,)sWOsF; and (NH,);TiOFs perovskite-like
oxyfluorides were measured in the temperature interval from 80 to 300 K; the existence of two and one phase
transitions in these compounds, respectively, was demonstrated, and their thermodynamic parameters were
determined. The effect of ahydrostatic pressure of up to 0.5 GPaon the phase transition temperatures was stud-
ied. Triple points and high-pressure phases were found in the T vs. p diagrams. An analysis of entropy changes
suggests that al the structural transformations revealed are associated with the ordering of structural blocks.
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1. INTRODUCTION

The perovskite-like fluoride compounds with gen-
era chemica formula A;M3F¢ have cubic symmetry

with space group Fm3m (Z = 4) in the high-tempera-
ture phase and belong to the cryolite—el pasolite family
[1]. It was shown in [2] that the original cubic symme-
try persists under partial substitution of oxygen for the
fluorine ions, i.e., in A;MO,F5 _, compounds (with the
value of x depending on the actual valence of the central
M atom), because the atoms of fluorine and oxygen are
distributed at random over the lattice. The point sym-
metry of the O,F;_, octahedra was found from IR and
Raman spectra to be lower than cubic, C,, (for x = 1)
and C,, (for x = 3) [3, 4].

The perovskite-like oxyfluorides with atomic cat-
ions, liketherelated fluorides, have adistorted structure
at room temperature and undergo, with increasing tem-
perature, single or sequentia structural transformations
[5, 6]. Our present knowledge of the structure of the
original and distorted phases of the oxyfluorides is
inadequate. The symmetry of the cubic phase has been
refined only for Rb,KMoO3F; [7] solely using a model
that assumes the oxygen and fluorine atoms to be dis-
tributed over the 24e positions, for which the thermal
vibration anisotropy was found to be essential. A vari-
ety of symmetries of the low-temperature phase (which
exists, for instance, in KsMoOgF; at room temperature
and isaresult of two successive phase transitions) have
been proposed, from trigonal [8] and orthorhombic [2]
to monoclinic [9]. The phase transitions occurring in

AM3*Fg and AsMO,F_, are different in nature [1, 3].
The fluorides in distorted phases are ferroelastics,
whereas the oxyfluorides undergo ferroelectric and fer-
roelastic transformations. Substitution of a spherical
cation with the tetrahedral ammonium ion in fluorides
brings about a noticeablelowering of the temperature at
which the cubic phase |oses stability. On the other hand,
the nonsphericity of cation A may initiate additional
disorder resulting from disordering of the tetrahedrain
the 4b and/or 8c positions [1]. In connection with the
low symmetry of the fluorine—oxygen octahedra, it was
unclear how such effects would become manifest in the
perovskite-like oxyfluorides.

Information on phase transitionsin ammonium oxy-
fluorides has thus far been lacking. We performed a
synthesis and investigation of the (NH,);WO;F; and
(NH,)3TiOF5 compounds to look for and study their
possible phase transitions. For this purpose, we used
differential scanning calorimetry, x-ray diffraction, adi-
abatic calorimetry, and differentia thermal analysis
(DTA) under pressure.

2. SAMPLE PREPARATION
AND TRIAL EXPERIMENTS

The ammonium oxyfluorides (NH,);WOsF; and
(NH,);TiOF5 were prepared from hot (NH,),WO,F,
and (NH,),TiFg solutions with excess NH,F, with sub-
sequent gradual addition of an NH,OH solution to
pH = 8 (until the first signs of precipitation of a white
sediment appear). Such fast crystallization produces
small, transparent, colorless crystals of octahedra
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Fig. 1. X-ray characterization of (NH4)3WO3F3: (a) (400) reflection at (1) 293 and (2) 123 K and (b) temperature dependence of

the unit cell parameters.

shape with an edge of about 5 pum. Following separa-
tion of the crystalline precipitate from the mother
growth solution, larger octahedra crystallized under
slow evaporation in air with edges about 40 um long.

At room temperature, both cryolites were found to

have cubic symmetry (Fm3m, Z = 4) with the unit cell
parameters a, = 0.9156 nm for (NH,);WO;F; and
0.9113 nm for (NH,)3TiOFs. No peaks associated with
residual impurities of the starting components or for-
eign phases were observed in the diffraction patterns.

The preliminary thermophysical studies of the two
cryolites were performed using differential scanning
microcalorimetry (DSM). We measured the heat capac-
ity of the samples of the compounds prepared by fast
and slow crystallization. The measurements were con-
ducted in the temperature range from 120 to 330 K in
heating and cooling runs at arate of 8 K/min. The sam-
ple mass was about 0.1-0.2 g. The heat capacity of the
(NH,)sWO;F; oxyfluoride was found to behave anoma:
lously under heating; namely, it revealed a sharp peak
with amaximum at the temperature T, =201 + 1 K. A
shoulder was observed in the rising part of the peak at
T,=199K. A conjecturewas put forward that this com-
pound undergoes a sequence of two phase transitions.
Measurements carried out under cooling provided sup-
portive evidence of this conjecture; namely, the heat
capacity peak split in two because of a difference in
hysteresis of the phase transition temperatures (3T, =
3K, 8T, = 5 K). Because the intermediate phase exists
in avery narrow temperature interval, we could deter-
mine only the total enthalpy change, ZAH; = 3200 +
320 Jmol, associated with the phase transition
sequence.

PHYSICS OF THE SOLID STATE \Vol. 46

In the (NH,);TiOF; compound, DSM reveaed only
one phase transition at T, = 270 + 1 K with atempera-
ture hysteresis 0T, = 11 K. The enthal py changefor this
compound was found to be considerably larger, AH, =
5000 + 500 Jmol.

The calorimetric data obtained with DSM on sam-
ples prepared in various crystallization regimes are in
satisfactory agreement within the error of measurement
for both compounds.

To verify that the anomaliesin the heat capacity are
indeed related to structural transformations, we carried
out x-ray studies of both compounds within a broad
temperature range. The structural distortion of tungsten
oxyfluoride was reflected in the broadening and split-
ting of the (h00) and (hkO) reflections setting in at T,.
Figure 1a shows a characteristic transformation of the
(400) reflection. The pattern of the splitting did not
change under a further decrease in temperature. The
data obtained were insufficient for determining the
symmetry of the distorted phases; therefore, Fig. 1b
displays the temperature dependence of the parameters
of a pseudotetragonal cell with the following relations:

B = Aup/+/2 and Cu = 8y, The behavior of the
parameters exhibits two singular points at the tempera-
tures T, and T,, which can be identified with the phase
transitions revealed by DSM in tungsten oxyfluoride.

The existence of a phase transition in (NH,);TiOF5
at 270 K was also confirmed by x-ray diffraction. A
comparison of the x-ray diffractograms of this com-
pound obtained at room temperature and 123 K
(Fig. 28) suggests, however, that the phase transition,
besides causing the reflection splitting for T < T, gives
rise to the appearance of additional peaks signaling the
presence of a superstructure. One may thus conclude

No. 5 2004



CALORIMETRIC AND X-RAY DIFFRACTION STUDIES 917

20 9.3
2 (a) . (b)
g tetr . o o oo o
. . oo
= hd £
S 10F
2 —49.2 =
7 S
% ] —
£ g

0 | | | | | | Aeub g
w 151 00000%® =
= ¢ ¢ 19.1 &
: 3
£ 10 g
g Nz
> atetr/\[z o ® o*’ =)
= ° ° ° L4 T
% 5_ ° _90
£ 2 To

O 1 1 1 1 1 1 1

36 38 40 42 100 150 200 250 300
20, deg T,K

Fig. 2. X-ray characterization of (NH4)3TiOFs: (8) (400) reflection at (1) 293 and (2) 123 K and (b) temperature dependence of the

unit cell parameters.

that the symmetry of the low-temperature phasein tita-
nium oxyfluoride is different from that of the distorted
phases in the tungsten compound. Nevertheless, most
of the lines in the powder x-ray diffraction pattern of
(NH,)3TiOF5 can aso be indexed with the use of atet-
ragonal pseudocell. The a(T) relation is plotted in
Fig. 2b. The abrupt change in the cell parameters and
the sharp heat capacity peak suggest that the structural
transformation in the (NH,);TiOFs compound is a
clearly pronounced first-order phase transition.

3. HEAT CAPACITY MEASUREMENTS

The enthalpy change at the phase transition derived
from DSM measurements is quite often found to be an
underestimate, particularly in studies of transforma
tions far from the tri-critical point, because this method
hasarelatively low sensitivity to pretransition phenom-
ena occurring in the heat capacity behavior. Therefore,
to refine the thermodynamic parameters of the phase
transitions revealed in the compounds under study, we
carried out comprehensive measurements of the tem-
perature dependence of the heat capacity of
rimeter within the temperature range from 80 to 300 K.

The samplesto be studied, with amass of about 1 g,
were hermetically sealed in an indium container in a
helium environment. The measurements were con-
ducted in adiscrete (AT = 2.5-4.0 K) and a continuous
(dT/dt = 0.14 K/min) heating mode. The method of
guasi-static thermograms with average heating and
cooling rates [dT/dt| = 0.04 K/min was employed in the
immediate vicinity of the phase transitions. The tem-
peratures were measured with a platinum resistance
thermometer.

PHYSICS OF THE SOLID STATE Vol. 46 No. 5

Figure 3a displays the temperature dependence of
the heat capacity of the (NH,);WO;F; compound mea-
sured over abroad temperature range. Theregion of the
anomalies, which was studied from thermograms, is
shown in more detail in Fig. 3b. Two heat capacity
peaks were found to exist at temperatures T, = 200.1 +
0.1 K and T, =198.5 + 0.1 K. The temperature hyster-
esis was 0T, = 2.2 K and 8T, = 5.1 K. The results
obtained are in satisfactory agreement with the DSM
measurements. When processing adiabatic cal orimeter
data, we likewise did not succeed in separating the heat
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Fig. 3. Temperature dependence (a) of the heat capacity of
(NH,4)3WO3F3 over a broad temperature range and (b) of
the excess heat capacity at the phase transitions measured
(1) under heating and (2) under cooling. The dashed line
represents the lattice heat capacity.
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Fig. 4. (a) Temperature dependence of the heat capacity of
(NH,)3TiOFg over abroad temperature range; The dashed
line represents the lattice heat capacity. (b) Thermograms
obtained in the heating and cooling modes near T,

capacity anomalies associated with the phase transition
sequence. Therefore, we calculated the total enthalpy
change in the two phase transitions by integrating the
excess heat capacity AC(T) over temperature, derived
by subtracting the lattice contribution from the total
heat capacity. The temperature dependence of the regu-
lar heat capacity, obtained through polynomial fitting of
experimental data outside the phasetransitionregion, is
shownin Fig. 3awith adashed line. The average scatter
of experimental data from the smoothed curve did not
exceed 1%. By properly varying the temperature inter-
vals within which the anomalous heat capacity was cut
out, it was established that the anomaly exists within a
broad temperature region below (T, — 40 K) and above
(T, + 29 K) the temperature of the phasetransition from
the cubic phase. It is obvious, however, that the excess
heat capacity near the temperatures of the transforma-
tions provides the main contribution to the enthalpy
change. The cal culated total enthal py changewasfound
to be ZAH; = 3370 £ 250 Jmol. The total changein the
enthalpy in the two phase transitions was found (by
integrating the function AC,(T)/T over temperature) to
be2AS =16.9+ 1.2 Jmol K.

The measured specific heat capacity of the
(NH,);TiOF; oxyfluoride is shown graphically in
Fig. 4a. Asin the DSM experiments, we observed one
heat capacity anomaly. The refined phase transition
temperatureis T, = 264.7 = 0.1 K. The anomalous heat
capacity was isolated in a way similar to that used to
analyze the heat capacity of the tungsten compound.
The excess heat capacity of (NH,);TiOF; also exists
within a broad temperature region, from (T, — 75 K) to
(T + 25 K). The changes in the enthalpy and entropy
were determined in the same way as was done for tung-
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sten oxyfluoride, namely, by integrating the corre-
sponding functions, AC(T) and AC,(T)/T, to yield AH,
= 4820 + 250 Jmol and AS, = 18.1% 1.0 Jmol K.

Figure 4b presents thermograms obtained for the
titanium compound under heating and cooling. Absorp-
tion of the latent heat of the transition during the sample
heating was observed to occur intheinterval T+ 0.7 K.
Thisyielded dH, = 4200 + 220 Jmol for the latent heat
and 6§, = 15.4 + 0.8 Jmol K for the entropy jump. The
value of the temperature hysteresis, 8T, = 2.3 K, was
found to be substantially smaller than that extracted
from DSM experiments.

4. PHASE DIAGRAMS

Thus, both cal orimetric and x-ray diffraction datasug-
gest that (NH,);WO3F; undergoes, at atmospheric pres-

sure, a sequence of phase transitions Go(Fm3m) —»
G; — G, and that (NH,);TiOF5 undergoes only one
transformation, G, — G; . The experience gained in
investigating related fluorides [10, 11] gave us grounds

to believe that the ammonium oxyfluorides could like-
wise turn out be sensitive to external pressure.

The effect of external pressure on phase transition
temperatures in both ammonium oxyfluorides was
studied on samples prepared by fast crystallization. The
transition temperature and its variation with pressure
were measured by DTA. The sensor was a thermocou-
ple fabricated by attaching copper wires with tin-ead
solder to agermanium parallelepiped. A quartz bar was
pasted as areference to one junction of the thermocou-
ple, and a small copper container with the substance to
be measured, to the other junction. The sample mass
was ~0.1 g. A pressure of up to 0.5 GPa was produced
in a cylinder—piston-type chamber connected to amul-
tiplier. A mixture of transformer oil with pentane served
as the pressure-transmitting medium. The pressure and
temperature in the chamber were measured with aman-
ganin resistance manometer and a copper—constantan
thermocouple, with errors of +10° GPa and +0.3 K,
respectively. The position of the phase boundaries in
the T vs. p diagrams was established under increasing
and decreasing hydrostatic pressure.

Figure 5 presents a T vs. p phase diagram of
(NH,)sWO3F;. At atmospheric pressure, the tempera-
ture dependence of the DTA signal exhibited only one
anomaly. We did not observe a splitting of the peak
associated with the G, — G; — G, sequence, most
likely because the DTA is less sensitive than DSM,
which reliably detected both transitions, as aready
mentioned, in the cooling run only. Unfortunately, the
DTA method employed by us does not allow usto per-
form measurements in the cooling mode.

This pattern of the phase diagram suggests that the
G, phase found in the (NH,);WO3F; cryolite at atmo-
spheric pressure disappears rapidly with increasing
pressure and that the phase boundary observed to exist
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up to the pressure of thetriple point revealed in the dia-
gram should be identified with the G, — G, transi-
tion. The coordinates of the triple point are py, =
0.183 GPa and T, = 199.6 K. The thermodynamic
parameters of the phase transitions at atmospheric and
high pressure are listed in the table. The temperature at
which the cubic phase loses stability changes with
increasing pressure at a very low rate, and the sign
reversal of the quantity dT,/dp islikely to occur, within
the accuracy with which this quantity is determined. At
the triple point, the G—G, phase boundary splits. At
pressures above py,, tungsten oxyfluoride undergoes a
sequence of two phase transitions, G, — G; —~= G,
The temperature of the G, — G5 transformation
grows nonlinearly with increasing pressure. The initial
shift of the transition temperature occurring at p = py,
is ~435 K/GPa. The G;—G, phase boundary is linear
and has a negative dT/dp coefficient.

The analysis of the DTA data also yielded the values of
the enthalpy changes at the phase transitions taking
place at high pressure. Thiswas done by subtracting the
baseline from the temperature-dependent DTA signal
and cal culating the area bounded by the anomaly corre-
sponding to the phase transition. The area obtained for
the transformation at atmospheric pressure (G, —» G,)
in relative units was assumed equal to the enthalpy
change XAH = 3370 Jmol (found in heat capacity mea-
surements using adiabatic calorimetry) in the phase
transition sequence G, — G; — G,. The enthalpy
changes in the successive pressure-induced phase
transformations G, — Gz and G; — G, werederived
from the ratio of the areas bounded by the correspond-
ing DTA peaks (see table). Near the triple point, the
relation connecting the enthal pi es of these phase transi-
thhS, AH(GO — Gz) = AH(GO — G3) + AH(G3 I
G,), should be met. As seen from a comparison of the
abovedata, thisrelation is satisfied within the error with
which the quantities AH are determined. The increase
in the error of determining AH at high pressures origi-
nates from theincrease in heat losses, which, in turn, is
caused by the increase in the thermal conductivity of
the pressure-transmitting liquid.

The T vs. p phase diagram of the (NH,);TiOF5 oxy-
fluoride is shown in Fig. 6. Its pattern is more complex
than that of the tungsten compound. Two high-pressure
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Fig. 5. T vs. p diagram of (NH4)3WOsFs.

phases and two triple points were revealed having the
following parameters. Ty, = 2657 K, pyy, =
0.196 GPa, and Ty, = 249.2K, Py, = 0.291 GPa. At the

first triple point, the G, — G; phase-transition line
splits into two lines, corresponding to the G, — G,

and G, — G; transitions. The latter transition oper-
ates within a comparatively narrow pressure interval
(approximately 0.1 GPa). At the second triple point, the
phase boundaries G, — G;, G, — G;, and

G, — G; terminate. The displacements of al phase
transition temperatures identified in the phase diagram
of titanium oxyfluoride are presented in the table. The
slopeof the G; — G; phase boundary would suggest
that this transformation also occurs at atmospheric
pressure near 120 K. Asfollows, however, from our cal-
orimetric measurements (see Section 3), there are no
heat capacity anomaliesin (NH,);TiOF; in the temper-
atureinterval from T, to 80 K. Hence, it may be conjec-

Thermodynamic parameters of the phase transitions in (NH,)sWOsF; and (NH,)3TiOFg revealed by T vs. p diagrams

(NH4)sWO3F3 (NH,)3TiOFs

Phase transition . . . . .

GO_GZ GO_GB GB_GZ C'\"0_(31 GO_GZ GZ_Gl GZ_GS Gl_GB
dT/dp, K/GPa | 25+5 ~435 | -252+14 6.3+05 | 223+9 |-176+12 | 59+12 | 42517
AH, Jmol 3370 £ 250 | 1000 + 250 | 1900 + 480 | 4820 + 720 | 1320 + 260 | 3400 + 680 | 5300+ 1060| 1890 + 380
AS Jmol K 169+12 | 50+£13 | 95+24 | 181+10 | 50+10 | 128+26 | 21.3+43 | 7615
AVIV, % 0.04 19 2.1 0.1 1.0 -2.0 -1.1 2.8
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tured that, at pressures below 0.2 GPa, the G; — G,
is nonlinear, with rising dT/dp.

We used the method employed earlier to analyze the
phase diagram of tungsten oxyfluoride to determine the
enthalpy changes characteristic of the structural trans-
formations in the titanium compound (see table). The
enthalpies for the corresponding phase transition lines
terminating at the triple points agree satisfactorily in
relative magnitude within the experimental error.

5. DISCUSSION OF THE RESULTS

Our calorimetric, x-ray diffraction, and DTA mea
surements performed under pressure revealed phase
trangitions and pressure-induced phases in the
(NH,)sWO;F; and (NH,);TiOF; ammonium oxyfluo-
rides with cryolite structure. Substitution of the spheri-
cal atomic cation by the tetrahedral ammonium cation
brought about, as expected, a substantial lowering of
the temperature at which the cubic phase loses stability.
For instance, the phase transitions from the cubic phase
in the K;WO3F; and K ;TiOF; compounds take place at
452 K [5] and 490 K [6], respectively, with the simulta-
neous formation of the ferroelectric and ferroelastic
states. Inview of the single crystals used here being too
small, we did not carry out studies of the permittivity
and polarization, which leaves the question of the exist-
ence of ferroelectricity in the distorted phases of
(NH,)3sWO;F; and (NH,);TiOF; open. Observations
performed with a polarization microscope showed that
the nature of the structural transformationsin both oxy-
fluorides investigated here is at |east ferroelagtic.

Although theresults of our studies areinsufficient to
establish the symmetry of the distorted phases, we can

PHYSICS OF THE SOLID STATE \Vol. 46
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maintain with confidence that the symmetry is different
for (NH,);WO;3F; and (NH,);TiOF5, because the latter
was found to change translational symmetry at T,

Asfollows from calorimetric data, the phase transi-
tions detected in our study are first-order transforma-
tions. Knowing the ratio between the jump in the
entropy and its total change, one can determine the
extent to which the transition is close to the tri-critical
point. For the G, —= G; transformation in titanium
oxyfluoride, this ratio is 0Sy/AS, = 0.84. The apprecia-
ble difference between the values of T, and &T, for this
compound, as determined by DSM and from quasi-
static thermograms, clearly indicates a noticeable
dependence of the hysteresis phenomena on the tem-
perature scanning rate and al so provides supportive evi-
dence of the phase transition being far from the tri-crit-
ica point.

Theintermediate phase G, in (NH,);WO;F; existsin
avery narrow temperature interval (T,—T, = 1.6 K) and
apparently disappearsinthe T vs. p diagram at low pres-
sures. Therefore, the degree of closenesstothetri-critical
point could be estimated only for the G, — G, transi-
tion by assuming, because the entropy is an additive
quantity, that the relation 3G, — G,) = 0§(G, —
G;) +09G; — G,) isvadid. Thetota latent heat found
from the thermograms is 20H; = 2700 + 150 Jmol. In
defining the entropy jump as 85(G, — G,) = Z8H,/T,,
we found that the G, —= G, phase transition in this
compound is also fairly far from the tri-critical point,
0SGy, — G)/ASG, — G,) = 0.8. We may recall
that some ammonium—fluorine cryolites and €elpaso-
lites, for instance, (NH,);ScFs [10] and Cs,NH,GaFg
[11], likewise exhibit large ratios 0S/AS, = 0.86.

Using the available information on the entropies of
the phase transitions and the displacement of transfor-
mation temperatures induced by hydrostatic pressure,
we used the Clapeyron—Clausius relation dT/dp =
(AVIV)IAS to estimate the relative changes in unit cell
volume AV/V at phase transitions in the vicinity of the
triple points (see table). Note that the pressure-induced
phasetransitionsin (NH,);WO;F;and (NH,);TiOF; are
apparently more clearly pronounced first-order trans-
formations, because the unit cell volume change for
these compounds is several times larger than AV/V for
transitions at atmospheric pressure.

The data listed in the table also suggest that the
entropy change for al phase transitions in both ammo-
nium oxyfluorides is typicadly ASR = In2. We can
therefore conclude with confidence that the observed
structural distortions are associated with the ordering of
some structural elements. Note al so that the phase tran-

(NH,)3TiOF; entail the same entropy change ASR of
approximately In8, despite the difference in symmetry

between the distorted phases. Figure 7 displays the
temperature dependence of the excess entropy. As
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shown by DSM studies, the change in entropy observed
in a number of tungsten oxyfluorides of cryolite struc-
ture with atomic cations is typically ASR < In2 [5].
Thus, it is obvious that substitution of tetrahedral for
spherical cations brings about a larger disorder in the

Fm3m cubic structure. On the other hand, phase tran-
sitions from the cubic phase occurring in (NH,);ScFg
and Cs,NH,CaF; are also accompanied by an entropy
change of In8 [10, 11]. Such alarge value of ASR was
assigned to partia ordering of the M3'F; octahedra
(In4) and ordering of the ammonium tetrahedra in the
4b position (In2). We do not currently have at our dis-
posal data on the structure of either cubic or distorted
phases of (NH,);WO3F; and (NH,);TiOFs. Therefore,
we believe that consideration of any model concepts
accounting for the established transition entropies
would be premature.

However, the rel ation between the entropies near the
triple points observed in the phase diagrams of both
oxyfluorides indicates that the pressure-induced con-
secutive phase transitions also belong to order—disor-
der-type transformations.

PHYSICS OF THE SOLID STATE Vol. 46 No. 5
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Abstract—The mechanism of the effect of an electric field on the metal—insulator transition with the formation
of superstructureis considered with allowancefor the field modulation of the el ectronic spectrum. Experimental
data on the switching effect in vanadium dioxide are interpreted on the basis of this modified model. © 2004

MAIK “ Nauka/Interperiodica” .

The effect of an electric field on the metal—insulator
phasetransition (MIT) has been attracting considerable
attention for a long time [1-5]. Obvioudly, the studies
of high-field effects are highly informative from the
point of view of elucidating the MIT mechanism.
Moreover, theideaof using MIT for practical purposes
in micro- and optoelectronics is without doubt very
promising.

For many transition-metal oxides, in particular, for
vanadium dioxide, the problem of the MIT mechanism
still remains a subject of controversy. Two aternative
models [6, 7] are traditionally considered: a structural
phase transition (for one-dimensional systems, this is
the Peierls transition) and the electronic Mott transi-
tion. In recent experiments on the switching effect in
vanadium dioxide—based sandwich structures, we have
shown [8, 9] that, at low ambient temperatures, in addi-
tion to Joule heating in the channel, high-field effects
play an important role if the switching temperature is
much smaller than the equilibrium MIT temperature
(Fig. 1) and the maximum free carrier concentration is
1-2 orders of magnitude smaller than the critical Mott
concentration (<10%° cm~3 for VO,). Therefore, one can
assume that, at high enough electric fieldsin VO, sand-
wich switches, a direct field dependence of the MIT
temperature should be observed.

In contrast to quasi-one-dimensiona (Peierls) sys-
tems with incommensurate superstructure, vanadium
dioxide has no conductivity related to collective
degrees of freedom, i.e, to charge density waves
(CDWs) [10, 11]. However, deformation of aCDW (for
example, in an electric field) can result in variation of
the free carrier density; dueto this, perturbations of the
CDW affect the conductivity of a material even at sub-
threshold fields[11]. In this study, in the framework of
such an approach, we consider the mechanism of the
direct effect of the field on the transition; this mecha-
nism impliesthat the model of MIT with the formation

of superstructure includes field modulation of the elec-
tronic spectrum.

The conduction band of VO, in the metal state is
formed due to the overlap of the wave functions of 3d
states of vanadium atomsforming parallel chainsaong
the C axis of the crystal. The MIT mechanism with
superstructure formation in vanadium dioxide isrelated
to Peierls instability of the one-dimensional a; band
(with X2 —y? symmetry), since the distance between the
cations along the C axis is known to be much smaller
than the distance between the nearest neighborsin per-

T, K
350+
250+
350+
50 | | | | |
0 0.2 0.6 1.0
Ex107° V/cm

Fig. 1. Field dependence of the critical switching tempera-
tureTy. ASE — 0, T tendsto the equilibrium value of the
MIT temperature equal to 340 K for vanadium dioxide.
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pendicular directions. Inthis case, the MIT isdescribed
by the structural phase transition of a chain of equidis-
tant vanadium atoms along the C axisto astatein which
the distances between the nearest neighbor atoms alter-
nate and the chain has a zigzag form (Fig. 2).

It is convenient to analyze the spectrum of strongly
localized states of valence 3d electrons in the Wannier
function representation; in this representation, the Hub-
bard Hamiltonian is[12]

+ U -+ +
H = z |:(81 - p-)ancano + Ean, can, can, —can, —ci|
®

+ z B(an Rn')a;can'm

nn,o

where a;, o (@, ) isthe creation (annihilation) operator
at the sitewith thetrand ation vector R, €, isthe energy
of the atomic one-electron level, | is the chemical
potential, U is the intra-atomic repulsion, B(R,,, R,) is
the overlap integral of wave functions (the transfer inte-
gra), and o isthe spin projection (1, 1).

The singlet dielectric pairing that gives rise to the
CDW state is due to electron—phonon interaction
described by the Frohlich Hamiltonian

He—p A/—kgon(q)(b +b—q)ak cak q,0! (2)

wheren(q) isthe electron—phonon interaction constant,
bfq (by) is the phonon creation (annihilation) operator,

alz o (& o) isthe Fermi creation (annihilation) operator

in the Bloch representation, k is the wave vector, and
N is the number of atoms.

Since a phonon Bose condensate with g = Q (gL~
0) exists in a state with CDW, Hamiltonian (2) W|th
operators in the Wannier representation assumes the
following form in the mean-field approximation [13]:

=3 Qg * blo)a o0 (-1Q Ry

©)

Introducing the electron—phonon interaction (3) into
Hamiltonian (1), we obtain a self-consistent equation
for the band gap A [10, 13],

= J’ds(2v(s))‘1
’ (4)

O 1v(E)+g v(e)—g
x%tanh[ kT }+tanh[ kT }E
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Fig. 2. Schematic configuration of vanadium atoms for a
chaininthe metal phase (open circles, which are at the same
distance b from each other) and in the insul ator phase (solid
circles, the distances between which aternate, 2a and 2c).
Here, @ is the angle between the axis of the atomic wave
function of the 3d state and the direction to the nearest
neighbor atom in the insulator phase.

wherev(g) = NGRS g isthetransfer integral in sec-
ond order of thetight-binding approximation producing
modulation of the Fermi surface, W is the band width,
and A specifies the singlet (CDW) solution.

The presence of parameter g in the model (we call it
the warping parameter) results in the appearance of
solutionsto Eq. (4) that allow for atemperature jump of
the gap, i.e., thefirst-order phase transition. The depen-
dence of these solutions on parameter g also demon-
strates the instability of the dielectric phase with
respect to a modulation of the Fermi surface.

Now, we consider the effect of adc field on the elec-
tron system in the model under consideration.

The matrix element of the interaction of electrons
with the electricfield E (e > 0) is

S(R,, R,) = eJ’W*(r—Rn)(Er)W(r—Rn.)dsr. (5)

Expressing the Wannier functionsw(r —R,,) in terms of
the Bloch functions u(k, r) [14], we can write Eq. (5)
for afield directed along the X axisin the form

SR, R,) = ——Zexp(kR -k'Ry)

XIexp[—i(k —k)rju*(k, r)xu(k'r)d r

(6)
- e—EZZ exp[kR, —k'R,]
NZL

[l

5%, 25k —k') + X(k)8(k — k)D,

where X(K) = i fu* (k, r)o/oku(u, r)e.

The first term in braces in Eqg. (6) determines the
motion of the center of gravity of the electron wave
packet in the field E [14]. If the quasimomentum relax-
ation time is much smaller than the characteristic time
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Fig. 3. Dependence of the band gap A on the warping
parameter g plotted in the normalized coordinatesfor differ-
ent values of kg T/W: (1) 0.0001, (2) 0.02, and (3) 0.01; gy is
the critical warping parameter, and Aq isthe gap in the spec-
trum at zero temperature.

hke/eE of thefield-induced variation of the packet (k- is
the Fermi quasimomentum), we can assume that the
matrix element of the interaction is determined mainly
by the second term in braces in Eq. (6). We note that
such behavior of the electron system practically corre-
sponds to the conditions of the dc current, where the
mean free path is much smaller than the period L, ~
hveleEa of spatial oscillations of band electrons (v is
the Fermi velocity, aisthelattice constant). Taking into
account &(k — k"), we can write the second term in
bracesin Eq. (6) as

S'(Rn Ry) = e_I\IIEZ exp{ik(R, —R)} X(k). (7)
k

Thus, in the presence of afield, the electronic sys-
tem is described by the Hubbard Hamiltonian with a
polarization contribution [similar to the third term in
Eqg. (1)] that describesthe field-induced d-electron tran-
sitions between sites

H" = % S'(Ry Ry)anan,o- 8
nn,o

In afirst approximation, we take into account the near-
est neighbor contributions to sum (8), which produce
homogeneous band broadening in an applied field. In a
second-order approximation, we include the overlap of
wave functions of the next-to-nearest neighbors. Inthis
case, an inhomogeneous field-induced contribution to
the electronic spectrum appears, which determines the
applied field-dependent modulation of the Fermi sur-
face.

Since g(E) = g, + SP(h), where g, is the modulation
of the Fermi surface in the absence of thefield and h =
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s/
0.06
0.04 1
0.02
1 1 M 1
0 0.01 0.02 0.03 0.04
kgT/W

Fig. 4. Temperature dependence of the critica warping
parameter g, for different values of A: (1) 3.6, (2) 3.7, and
(3) 3.9. The dotted lines correspond to the temperature
range where no jump in the gap is observed (see curve 3in
Fig. 3).

R, — R, ., the dependence of the gap in the energy
spectrum on the warping parameter calculated by
Eq. (4) (Fig. 3) can be represented as the external field
dependence. It is seen from Fig. 3 that a critical field
corresponding to the critical warping parameter g,
exists at which the gap collapses. The critical warping
parameter decreases with increasing temperature
(Fig. 4), which agrees with the results of a numerical
simulation of the switching effect in vanadium diox-
ide—based sandwich structures [8, 9] (Fig. 1). With the
problem stated in this way, the solution to Eq. (4) can
qualitatively describe the MIT with superstructure for-
mation in the presence of adc electric field and thefield
and temperature dependence of the band gap.

To estimate the field-induced contribution to the
warping parameter, we cal cul ate the interaction matrix
element (5) for various directions of the electric field.
For the next-to-nearest neighbors, we have

S(h) = eEILP(r)(xsin60+zcoseo)lP(r—h)d3r. 9

Here, the atomic electron wave function of the 3d state
in the spherical coordinatesp, 6, ¢ is

1 0 zpOzp? 2
Y(r) = expi == (1-3cos 08), (10

where ag is the Bohr radius, Z is the charge of the
atomic core (in units of the elementary charge), and
6, is the axia angle [in the (X, Z) plane] between the
direction of the electric field and the axis of the atomic
wave function.

In Fig. 5, the matrix element (9) is plotted as a func-
tion of thefield direction with respect to the C axis deter-
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mined by the angle ¢ = 8, + @ + arccos[(b° + ¢ —
a®)/2bc] (Fig. 2). The data used in the calculation are
taken from [6, 15]: b = 0.285 nmisthe interatomic dis-
tancein the chainin the metal phase, 2a = 0.312 nmand
2c = 0.265 nm are the distances in the insulator phase,
W [J1.1 eV isthewidth of the one-dimensional conduc-
tion band, R = 0.046 nm is the effective radius of the
atomic wave function, and @ = 0.032. The quantity (9)
strongly depends on the Bohr radius ag. In the calcula-
tions, we used two values. ag = R, corresponding to
strong localization of 3d electrons, and ag = €,R/6, cor-
responding to the case of medium localization for per-
mittivity € = 30-100 (&, = 65 isthe mean value) and an
electron effective mass of vanadium dioxide m* = 6m
(misthe free electron mass) [7].

It can be seen from Fig. 5 that the matrix element
vanishes for the direction parallel to the axis of the 3d-
electron wave functions ( ~ 23°) and reaches a maxi-
mum for aperpendicular field direction ({) ~113°). The
maximum value of Sh) is of the same order of magni-
tude as the warping parameter corresponding to the gap
collapse (Figs. 3, 4).

Thus, the above estimation confirms the conclusion
that, in the framework of the model suggested, a high
electric field (~10° V/cm) can produce the necessary
modulation of the vanadium dioxide electronic spec-
trum for the direct effect of the field on the MIT to be
observed.

Two remarks should be made in connection with
thisconclusion. Numerical analysis of the experimental
data on the switching effect [8, 9] shows that, at low
ambient temperatures (high switching fields), the effect
of field generation of carriersin vanadium dioxide also
occurs, producing a shift in the chemical potential (in
Eqg. (4), the chemical potentia is constant). However,
according to our estimates, the maximum change in
electron density (T = 15 K, E ~ 10° V/cm) up to the
switching threshold correspondsto achemical potential
shift of less than 0.005 eV, i.e.,, much smaller than the
obtained maximum values of the warping parameter
(Fig. 5).

From a thermodynamic point of view, one can rea-
sonably speak of the system undergoing a MIT and
about polarization of itsground state A = A(E) only if E
satisfies the condition 7 v:/eE < A, when particle cre-
ation by tunneling is exponentially suppressed [4].
Thus, the equilibrium value of the gap A is determined
by temperature and its field dependence produces a
dlight deviation from thermodynamic equilibrium
(weakly nonsteady state). In this respect, we note the
resultsof [16], wherethe casein which particle creation
by tunneling gives rise to a weak incommensurability
between the CDW and the lattice was considered; this
feature led to the conclusion that aslight increasein the
MIT temperature takes place in high electric fields
(>107 V/cm). In this study, the field dependence of the
transition temperature should be considered a manifes-
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Fig. 5. Dependence of the field-induced contribution to the
parameter of the Fermi surface warping S = SP(h) on the
angle Y for (1) ag = Rand (2) £,R/6; E = 10° V/cm.

tation of the effect of the field on the MIT (excluding
the neighborhood of the transition critical point, where
hveleE > D).
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Abstract—Dielectric spectrag'(v) and €"(v) of Ca; _ ,Pb, TiO5 ceramic samples (x =0, 0.15, 0.2, 0.4) have been
studied in the frequency rangev = 7-1000 cm™ at temperatures from 5 to 300 K using IR Fourier spectroscopy
and submillimeter-range techniques. In the low-frequency range, polar phonons were established to undergo
temperature-induced evolution. The results obtained are discussed in terms of the Landau theory of second-
order phase transitions for coupled soft modes. The existence of one (or several) phase state(s) in the interme-
diate concentration region of Ca; _,Pb,TiO; solid solutions is tentatively assumed. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Calcium titanate, CaTiO;, is a progenitor of the
extensive family of perovskite crystals, which encom-
pass a large variety of compounds, such as ferroelec-
trics and antiferroel ectrics, high-temperature supercon-
ductors, manganites exhibiting colossal magnetoresis-
tance, etc. Classical ferroelectrics, such as BaTiO;,
PbTiO;, and KNbO; and incipient ferroelectrics
SITiO; and KTaO4 have a perovskite structure [1]. The
permittivity € of the latter compounds, like that of nor-
mal ferroelectrics, depends strongly on temperature. It
grows under cooling to extremely large values, € ~ 10%,
but does not exhibit a peaked anomaly. At low temper-
atures, (T) saturates near 40 K, but no ferroelectric
phase transition takes place. Therefore, such com-
pounds are called incipient ferroelectrics.

Dynamic theory of the crystal |attice relatesthe tem-
perature divergence of the permittivity in perovskitesto
adecreasein the frequency of the soft polar mode of F,,
symmetry, whose existence isreliably supported by the
temperature behavior of infrared absorption and reflec-
tance spectra. It is presently believed that the static
dielectric anomalies in SITiO; and KTaO; are fully
determined by the temperature behavior of the soft
mode described by the Lyddane-Sachs—Teller relation
[2]. Inthis respect, the basic perovskite CaTiO; has not
been studied in sufficient detail. In CaTiOs, the permit-
tivity varies from 170 to 330 as the temperature is |ow-
ered from room to liquid-helium temperature [3], i.e.,
not as strongly as that in SrTiO; and KTaO;. Viewed
from the standpoint of the dynamic theory of ferroelec-

tricity, this assumes the existence in CaTiO; of alattice
instability in the form of apolar soft mode and that this
compound is prone to a ferroelectric phase transition.
This assumption was substantiated by the apparently
first observation [4] of the corresponding temperature
behavior of IR reflectance spectra. Quite recently, new
data on the soft mode in CaTiO; were published [5, 6].

Impurities are capable of inducing the transition to
the ferroelectric state. This phenomenon was studied in
considerable detail for SrTiO; : Ca[7], SITiO; doped
by other impurities [8], as well as for the Li and Nb
impurities in KTaO; [9]. The Ca; _,Pb, TiO; solid solu-
tionshavethusfar been investigated only onthe PbTiO4
side (x = 0.5) [10-12]. In this connection, investigation
of the dielectric properties and the possibility of induc-
ing ferroelectricity by varying the composition of
Ca, _,Pb,TiO; on the CaTiO; side appears of interest
from the standpoint of both applied and fundamental
research as an approach to determining the microscopic
causes of instability of these solid solutions against fer-
roelectric fluctuations and their transformation from the
incipient to real state. A positive answer to the question
of whether ferroelectricity can be induced was obtained
[13] in astudy of the permittivity €(v) in the frequency
range 10 Hz <v < 1 MHz and of the hysteresisloops. It
was established that the temperature of the phase tran-
sition to the ferroelectric state increases linearly with
increasing lead concentration, until at x > 0.28 the solid
solution transfers to the polar state for T > 0.

It was also shown in [13, 14] that Ca _,Pb,TiO,
solid solutions have relaxor properties at certain con-

1063-7834/04/4605-0927$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Experimental phase diagram of the Ca; _ ,Pb, TiO3

solid solution system derived from optical [17] (small open
circles) and dielectric [13] (small filled circles and squares)
measurements. The solid phase-transition lines are drawn
through the points, and the dashed lines are their extrapola-
tions. Phases IV and VI have tentatively tetragona struc-
ture, and phase V, orthorhombic. The multiphase points O
and F (large filled circles) are the assumed analogs of the
corresponding points on the theoretical phase diagram in
Fig. 16. The large open circles identify the three-phase
points whose reliability requires additional investigation.
Dashed vertical lines refer to the samples studied in this
work.

centrations x. For instance, studies of the dielectric
behavior of ceramics with low Pb contents revealed
[13] that, while compositions with x < 0.3 behave sim-
ilarly to pure perovskite, for x > 0.3 they exhibit a
dependence of the diffuse maximum in €'(T) on the
measuring field frequency and the maximae¢'(T,,,,) and
€"(Ta) do not coincide on the temperature scale. Neu-
tron diffraction study of a (CaysPhy5)TiO; solid solu-
tion suggests that its structure is orthorhombically dis-
torted by octahedron tilting and displacement of the
Pb?*/Ca%* ions from their central perovskite sites [14].
This solid solution has the same symmetry as calcium

titanate, ana—D;ﬁ3 [15]. Investigation of the real and
imaginary parts of the dielectric tensor led to the con-
clusion [14] that (CaysPhys5) TiO; has relaxor proper-
ties, which originate from structural frustration caused
by the tilting of the TiO4 octahedra in the CaTiO,
matrix. In the x = 0.1 and 0.2 compositions, the struc-
ture remains orthorhombic; the orthorhombic distor-
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tions decrease substantialy at x = 0.3 and 0.4 (the cor-
responding symmetry was not determined with ade-
guate precision), while for x > 0.5 the lattice is
tetragonal, as established by a TEM inspection of the
corresponding solid solutions [16]. While no evidence
of ordering of the lead and calcium atoms wasfound in
the x = 0.1 and 0.2 compositions, partial ordering was
shown to occur at x = 0.3 [16].

Ca, _,Pb, TiO; crystalswere optically studied and an
xvs. T diagram was constructed for 0.38<x< 1in[17].
Figure 1 presents these data together with the results
reported in [13]. We can see that there are several dif-
ferent phase statesin theregion 0.5 < x < 0.7.

Such a complex concentration behavior of the
Ca, _,Pb,TiO; solid solution system should manifest
itself not only on the macroscopic but also on the
microscopic level. This stimulated our investigation of
the spectral response of these solid solutions using IR
and submillimeter-range spectroscopy. The present
communication reports on the results obtained in a
study of the dielectric spectra €'(v) and €"(v) of
Ca, _,Pb,TiO; ceramic samples (x = 0, 0.15, 0.2, 0.4)
measured in the frequency range v = 7-1000 cm™ at
temperatures of 5-300 K. We are planning to extend
our studies to values of x from 0.4 to 1.0 in order to
cover the whole system of Ca, _,Pb,TiO; solid solu-
tions. The results obtained in thiswork are discussed in
terms of the Landau theory of phasetransitionsfor cou-
pled soft modes. A T—x phase diagram based on this
theory was constructed for this solid solution system.

2. EXPERIMENTAL

Samples were prepared using standard ceramic tech-
nology [13]. The dstarting materials were OSCh 16-2
grade calcium carbonate CaCO;, OSCh 5-2 grade tita-
nium dioxide TiO,, and OSCh 5-3 grade lead oxide
PbO. Following calcination at 1150°C for 20 h, the
samples were finaly sintered for 1 h at 1390°C in
sealed Pt crucibles in an environment of excess lead
oxide. X-ray diffraction analysis showed the samplesto
be single-phase and have perovskite structure. All sam-
ples had a density of 0.92-0.95 of the theoretical x-ray
value.

Samples in the form of polished pellets 1 cm in
diameter and 0.05 to 0.3 mm thick were used to mea-
sure submillimeter-range spectra of transmittance in
the region from 3 to 18 cm at temperatures from 5 to
300 K and IR reflectance spectra in the range 30—
1000 cm at room temperature. In the former case, the
measurements were carried out on an Epsilon custom-
made BWT spectrometer [18], and in the latter, with a
Bruker-113v Fourier spectrometer.

Quantitative information on the phonon line param-
eters was obtained from a dispersion analysis per-
formed in terms of the model of additive oscillators
with damping. The €'(v), €"(v), and R(v) spectra were
least squares fitted using the relations
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Here, €, is the high-frequency dielectric constant, v; is
the natural frequency, y; is the damping constant, and

Ag; is the dielectric contribution, with Az»:ivi2 =f, being
the oscillator strength for each mode.

3. CRYSTAL STRUCTURE AND FACTOR-GROUP
ANALY SIS

Calcium titanate has an ideal cubic perovskite struc-

ture with space group Pm3m—0§ at temperatures T >

1580 K. As the temperature is lowered, CaTiO; under-
goes a sequence of phase transitions, whose tempera-
tures and the symmetry of whose resulting phases have
not thus far been established unambiguously [19, 20].
The phase sequence is assumed to be the same as that
in SrZrO5, namely, Pm3m —» 14/mcm —» Cmem —
Pnma [21]. For T < 1380 K, the structural distortion
becomes stabilized, to be finally described by a rhom-
bic unit cell with parametersa=5.444 A, b=7.644 A,

and ¢ = 5.367 A and symmetry Pnma—D3. (Fig. 2a)
[15, 22]. The deviations from cubic structure are small,

with the parameter of the reduced unit cell (a/ J2, 612,

c/ J/2) being 3.82 A. The unit cell contains four formula
units; therefore, there are 60 vibrational degrees of free-
dom in the rhombic calcium titanate.

Based on the rhombic structure of CaTiOg, Cochran
and Zia[23] found that the distortion of the cubic per-
ovskite cell requires three soft modes (at the M, R, and
X points) for its description. Subsequent analysis
revealed, however, that the observed displacements of
atoms can be described in terms of only two soft modes
at the M and R points of the cubic Brillouin zone and
that the modes at the X points should instead be consid-
ered to be secondary order parameters[24, 25]. Figure 2b
shows the transformation of the first Brillouin zone
under these distortions. The high-temperature phase

transitions enrich the I' point spectrum of the D%ﬁ
phase of CaTliO; with new lines as compared to the
spectrum of ideal perovskite. The degeneracy of the
threefold degenerate modes at the zone center of the
cubic phase is lifted, and zone folding transfers the
modes from the M, R, and X points at the boundary to
the zone center (Fig. 2b). Figure 3 displays the corre-
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Fig. 2. (a) Unit cell of orthorhombic CaTiO5 and (b) Bril-
louin zones of the simple cubic, ', and orthorhombic, I,

unit cells. Points M, R, and X of the cubic cell passinto the
center of the Brillouin zone of the orthorhombic cell asthe
Pm3m —— Pnma antiferrodistorsive phase transition
occurs.

sponding correlations of the representations. To make
the pattern complete, correlations of the symmetry
typesfor the phase transition in PbTiO; are also shown.

Ab initio calculations of the soft mode frequencies
for calcium titanate have been performed in a number
of publications. It turned out that the polar soft mode
frequency for the cubic calcium titanate is imaginary
for T=0andisequal (incm™) to 153i [27] or 140i [28].
This means that if the calcium titanate were cubic, it
would be aferroelectric with afairly high ferroelectric
transition temperature. Analogous calculations per-
formed for the rhombic phase yield about 90 cm™ for
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Composition of the mechanical representation for CaTiO; and selection rules
O} -phase: F,, (T'g) [silent] + 4F, (T;o) [IR]
D¢ -phase: 7A, [Raman] + 5B, [Raman] + 7B,, [Raman] + 5B3, [Raman] + 84, [silent] + 10B,, [IR] + 8B,, [IR] + 1083, [IR]

Fig. 3. Composition of the mechanical representations and correlation diagrams for the symmetry types of the Pm3m cubic perovs-
kite, tetragonal PAmm PbTiO3 phase, and orthorhombic Pnma phase of CaTiO3. The notation in the representationsisin accordance
with that from [26]. The numbers preceding the symbol of an irreducible representation indicate how many times it enters the
mechanical representation, and the numbers following it (in parentheses) specify the dimension of the small irreducible represen-
tation. The acoustic and optic modes are decoupl ed. To make the figure more revealing, we show below the composition of mechan-
ical representations for the centers of the Brillouin zones of the cubic and rhombic CaTiO3 phases, the representations for the cubic
phase being given in both spectroscopic notation and according to [26]; the activity of modesin Raman scattering and IR absorption
is specified in brackets after the symbol of the irreducible representation (silent meansthat the mode isinactive in both Raman scat-
tering and IR absorption).
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Fig. 4. Submillimeter-range transmittance spectra of a

CaTiO3 ceramic plate of thickness d = 0.245 mm recorded

at 5 and 300 K. Points are experiment, and lines are calcu-
|ations made using the Fresnel relation for the transmittance
of aplanedielectric layer with parameters€' and €" givenin
Fig. 8. The numerasidentify the peak numbers m.

the soft mode frequency [28]. In this case, there should
be no ferroelectric phase transition, exactly what is
observed experimentally.

4, SUBMILLIMETER AND INFRARED SPECTRA
4.1. Calcium Titanate

Figure 4 presents submillimeter-range transmittance
spectra Tr(v) of a ceramic plane-parallel CaTiO; plate
with a thickness d = 0.245 mm. The spectra feature
oscillatory curves typical of transparent samples and
indicating interference of plane monochromatic elec-
tromagnetic waves in the sample (the Fabry—Perot
effect). In these conditions, maxima in the transmit-
tance appear with varying radiation frequency every
time an integer number of half-wavesfit into the sample
thickness:

m(A/2) = nd,

where m is the number of the interference maximum,
A is the radiation wavelength, and n is the refractive
index. The positions of the peaks of transmittance Tr(v)
on the frequency scale and their separation are deter-
mined by the magnitude of the refractive index n(v),
and the values of Tr(v) at the maxima and the oscilla-
tion swing are governed by the extinction coefficient
k(v) (the imaginary part of the refractive index). The
contraction of the interference pattern in Fig. 4
observed under sample cooling indicates an increase in
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Fig. 5. Infrared reflectance spectrum R(v) of a ceramic
CaTiO3 sample measured at 295 K and the absorption spec-
trum €"(v) derived fromit by dispersion analysis. The points
in the R(v) spectrum are experiment, and the solid and the
dashed lines represent model description using thirteen
oscillators, with and without inclusion of coupling between
the two oscillators extreme in frequency, respectively. The
filled circle on the |eft is the reference value of R calculated
from submillimeter-range datafor €' and €".

the refractive index at low temperatures. Note that the
refractive index isindependent of frequency both at 295
and at 5 K, which is indicated by the equidistant peak
positions in frequency at both temperatures.

Table 1. Frequencies v;, dielectric contributions Ag;, and
damping coefficients y; of IR-active modes in CaTiOs
obtained by dispersion analysis of the reflectance spectrum
R(v) displayed in Fig. 5

i v;, cmt Qg Y, cmt
1 108.7 140+ 2 19.6
2 170.6 10.10 16.2
3 187.3 2.70 101
4 223.0 1.40 85
5 252.5 1.90 56.3
6 260.9 0.40 145
7 307.0 0.40 11.7
8 3124 0.10 19.7
9 3235 0.90 254
10 373.2 0.40 30.2
11 441.3 0.80 43.7
12 449.1 0.20 24.7
13 541.6 1.30 274

Note: Theaccuracy of determination of v; and y; is+0.1 cm ™2, and
that of Ag; for i = 2-13 is £0.05. The measurements were
made at room temperature. The coupling between the first
and thirteenth oscillatorsis 8;_13 =63 £ 3; €,, = 5.20 £ 0.05.
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Fig. 6. Temperature dependences of the real and imaginary
parts of the permittivity €' and £" of CaTiOs. Opencirclesare

submillimeter-range measurements made at v = 10 cm‘l,

filled circles are the calculated dielectric contribution Ae
from the soft mode, and the solid line represents static per-
mittivity [13].

120 T T T T T T T
2 7
100} Qi i .
s
X
7 A
g 80 %,’ i
13}
> 2
ot 4
'g 60 ,’{ .
© P
« -
S ’ ;’}
s 40 L, i
c P y ]
S Y
20+ 2 P g _
'/’ _ /i/
R4 ""i'_-”'i
0 al 1 1 F—/—/I 1 1 1 1 1
—150 -50 O 100 200 300
T,K

Fig. 7. Temperature dependences of the soft mode fre-
quency and damping in a ceramic CaTiO3 sample obtained
by fitting the oscillator model to experiment (Fig. 5).

The solid linesin Fig. 4 are fits to the experimental
Tr(v) relation made using the Fresnel expression for the
transmittance of a plane dielectric layer. This fitting
procedure makesit possibleto derive thereal and imag-
inary parts of the refractive index n(v, T) and k(v, T),

PHYSICS OF THE SOLID STATE \Vol. 46

VOLKOV et al.

the real and imaginary parts of the permittivity €'(v, T)
and €"(v, T), and the reflectance R(v, T) [18].

Figure 5 shows infrared reflectance spectra R(v).
The solid line displays the results of a dispersion anal-
ysis performed by least squares fitting using Egs. (1)—
(3). The R(v) spectrum was modeled by a sum of thir-
teen harmonic oscillators (as follows from a factor-
group analysis (see Fig. 3), the IR spectrum should con-
tain 25 lines of symmetry 9B, + 7B,, + 9B,,; apossible
explanation for the smaller observed number of these
lines is proposed in [6]). All the oscillators were
assumed to be independent, and only the coupling of
the first to the last oscillator (solid line in Fig. 5) was
taken into account. We made use of the imaginary cou-
pling 8,_,5 traditionally employed in the case of perovs-
kites [29]. As seen from Fig. 5, the inclusion of this
coupling is essential for frequencies above 500 cm™2.
The values of the parameters thus obtained arelisted in
Table 1.

Reflection IR spectroscopy has awell-known short-
coming in that it cannot provide good accuracy for
measuring reflectance spectra R(v) at low frequencies,
below approximately 100 cmrt. We sidestepped this
drawback in the calculations by assigning a large
weight to the high-precision low-frequency value R =
0.73 £ 0.01 (filled circle on the left of Fig. 5), which
was derived from submillimeter dataon n and k. Shown
in the bottom part of Fig. 5isamodel absorption spec-
trum obtained using 13 oscillatorsand corresponding to
the experimental R(v) spectrum. Figure 5 illustrates a
complex and not obvious relation between the reflec-
tance, R(v), and absorption, €"(v), spectra; indeed,
strong and large variations of R at high frequencies are
paralleled by only weak €" fluctuations, whereas at low
frequencies the much weaker dispersion of R(V) is con-
trasted by a high lattice peak.

As seen from Table 1, the major contribution to the
static permittivity €, comes from only one mode, the
lowest frequency mode, with a dielectric contribution
Age = 140. The remaining 12 vibrations combined with
€, yield about 26, i.e., ~15% of the total value. Assum-
ing the temperature-induced variations in €'(T) and
€"(T) observed in the submillimeter range to be due to
the temperature evolution of this strongest mode (we
call it soft) of frequency Qy, i.e., disregarding the tem-
perature variations of the remaining contributions, we
obtain the following temperature dependence for the
soft mode contribution:; Ag(T) =€'(T) —26. Thisrelation
isplottedin Fig. 6 withfilled circles. We further assume

the soft mode oscillator strength f(T) = Ag(T) Qf,, (M,
just like €, to be independent of temperature, which is
equivalent to the assumption that the Lyddane-Sachs—
Teller relation holds. This assumption is substantiated
by the almost perfect coincidence of the submillimeter
values of the permittivity €' with the static permittivity
€, measured at low frequencies [13] and, hence, by the
absence of lower frequency excitations complementary
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to the soft mode. With known room-temperature values
of Ag and Q,, (Table 1), wefind the reference oscillator

strength at room temperature, f = 1.7 x 10° cm, and
use this constant value of f to calculate the temperature
behavior of the soft mode frequency Qy(T) from the
Ag(T) dependence (Fig. 7).

The Ag(T) and Q) (T) relations obtained in this way
were employed to derive the temperature dependence
of the soft mode damping y(T). To do this, we used
Lorentzians at fixed temperatures for given Ac and Qy,
to model frequency dependences of the permittivity
€'(v) and €"(v) with the values of y at which the calcu-
lated low-frequency tails of the €'(v) and €"(v) lines
would pass through the experimental valuese' and €" in
the submillimeter range (Fig. 8). The temperature
dependence of damping, y(T), obtained in this way is
plotted in Fig. 7.

The data presented in Fig. 8 give the complete fre-
guency and temperature pattern of the soft mode behav-
ior in CaTiO; constructed following the above tech-
nique. It appears appropriate to note here that because
the frequency of the soft mode is low and its intensity
is high, observation of the soft mode using the tradi-
tional IR reflectance method is highly problematic. Fig-
ure 9 compares the absorption spectra due to the soft
mode with the corresponding reflectance spectra. We
see that the remarkably strong frequency- and tempera-
ture-induced transformations of the soft mode are very
weakly manifested in the reflectance spectra. The soft
mode parameters can be successfully extracted from
such spectra only if absolute measurements of the
reflectance are made with a high enough accuracy (not
worse than 1%) throughout the spectrum covered.

4.2. Ca; _,Pb,TiO; Solid Solutions

These solid solutions were measured following a
technique similar to that described in the preceding sec-
tion. Figures 10 and 11 present the sets of spectra
obtained in this study at various temperatures, namely,
the IR reflectance (for frequencies above 20 cm™) and
the submillimeter transmittance and phase (insets
below 20 cm™) for samples with x = 0.15 and 0.4. The
spectraof the real and imaginary parts of the permittiv-
ity in the low-frequency domain are displayed in
Figs. 12 and 13.

The reflectance spectra have a pattern typical of per-
ovskites and resemble those of pure CaTiO; (see Sub-
section 4.1, aswell as[4-6, 30]). In Ca, _Pb, TiO5 sam-
ples (as in CaTiOjy), only the three lowest frequency
modes provide the main contribution to the macro-
scopic dielectric behavior of the samples. The com-
bined contribution to &, = €, + Z;Ag; coming from the
remaining (i > 3) high-frequency lines does not exceed
15%. Note the radically different temperature behavior
of the spectraof the samplewith alow lead content (x =
0.15) and of the sample with x = 0.4. The frequency
range below ~200 cm™ for the former sample can be
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Fig. 8. Frequency and temperature dependences of €'(v, T)
and €"(v, T) associated with the soft modein CaTiO3. Points
are experiment (Fig. 4), and lines represent model calcula-
tions involving thirteen oscillators with the parameters
listed in Table 1.
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Fig. 9. Comparison of R(v) and €"(v) spectra obtained at
different temperatures for CaTiOj3.

satisfactorily approximated by three lines (labeled in
Fig. 12 by M;, M,, M5). At 300 K, the static value of the
permittivity extrapolated from spectra of the x = 0.15
sample is g5 = 250; this quantity grows steadily to
become about three times higher at 5 K. As seen from
Fig. 12, thisgrowth is caused by the simultaneous soft-
ening of al threelinesindicated above. By contrast, the
temperature behavior of the lines of the x = 0.4 sample
isradically different; indeed, only the lowest frequency
mode M, is relatively unstable in temperature, the tem-
perature dependence of the mode being not monotonic
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Fig. 10. Reflectance R(v) and transmittance Tr(v) (inset) spectra obtained at 5 and 300 K on aCa; _ ,Pb, TiO3 sample with x = 0.15.
Points are experiment, and lines represent fitting with the model of additive oscillators described by Egs. (1)—«3). Sample thickness

d=0.3mm.

(Fig. 13). In the beginning, as the temperature is low-
ered, the mode softens, but below ~180 K it starts to
harden again, with the static dielectric contributions at
high and low temperatures being approximately the
same (€, = 650). Thereisone more difference which we
believe to be significant; namely, the width of the M;
mode in the sample with x = 0.4 is very large as com-
pared with that of the sample with alow lead content
(cf. Figs. 12, 13). Its profile retains the resonance char-
acter of an overdamped oscillator (negative €'(v) at high
frequencies). This qualitative description is illustrated
in Figs. 14 and 15.

Figure 14 illustrates the temperature behavior of the
squared freguencies of modes M;, M,, and M; obtained
for x =0, 0.15, 0.2, and 0.4. The samples with a low
lead content exhibit softening of all three resonances
(for Mg, it issmall), afeature characteristic of the con-
ventional temperature dependence of soft modes. All
these modes are definitely coupled. In samples with x =
0, 0.15, and 0.2, the temperature and concentration
dependences of the soft modes M,, M,, and M5 and of
the static permittivity €, taken from [13] are seen to be
correlated in accordance with the Lyddane-Sachs—
Teller expression (in-phase variation of the soft-mode
frequencies and inverse static permittivity). The tem-
perature of the transition to the polar state remains,
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however, negative, as follows from extrapolating the
graphsfor the M, and M, modes, but is higher than that
for pure CaTiO; (the extrapolated valueis T, = —142 K
inour study (Fig. 7) and T,=-110K in [6]). This does
not hold for the x = 0.4 sample. The variation of the M,
mode frequency with temperature is nonmonotonic
here, which implies possible phase transitions for T, >
70 K. Note that the M, and M5 modes are indistinguish-
able (their frequencies are probably very similar; we
denoted them by M, 3) and practically independent of
temperature.

Figure 15a plots temperature dependences of the
dielectric contributions due to resonances. For samples
with x < 0.3, the static [ 13] and our total dynamic values
correlate satisfactorily on the quantitative level, g, =
€, + ZAg (i = 3), throughout the temperature range
covered. On the other side, for x = 0.4, the dielectric
contribution from the M; maode reaches its maximum
[e(T) ~ 950)] near 180 K, which is close to the high-
temperature maximum of the low-frequency permittiv-
ity &(T) plotted in Fig. 15b. Note that linear extrapola-
tion of the high-temperature part of the v¥(T) depen-
dence for thisline (Fig. 14) and an analogous extrapo-
lation for the low-frequency €(T) dependence shown
in Fig. 15b yield approximately the same temperature
(~70 K). The same applies to the extrapolations of the
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Fig. 11. Spectraof reflectance R(v), transmittance Tr(v), and phase shift ¢(v) (inset) obtained at 300 K on Cag; _ ,Ph, TiO5 samples
of variousthicknesses with x = 0.4. Points are experiment, and lines represent fitting with the model of additive oscillators described

by Egs. (1)—(3).

low-temperature parts of both dependencesto zero near
250 K. The absence of the double-humped feature in
the Ag(T) graph (Fig. 15) ismost likely dueto the large
step AT chosen for measuring the spectra. Thus, in the
samplewith x = 0.4, we also have a correlation between
the static and dynamic data. The small quantitative dis-
crepancy may be associated with the fact that the static
and spectroscopic measurements were conducted on
different samples (but prepared using the same technol-
ogy). Note that at x = 0.4 a solid solution is difficult to
prepare and samples may beirreproducible. Finally, we
note a certain analogy (the presence of two maxima,
albeit inverted in intensity on the temperature scale) in
the behavior of ¢(T) in the Ca, _ ,Pb, TiO; sample with
x = 0.4 and in ceramics [31] and CdTiO; crystals[32].

Table 2 lists, for various Ca, _,Pb,TiO; composi-
tions, the oscillator parameters for the three lowest fre-
guency lines obtained at 5 and 300 K using the above
spectral fitting.

5. DISCUSSION AND PHASE DIAGRAM
OF Ca, _Pb,TiO; SOLID SOLUTIONS

To gain a better understanding of the experimental
results obtained, let us consider a simple model within
the phenomenol ogical theory by Landau.
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The CaTiO; perovskite is cubic (Pm§m—0ﬁ sym-

metry) above 1580 K and undergoes a sequence of
three phase transitions [15]

16 1380K 17
Pnma—D;,, <—— Cmcm-D,,,

1500 K 18 1580K P 1
<~ l4/mcm-Dy,, ——— Pm3m-0,,.

These high-temperature phase transitions are
described as resulting from distortions because of the
threefold degenerate phonon modes at the R and M
points of the Brillouin zone being unstable. The eigen-
vectors of these modes display pure rotation of the TiOg
octahedra (in-phase or anti-phase for the adjacent octa-
hedral; see Fig. 2a) about different axes of the perovs-

kite cell [33]. The phase of symmetry I4/mcm—Diﬁ is

realized when only one component of the threefold
degenerate mode at the R point condenses. Additional
condensation of one component of the unstable M
mode gives rise to a phase transition to the orthorhom-

bic Cmcm—D;Z and ana—Dzlﬁ3 phases, with one more

R-mode component condensing in the latter case. The
situation becomes still more complex when the rota-
tions are complemented by displacements of Ti ions
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Fig. 12. Spectraof thereal, €'(v), and imaginary, £"(v), parts
of the permittivity of aCa _ ,Pb, TiO3 samplewith x=0.15.
Points are experiment, and lines represent fitting with the
model of additive oscillators described by Egs. (1)—(3). The
letters M4, My, and M3 denote the three lowest frequency

lines in the spectra.

from their octahedral sites, for which the zone-center
mode of symmetry F,,, isresponsible. Structural distor-
tions associated with al the above three soft modes
were analyzed in [34] using the group-theoretical
method, and 60 low-symmetry phases were indicated.
Note that the above communication does not list al
symmetry-allowed distortions, whose number can be
shown to amount to 92, but consideration of this point
is beyond the scope of the present paper. It is essential

here that the ferroel ectric phases Pmc21—C§,, , Pmn2,—

C,, , and Pma21—C§V originate from the ana—Diﬁ
phase when one or two components (of equal ampli-
tude) of the threefold degenerate F,, mode also con-
dense [34].

In what follows, we use Landau’'s thermodynamic
theory for second-order transitions, which is based
essentially on the assumption of the possibility of
expanding the nonequilibrium potential ®(n) in powers
of the “small” parameter | (the order parameter) and
keeping only low-order terms. In our case, the order
parameter should be made up of basis functions of the
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Fig. 13. Spectraof thereal, €'(v), and imaginary, £"(v), parts
of the permittivity of a Cay _ ,Ph,TiO3 sample with x = 0.4
at various temperatures. Points are experiment, and lines
represent fitting with the model of additive oscillators
described by Egs. (1)«3). The letters M; and M, 5 denote
the two lowest frequency linesin the spectra.

representations corresponding to the displacement
modes M;, Rg, and I 4 (F4,). (We employ herethe nota
tion of irreducible representations devel oped by Kova-
lev [26].) Because each of the Ms, Rg, and I, modesis
threefold degenerate, the order parameter n is nine-
dimensional [(mlv rnZ’ rnB)(rl’ r2! r3)(gl1 921 g3)] The
solutions of the equations of state for the above phases
(and afew others as well) are vectors in representation
space; they are listed in Table 3 and are similar to the
corresponding vectors specified in [34]. Since these
model-independent solutionsfor each mode are charac-
terized by a single parameter, the corresponding effec-
tive thermodynamic Landau potential can be writtenin
the “isotropic” form with biquadratic interaction
between modes (neglecting the threefold mode degen-
eracy and the need to introduce anisotropic terms into
the potential):

2 4 2 4 2 4
® = a,m"+a,m +BorT+ Bur +y,gn +y,g 4
5 2 2 2 2 2 2 ( )
- 22mr _szzmg —I’]22r g +
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Fig. 14. Temperature behavior of the low-frequency modes
in Cay _,Pb, TiO3 solid solutions (M4, My, and M3 indicate
the three lowest frequency linesin the spectra) for different
valuesof x: x=0.15 (filled circles, solid lines), x=0.2 (open
circles, dashed lines), and x = 0.4 (triangles, dash-dotted
lines). The right-hand (nonlinear) scale provided for conve-
nience duplicates the |eft-hand one. The dashed line origi-
nating from point To = —105 K compares the soft-mode

behavior in pure CaTiO3 [16].

Potential (4) is a function of components of the three
modes m, r, and g (no longer degenerate) and is trun-
cated to the fourth order of invariantsin the pure modes
and to their biquadratic coupling. The Greek letters
denote the constants of the potential, which, in general,
depend on external conditions (temperature, pressure,
crystal composition, etc.). We assume here that mode
coupling lowers the energy of the system, i.e., that
05, >0, €5, > 0, and n,, > 0. In addition, we assume (as
isusually donein the Landau theory) that only the con-
stants a,, B,, and Y, in the quadratic terms are linear
functions of the temperature and concentration:

a, = amT(T_TM) + Gmx(X_XM)i
BZ BrT(T _TR) + Brx(x_ XR)I

Y2 ygT(T_TI') +ygx(X_XI')-

The equations of state of model (4) are 9d/om= 0d/or =
0®d/0g = 0 and allow the following eight solutions:

O m=r=9=0;

2 a,
z = = = —=
() mz0, r=0, g=0: m 2a,
B,

2yYm=0, r#0, = 0: r2-——,
(2) g o0,
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Fig. 15. Temperature behavior of the oscillator parameters
of low-frequency modes in Cay - ,Pb,TiO3 solid solutions.
M1, My, and M3 label the three lowest frequency linesinthe
spectrum. (a) Dielectric contribution Ag(T) for the M, and
M, modes; notation isthe sameasin Fig. 14; 55 15 and g,
are the total dielectric contributions from the lowest fre-
quency modesin thex = 0.15 and 0.2 samples, respectively.

(b) Temperature behavior of &(T) and ~X(T) for thex = 0.4
sample measured at afield frequency of 1 kHz. The dashed
and dotted straight lines plot the Curie-Weiss linear rela

tions for 7(T).
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The correspondence between these solutions and the
model-independent solutions listed in Table 3 is fairly

obvious, with the exception of the D; and Dzlﬁ
phases, on the one hand, and the polar orthorhombic

phases Cgv, CZV , and Cg,, , on the other, which are

2
m

2
<=

2

1
2

_ 1—(434[34

2

_ 1(4Baya—

VOLKOV et al.

r]zz)az +(2Y,0, + €N )R + (254522 + 0,0 22)V2

(4a,y,—

02€0N 2

—(40,4B4—

822)[32 +(2y,0,, + €xN )0, + (2(147] 27t 522522)\/2

522)\/4 + Ofm »t 34522

020€2MN 2

—(40,4B,—

622)\/2 + (204N +€5,0,,) B, + (234822 + 0,0 22)0‘2

622)\/4 + 0(4r] 2t |34522

02€0N2

—(40,B,—

“indistinguishable”

622)\/4 + C‘4”22 + 84822

within model (4). Becausethe sym-

metry of the polar phases still remains unknown, this
does not make the proposed form of the potential
invalid. The same applies to the two rhombic phases,

D% and Dgﬁ the former not having been established

Table 2. Numerical values of the oscillator parameters for the three lowest frequency modes M4, M,, and M3 in Ca _,Pb, TiO;
solid solutions calculated for 5 and 300 K

Oscillator parameters
Sample T, K Mode
v, cmt A y, cmt total dielectric contributions
x=0 300 1 81 24.5 60 >Agy,, = 138.3
2 106 90.0 21 SR = 22.3
3 130 23.8 17 €,=5
5 1 66.2 131.1 17.0 >Ag,, =392.1
2 73.4 2104 135 SNAgr=223
3 107.8 50.6 13.2 €,=5
x=0.15 300 1 69 88 60 >Agy, =233
2 %5 60 21 SAgR=7.3
3 105 85 17 €,=5
5 1 18.2 415 60 >Agy, =657.2
2 47 491.0 21 2AgRr=73
3 87 124.7 17 €,=5
x=0.20 300 1 59 126.3 9 >Agy, =261.9
2 95 66.8 36 SAeg=8.1
3 107 68.8 107 €,=5
5 1 15.6 151.7 0.9 >NAg, =731.2
2 41.0 480.0 4.2 >Agr=8.1
3 97.0 99.5 35.0 €,=5
x=04 300 1 33 512 35 >Agy, =595
23 89 83 34 SAeR= 138
€,=5
5 1 29 643 20.0 > gy, = 686
2.3 87 43 21.0 >NAgr=13.8
€,=5

Note: v isresonance frequency, A is dielectric contribution, y is damping constant, €, is high-frequency (electronic) permittivity, >Agy,
isthe total dielectric contribution from the M;, M,, and M3 modes to static permittivity, and ZAg g is the same from the remaining

higher frequency modes.
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reliably [15]. Note, however, that the stability regions
of the latter phases become different after adding to
Eqg. (4) both sixth-order terms and termsresponsiblefor
the coupling anisotropy.

By analyzing the positive definiteness of the corre-
sponding Hessian and checking the redlity of the roots
of the equations of state (5), we constructed aphase dia-
gram; one of its cross sections is presented in Fig. 16.
By virtue of the above assumptions, thex and T axesin
Fig. 16 are straight lines. The x—T plane is superposed
on the V., plane to better revea the most essential
gualitative details of the experimental pattern.

(1) The existence of two (or three) high-temperature

phase transitions Oy <= Dj. a T., and to the Dar
phase at T, (we recall that, in the model at hand, the

region of existence of the Dzlﬁ phase coincides with

that of Dy and, thus, is not considered subsequently as
a separate areq).

(2) Theposition of the concentration axisx ischosen
such that the phase transition at T; for x = 0 (pure
CaTiO;) to one of the polar phases takes place at hega-
tive temperatures. The transition temperature increases

linearly with concentration (the T—T.5 line of second-
order phase transitions in Fig. 16 is a straight line,

which agrees with the linear dependence ToB ~ (X=X
established experimentally in [13]) and shifts toward
theregion of positive temperatures, until finally, for T >

T.s , the phase transition occurs to the polar ferroel ec-
tric state at T > 0. Our spectroscopic data do not allow
us to pinpoint to which of the three low-symmetry C,,
phases the solid solutions transfer because of the
impossibility of performing polarization measurements

on ceramic samples. Identification of the Cj, phasein
Fig. 16 with the polar state was made under the assump-
tion that the B,, mode is unstable [recall that the three-

fold degenerate I",4(F;,) perovskite mode in the Dzlﬁ

phase is split into three components, B,, + B,, + By].
On the other hand, our samples with x = 0.15 and 0.2
revealed two essentially soft lines (M;, M,). This may
indicate the possibility of a sequence of at least two
phase transitions to different polar phases involving a
change in the direction of the polarization vector.
Model (4) should be complicated in this case by taking
into account the threefold degeneracy of the F;, mode.
Near the x = 0.3 concentration, the diagram (see Fig. 1
and [13, Fig. 3]) should have athree-phase point and a
wedge-shaped region for the monoclinic phase separat-
ing two C,, phases of different symmetries.

(3) As the lead concentration is increased still fur-

ther, a tetragonal ferroelectric phase of symmetry Cie

arises between T, and T.s. The existence of an interme-
diate phase may account for the shape of the spectral
density of the x = 0.4 sample. As already mentioned, its
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Table 3. Some modd-independent solutions (characterized by
asingle parameter for each mode) of the equations of state for
theorder parameter transforming according to thereduciblerep-

resentation Mg 0 Rg O T4, of the Pmém—oﬁ Space group

No. Order parameter Sp?fse r?J%%%rand
1 [m00 [000 |000 P4/mbm-Dj,, (N 127)
2 |000 |r,00 |000 | 4/mem-Dj; (N 140)

3 /000 [000 [g00 |P4mm-Cj, (N 99)

4 | 00m; |Oryr, | 000 Pnma—Dj. (N 62)

00mg {00r; |000 | Cmcm-D3 (N 63)

5 |m00 [000 [00gs | P4bm-C2, (N 100)

6 /000 [r,00 [g00 | 14cm-Cy (N 108)

m00 |r—0 | g0 | Pmc2,~C3, (N 26)

7 {00mg | Oryry 09,0, Pmn21—CZV (N 31)

00m; [Oror, | g,00 | Pna2,-Cj, (N 33)

Note: The numbers of representations are given according to the
notation used in [26]. The column labeled “ order parameter”
definesthe order parameter and is separated into three subcol -
umns identifying the components of the threefold degenerate
perovskite modes that condense at the corresponding phase
trangition, namely, Mg (my), Rg (r;), and I" 1 (g;), respectively.
The space groups are written in both the Hermann—Mauguin
and Schéonflies notations. Their numbers are give in accor-
dance with the International Crystallography Tables.

spectrum has a broad line M; in the low-frequency
region. On the one hand, this allowsthe conclusion that
this sample can be considered arelaxor (strong low-fre-
guency dispersion). On the other hand, at these concen-
trations, one may expect the existence of several more

phases differing from both the D;ﬁ perovskite and the

Civ polar phase of the lead titanate (see Fig. 1). As
suggested by our simple model, these two phases

should be separated by the C,. phase (in Fig. 1, this
may be the region of phaseVI) or by a phase belonging

to a subgroup of lower symmetry, C2. or C52, which
has the same enlarged unit cell as the perovskite, i.e.,
four times larger than that of PbTiO;. The existence of
an intermediate phase (or of severa phases) could
weaken the frustration of the polarization vector direc-
tions. By virtue of this phase being tetragonal, the polar
I 10(F4,) mode of the cubic perovskite splits hereinto a
doublet A, + E (I'; + I'5inFig. 3in the notation of [26]).
AsfollowsfromFig. 13, twolines (M, M, ) areindeed



Fig. 16. A cut of the diagram of phase states by the (B, Vo)

plane for modd (4). The numbered circles refer to the solu-
tions of the equations of state (5), and the symmetry groups
of the phases correspond to Table 3. Dashed lines identify
second-order phase transitions. Solid lines are the T and x
axes with the origin at the point (x = 0, T = 0). Constants of
the potentlal Qy > 0, I34 >0, Y4> 0, 622 >0, €0 > 0, Noo > 0.

present in the spectrum for x = 0.4. Interestingly, the
frequency of the M, 3 lineis very close numerically to
the value of the soft transverse phonon in PbTiO; [35,
36], whereas the M, line frequency lies closer to the
lowest frequency perovskite mode. It is possibly this
peculiar crossover that facilitates (at the microscopic
level) the transition of the Ca, _,Pb, TiO; solid solution
from the rhombic atomic packing in CaTiO; to tetrago-
nal in PbTiO,, with a decrease in the cell volume by a
factor of 4.

In our opinion, further discussion would benefit
considerably if it were based on a thorough study of
samples spanning a broader range of concentrations x,
from 0.3 to 1.0. As already mentioned, such studies are
planned for the near future. Model (4) should be natu-
rally made appropriate for this purpose by taking into
account the fact that the coupled modes are multidi-
mensional and by extending the potential expansion to
higher orders.

6. CONCLUSIONS

The IR-spectroscopic investigation of the dynamic
behavior of Ca _,Pb,TiO; solid solutions on the
CaTiO; side has established a quantitative analogy with
static results [13], which suggests that in this system
there are no low-frequency excitations (a central peak)
in addition to the soft modes; i.e., we have not found
any evidence of a transition of Ca _,Pb, TiO; to the
relaxor state.

The dynamic behavior of the Ca, _,Pb,TiO; solid
solutions at low optical frequencies follows aradically

PHYSICS OF THE SOLID STATE \Vol. 46
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different pattern. The optical spectrum of sampleswith
X < 0.3 gualitatively resembles that of orthorhombic
perovskite. As the lead concentration increases, the
spectrum softens, which signal's an approach to the fer-
roelectric transition temperature. This observation cor-
relates with macroscopic measurements of £(T) in the
low-frequency domain and with the conclusion madein
[13] concerning a transformation of ferroelectricity
from the incipient (for x < 0.28) to real (for x > 0.28)
behavior with increasing lead concentration. Note the
significant difference between the spectral patterns at
low freguencies in the pure CaTiO; perovskite and in
Caq, _,Pb, TiO;. More specifically, in the former com-
pound, the splitting of the polar mode F,, into three
components is small, whereas the solid solutions
clearly show three components, with two of them being
substantialy soft. This may suggest a cascade of at
least two (or three) incipient phase transitions to polar
phases with differently oriented spontaneous polariza-
tion vectors. The spectrum of samples with x = 0.4
exhibits a basic difference. It is dominated at low fre-
guencies by a strong and broad resonance line with a
nonmonotonic evolution in temperature, which
assumes the possibility of existence of several phase
transitions (probably of the first order) of a nature that
is still to be established. A simple phenomenological
model with biquadratic coupling between soft modes
located at the center and boundary of the Brillouin zone
of the cubic phase is proposed. The model offers an
explanation for the increase in the temperature of the
phase transition to one of the polar phases with increas-
ing lead concentration, with the phase transition tem-
perature T; depending linearly on x. In addition, this
model allows us to make a hypothesis on the possible
existence of one or several phase states at intermediate
concentrations. The existence of such an intermediate
phase (or phases) is capable of smoothening the frustra-
tion by setting preferential polarization orientation in
Ca, _,Pb,TiO; solid solutions.
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Abstract—The formation of a system of one-dimensional quantum conductors in porous multilayer
In,Ga, _ ,Ag/GaAs structures with atwo-dimensional charge-carrier gasin the InGg; _ ,Aslayersis discussed.
The transition from the single-crystalline to porous matrix is studied with scanning atomic force microcopy. A
decreaseinthe dimensionality of the electron-hole gasin the objects, i.e., atransition from the two-dimensional
toaone-dimensional system, isestablished by analyzing the dependences of the position and width of a spectral
line in the photol uminescence spectra on the etching time. Both multilayer periodic superlattices and astructure
with asingle In,Gg; _ ,As layer located near the surface of gallium arsenide are studied. The electrophysical
characteristics of electrons in the porous superlattices are measured as functions of temperature. They confirm
the formation of anew structure and indicate a change in the mechanism of electron scattering in the quasi-one-
dimensiona transport channels formed in the system. © 2004 MAIK “ Nauka/|nterperiodica” .

Interest in porous semiconducting materials has
noticeably increased over the past few years, since they
can be used to fabricate low-dimensional objects, such
as two-dimensional surfaces [1, 2], quantum wires [3,
4], and tunneling-coupled chains of zero-dimensional
granules|[5, 6], directly during electrochemical etching.
One of theideasfor creating asystem of quantum wires
isto fill poresin a starting dielectric matrix (porous Si
and opal or zeolite crystals [7, 8]) with a metallic or
semiconducting material. However, it is difficult to
actualize the idea of using a porous material to form
low-dimensional inclusions, including those having the
properties of quantum superlattices [8], in its planes,
sinceitisdifficult to produce filaments of another mate-
rial that have a nanometer-scale cross section, perfect
crystal structure, small scatter of parameters, and good
electrical properties inside the pores of the initia
matrix.

We propose an alternative, which consistsin the cre-
ation of numerous quantum wiresin the bulk of a semi-
conducting matrix. The method of fabricating two-
dimensional systemsof quantum wiresis based on their
self-formation during electrolytic etching of layered
heteroepitaxial structures in which nanometer-thick
layers with a two-dimensional electron—hole gas are
built during their epitaxia growth [9-11]. To prove the
successful realization of forming two-dimensional sys-
tems of quantum wires in porous multilayer hetero-
structures, it is necessary to analyze the properties of
such structures by various techniques using as many
possible structure types as possible to complete the
analysis performed in [9-11].

In this work, we study the crystal structure and the
properties of an electron—hol e gas before and after elec-

trochemical etching of samples using atomic force
microscopy, photoluminescence (PL), and the Hall
effect. Using both multilayer and one-layer structures,
we analyze the shift and width of spectral photolumi-
nescence lines depending on the etching time (i.e., on
the cross-sectional dimension of wires making up a
guantum network) in greater detail than was done in
[10]. As the initial matrix, we chose epitaxial
GaAdIn Gy, _ ,As single-layer and multilayer semi-
conducting heterostructures (including periodic ones)
grown by gas-phase epitaxy on semi-insulating GaAs
(100) substrates at atmospheric pressure [12].
InGa, _, Aslayersin the initial samples formed single
or double quantum wells. The structures were doped
selectively by a donor impurity to a concentration of
10%-10% cm3. The total number N of the In,Ga, _,As
guantum-confining layers in the structures was varied
from oneto ten. The data on the composition and thick-
ness of thelayersin the structures under study are given
in the table. Quantum wells of amultilayer structurein
the GaAs matrix were separated by adistance D of sev-
eral tens of nanometers.

The procedure for fabricating two-dimensional sys-
tems made up of one-dimensional conductors consisted
in etching vertical channels that intersect the
In,Ga, _,As layers built in the GaAs matrix. Electro-
chemical etching was performed in an alcoholic solu-
tion of hydrofluoric acid at current densities of 20—
40 mA/cm? in the presence of ultraviolet illumination.
Electric currents were directed along the structure lay-
ers, i.e., aong the surface of asample. Poresthat appear
in astructure during etching then grow, thus decreasing
the thickness of transverse barriers. This can eventually
affect the characteristics of electrons (holes) localized

1063-7834/04/4605-0942$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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in the ternary-compound layers. In particular, when a
porous crystal is based on structures containing a two-
dimensional electron gas, thedimensionality of itselec-
tron subsystem is expected to decrease due to the
appearance of an additional spatial restriction imposed
on two-dimensional charge carriers not only in the
direction normal to the layer plane but also in the plane
formed by the two-dimensional network. The proper-
ties of the formed planar system of quasi-one-dimen-
sional wires can be substantially different from those of
the initial semiconducting structure.

The formation of a porous structure is confirmed by
micrographs of the surface of a sample taken on a scan-
ning probe microscope (Fig. 1) [9, 10]. Before etching
(Fig. 19), the surface had a banded shape with agroove
depth of 4 nm. This surface structure can be related to
growth steps; however, it can also be caused by the sur-
face quality of the wafers used for epitaxy. After etch-
ing (Fig. 1b), the surface structure changes radically
and acquires a shape typical of porous systems. The
sample surfaces contained a significant number of
pores with a visible depth of up to 100 nm. The geom-
etry of etching (the electrolyte—semiconductor contact
and the metallic (Au) contact are located on one side of
awafer) was chosen so that the current linesin a hetero-
structure grown on the semi-insulating GaAs substrate
were directed both transversely and longitudinally to
the sample surface, mainly along the In Ga, _ ,Aslayers
having a sufficiently high two-dimensional conductiv-
ity. The geometry of the current linesis likely to favor
the etching of samplesin both transverse and longitudi-
nal (along the layer planesin a heterostructure) direc-
tions to form a two-dimensiona network of a complex
filament weave in the InGa, _,Aslayers.

As amethod to reveal the effect of the formation of
systems of quantum wiresin the plane of atwo-dimen-
siona In,Ga, _,As layer upon etching, we can choose
any optical method (e.g., photoluminescence) that has
been shown to be effective for testing other |ow-dimen-
sional objects. Photoluminescence spectra were
recorded using a standard MDR-23 grating spectrome-
ter with excitation induced by a helium-—neon laser. As
a detector, we used either a photomultiplier or a cooled
Gediode. The photoluminescence line of aheterostruc-
ture to be measured is clearly visible at liquid-nitrogen
temperature and allows us (by recording the changesin
the position and width of this spectral line) to track a
possible transformation of the two-dimensional spec-
trum of the electron-hole gas of the system to a one-
dimensional spectrum upon electrochemical etching of
the heterostructure. Upon etching of the heterostruc-
ture, the emission lineis expected to shift toward higher
frequencies and, simultaneously, to decrease in width
due to the sharp increase in the density of electron
stateswhen the dimensionality of the system decreased.
Thisassumption was supported by our first experiments
[10].
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Parameters of the GaAs/InGaAgGaAs structures under study

Number of
| x| nsshs | G erm| G |
1—3253 | 0.15 1 9 -
2—3253|0.15 3 7,911 30
3—2053 | 0.25 10 21 7 7 70
4—2039 | 0.25 8 15 5 5 70
5—2040| 0.25 10 23 9 5 70
Note: dg, is the thickness of an individua quantum well, dj, is the

thickness of the barrier in a double quantum well, d; = 2d,,, +
dy, is the thickness of a double quantum well, and x is the
indium content in the ternary compound.

The heterostructures with a small number of quan-
tum wells (samples 1, 3; see table), which are located
near the outer surface of the structures, require special
etching conditions for the etching of micropores in a
sample not to be accompanied by etching of the sample
surface [11]. In this case, we can track the effect of
microporosity on the photoluminescence properties of
a structure even with asingle In,Ga, _,As layer buried

nm

0

nm
180

=160

20

Fig. 1. Images of the surface of sample 4 taken by scanning
atomic force microcopy (&) before and (b) after etching.
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Fig. 2. Photoluminescence spectrarecorded at T =77 K for
samples (a) 1 and (b) 3 and 5 before (dashed lines) and after
(solid lines) etching over (a) 23 (sample 1) and (b) 110 min
(samples 3, 5).

at adistance of only about 1 um from the outer surface.
The characteristic  photoluminescence  spectrum
recorded at T = 77 K for one of the structures (sample 1,
seetable) with one quantum-confinement Ing 15Ga, g5AS
layer isshown in Fig. 2a(dashed line). The shape of this
resonance peak recorded after etching of the samplefor
23minisalsogiveninFig. 2a(solidling). Theemission
line of the two-dimensional Ing 15Ga, gsAS porous layer
is seen to shift dlightly toward the short-wavelength
region of the spectrum.

A similar short-wavelength shift in the photolumi-
nescence line was detected for all porous structures
under study, including porous superlattices (samples 3—
5) containing a sequence of double symmetrical quan-
tum wells (Fig. 2b). Unlike sample 4, which was com-
prehensively studied earlier [9, 10], the total etching
time for samples 3 and 5 was increased to about two
hours. It should be noted that the initial spectra of all
superlattices (dashed lines in Fig. 2) had a relatively
large width at half-maximum W (about 30 meV), which
was caused by the natural scatter of the layer parame-
ters, and could be described by Gaussian curves with a
high accuracy. The spectral line widths of the superlat-
tices were greater than the spectral line width recorded
from one layer by a factor of 1.5-2. The accuracy of
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Fig. 3. Dependence of the photoluminescence peak Eg on
the etching time for samples (a) 1 and (b) 3 and 5. The
dashed lines illustrate the corresponding tendencies.

measuring the spectrawas within 0.1-0.3 meV and was
specified by the resolutions of the diffraction gratings.

The dependence of the shift in the photolumines-
cence line on the etching time is shown in Fig. 3. As
noted in [10], the short-wavel ength shift in the photolu-
minescence line, which is characteristic of all samples
under study, is most likely due to an additional spatial
restriction in the transport structural channels, which
appears when the two-dimensional channels transform
into one-dimensional channels in the two-dimensional
network in the plane of the InGa _,As layers. As
shown in [13], a small etching-induced change in the
elastic deformation of the layers results in the reverse
effect, i.e., to a decrease in the band gap by less than
5 meV, which causes a dlight shift in the position of the
photoluminescence line toward the long-wavelength
region of the spectrum. Competition between the mech-
anismsthat |ead to shiftsin the photoluminescence line
in opposite directions upon etching can cause the scat-
ter of points in the Ey(t) dependences given in Fig. 3.
An increase in the etching time for structures 1 and 2
raises the probability of etching the upper InGa, _,As
layer, which imposes a restriction on the etching time.
Thiswas demonstrated in[11] for structure 2 with three
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InGa, _,As layers of different thicknesses. For the
superlattices, thetotal etching time can be substantially
increased; therefore, the shift in the spectral line
becomes more pronounced due to an additional quan-
tum-confinement effect and the scatter of pointsin the
Ey(t) dependences is smaller (Fig. 3b). For the shift in
the photoluminescence line, the simplest model assum-
ing a rectangular section of a quantum wire formed

gives AE = AE, + AE, = T842/2d (1Im, + 1/m), where
My, = 0.06(0.4)my, is the effective electron (hole) mass
inthe Iny ,sGay 75AS layer. Then, we have AE = 40 meV,

which corresponds to awire cross-sectional width d, =
13 nm.

The decrease in the dimensionality of the spectrum
of charge carriers in the semiconductor that causes the
transition of the two-dimensional system to a quasi-
one-dimensional system would inevitably change the
character of the density of statesin the energy spectrum
of the electron subsystem. In the structure with a two-
dimensional electron gas, the energy dependence of the
density of states is a step function, p(E) ~

(E—E,)°. The additional decrease in the dimen-
sionality of the electron spectrum by unity during the
formation of a system of quantum wires in the hetero-
structure layers leads to amore pronounced resonance-
type energy dependence of the density of statesin the
one-dimensional subband, p(E) ~ (E — E,,) 2. Here,

PHYSICS OF THE SOLID STATE Vol. 46 No. 5

2004

E, and E,,, are the edges of the energy subbandsin the
guantum layer and quantum wire, respectively. Simi-
larly to structures with quantum dots, an increase in the
density of states in the vicinity of energy band edges
results in a decrease in the spectra line widths in the
photoluminescence spectrum, which can be used for
fabricating heterolasers.

As compared to sample 1 having one quantum layer
(Fig. 2a), the initial spectral lines of the single-crystal
superlattices (Fig. 2b) have a large width of the reso-
nance line (W ~ 27-32 meV), which is caused by the
scatter of the structural parameters (e.g., the scatter in
the thickness of a quantum well within both one and
several superlattice periods). Etching of some samples
results in a decrease in the line width by several mil-
lielectronvolts. For instance, this is clearly visible in
structure 4 (Fig. 4c), where W varies with etching time
from 27 to 21 meV during one-hour etching. A similar
dependence was detected for samples 1 and 2 having a
small number of quantum wells, where half-hour etch-
ing led to a 2-meV decrease in the initial spectral line
width (Figs. 4a, 4b). This fact indicates that the effect
of the additional spatial restriction in the formed net-
work of quantum wires is more pronounced than the
expected effect of increased statistical inhomogeneities
that appear upon etching. Obvioudly, it is unlikely that
absolutely smooth mirror boundaries of wires of the
same size form during etching. The roughness of their
boundaries favors the appearance of additional states
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Fig. 5. Temperature dependences of (a) the surface concen-
tration and (b) the Hall mobility of electrons obtained by the
Van der Pauw method for (4') single-crystal and (4) porous
sample 4.

(such as the Tamm and Shockley states) in the system.
Moreover, charge states on the pore surfaces can block
one-dimensional channels, thus resulting in additional
inhomogeneities in the system [14] and, hence, addi-
tional broadening of the spectral lines. This behavior is
clearly visible in Figs. 4b and 4d, where additional
inhomogeneities appearing upon the etching of poresin
multilayer structures 2 and 5 lead to a significant scatter
inthe experimental datafrom measurement to measure-
ment. However, despite a strong scatter in the line
widths depending on the etching time, a tendency
toward a decrease in line width is aso obvious. The
dependences indicate that the mechanisms operating in
opposite directions (statistical inhomogeneity and an
increase in the density of states in the electronic spec-
trum) have approximately the same efficiency and are
relatively sensitive to etching.

During etching, the integrated intensity of the pho-
toluminescence lines decreases for virtually all struc-
tures [10]. The decrease in the radiation efficiency is
related to adecrease in the volume of an active emitting
layer because of its etching-out. On the other hand, the
deterioration of the mirror surface characteristics of the
system upon etching, which leads to a decrease in the
intensity of the reflected signal of the exciting laser,
would result in an increase in the fraction of power
absorbed in a sample. This absorption, in turn, can
increase the photoluminescence efficiency in some
cases[1].
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Studying one-dimensional quantum objects is of
great interest in terms of both their specific optical and
transport properties [15, 16]. However, in networks of
guantum wires fabricated by electrolytic etching in pla-
nar layered quantum heterostructures, anincreasein the
role of surface states and the shielding effect [14]
(which favors various percolation effects apart from
breakage of the wires) can strongly complicate the
character of the dependences for a heterostructure car-
rying a current. This complication is indicated by the
Hall effect data measured on porous sample 4 (Fig. 5)
and their comparison with the results obtained on the
starting single-crystal samples[17]. The appearance of
the additional, rather efficient scattering mechanism,
which is related to the boundary states and charges on
the well-devel oped surface of pores, not only decreases
the electron concentration and mobility in a porous
In,Ga, - ,As layer as compared to the single-crystal
layer but also radically changes the temperature depen-
dence of the mobility (Fig. 5b). In the porous samples
with an unstabilized surface, the electron scattering by
the boundaries dominates over the electron—phonon
scattering in the channels even at room temperature,
thus causing a decrease in the electron mobility with
decreasing measurement temperature.
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Abstract—The use of semimagnetic semiconductor double quantum wellsin an external magnetic field is sug-
gested for the separation of exciton charges. The exciton energies and wave functions, as well as the oscillator
strengths, are calculated for (Zn, Be, Mg)Se/ZnSe/(Zn, Be, Mg)Se/(Zn, Mn)Se/(Zn, Be, Mg)Se double quantum
wells for different interwell barrier widths and different external magnetic fields. It is shown that, in a certain
range of magnetic fields, thelowest energy correspondsto theinterwell (indirect) exciton. Moreover, itslifetime
can be several orders of magnitude greater than the lifetime of an exciton localized in one well. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Over the past several years, the study of interwell
excitons (with spatially a separated electron and hole;
these excitonsare also referred to asindirect excitonsin
the literature) in two-dimensional semiconductor struc-
tures has attracted growing attention. The basic feature
of such systemsis the occurrence of excitons having a
long lifetime due to localization of the electron and the
hole in different wells and, accordingly, weak overlap
of their wave functions. Due to this feature, large exci-
ton densities can be created in heterostructures and
their collective properties can be studied. A number of
new interesting phenomena observed in systems with
high densities of collectively interacting interwell exci-
tonswere studied in [1-4]. In order for such excitonsto
accumulate, it is necessary that they correspond to the
lowest excited state of the system. In [1-4], this condi-
tion was satisfied by applying an external electric field
to the system. In this study, we suggest a method of cre-
ating lowest energy interwell excitons by using double
guantum wells in semimagnetic semiconductors. Due
to the exchange interaction between the carriersand the
spins of magnetic impurities, exciton levels in such
semiconductors have a strong dependence on an exter-
nal magnetic field [5, 6]. It follows from our calcula-
tions described below that, for aspecially chosen distri-
bution of magnetic ions in the wells and barriers, it is
possible to obtain structures for which the main excited
exciton state corresponds to the interwell exciton in a
certain range of magnetic fields. The lifetime of such
excitonsisorders of magnitude greater than thelifetime
of direct excitons. One of the advantages of using a
magnetic rather than an electric field is the absence of
photocurrent and charge redistribution, which compli-
cate the interpretation of the results.

We studied the semimagnetic semiconductor
Zn, _,Mn,Se-based systems. Such heterostructures (for
example, Zn, _,Mn,Se/lZnSe) attract interest as materi-
als for the creation of “spin superlattices,” in which
space separation of charge carriers with different spin
projections on the direction of the magnetic field is pos-
sible [7, 8]. To fabricate spin superlattices with strong
carrier localization in quantum wells, (Zn, Be, Mg)Se
ternary compoundswere used as barrier layer materias
[9]. In this study, we discuss double wells with such
barriers.

We calculated the energy and lifetime of direct and
interwell excitons in a (Zn, Be, Mg)Se/ZnSe/(Zn, Be,
M@)Se/Znn, -, Mn,Se/(Zn, Be, Mg)Se double quantum
well. A number of interesting effects related to the
intersection of different exciton levels with varying
magnetic field should be observed in thissystem. Inthis
case, the spatial characteristics of the lowest excited
exciton state (the direct—indirect exciton transition), the
energy level positions, and the radiation lifetimes
change.

2. MODEL AND METHOD FOR CALCULATING
THE EXCITON SPECTRUM

We study a system with two quantum wells (Fig. 1).
One of the wells is formed by a layer of nonmagnetic
ZnSe crystal, and the other isalayer of asemimagnetic
Zn, _,Mn,Se solid solution. The wells are separated by
anonmagnetic (Zn, Be, Mg)Se barrier layer.

Due to the giant Zeeman splitting in the semimag-
netic layer [5, 6], one can control the depths of potential
wells for the electron and hole in this layer by varying
an external magnetic field. For the o* component of the
excitonic transition, the depth of the quantum well
formed by the semimagnetic semiconductor increases

1063-7834/04/4605-0948%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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with magnetic field, while for the o~ component the
depth of the well decreases. At atemperature of 1.6 K,
anincreasein the magnetic field from0to 3 T resultsin
a deepening of the potential well for holes by almost
40 meV for relative concentration x = 0.05 of the Mn?*
magnetic impurity in the Zn, _,Mn,Selayer. The varia-
tion in the well depths for the electron and hole in a
magnetic field produces an appreciable shift of the car-
rier quantum-confinement levels. However, the depth
of the potential well in a nonmagnetic layer does not
depend on the magnetic field (at the low external mag-
netic fields considered). In other words, for the system
studied, the depth of one of the potential wells can be
controlled by an external magnetic field. In what fol-
lows, we show that there is a threshold value of the
magnetic field at which the interwell exciton becomes
the lowest energy state.

The Hamiltonian of the systemiis

H = HO(re! rh) +Ve(Xv Zev HvSe,Z)

+Vh(X1 Z, HvSh,Z)! (1)

where Ho(r, rp) isthe free-exciton Hamiltonian; rg, =
(Pe(nyr Zory) ISthe electron (hol€) position vector; zisthe
crystal growth direction; zyy, is the z coordinate of the
electron (hole); p = |p.— pnl, Pe aNd p;, are the electron
and hole position vectorsin thelayer plane; xisthe con-
centration of impurity ions; H is the external magnetic
field directed along the growth axis z of the structure;
and sy, iSthe projection of the electron (hole) spin on
the magnetic field direction.

The last two terms in Eqg. (1), which are the poten-
tials for the electron and hole, are written as

Ve(X 2 H,8,0) = Ve(z) +AVo(X, H,8,)

()
x[O(L;+L,+d-2)-0O(L, +d-2z)],

Vi(X, zo, H, 8y ,) = Vi(z,) +AVi(X H, s, 2)

©)
x[O(Li+ L +d-2)-0O(L, +d-2)],

where ©(x) isthe step functionand L4, L,, and d are the
widths of the quantum-well layers and the interlayer
barrier, respectively.

The potentials Vi(X, z, H, s, ) and V(x, z,, H, s, )
are expressed as a sum of two terms, the first of which
is independent of an external magnetic field and the
second, AV, describesthe exchangeinteractionin the
semimagnetic layer and depends on the magnetic field
and on the carrier spin projections. As noted above, the
exchange interaction between the carriers and the local -
ized spins of impurity ions results in splitting of the
exciton levels with different spin polarizations. In the
presence of magnetic impurities in the layer, the varia-
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Fig. 1. Diagram of a heterostructure and positions of energy
band edges (a) in the absence and (b) in the presence of an
external magnetic field. Arrows show the formation of (a) a
direct and (b) an indirect exciton.

tion in the band gap due to an external magnetic field is
determined by

AVe(X, H! Se, z) = _XNOGSMn, Z(H)Se,z’ (4)
N
AV H ) = s, (M), ()

where Ny and Nyf3 are the electron and hole exchange
integrals and Sy, , isthe average projection of the spin

of magnetic ions. Thus quantum-well potentials can be
written as

Ve(X, Ze! H ’ Se, z)
H1-QV(Es —E;), z<0,
Ep, O<z<Ly,
D bar 1
_ gl_Qv)(Eg -Ey), Li<z<L,+d,
0(1-Qy)(ES—Eg) +AVe(x, H, S, ),
D g g 3
EL1+d<zequ+d+L2,
H1-Qu)(EX -E)), Li+d+L,<z,

(62)
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potential for which the solutions of the Schrédinger equa-
tion are chosen as basis functions. Dashed lines supplement
this potential to the potential of the problem under study.

V(% zp, H, Se.n)
(QW(Es" —Ey), 2,50,

0, 0<z,<L,,

) EQV(ES"*_E;), L,<z,<L,+d,
B @qv(eg_E;) +AVL(X H, S, ),
L, +d<z,<L,+d+L,,
EQV(EQ‘*—E;), L,+d+L,<z,

(6b)

where Egar : Eg1 ,and Eg arethe band gapsinthe barrier
layer, ZnSe layer, and Zn, _ ,Mn,Se layer, respectively.
Asnoted above, the potential in the semimagnetic layer
depends on the magnetic field and on the carrier spin
orientation. For the system considered, the exciton
binding energy is smaller than the distance between the
one-particle energy levels in each well. Accordingly,
for both electrons and holes, only the lowest quantum
levelsin each of the wells were taken into account.

To calculate the exciton energy for a system of dou-
ble quantum wells, we used the following method. The
wave function was chosen as a linear combination of
the one-particle wave functions with fixed electron and
hole localization radii. Let ¢,(z) (i = 1, 2) be the one-
particle electron wave function in an isolated well i
(i.e., in the absence of the other well). For example,
04(z) isthe wave function of an electron in QW1 (QW
stands for quantum well) in the absence of well QW2
(Fig. 2). For a hole in the valence band, we denote the
corresponding wave functions by y;(z,). Asabasis, we
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choose the wave functions corresponding to the elec-
tron localized in well i and the hole localized in well j,

WP Ze ) = $i(Z)Wi(20) %%exp%—)%g, "
ij

where \;; isavariational parameter determined by min-
imizing the energy of the system with Hamiltonian (1)
and functions (7). Functions (7) do not take into
account the possibility of carrier transitions between
the wells; therefore, we construct the wave function of
the system as a linear combination of functions (7):

W= Zaiquji(pv Z., Z,). (8)
iV
The coefficients a; are the probability amplitudes of
finding the electron in well i and the holein well j. The
quantities a; and the exciton energies are determined
from the equations

det|j| H |km- EGjjkm = 0, 9)

Here and in what follows, we enumerate the levels E,
starting from the lowest level, v =1, ..., 4. Inadl calcu-
lations, we did not take into account paramagnetic
effects at the boundary between the semimagnetic and
nonmagnetic semiconductors. We also neglected the
diamagnetic shift of the exciton lines, which is small
for the 1s exciton state in the magnetic fields consid-
ered.

The exciton lifetime isinversely proportional to the
overlap integral

ILIJV(O, Z z)‘z,

which was calculated for each exciton state. Once the
magnitude of the overlap integral isknown, we can cal-
culate different optical characteristics of the system, for
example, reflection and absorption spectra. The
required formulas can be found in [10, 11].

(10)

Ly

3. RESULTS AND DISCUSSION

We calculated the exciton energy and the overlap
integral for a
Zng 76B € 08M 9o.1656/ZNSe/ZNg 76B€0,06M G0.1656/ZNg 05
Mng 05S€/Zny 76B€00sM g 165e  double quantum  well
using the following parameters. a band gap of the

ZNo76B€y 0sM 0o 165 barrier material Egar =3.2eV[9],
a ZnSe band gap E; = 2.822 eV, and a Zn; _Mn,Se

band gap Eg2 = 2.822 eV for x < 0.065, where x is the
relative content of magnetic ions [8]. The parameter
Qy = 0.22 determines the ratio of the potential barrier
height for holes to the band gap offset at the heter-
oboundary. The exchange integrals are Nya = 0.26 eV
and N3 =-1.31 eV [9]. The average projection of the
manganese ion spin on the direction of the magnetic
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Fig. 3. Magnetic field dependence of the exciton energy for
the o component of the exciton transition; the interwell bar-
rier width is60 A.

field was calculated in the mean-field approximation,

S5gugH .
Sun AH) = Sy BS’ZEWETeﬁSE’ where By, is the

Brillouin function, g = 2, g is the Bohr magneton, and
ks is Boltzmann's constant. For x = 0.05, the effective
spin and temperature, which depend on the magnetic
impurity content, are Sy = 3/2 and T = 1.7 K, respec-
tively [9]. The electron effective mass is m, = 0.16m,
the heavy hole effective mass is my, ; = 0.74my in the
growth direction and my, ; = 0.28my, in the direction
perpendicular to the growth axis (m, isthe free electron
mass), and the permittivity ise =9[9].

Figure 3 shows the cal culated magnetic field depen-
dence of the exciton energy in a double quantum well
for the o* component of the excitonic transition. The
following values of the parameterswere used in the cal-
culation: a nonmagnetic well width L, = 40 A, awidth
of the semimagnetic well L, = 27 A, abarrier widthd =
60 A, and a relative content of magnetic impurity
x = 0.05.

The curves in Fig. 3 correspond to four possible
states of the 1s exciton labeled by E,, E,, E;, and E, in
ascending order of exciton energy.

We denote the field corresponding to the minimum
separation of the lowest energy levels by H, (Fig. 3).
For H < H,, E; isthe lowest energy direct-exciton state
with the electron and hole localized in the same layer,
namely, in the nonmagnetic quantum well QW1. The
higher energy state E, istheinterwell (indirect) exciton
with the holein the semimagnetic layer and the electron
in the nonmagnetic layer. The level E; corresponds to
the energy of the direct exciton in the semimagnetic
layer QW?2. Finally, thelevel E,isthe energy of the sec-
ond indirect exciton with the hole in the nonmagnetic
layer and the electron in the semimagnetic layer.
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Fig. 4. Magnetic field dependence of the coefficients g;; of
the wave function of the lowest excited exciton state. The
parameters of the system are the same asthose in Fig. 3.

The energies of these states vary with increasing
magnetic field. For the o* transition, the depths of the
guantum wells for the electron and hole in the semi-
magnetic layer increase with field and the depth of the
well for the hole increases faster than that for the elec-
tron, due to the greater value of the exchange integral.
For afield Hy (Ho < H;), the quantum confinement level
for a hole in the semimagnetic well QW2 lies lower
than that in well QW1. If we neglect the interaction
between the electron and the hole, then, for H > H,, the
state with lower energy would correspond to the hole
located in the semimagnetic quantum well QW2. How-
ever, if the Coulomb interaction is taken into account,
then the energy of the direct exciton state till remains
the lowest, since the absolute value of the binding
energy of the direct exciton is much greater than the
binding energy of the interwell exciton.

With afurther increase in the field, the well for the
hole in the semimagnetic layer becomes so deep that
the transition of the hole from the nonmagnetic to the
semimagnetic layer becomes energetically favorable
for the exciton asawhole. Thetotal energy of theinter-
well exciton for H > H; appears to be the minimum of
thefour possible states, though the absolute value of the
binding energy of such an exciton is small.

In Fig. 4, the coefficients a; [defined in Eq. (8)] for
the lowest exciton state are shown as functions of the
magnetic field. As noted above, these coefficients deter-
minethe probability of finding the electron and the hole
in the corresponding wells. It is seen from Fig. 4 that,
for H < H,, the coefficient a;; isthe greatest; thismeans
that both carriers arelocalized in the nonmagnetic layer
QWL1. For H > H;, the coefficient a;, is the greatest;
therefore, the lowest exciton state becomesindirect: the
electronislocalized inwell QW1 and the holein QW2.
Thus, in magnetic fields close to H,, the spatia config-
uration of the carriers forming the exciton in the lowest
excited energy state changes.
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Fig. 5. Overlap integral as a function of the external mag-
netic field. Curves 1-3 describe the field dependence of the
overlap integrals for the states with energies E4, E;, and Eg,
respectively (see Fig. 3). The parameters of the system are
the same asthose in Fig. 3.

Figure 5 shows the overlap integrals for each of the
states considered above. Overlap integral (10) is deter-
mined mainly by the spatial distribution of carriers. The
overlap integral with wave functions of the carriers
localized in the same layer (direct exciton) is greater
than that for carrierslocalized in different layers of the
structure (interwell exciton). Therefore, for H < Hy, the
overlap integral for the lowest energy direct exciton
state E; is much greater than that for the indirect state
E, (I, > I, in Fig. 5). The situation is different for H >
H,. In this case, the lowest energy state is that of an
indirect exciton, with the electron and hole being local-
ized in different layers of the structure. The overlap
integral (as well as the binding energy) for this lowest
indirect state is much smaller than that for the direct
excited state E, (I, < 1, in Fig. 5). This modification of
the state corresponds to an abrupt change in the magni-
tude of the overlap integral near H = H;. The magnitude
of the overlap integral and, therefore, the exciton life-
time depend on the parameters of the system. Thelife-
time of the interwell exciton state strongly increases
with the width of the barrier separating the potential
wells. For example, for H > 3 T, the lifetime of such an
exciton in a system with barrier width d = 40 A is an
order of magnitude greater than the lifetime of the
direct exciton. For an anaogous structure with d =
60 A, the difference becomes as large as two orders of
magnitude (Fig. 6).

It is seen from Fig. 6 that the value of thefield H, at
which the transition from the state where the lowest
energy exciton is direct to the state where the indirect
exciton has the lowest energy increases with the barrier
width. The wider the barrier, the smaller the absolute
value of the binding energy of the indirect exciton, i.e.,
the greater the magnetic field that must be applied to
make thewell for aholein the semimagnetic layer degp
enough for the holeto passto thiswell and for thistran-
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Fig. 6. Magnetic field dependence of the overlap integral for
several values of the barrier width d between the quantum
wells: (1) 60, (2) 40, and (3) 30 A.

sition to be energetically favorable for the exciton as a
whole.

Thus, in a certain range of magnetic fields, the low-
est energy state in the system considered is that of the
indirect exciton.

4. CONCLUSIONS

We have found the exciton energy levels and wave
functions in a double quantum well formed by semi-
magnetic semiconductorsin an external magnetic field.
We have shown that, for certain values of the magnetic
field, resonances of different exciton states of the two-
well system occur. In acertain range of magnetic fields,
the interwell exciton corresponds to the lowest energy
state and has a lifetime exceeding the direct-exciton
lifetime by several orders of magnitude. Therefore, the
system under study can be useful for creating high exci-
ton dengities.
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Abstract—An expression is derived for the surface energy ¢ as afunction of the size and shape of ananocrys-
tal. It is shown that the wider the deviation of the shape parameter f from unity, the more pronounced the
decrease in the surface energy ¢ with adecrease in the number N of atomsin the nanocrystal. The dependences
of the average coordination number, the surface energy, and the melting temperature on the number N exhibit
an oscillatory behavior with maxima at points corresponding to numbers of atoms forming a defect-free cube.
The surface energy decreases with an increase in the temperature T. It is found that the smaller the nanocrystal
size or the greater the deviation of the nanocrystal shape from the thermodynamically most stable shape (a
cube), thelarger the quantity —(do/dT). It is established that the nanocrystal undergoes melting when the surface
energy decreasesto avalue at which it becomes independent of the nanocrystal size and shape. The conditions
providing fragmentation and dendritization of the crystal are discussed. It isdemonstrated that, at N > 1000, the
dependence o(N) coincides, to a high accuracy, with the dependence of the surface tension of the nanocrystal on
N. Theinferenceis madethat bimorphismis characteristic of nanocrystals. Thisimpliesthat nanocrystals can have

platelike and rodlike shapes with equal probability. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Although the size dependence of the surface energy
of condensed systems has been investigated theoreti-
cally in alarge number of works[1-4], many problems
remain unsolved even for aliquid phase [5, 6]. Thisis
especially true in regard to the dependence of the sur-
face energy on the nanocrystal shape. For liquids, this
dependence is not very important because it is evident
that a microdrop rapidly becomes spherical in shape.
Asregards nanocrystals, their shape in the general case
can be arbitrary.

Let us consider a system consisting of N identical
atoms at atemperature T and a pressure P. The change
in the free energy of this system upon varying the tem-
perature, the volume V, the number of atoms, and the
surface area 2 can be represented in the form [7]

dF(T,V, N, =) = —=SdT —PdV + pudN + od=. (1)

Here, Sisthe entropy, | is the chemical potential, and
o isthe specific (per unit area) surface free energy (the
function o for aliquid phaseisreferred to asthe surface
tension). According to relationship (1), the function
o(T, V, N) is defined by the expression

o(T,V,N) = (dF/dZ) y x- (2

For all theoretical approaches, the basic problem is
to determine the derivative (dF/dX) at constant values
of the volume and the number of atoms in the system.
Under the assumption that the system has a specific (as
arule, spherical or cubic) shape, function (2) isdifficult

to determine exactly, because the parameters 2, V, and
N cannot be treated independently at a given shape of
the surface of the system.

Asfar back as 1948, Gibbs [8] paid attention to the
difference in the energy of formation of a new crysta
surface in two different processes, namely, upon cleav-
age of the crystal and extension of the already existing
surface. Intheformer case, the surface areaincreases as
aresult of an increase in the number of surface atoms
without a change in the surface density. In the latter
case, the surface areaincreases through a change in the
surface density at a constant number of surface atoms.
The first process is associated with the change in the
shape, and the energy increment is determined by the
surface tension o,,, The change in the energy in the
second processis caused by the surface stress a,; how-
ever, the question arises as to the thermodynamic equi-
librium between the stretched surface and the volume
[9]. In the general case, the surface energy o can differ
from the surface tension o, of the crystal. In anisotro-
pic case, these functions are related by the expressions
[1, 10, 11]

On = O+ 2(do/dZ); y .

©)
Oen + 2(d0ye/d2) 1 .

o-str =

It should be noted that, in the first expression, the sur-
face area changes at a constant density due to a change
in the shape. In the second expression, dZ appears as a
result of the extension of the surface. If the function o

1063-7834/04/4605-0954%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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does not depend on the surface area Z, al three func-
tions become equal to each other. This situation occurs
in the thermodynamic limit; N —» oo, V —» o0, and
>/N — Oat V/N = const, when the function o becomes
independent of the shape parameters of the system[11].
However, as in the case of function (2), the derivative
entering into expressions (3) are difficult to calculate
exactly at afixed shape of afinite nanocrystal (N # ).

Therefore, in the framework of existing theoretical
approaches, the function o(T, V, N) can be found only
approximately from an anaysis of the dependence
F(V23) or F(N?3) under the assumption that the change
in the argument V23 or N3 determines the changein the
surface area. It is easily understood that, in the genera
case, this assumption is incorrect. In the present work,
this problem was solved by analyzing the changesin the
function F(Z) upon infinitesimal variationsin the nanoc-
rystal shape at fixed values of V and N.

2. THE AVERAGE VALUE OF THE FIRST
COORDINATION NUMBER

Now, we consider a nanocrystal in the form of a
rectangular parallelepiped faceted by the { 100} planes.
The nanocrystal is composed of N atoms, of which N,
atoms are arranged along the edge of the square base
and N = fN,,, atoms occupy the lateral edge of the par-
allelepiped. The total number of atoms in this system

can be defined asN = N /a , wheref = N.o/N,, isthe
shape parameter, a = T/6K, is the microstructure param-
eter, and K, is the packing coefficient. For regular lat-
tices, the packing coefficient k, takes the following val-
ues[12]:

2”16 = 0.7405 (at ky = 12), o = 0.707

o1y = 0.6981 (at k; = 10), a = 0.750

k, = 5"%y8 = 0.6802 (atk;=8), a=0770 (4)
76 = 05236 (at ky = 6), o = 1.000
EsﬂzTr/lG = 0.3401 (at k; = 4), @ = 1.540,

where k; is the first coordination humber for an atom
inside the parall el epiped.

In my earlier works [13, 14], it was shown that,
depending on the number of atoms and the nanocrystal
shape, the relative value of the averaged (over all atoms
of the system) first coordination number is determined
by the relationship

KE(N, f) = Kg(N, T)/kg(N = o)
= 1-2(f)(a*/N)", (5)

Z(f) = (1+2f)3F%°

The volume, surface area, and diameter (the spacing
between the most distant atoms) for the rectangular par-
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allelepiped are given by the expressions
V = Nyfc’ = Nac,
> = 2N (1+2f)c%a, = 6c%ay(Na)*°Z(f),
d = N2+ ) c = 3%cay(Na*)zy(f),

z,(f) = £7°12+ £2)31%,

where c is the distance between the centers of the near-
est neighbor atoms and a, and o are the coefficients
accounting for the atomic packing density in the face
and edge of the nanocrystal, respectively. It can easily
be seen that the volume V(N) does not depend on the
shape of the system. From formulas (5) and (6), we can
derive the relationships for the dependence of the coor-
dination number on the diameter and shape of the par-
alelepiped (d* = d/c); that is,

-1/3

k¥ (d, f) = 1-3"%Ly(f)ald*,

Lo(f) = Zy(£)Zy(f) = [(2F + 1)/3F][(2+ £7)/3] "~

The crystal—vacuum interface is assumed to be a Gibbs
geometric surface [8].

3. OSCILLATIONS OF THE SIZE DEPENDENCES
AND MAGIC NUMBERS OF ATOMS

It can be seen from Fig. 1 that the shape functions
Z( 1), Z(f), and Ly(f) reach a minimum value (equal
to unity for al the functions) for cubic nanocrystals (at
f=1). For platelike (f < 1) or rodlike (f > 1) nanocrys-
tals, the values of the shape functions are greater than
unity. Hence, as can be seen from Fig. 2, the function

k3 (f) at any value of N (or d) has amaximum at f = 1,
i.e., for the thermodynamically most stable (cubic) shape
of the nanocrystal. The cubic shape can be observed only
at specific numbers of atoms in the nanocrystal: Ny e =

INT[NS,/a ], where Np, = 2, 3, 4, ... and INT[] is the
integer part of the number x. The shape parameter f
must satisfy the following conditions: 2/INT[Na/2]V? <
f< (U/2)INT[Na/4], where the quantity on the left-hand
side corresponds to a biatomic plate and the quantity on
theright-hand siderefersto arod with abiatomic diam-
eter. Under the model assumptions, a defect-free paral-
lelepiped should have a minimum number of atoms,
which depends on the shape parameter f and the micro-
structure parameter a; that is,

ONT[8/a] foracube (f=1)
N = ONT[8f/a] forarod (f>1)
EINT[S/(XfZ] foraplae (f<1).

In this case, Ny, (f = 1) < N(f # 1); i.e.,, within the
model under consideration, the nanocrystal with amin-
imum size is cubic in shape. Depending on the micro-
structure, the minimum size of the cube is determined
by the following numbers of atoms:
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N,;,(cube) = INT[2%/q(]

ONT[8/0.707] =11 for aface-centered cubic structure (k; = 12)
= %NT[S/ 1.000] =8 for ahexagonal close-packed structure (k3 = 6)
%NT[8/1.540] =5 for adiamond-like structure (k3 =4).

The exact values are as follows [1, 15]: N,,(face-cen-
tered cubic structure) = 13, N,,,(hexagona close-
packed structure) = 8, and N, ,(diamond-like structure) =
4. The above estimates clearly demonstrate that the
accuracy of the method proposed in this work is satis-
factory: the error in calculating the minimum number
Nmnin Of aoms even for close-packed structures is
approximately equal to 15%.

For “noncubic” numbers of atoms(i.e., at N # Ngye),
a defect-free paralelepiped can be plate- or rod-
shaped; in this case, k3 (Ngpe £ 1) < K3 (Ngype)- Taking
into account that the quantity ks(N, f) determines the
binding energy of the nanocrystal [13-15], it isinterest-
ing to consider the following features, which can easily
be understood from analyzing the “isomorphs’ ks(N),
i.e., the “isomorphic” (calculated for f = const) depen-
dences of the first coordination number on the number
of atoms and the shape of nanocrystals (Fig. 2).

(i) Atoms of nanocrystals are characterized by
magic numbers: nanocrystals with “cubic” numbers
Neupe Of @0ms are energetically more stable than nanoc-

241

Ly()

2.2

1.8

1.4

1.0

0.1 T l I ”””10

Fig. 1. Dependences of the shape functions Z(f), Z4(f),
and Ly(f) = Z(f)Zy(f) on the shape parameter f for cubic
(f=1), platelike (f < 1), and rodlike (f > 1) nanocrystals. All
the shape functions reach a minimum value (equal to unity)
for cubic nanocrystals (f = 1).
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rystalswith N = N, £ 1. Asaconsequence, the general
size dependence ks(N) has a number of maxima.

(i) The size dependences exhibit an oscillatory
behavior: the general dependence k;(N) is oscillatory
with maxima at points ks(N.,,) and minima at points
corresponding to numbers N of atoms forming only a
defect-free rod of biatomic thickness.

From the datapresented in Figs. 1 and 2, it isevident
that the amplitude of these oscillations increases with a
deviation of the shape parameter f from unity (within
the above range of permissible values f). Since many
lattice properties of nanocrystals are governed by the
average coordination number ky(N), the dependences of
these properties on N also exhibit an oscillatory behav-
ior. The effects of magic numbers and oscillations in
size dependences have long been observed in numerical

12

11

Lol
10 102 103 10*
N

Fig. 2. Calculated dependences of the averaged (over all
atoms) first coordination number on the number of atoms
and the shape of nanocrystals with a face-centered cubic
structure. Closed squares correspond to the cubic isomorph
(f = 1), asterisks indicate the rodlike isomorph (f = 5), and
open squares represent the platelike isomorph (f = 0.2). The
minimum numbers of atoms are as follows: Npyin =
INT[8f/a] = INT[8 x 5/0.707] = 56 for the rodlike iso-
morph, Npyin = INT[8/0(f2] =INT[8/0.707 x 0.04] = 282 for
the platelike isomorph, and Ny, = INT[8/a] =
INT[8/0.707] = 11 for cubic nanocrystals. Symbols in the
isomorphs indicate the permissible (at given values of f and
o) numbers N of atoms in a nanocrystal with a specified
shape.
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and natural experiments (for details, see reviews [1,
15]).

4. CALCULATION OF THE SURFACE ENERGY
OF A NANOCRY STAL

Let us now assumethat theinteratomic interactionis
governed by the Mie-Lennard-Jones pair potential [16]

¢(r)
= [D/(b-a)l{alr/(c+n)]"=b[re/(c+1)]% .

Here, D isthe depth of the potential well, r, isthe coor-
dinate of the minimum of the potential well, b is the
stiffness parameter of the potential, and a is the param-
eter characterizing the long-range interaction.

Within the Einstein model of avibrational spectrum,
the free energy of the nanocrystal can be represented in
theform [17]

F/NKgks(N = ) = [k3 (N, )/2] (D/kg)U(R)
+3[O/ky(N = )] (8)
x{0.5+ (T/0©)In[1-exp(-O/IT)]} .

Here, ks is the Boltzmann constant. In the nearest
neighbor approximation, the potential energy U(R) can
be written as

U(R) = (aR°-bR%/(b-a), R = r/c.

In[18, 19], it was demonstrated that the characteris-
tic Einstein temperature in the case of the interatomic
potential (7) hasthe form

O(T) = AE{~-L1+[1+(6D/kgAE)] I\ (TIOy),
A, = Kg[5ks(N, f)ab(b+1)/192(b—a)]R"*?,(9)
Kg = #7Kgrem, & = 9/ky(N = o),

where misthe atomic mass and ©, is the Einstein tem-
perature a T = 0. As was shown in [19], the function
A(T/IOy) a T = 0 and high temperatures (T > Q) is
equal to unity. Thisfunction substantially changes only
intherange 0 < T < ©,. Consequently, the dependence
of the free energy (8) on the size and shape of the
nanocrystals is determined only by the dependence of
the average coordination number k; on N and f. Within
this approach, it became possible to obtain the size
dependences of the binding energy [13], the Debye
temperature, the melting temperature, and the super-
conducting transition temperature [14], which are in
good agreement with the experimental data.

From the foregoing it follows that the surface free
energy (per unit area) can be defined by a relationship
following from expression (2); that is,

(T, V, N)
= (dF/dKY)  (L(dK3/dF), J(dZ/df)g v . (1O

(7)
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Then, from formulas (5)—(9), we obtain the rel ationship
a(T,V,N) = —[ks(N = )/12c’a J{ DU(R)
+ 3kg[O/ks(N, f)] E(O/T)
x[©o/(Gp+ AW&)1D (T/BGg)},

where E(O/T) = 0.5 + [exp(©/T) — 1]t and 3(T/Q,) =
1 — (T/O){dIN[A(T/OY]/A(T/Oy)}. At high tempera
tures (T > 0.30,), these functions can be smplified:
E(@/T< 1) O0T/0, and 3(T/6, > 1) O 1. Moreover,
when the energy of zero-point vibrations is low com-
pared to the chemical bond energy, i.e., at 6D > kgA, £
(thiscondition is not satisfied only for quantum crystals
of the He and Ne types), formula (9) can be rearranged
to the relationship ©, [ (6DA, /kg)Y? [19]. As a result,
expression (11) can be simplified as follows:

o(T, R N) = [Kky(N = )/12c’aJ{ DU(R)
+[3kg T/Ks(N, )]} .
From thisrelationship at high temperatures, we have

(11)

(12)

(do/dT), = —kg/dc’ak: (N, f). (13)

For the isobaric dependence of the function o(T) at N =
o and R=1, we obtain

(do/dT)p = (do/dT)y + (do/dV);Va,
0(do/dT)y —(23)ca,,
where a, = V(dV/dT)p is the coefficient of thermal
expansion.
For macrocrystals (N = ) at zero pressure (R = 1)

and melting temperatures T,,, functions (12)—14) take
the form

(14)

0 = (kg/ar5o”®)[Kks(N = ©)(D/3kg) = Tpl, as)
(do/dT), = —kgldria®®,
(do/dT), O(do/dT), —0.05330/T .. (16)

In this case, the quantity o was approximated as
o, Ja?3, When calculating the quantity (do/dT),, the
thermal expansion coefficient a,, at the melting temper-
ature was estimated from the relationship a,T,, 10.08
[20], which is satisfied for the metals presented in the
table. Unfortunately, experimenta data on the quantity
—(do/dT), for solids are unavailable in the literature;
however, thereis aconsiderable amount of reliable data
for liquids[21]. The calculations demonstrated that the
quantity —(do/dT), for crystals is somewhat smaller
than that determined for a liquid phase at the melting
temperature in the experiment [21].

The table presents the results of calculations from
formulas (15) and (16) for 25 metals. A comparison
with the experimental estimates O, [2, 22, 23] shows
that the theoretical results are in good agreement with
the experimental data. Therefore, relationships (12)
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Calculated surface free energies of macrocrystals at melting temperaturesand R=1

Metal | ro,nm[16] | Dikg, K [16] | Tpn, K [24] f;gﬂ%?lvs’) fgr(r?ﬂ??l%) formula (15) Oexp
Face-centered cubic structure
Cu 0.2549 6841.19 1356 67.0 135.5 1741 1730[2]
1690-1780 [22]
1450-1810[23]
Ag 0.2876 5736.99 1234 53.00 102.4 1142 1205[2]
10502250 [23]
Au 0.2875 7411.60 1336 52.6 112.1 1490 1410[2]
1250-1530[23]
Al 0.2854 6630.61 932 53.4 131.6 1366 1020[2]
940-1340[23]
B-Co 0.249 8638.4 1765 70.0 139.4 2298 1800-2140[22]
2465-2725[23]
Pb 0.3477 3944.85 601 36.0 84.5 546 560 [2]
555-630[23]
Ni 0.2478 8706.50 1728 70.8 143.2 2344 1725[2]
1640-2500 [23]
Pt 0.2789 11367.70 2042 56.0 119.4 2428 1600-1965 [23]
Body-centered cubic structure
Li 0.3008 4927.9 453.70 454 113.1 576 460[2]
Na 0.3661 3303.3 370.97 30.7 67.9 259 230[2]
K 0.4541 2730.6 336.40 19.9 41.8 138 130[2]
Rb 0.4857 2506.6 312.00 17.4 36.4 111 104[2]
Cs 0.5360 2360.0 301.80 14.3 295 86 80[2]
Y 0.2606 15581.1 2193 60.5 1184 2381 2300[2]
Nb 0.2865 21716.3 2740 50.1 103.9 2762 2100[22]
20002264 [23]
Ta 0.2865 21303.8 3250 50.1 94.1 2681 2480 [2]
2410-2550[23]
d-Fe 0.2478 12574.6 1809 66.9 129.5 2123 2170[2]
1750-2150 [22]
1720-2100 [23]
Cr 0.2495 121289 2176 66.0 114.8 1991 2400 [22]
2070-2110[23]
Mo 0.2720 19822.1 2890 55.5 106.7 2775 2100[22]
18652680 [23]
w 0.2737 25589.0 3650 54.9 106.7 3543 2610-3190[22]
2668-2712[23]
Hexagonal close-packed structure
Mg 0.3188 2985.3 923 42.8 70.1 472 688[2]
Zn 0.2762 2678.1 693 57.0 100.9 571 830-880[23]
Cd 0.3112 2286.9 594 45.0 79.5 384 696 [2]
665-685 [23]
Ti 0.2930 9472.4 1940 50.7 100.8 1821 1700[22, 23]
Zr 0.3199 12274.7 2125 425 92.6 1996 1850 [23]

Note: Data on the melting temperatures and structural parameters at these temperatures are taken from [24]. The surface energies o and
Oexp &€ expressed in units of mJm?, and the quantity (do/dT) isgivenin uJ/m2 K.
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Fig. 3. Calculated dependences of the relative surface free

energy o* = 12cxsor§ /k3(N = 0)D on the number of atoms
and the shape of the surface of nanocrystalswith aface-cen-
tered cubic structure. The relative temperature is given by
T = kgT/D = 0.15. Closed squares correspond to the cubic
isomorph (f = 1), asterisks indicate the rodlike isomorph
(f=5), and open squares represent the platelike isomorph
(f=0.2). The horizontal dotted line shows the relative sur-
face energy o, = 0.95 at which crystals undergo melting
irrespective of the size N or shapef. In calculations, the dis-
tance between the centers of the nearest neighbor atomsis
taken equal to the coordinate of the minimum of the poten-
tial well: c=rg (i.e, R=1).

and (13) can be used for analyzing the dependence of
the surface energy on the size and shape of the surface
of nanocrystals.

5. THE SURFACE ENERGY AS A FUNCTION
OF THE SIZE AND SHAPE OF A NANOCRY STAL

From formulas (5), (12), and (13) at N > N, = 8,
we obtain the relationships

oy = do/d(1/N®) O—(kgT/4c?)ZE (f) =0 T,
o, = do/d(c/d) O~(ksT/4c?)3%a L (f) (17)
= oyl,
Here, we introduced the following designations:
oy = [d(do/dT)/d(1/N"®)],
= —(kg/12c?) (22 + £77°),
Org = [d(do/dT),/d(c/d)],
= _(kg/12¢%)a P2+ f 2+ 132

(18)
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Fig. 4. Calculated dependences of the relative surface free

energy o* = 12a50r§ /k3(N = )D on the number of atoms

and the temperature for isomorphic nanocrystals with cubic
shape (f = 1). Nanocrystals have aface-centered cubic struc-
ture with ¢ = rg (i.e., R=1). Numbers near the curves cor-
respond to the relative temperatures t. The horizontal line
shows the relative surface energy oy, = 0.95 at which crys-
tals undergo melting upon isochoric heating (R = 1) irre-
spective of the size N or the shape f of the surface.

An analysis of these relationships demonstrates that the
surface energy is a linear function of the argument
1/NY3 (or c/d) and the slope of the size dependence of
0 increases upon deviation of the parameter f from
unity (Figs. 1, 2), i.e., upon distortion of the cube.

The dependence of the relative surface energy o* =

120(50r§ /ks(N = 00)D on the number of atoms, the shape
of the surface, and the temperature (at high temperatures)
a R = 1 has the form [see formula (12)] o* = 1 —
[3t/ks(N, T)]. The dependences o* (N, f) for nanocrystals
with aface-centered cubic structure are plotted in Fig. 3.
The relative temperature T was taken to be 1 = k;T/D =
0.15(Fig. 3). Theevolution of thefunction o* (N) with an
increase in the relative temperature from 1 = 0.1 to 0.2
(for cubic nanocrystals at high temperatures and R = 1)
isillustrated in Fig. 4. It followsfrom the results obtained
that the function o* only dightly depends on the size.
For nanocrystals with a face-centered cubic structure
(especialy with a cubic shape), the surface energy o*
can be considered to be independent of the size (and, cor-
respondingly, of the shape). A similar inference was
made for aliquid spherical drop by Bazulev et al. [6] on
the basis of numerical simulations. It isthisweak depen-
dence a(N) that justifies the use of experimental dataon
o(N = ) in caculations of the therma properties of
nanocrystals, as has been donein many works. However,
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as the temperature increases, the isomorphic size depen-
dence o(N, f = const) becomes more pronounced, espe-
ciadly for distorted nanocrystals (Figs. 2-4). Bazulev et
al. [6] dso found that the dependence o(N) becomes
stronger when a spherical drop is transformed into an
oblate eliptical drop. It should be noted that the general
dependence o* (N) exhibits an oscillatory behavior with
maxima at the points N, Where the function ky(N) has
maxima (see Section 3).

6. THE CONSTANCY OF THE SURFACE ENERGY
UPON MELTING

Now, we assume that the Lindemann criterion is
valid upon melting of nanocrystals of arbitrary size
[25-27]; that is,

R, Oconstd (1.1)™ = 0.909,
TN, £) = [To(N, £)/Ty(N = )]
0P o(N, f)/©p(N = )] O3 (N, f).

(19)

Then, from relationship (12), we obtain

MAGOMEDOV

o* (Tm(N, f))
= Ro{ [-U(Ry)] = [3Tn(N, f)/ks(N, )]}
ORA{ [-U(Ry)] =3[ T(N = 00)/ky(N = e0)]
X [Th(N, £)/KE (N, )]} OR{[-U(Ry)]
—3[Tm(N = 0)/ks(N = )]}
= Om(Ks(N = @)),

(20)

where 0* = 120012 /ks(N = 00)D and T = kg T/D. Inthis

case, therelative surface energy o, at the melting tem-

perature depends neither on the size nor on the shape of
the nanacrystals. Relationship (20) impliesthat the rel-
ative surface energy of ananocrystal (with any sizeand
shape) at the melting temperature (which depends on N
and f) is a constant determined by the nanocrysta
microstructure. As can be seen from Fig. 5, the quantity
T (N = ) = kg T,(N = 0)/D is nearly constant for the
metals presented in thetable: 1,,,(N = o) [J0.15 for hex-
agonal close-packed and body-centered cubic struc-
tures and 0.20 for face-centered cubic structures.
Hence, from relationship (20) at R,, 0 1, we can make
the following estimates for metal s with the correspond-
ing microstructures:

Om(Ry =1) 01-[31,(N = 00)/kg]

5& —3(0.15/12) = 0.963 for ahexagona close-packed structure

(21)

U —3(0.20/12) = 0.950 for aface-centered cubic structure
Sl —3(0.15/8) = 0.944 for abody-centered cubic structure.

InFigs. 3 and 4, therelative surface energy o, = 0.950

is taken for face-centered cubic nanocrystals. It can be
seen that the size at which ananocrystal transformsinto
aliguid phase increases when the shape of the nanoc-
rystal deviates from cubic shape (Fig. 3). Among the
isomorphic (with a specified shape parameter f) nanoc-
rystals, the nanocrystal swith larger sizes undergo melt-
ing at higher temperatures (Fig. 4). Note that, for T 2

T(N = ), the dependence o* (N) lies below o}, (see

the isotherm for T = 0.20 in Fig. 4). Thus, reasoning
from the Lindemann criterion (19), we obtain one more

criterion for melting: a nanocrystal undergoes melting
when the surface energy decreases to the value deter-
mined by relationship (20) and becomesindependent of
sizeand shape. It should be noted that estimates (21) for

o, were carried out for isochoric (R = 1) heating. In

the case of isobaric heating, the limiting value of o},

should be smaller than estimates (21) due to a decrease
in the parameter R. For example, from the Lindemann
criterion at a = 6 and b = 12 (Lennard-Jones potential)
and relationship (20), instead of estimates (21), we
obtain the following estimates:

[D.639 for ahexagonal cloe-packed structure,

_ 1l .
or(R,=11 1) U[0.628 for aface-centered cubic structure,

(22)

Ep.623 for a body-centered cubic structure.
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It should be taken into account that the dependences
o*(N) in Figs. 3 and 4 were plotted according to for-
mula(12) at R= 1. If the calculations are performed for
R=1.17, thecurvesin Figs. 3 and 4 should lie dlightly
below, but the qualitative pattern will remain

unchanged, because the horizontal linefor o), [accord-

ing to estimates (22)] should also lie below. However,
a R,=11%and 1,,(N = ») = 0.2, the calculated iso-
therms o*(N) in Figs. 3 and 4 will be located below the

level o (R, = 1.17%) [10.628 that corresponds to the

melting of a face-centered cubic macrocrystal. Since
the melting temperature isalinear function of the depth
of potentia (7) (Fig. 5), the surface energy at the melt-
ing temperature of a nanocrystal is governed only by
the microstructure and the parameters of the inter-
atomic potential; that is,

O(Tm(N, £)) = 05[ks(N = 0)D/12a,r¢]
ORZ{ [~U(Ry)] = [3Tm(N = ©)/ks(N = )]}
x [Kg(N = 00)D/1201d] = 0 (Ks D, o).

The quantity S(T,,) = 6a(ry/R.)? representsthe surface
area of a cube involving one atom at the melting tem-
perature of the macrocrystal. The factor E(T,) =
[kg(N = 00)/2]D[-U(R)] — (3/2)kg T,n(N = 0) isthe sub-
l[imation energy (per atom) of the macrocrystal at the
melting temperature (the second term is the mean
energy per three degrees of freedom of the atom at the
melting temperature of the macrocrystal). As a resullt,
relationship (20) can be rewritten in the physicaly
obvious form

Om(Ka D, o) = Ef(Tm)/Sy(Trm)- (23)

Thus, for compounds with T,,,(N = ©) > Oy(N = ),
the surface energy of acrystal (with any size and shape)
at the melting temperature T,(N, f) is equal to the
energy required to separate the macrocrystal into indi-
vidual atoms [at T,,(N = )], which is divided by the
surface area of thefree atomsthusformed at T,(N = ).

That iswhy the surface area o}, does not depend on the

size and shape of the crystal and is determined only by
the parameters of the interatomic potential (7) and the
first coordination number k;(N = 00). The surface energy

o* = 120(sor§/k3(N = 00)D expressed in relative units
[which are represented by a combination of the parame-
ters of the interatomic potential (7)] appears to be inde-
pendent of the parameters of the metal and, hence,
becomes a characteristic that is approximately constant
for metals with a particular microstructure. It is this sit-
uation that is described by expressions (20)—(23).

In the general case, experimenta surface energies
for different faces of a crystal differ from each other
[15]. Since this differenceisretained downto T =0, it
ismost likely associated with the different atomic pack-
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Fig. 5. Dependences of the melting temperature on the
depth of the interatomic potential for metals with a face-
centered cubic structure (closed squares), a body-centered
cubic structure (open sguares), and a hexagona close-
packed structure (crosses) presented in the table. Straight
lines are the linear dependences T, = A(D/kg) + B. The
heavy solid line indicates the dependence obtained in [21]
at A=0.1923 and B = 0. The other lines are constructed by
computer processing of the data taken from the table. The
dotted line corresponds to the dependence for a face-cen-
tered cubic structure: A = 0.198, B = —93.207, and the cor-
relation coefficient R.,, = 0.939 (the dotted line virtually
coincides with the heavy solid ling). The thin solid line
shows the dependence for a body-centered cubic structure:
A =0.146, B = -52.248, and R.,, = 0.988. The dashed line
represents the dependence for a hexagonal close-packed
structure: A = 0.154, B = 338.914, and R, = 0.986.

ing densities in faces with different {hkl} indices. In
particular, for aface-centered cubic structure, the num-
ber of nearest neighbors for an atom is equal tok, = 6
in the plane of the (111) face with the closest packing,
k, = 4 in the plane of the (100) face, and k, [(14-2 in the
plane of the (110) face in which atoms form chain
structures [15]. Therefore, for these faces of face-cen-
tered cubic crystals, we have

o, T4k, (2)
%b.8660 for the (111) face
0 with k,=6 and k,(2) = 0.9069
_ [0.7854 for the (100) face
- with k,=4 and k,(2) = 0.7854

EL1-15 for the (110) face
with k,04-2 and k,(2)0 0.7-05.

According to the above criterion for melting, the face
melts when the surface energy of this face decreasesto
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an energy [determined by expressions (20)—23)] iden-
tical for al possible faces. Hence, it follows from rela-
tionship (12) that the melting temperaturesfor different
crystal faces should also differ from each other. For
example, for face-centered cubic structures, we have
Tn(111) > T,,(200) > T,,(120). It is this effect that has
been experimentally observed for different faces of
metals and semiconductors [28-30].

It can be seen from Fig. 3 that, at N = const, the sur-
face energy is maximum for cubic nanocrystals (at
f = 1). As a consequence, we can formulate the follow-
ing regularities.

(i) The melting (or sublimation) temperature of a
noncubic nanocrystal is less than that of the cubic iso-
mer (i.e., the cubic nanocrystal with the same number
N of atoms) under identical ambient conditions.

(if) Conseguently, the noncubic nanocrystal after
melting (or evaporation) can immediately crystallize
into a higher melting cubic isomeric form.

(iif) Upon transformation into the cubic isomeric
nanocrystal, the heat of crystallization of a liquid (or
gas) released from the noncubic nanocrystal is greater
than the heat of melting (or sublimation) of the initial
noncubic isomeric nanocrystal.

(iv) The noncubic nanocrystal should adhere to sur-
rounding surfaces more easily than the cubic isomeric
nanocrystal. The greater the deviation of the nanocrys-
tal shape from cubic shape, the stronger the effect.

(v) The noncubic nanocrystal should enter into dif-
ferent chemical reactions more readily than the cubic
isomeric nanocrystal. The greater the deviation of the
nanocrystal shape from cubic shape, the higher the
reactivity.

7. FRAGMENTATION AND DENDRITIZATION
OF A CRYSTAL

As follows from relationships (11) and (12), the
condition o < 0 can be satisfied at specific values of R,
T, N (or d), and f. In this case, it is energetically more
favorable for the system to increase the surface area
either through spontaneous decomposition into compo-
nents (fragmentation) or through transformation of the
structure of the surface into a skeleton structure (den-
dritization). According to expression (12), this frag-
mentation—dendritization condition is satisfied when
the following inequality holds:

—kq(N, F)U(R) < 3kgT/D. (24)

The “cold” fragmentation and dendritization [k5(N,
fYU(R) < 0] was investigated in my previous work [13]
when analyzing the binding energy of a nanocrystal at
T=0. At T > 0, the fulfillment of the fragmentation—
dendritization condition (24) can be provided in differ-
ent ways, namely, through (1) a variation in the pres-
sure,i.e, inRat T, N, and f = const [13]; (2) an increase
in the temperature T a R, N, and f = const [31];
(3) adecreaseinthesizeNat R, T, and f = const [5]; or
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(4) adeviation of f from unity at R, T, and N = const
(i.e., a deviation of the shape from cubic shape under
isothermal and isochoric conditions).

When the fragmentati on—dendriti zation condition (24)
is ensured in any one of the aforementioned four ways,
the crystal can undergo exotherma spontaneous
decomposition into dendritic fragments with a maxi-
mum surface area (fragmentation—dendritization pro-
cess). Inequality (24) can be rewritten in the form

Rb—(b/a)Ra+3[(b—a)r/ak3(N, f)] >0,
R =ry/c, T =KkgT/D.

From relationship (25) at b = 2a, we found that con-
dition (24) can be satisfied under uniform compression
or uniform extension when the system obeys the fol-
lowing inequalities:

(25

R?om >1+ (1_Tfr)ﬂ2!
RA, <1-(1-1)", 1, = 3t/kg(N, ).

Note that the smaller the quantity Ky(N, ), the less the
degree of compression (or extension) required for initi-
ating the fragmentation—dendritization process.
Judging from the Lindemann criterion (19), we can
assume that the relationship t,,(N, f)/ks(N, f) O1(N =
0)/ks(N = o) holds upon melting. Hence, it follows
that, upon melting, the quantity t:(T,) = 3T,(N,
f)/kg(N, ) O31,,,(N = 00)/ks(N = c0) < 1 does not depend
on the size and shape of the nanocrystal. Therefore, the
values of R,(T,,) and Ry(T,,) that, according to ine-
qualities (26), determine the degrees of compression
and extension at the melting temperature (itself depen-
dent on N and f), which are required for initiating the
fragmentation—dendritization process, can turn out to
be identical for any nanocrystal. In particular, for face-
centered cubic crystals (Fig. 5), we have T,,(N = o) [
0.2, T¢(T,) 00.05, Rygm(Trm) > 1.975Y2, and Ry (T,y) <
0.025"2, At a = 6 (thisis characteristic of van der Waals
bonds [16]), the fragmentation—dendritization process
upon melting of acrystal can proceed under the follow-
ing conditions: ¢(T,,)/ry < 0.893 under compression and
c(T,)/ro > 1.845 under extension. At a = 2 (this holds
true for diamonds, Si, Ge, a-Sn [32], a number of met-
als[16]), the above process can beinitiated at ¢(T,,,)/ro <
0.712 under compression and c(T,,))/r, > 6.284 under
extension. These estimatesindicate that it is more prob-
able to observe the manifestation of the fragmentation—
dendritization process upon melting under compression
or extension of crystals in compounds with van der
Waals bonds rather than in metals or semiconductors.

The experimental works devoted to the baric frag-
mentation revealed in crystals were discussed in my
earlier work [13]. Moreover, the possibility of observ-
ing the size and thermal fragmentation of nanocrystals
was also previously noted by other authors. In particu-
lar, the possible self-dispersion of 3d metal nanocrys-
tals less than 20 nm in size was noted by Korobitsin

(26)
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et al. [5], who calculated the surface energy of a cold
nanocrystal. Zhukov [31] investigated the fragmenta
tion of achain consisting of 100 atoms by the molecul ar
dynamics method. The results of all the af orementioned
works confirm our inferences regarding the conditions
for fragmentation and, hence, regarding the influence of
the shape of the nanocrystal surface on the size depen-
dence of the surface energy o(N, f).

8. RELATION BETWEEN THE SURFACE
ENERGY o AND THE ENERGIES
OF SUBLIMATION AND VACANCY FORMATION

For macrocrystals of elemental substances, Pogosov
[33] proposed the following phenomenologica rela
tionships:

4trio(N = 0)/E(T = 0) OC,
= 0.6-0.7 02/3,

(27)

g, /aTrio(N = ) OC,0 1/2. (28)

Here, E{(T = 0) isthe sublimation energy (per atom) of
amacrocrystal at T =0 and ¢, isthe energy of forma-
tion of avacancy (spherical in shape) in the bulk of the
macrocrystal. Relationship (27) was derived under the
assumption that, during the sublimation of a crystal
composed of N atoms, thework is expended on forming
the surface of free atoms and this work is proportional
to the quantity 4Trr§ o(N = «)N. However, expression
(28) was deduced by assuming that the energy of
vacancy formation isequal to only aportion of thework
expended on forming ahollow surface of radiusryinan
elastic continuum of the crystal. The validity of rela
tionship (27) can easily be understood reasoning from
expressions (12) and (20)—23). In regard to expression
(28), it should be noted that, in this case, the Lindemann
criterion (19) enables one to obtain the estimate
€, kg T (N = ) [010[34, 35]. Taking into account this
estimate and the relationships kgT,,(N = ©) ~ D ~
0,S(T,), which follow from the data presented in
Fig. 5 and estimates (22), the inference can be made
that the approximate expression (28) is valid in the
high-temperature range. Moreover, Devyatko et al. [ 36]
calculated the energies of vacancy formation for differ-
ent faces of a number of metals with a face-centered
cubic structure and revealed the inequalities €,(111) >
€,(100) > ¢,(110). From these inequalities, expression
(28), and the melting criteria (20)—23), we obtain the
relationship T,,,(111) > T,,,(100) > T,,(110). The validity
of this relationship (which was derived in a different
way in Section 6) is confirmed by the experimental data
presented in [28-30]. However, in the low-temperature
range, the energy of vacancy formation €, considerably
decreases with a decrease in the temperature [35, 37].
On the other hand, it can be seen from expression (12)
and Fig. 4 that the surface energy o increases with a
decreasein the temperature. Therefore, expression (28)
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does not hold at low temperatures. That iswhy, in [33],
expression (28) was found to be invalid for rare-gas
crystals, which are characterized by a strong depen-
dencee, (T).

9. THE IDENTITY OF THE SURFACE ENERGY
AND SURFACE TENSION

It should be noted that, in relationships (27) and
(28), Pogosov [33] used the function o(N = ), i.e., the
surface tension of macrocrystals, rather than the surface
energy O.,(N = o). According to formulas (3), (5), and
(6), the surface tension 0,,(N) can be represented in the
form

Own = 0 + Z(da/dk3),, , (dk3/df) /(dZ/df ) n,c

(29)
= 0—(1-k3)(do/dk}),, y 1

where k% = k¥ (N, f).

From expression (12), in the high-temperature
range, we have

O = 0—(1—K:)kgT/Ac 0 (K2 ) -
= {ks(0)D[-U(R)] — [3ks T/(K5)T} /(12¢°a),

(d0e,/dT), = —kg/4c a(k%)®. (31)
It can be seen from these relationships that, compared
to the surface energy o, the surface tension o, more
rapidly decreases with both a decrease in N and an
increase in the temperature. However, the difference
between the quantities 0., and o is small and vanishes
a N — oo. It follows from formula (30) that 0o, —>

caki(N—»o,f) 1

Figure 6 depicts the isomorphic dependences o(N)
and 0,,(N) for cubic (f = 1) and rodlike (f = 5) nanoc-
rystals at the melting temperature 1 = k; T,/D 0J0.2. In
caculations, the distance between the centers of the
nearest neighbor atoms was taken equal to that corre-
sponding to the Lindemann criterion (19): ¢ = 1.1r,
(i.e.,, R=10.909). As can be seen from Fig. 6, even at
maximum values of T and ¢ [when the first term in
expression (30) is minimum and the second term is
maximum], the difference between the functions o(N)
and o,(N) isinsignificant and, at N > 1000, these func-
tions can be considered to beidentical with ahigh accu-
racy. Thisinferenceisin agreement with the theoretical
results obtained by Vogelsberger et al. [11]. Therefore,
the results of the present work for the function a(N, f)
are adso valid for the function o,.,(N, f). The identity of
these functions for macrocrystals of elemental sub-
stances, i.e., Oig(N = ) = g(N = ), was noted in the
review by Kumikov and Khokonov [23], who analyzed
the results of many experimental works.
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Fig. 6. Dependences of the surface energy o* =
12a50r§/k3(N = c0)D (two upper curves) and the surface

tension o}, = 120(50tenr(2) k(N = 00)D (two lower curves)

on the number of atoms and the shape of the surface of
nanocrystals with a face-centered structure at relative tem-
perature T = 0.2. The exponents in potential (7) are as fol-
lows: a =6 and b = 12. Squares and solid lines correspond
to the isomorphs of cubic nanocrystals (f = 1), and asterisks
and dotted lines indicate the isomorphs of rodlike nanocrys-
tals (f = 5). The distance between the centers of the nearest
neighbor atoms s taken equal to ¢ = 1.1r (i.e., R=0.909).

NK(d)

d, d

Fig. 7. Bimodal distribution of nanocrystals with an identi-
cal number N of atoms over the nanocrystal diameter d
(whichisfrequently referred to asthe nanocrystal size). The
quantity NK(d) is the number of isomeric nanocrystals with
diameter d in an array. Vertical lines indicate the diameters
of platelike nanocrystals (d,) and rodlike nanocrystals (d,)
for which the distribution exhibits maxima.
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The functional similarity of the equations for calcu-
lating the surface tension and the surface stress [see
relationships (3)] suggests that, at N > 1000, the func-
tion og,(N) should coincide, to ahigh accuracy, with the
function 0,(N); i.€., 04 (N) = 0,n(N).

10. BIMORPHISM OF A NANOCRY STAL

Figure 1 shows the dependences of the shape func-
tionsZ(f), Zy(f), and Ly(f). An analysis of these depen-
dences indicates that three-dimensional nanocrystals
can exhibit bimorphism. In essence, the phenomenon of
bimorphism (literaly, duplicity) lies in the identity of
the shape functions for platelike and rodlike nanocrys-
tals. As follows from the results obtained in Section 2
and relationships (8), (9), (11), (19), and (30), thisiden-
tity implies the equality of the average coordination
numbers, free energies, characteristic temperatures,
surface energies, melting temperatures, and surface
tensions for platelike and rodlike nanocrystals at a =
const; that is,

ki(plate) = ky(rod), O(plate) = ©(rod),
F(plate) = F(rod), o(plate) = o(rod), (32)
Tn(plate) = T, (rod), O (plate) = o, (rod).

The bimorphism can be observed in two cases, namely,
at N = const and d = const.

(A) The bimorphism for isomeric (i.e., at N = const)
nanocrystals takes place under the condition ky(N, f, <
1) = kg(N, f, > 1), which can be reduced to the equation

Z(fp<1) = Z(f,>1), (33)

where the subscripts p and r refer to platelike and rod-
like shapes, respectively. Equality (33) suggests that
oblate and prolate nanocrystals with a given number of
atoms are characterized by the same parameters (32).
Therefore, a nanocrystal involving a noncubic number
of atoms (N # N can have platelike and rodlike
shapes with equal probability. This leads to the follow-
ing two effects.

(A.1) The bimodal distribution of isomeric nanoc-
rystals over the diameter is schematically shown in
Fig. 7. Cubic, platelike, and rodlike nanocrystals con-
sisting of the same number of atoms can be formed
under identical ambient conditions. Note that noncubic
isomers [with equal values of N, ks(N), and Z and, cor-
respondingly, with equal masses and binding energies)
can have different diametersd, > d; i.e., the size of rod-
like nanocrystals is larger than that of platelike nanoc-
rystals. From expressions (6), we can derive the follow-
ing relationship for the difference between the diame-
ters of noncubic nanocrystals:

Ad* = d*(f,)—-d*(f,)
= 3%04(Na) [ Zy( ) = Zo(F,)].
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where the values of f, and f, are determined from condi-
tion (33). For example, it can be seen from Fig. 1 that
the shape function Z; = 218 is characteristic of both
platelike (f, = 0.25) and rodlike (f, = 5.1) isomers. Con-
sequently, nanocrystals with equal masses and parame-
ters (32) have different diameters. (Note that the diam-
eter of nanocrystals is traditionally measured using a
microscope and is referred to as the nanocrystal size.)
In our case, the diameters of noncubic nanocrystals
with Z,= 218 are as follows:

d*/ag(Na)™ = (2+ 3%

_ [B.08 forarodwith f; =510
- EZ.ZS for aplaewith f, = 0.25.

-13

Thus, nanocrystals are characterized by a bimodal
size (diameter) distribution NK(d). A similar bimodal
distribution is schematically shown in Fig. 7. Some
researchers observed bimodal distributions in experi-
ments. In particular, Giorgio and Urban [38] found that
the diameters of the majority of silver nanocrystals are
equal either to 1-2 or to 45 nm. Anisichkin and
Mal’ kov [39] revealed that the sizes of diamond nanoc-
rystals are equal to 3-3.5 or 5-5.5 nm. For copper
nanocrystals, Ivanov-Omskii et al. [40] obtained the
nanocrystal size distribution function NK(d) with two
maximaat 2.0 and 2.7 nm. It should be noted that, up to
now, the bimodality under consideration has not been
justified theoretically. In this respect, the experimen-
tally found bimodality of the distribution function
NK(d) is frequently trested as an experimental error.
Unfortunately, at present, experimentally measured his-
tograms of the nanocrystal size distribution NK(d) have
been processed using a standard procedure of fitting to
a Gaussian unimodal distribution and thus calculating
both the mean size of nanocrystals in an array and the
variance of the distribution. Undeniably, the amount of
experimental and theoretical datacountinginfavor of the
bimodality of nanocrystal size distributions would be
considerably larger if researchers were to have more
closely examined the splitting of the maxima in histo-
grams of the size distributions of nanocrystals and to
have not treated the splitting of the distribution function
NK(d) [or NK(N)] as an experimental error (Fig. 7).

(A.2) At specific temperatures and a sufficiently
small (noncubic!) number N of atoms, various internal
fluctuations or external actions can initiate oscillations
of the nanocrystal shape (at N = const) or, more specif-
ically, reversible changes in the nanocrystal shape from
platelike to rodlike. It is clear that these shape oscilla-
tions should occur most readily in nanocrystals of com-
pounds with a low energy of interatomic interaction
(for example, helium, hydrogen, neon, etc.). Note that,
in experiments, the shape oscillations initiated in the
nanocrystal (with anoncubic N!) under external actions
(for example, upon exposure to acoustic or electromag-
netic waves) should be accompanied by an anomalous
absorption of the energy of the disturbance source. As
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follows from relationships (5) and (33), the resonance
frequency of absorption is determined by the quantities
N and o and also the interatomic interaction parame-
ters.

(B) The bimorphism for isodiametric (at d/c = d* =
const) nanocrystals is observed under the condition
ke(d*, 5 <1)=kg(d*, f¥ > 1), which can be reduced
to the equation

Lo(f5 <1) = Ly(f*>1). (35)

When examining an array of isodiametric nanocrys-
tals, i.e., nanocrystals chosen so that they have an iden-
tical diameter (the diameter of nanocrystals is usually
measured using a microscope), we can observe the fol-
lowing two effects.

(B.1) Thedistribution NK(N) of isodiametric nanoc-
rystals over the number of atoms can appear to be bimo-
dal. For identical diameters, the chosen (according to
size under a microscope) nanocrystals can be either
cubic or noncubic in shape. Some platelike and rodlike
isodiametric nanocrystals can exhibit bimorphism in
accordance with relationship (35). This means that
parameters (32) for these nanocrystal s should be equal
to each other. Despite their sizes being equal, platelike
and rodlike nanocrystals have different humbers of
atoms: N, > N.. According to expressions (6), the differ-
ence between the numbers of atoms in these nanocrys-
tals with noncubic surfaces can be represented as

AN"® = [N(F )P = [N(F ™

s al2 13 xy1-1 \q—L (36)
= (d*13aqa ) {[Z4(T5)]  —[Za(F7)] 3.

Here, the parameters f7 and f; are determined from
condition (35).

(B.2) At asufficiently high temperature and specific
diameters d*, the number of atoms in a noncubic
nanocrystal can undergo oscillations. Under external
actions or in response to internal fluctuations, a plate-
like nanocrystal can lose part of the atoms and trans-
form into arodlike nanocrystal with identical values of
d* and parameters (32) but different N. Then, this
nanocrystal can capture atoms from the environment
and regain itsoriginal shape. It isevident that, in exper-
iments, the oscillations of the number of atoms in a
noncubic nanocrystal (upon exposure to acoustic or
electromagnetic waves) should result in an anomalous
absorption of the energy of the disturbance source. The
resonance frequency of absorption isdetermined by the
guantities d* and a and also theinteratomic interaction
parameters.

L et us now consider an array of honcubic nanocrys-
talsthat can exchange atoms. Under external actions (or
in response to internal fluctuations), metastable noncu-
bic (platelike or rodlike) shapes of nanocrystals can
gradually transform into a more stable cubic shape,
which is attended by an increase in the size of onetype
of crystalsand adecreasein the size of the other type of
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crystals. This relaxation of “cubization” of the shape
with a change in the nanocrystal size should be accom-
panied by arelease of energy due to the transformation
of the array of nanocrystals into a thermodynamically
more stable state. The energy gainisassociated with the
decrease in the total surface area of the array of nanoc-
rystals owing to the cubization of the nanocrystal shape
and the decrease in the degree of dispersion of the array
asawhole.

11. SAIMULTANEOUS PRECISION
MEASUREMENT OF THE DIAMETER
AND NUMBER OF ATOMS IN A NANOCRY STAL
OF ARBITRARY SHAPE

From relationships (34) and (36), it is easy to derive
an “uncertainty relation” for the simultaneous precision
measurement of the quantities d* and N characterizing
the nanocrystal sizein an array; that is,

(Ad*IN"?)(AN"*1d*) = [Z4(f,) = Zo(f,)]

X{[Za(F = 1Zo( T -
Here, the parameters f, and f, are determined from con-
dition (33) and the quantities f7 and f;; are evaluated
from condition (35).

The physical meaning of expression (37) is as fol-
lows. Let us assume that there is an array consisting of
nanocrystals of aparticular substance (o = const). From
this array, we choose isomers, i.e., nanocrystals with
identical numbers N of atoms and, consequently, with
equal masses (as is the case with the selection of iso-
meric nanocrystals with the use of a mass spectrome-
ter). By virtue of the bimorphism described by expres-
sion (33), the chosen isomeric nanocrystals are charac-
terized by a bimodality (actually, uncertainty) of their
diameters d*. Now, we take nanocrystals with identical
diameters d* from the array (as is the case with the
choice of nanocrystals equal in size under a micro-
scope). Owing to the bimorphism described by rela
tionship (35), the chosen isodiametric nanocrystals
exhibit a bimodality (uncertainty) of the number of
atoms. Only when all nanocrystals are cubic in shape

(atf =f,= fF = f; = 1) does neither bimodality nor
uncertainty of the size occur in the system.

The above uncertainty in the simultaneous precision
measurement of the quantities d* and the number N in
the array of nanocrystals is of considerable (or even
crucial) importance for theoretical estimation of the
diameter d* of nanoparticles chosen using a mass spec-
trometer (i.e., according to the number N or the mass)
and the number N of atoms in nanocrystals chosen
under a microscope (i.e., according to the diameter d).
In the former case, there can appear abimodality in the
distribution of nanocrystals over the diameter d*
(Fig. 7) and an uncertainty in the modal size of chosen
nanocrystals. This necessarily leads to errors in the

(37)
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obtained dependences of the properties on the diameter
d. In the latter case, a similar bimodality can be
observed in the distribution of nanocrystals over the
number N of atoms. the chosen rodlike, cubic, and
platelike nanocrystals with the same size will contain
different numbers of atoms. This bimodality introduces
errorsin the representation of the experimentally mea-
sured properties as afunction of N.

It should be noted that the bimodality inthe sizedis-
tribution of nanocrystals [NK(d), NK(N)] most clearly
manifests itself when an array of nanocrystals is pro-
duced through baric fragmentation, i.e., through pre-
liminary (static or dynamic) compression of a macroc-
rystal under a pressure higher than a threshold value,
followed by rapid unloading [13]. The point is that,
after this explosive treatment of the macrocrystal, the
fragments formed have anoncubic shape with the high-
est probability, i.e., aplatelike or rodlike habit (theterm
“fragmentation form” is used in experimental works).
Strange as it may seem, the formation of cubic nanoc-
rystals upon baric fragmentation is less probable [13].
Therefore, nanocrystals produced through baric frag-
mentation (for example, detonation diamonds [39, 41])
are characterized by a fragmentation habit and bimo-
dality in the size distribution. In particular, the length-
to-width ratio of particlesin an array of detonation dia-
monds is estimated, on average, to be f = 1.8 [41].

In the case when nanocrystals are formed at low (or
slowly changing) pressures, the appearance of bimodal-
ity in the size distribution is unlikely. For this prepara
tion procedure, the formation of cubic nanocrystals is
energetically most favorable and, hence, is more prob-
able [13]. Therefore, the behavior of the experimental
dependence NK(d) enables us to judge both the condi-
tions at which agiven array was produced and the pres-
sures applied to the array in the course of its evolution.
For example, nanocrystalswith the same diameter d (or
the same numbers N of atoms, i.e., the same masses) are
chosen from a powder (array of nanocrystals) of
unknown origin. Then, if an ensemble of chosen nanoc-
rystals exhibits a pronounced bimodality in the distri-
bution of nanocrystals over N (or d), this powder most
likely was subjected to sharp baric treatment at pres-
sures above a threshold value in the course of the pro-
duction or evolution. Thismethod of analyzing an array
of nanocrystals for bimodality in the size distribution
can be used to design disposabl e detectors of explosion
pressures.

12. CONCLUSIONS

Thus, the main results obtained in this work can be
summarized as follows.

(D) Thesurfacefreeenergy o (at N> 8, dl theinfer-
ences made for o are also valid for the function 0,,)
decreases with a decrease in the nanocrystal size: the
functions o(N-3) and o(c/d) linearly decrease with an
increase in the argument N3 or c/d.
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(2) The greater the deviation of the nanocrystal
shape from cubic shape, the more pronounced the
decreasein the surface free energies a(N-3) and o(c/d)
with an increase in the argument.

(3) At high temperatures, the surface free energy o
upon isochoric heating linearly decreases with an
increase in the temperature. The smaller the nanocrys-
tal size (for a particular shape) or the greater the devia-
tion of the nanocrystal shape (at a given N) from the
thermodynamically most stable shape (a cube), the
larger the quantity —(do/dT),,.

(4) The surface free energy ¢ upon isobaric heating
decreases more rapidly (nonlinearly) as compared to
isochoric heating: |(do/dT), > —(do/dT),,. The lope of
the dependence o(T) increases either with an isomor-
phic (at f = const) decrease in the number N or upon an
isomeric (at N = const) deviation of the nanocrystal
shape from cubic shape.

(5) It was established using the Lindemann criterion
for melting (19) that a nanocrystal undergoes melting
when the surface energy decreases to a value [deter-
mined by relationships (20)—<23)] at which it becomes
independent of the nanocrystal size and shape.

(6) For compounds with T.,(N = o) > ©(N = ), the
surface energy of ananocrystal (with arbitrary size and
shape) at the melting temperature T,,(N, f) is equal to
the energy required to separate amacrocrystal into indi-
vidual atoms [at T,,(N = )], which is divided by the
surface area of thefreeatomsthusformed at T,(N = ).

(7) The dependences ky(N), ©(N), F(N), a(N),
Tn(N), and 0,,(N) (and their related other size depen-
dences) exhibit an oscillatory behavior with maxima at
points corresponding to the magic numbers N, of
atoms forming a defect-free cube and with minima at
points corresponding to numbers N of atoms forming
only a defect-free rod of biatomic thickness.

(8) Under condition (24), ananocrystal can undergo
exothermal spontaneous decompoasition into dendritic
fragments with a maximum surface area (fragmenta-
tion—dendritization process). This process is more
probable in compounds with van der Waal s bonds.

(9) Nanocrystals can exhibit bimorphism. This phe-
nomenon manifests itself in the fact that nanocrystals
can have platelike and rodlike shapes with equal prob-
ability.

(10) The bimorphism leads to bimodality in the dis-
tribution of nanocrystals either over the number of
atomsin ananocrystal or over the nanocrystal diameter.
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Abstract—A structure formed in nanocrystalline iron—carbon films exposed to an el ectron beam was studied.
Explosive crystallization (EC) with the formation of dendrite and cellular—dendritic instabilities at arate of up
to 1 cm/s was observed. It was shown that the dependence between the growth rate of dendrite branches (or
cells) during EC and the rounding radius of dendrite branch tips can be approximately described by equations
used to calculate the crystal growth in supercooled melts. To explain the EC mechanism, a model of aliquid
zone formed at the crystallization front was used. It was shown that the liquid zone arises due to energy accu-
mulated in the film in the nanocrystalline state. It was assumed that this energy was accumulated due to the
energy of elastic stresses. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Materials with nanocrystalline structure have
unique physical properties and are objects of close
attention [1]. A nanocrystalline material represents a
specific state of condensed matter with a high degree of
nonequilibrium. The problem of thermal stability of the
nanocrystalline state during crystallization under expo-
sure to uniform or local heating is very interesting and
important from both theoretical and practical view-
points. Under conditions of arather weak heat dissipa-
tion, crystallization can become self-enhanced. An
intense release of latent heat causes significant self-
heating of the crystallization front, which takes on the
form of athermal domain moving with avelocity of up
to afew tens of meters per second. In thiscase, aliquid
zone can be formed at the crystallization front. The
crystallization of a sample under such conditions is
generally referred to as explosive crystallization [2].

Explosive crystalization (EC) was first observed in
amorphous germanium. Crystallization initiated by
pulsed laser beams [3], therma heating [4], and
mechanical impact [5] have been studied. EC caused by
a pulsed laser beam has been observed in amorphous
(In, Ga)Sb films. Pulses with aduration of ~10~" sform
local polycrystalline regions in amorphous films (with
avelocity of upto 5 m/s) [6]. In [7-9], EC initiated by
an electron beam was observed in amorphous Fe-Ni,
Dy—Co, Pr—Ni, and Fe films. As aresult of crystalliza-
tion, various dendrite structures were formed.

The type of instabilities arising at the phase inter-
face during crystallization changes depending on the
conditions of the process. If the crystallization front
velocity is low and the heat dissipation is idedl, the
crystallization front will be “smooth.” In the case of
steady growth in a supercooled melt, any bulgesin the
crystallization front should disappear, thus maintaining
the smoothness of the front. In the case of unsteady

growth, an increase in the degree of supercooling
causes instabilities in the smooth crystallization front,
characteristic of crystallization from the melt: small-
scale sinusoidal perturbations of the Mullins—Sekerka
type, dendritic instabilities, a cellular structure of the
front [10], and fractal clusters described by the Witten—
Sander model [11, 12]. The mechanismsfor the forma-
tion of various instabilities during crystal growth were
considered by Langer [10, 13].

This study isdevoted to the crystallization of nanoc-
rystalline iron—carbon films initiated by an electron
beam in a transmission electron microscope. We ana
lyze the dependence of the parameters of a microstruc-
tureformed during crystallization on the rate of crystal-
lization. Studies of dendrite structures formed by
annealing films in vacuum in films grown using the
same technology [14-16], of the fractal oxidation of
such filmsin air under pulsed laser beams[17], and of
EC under an electron beam [18] have already been
reported.

2. EXPERIMENTAL

Iron—carbon films with a carbon content of ~20 at. %
were grown through pul sed-plasma evaporation in vac-
uum (1078 Torr) onto various substrates (NaCl, MgO,
LiF). The growth method is described in [16, 19]. The
chemical composition was determined using Auger
spectroscopy. The film thickness was 20-50 nm. The
film microstructure and phase composition were stud-
ied using a PREM-200 transmission electron micro-
scope, aswell as by x-ray diffraction methods using x-
ray synchrotron radiation (A = 1.7482 A). The films
were separated from substratesin water or afluoric acid
solution and were placed onto electron-microscopic
object-supporting grids. Crystallization in the filmswas
initiated by an electron beam in the transmission elec-
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Fig. 1. (a) Electron diffraction pattern and (b) x-ray diffrac-
tion pattern obtained from an iron—carbon film in the initial
State.

tron microscope in the mode of electron microscopy
studies at an accelerating voltage of 125 kV and abeam
current of 50-75 pA.

3. EXPERIMENTAL RESULTS

Electron diffraction patterns obtained from iron—
carbon filmsin the initial state represent diffuse halos
(Fig. 18). In this case, thefirst diffraction reflection has
amuch higher intensity than the others. This fact sug-
gests that the films under study are characterized by a
nanocrystalline structure. The x-ray studies detect only
one strongly broadened reflection (Fig. 1b). The x-ray
diffraction peak broadening (A26) is 2°-3° for various
samples.

During electron microscopy studies, explosive crys-
tallization was observed to occur in some films exposed
to an electron beam. It isworth noting that the power of
the el ectron beam incident on a sample corresponded to
conventional conditions of electron microscopy stud-
ies. The crystallization rate determined visually during
the studies varied from sample to sample and reached
1 cm/s. The typical electron microscopy image of the
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Fig. 2. Electron microscopy image of a dendrite crystal
formed under an electron beam in the initia iron—carbon
film. The inset shows an electron microdiffraction pattern
obtained from a single dendrite branch.

film after such crystallization is shown in Fig. 2. The
crystallization proceeded asfollows. Initially, acrystal-
lization center arose, from which dendrite-structure
branches began to propagate in different directions.
These branches, in turn, initiated new crystallization
centers. The branch propagation velocity for the struc-
ture shown in Fig. 2 was ~0.25 cm/s. Due to crystalli-
zation, the film was in part covered with dendrite struc-
tures. The inset to Fig. 2 shows an electron diffraction
pattern obtained by microdiffraction from asingle den-
drite branch. The electron diffraction pattern is spot-
type and correspondsto none of the known structures of
pure iron and iron—carbon compounds. The diffraction
reflections in electron diffraction patterns obtained
from noncrystalline film regions represented diffuse
halos, as before.

In the case when it was impossible to achieve EC in
theinitial state, filmswere annedled in vacuum at T, =
100-150°C for 30 min. The electron diffraction pat-
terns obtained from films after annealing did not differ
from the el ectron diffraction patternsfor thefilmsin the
initial state (Fig. 1a). Such films were again exposed to
an electron beam, which as a rule caused crystalliza-
tion. An electron microscopy image of afilm after such
crystallization is shown in Fig. 3. The inset to Fig. 3
shows the electron diffraction pattern obtained by
microdiffraction from a single cell. The crystallization
process was as follows. Initialy, cellsin the film grew
a arate of ~0.01 cm/s (Fig. 3, left). Then, secondary
dendritic instabilities arose and developed. As a resullt,
the film was covered in part by dendrite structures
(Fig. 3, right) analogous to those observed during the
crystallization of Fe-Ni filmsfrom amelt [20]. Eventu-
ally, the cellular structure was broken due to the devel-
opment of secondary dendritic instabilities.

Figure 4 shows an el ectron microscopy image of the
structure formed after amechanical impact. An electron
diffraction pattern (see inset to Fig. 4) obtained by
microdiffraction from an area of ~0.5 um shows spot
reflections arranged similarly to those shown in Fig. 3.
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Finally, one more group of films was observed. EC
did not arise in them either in the initial state or after
annealing at T = 100-150°C. However, crystallization
began in such films after 510 min of exposure to an
electron beam (at an accel erating voltage of 125kV and
a beam current of 50-75 pA, with the condenser aper-
ture removed). The rate of thiscrystallization islow; as
a result, a structure consisting of particles 30—-150 nm
in size is formed. Figure 5 shows an electron micros-
copy image of the structure formed after a 15 min of
exposure to an electron beam. The electron diffraction
pattern (see inset to Fig. 5) obtained by microdiffrac-
tion from an area of ~0.5 um contains many randomly
arranged spot reflections in place of diffuse halos.

4. DISCUSSION

If we assume that a diffraction peak in an x-ray pat-
tern (Fig. 1b) is broadened only due to the size effect,
then the size of crystallites composing the film in the
initial state can be calculated using the Scherrer for-
mula[21]

_ A
A28 = L cos8,’ &)

where A26 is the diffraction peak width (in radians),
\ isthex-ray wavelength (A), 8, isthe diffraction angle
(deg), and L is the crystallite size (A). At A20 = 3°,
A=1.7482 A, and 6, = 25°, the largest crystallite size
is=37 A. This confirms the assumption of the nanoc-
rystalline film structure based on the analysis of the
intensity of diffraction reflectionsin an electron diffrac-
tion pattern (Fig. 1a).

We note that nonexplosive crystallization (Fig. 5) is
caused by 15-min electron-beam heating and forms a
structure consisting of unordered microcrystallites.
Thisis confirmed by the randomly arranged spot reflec-
tionsin the electron diffraction pattern (seeinset to Fig.
5). In the case of EC, the process lasted a time of the
order of asecond or shorter. However, dendrite (Fig. 2)
or cellular (Fig. 3) structures consisting of coherently
oriented microcrystallites formed in this case. Thisis
demonstrated by the spot electron diffraction patterns
with regularly arranged reflections (see insets to Figs.
2, 3). The crystallization rate and the character of the
structure formed by slow crystallization (Fig. 5) can be
explained in terms of diffusion [22]. However, this
mechanism cannot explain the formation of dendritic
(Fig. 2) or cdllular (Fig. 3) instahilities, let lonethe EC
rate. The values of diffusivity known for nanocrystal-
line materials are very large (~10°° cm?/s) [1]. How-
ever, according to [23], this can permit agrowth rate of
no higher than 0.2 um/s, which islower than the values
observed in this study by afew orders of magnitude.

The character of the dendritic (Fig. 2) and cellular—
dendritic (Fig. 3) structures observed after EC of
nanocrystalline iron—carbon films corresponds to crys-
tal growth in a supercooled melt [10, 13, 24]. As men-
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Fig. 3. Electron microscopy image of a cellular—dendritic
structure formed under an electron beam in an iron—carbon
film annealed in vacuum (T, = 100°C). Theinset shows an
electron microdiffraction pattern obtained from a single
cell.

Fig. 4. Electron microscopy image of a structure formed in
the initial iron—carbon film under mechanical impact. The
inset shows an electron microdiffraction pattern obtained
from asingle cell.

Fig. 5. Electron microscopy image of a structure formed in
the initial iron—carbon film under an electron beam in
15 min. The inset shows an electron microdiffraction pat-
tern obtained from an area of =0.5 pm.
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Fig. 6. Dimensionless growth rate V of a crystal in a super-
cooled melt vs. the rounding radius R of the crystalline nee-
dle tip [10]. The solid line corresponds to calculation [10]
based on the Ivantsov equation. (1, 2) The datafor iron—car-
bon filmswith the structures shown in Figs. 2 and 3, respec-
tively, studied in this work, and (3) the experimental result
obtained in [10].

tioned above, EC can be accompanied by the formation
of a liquid phase moving ahead of the crystallization
front [2, 7]. Theliquid phase can initiate various insta-
bilities, including dendritic and cellular instabilities
characteristic of crystallization from a melt.

As was shown by lvantsov [25], the steady-state
shape of a crystalline needle growing in a supercooled
melt isaparaboloid of revolution. At acertain rounding
radiusr = r, of the needle tip, the growth rate of anee-
dle will be highest. Experimentally, as the degree of
supercooling (Ty . — To) increases (T ., isthe tempera-
ture of the needle surface, T, is the melt temperature),
the growth rate increases and the needle thickness
decreases. A needle having the tip rounding radius r,
and moving with the maximum possible velocity V.
at agiven supercooling (Ty ., — Tg) will be most stable.
Indeed, if ahill arisesat the needletip, it will gradually
disappear, since its growth rate will be aways lower
than v,,,; hence, the needle will retain itsinitial shape.
Thus, it would be expected that the most probable nee-
dle shape will be that which provides its maximum
growth rate. Figure 6 shows the dependence of the
growth rate on the rounding radius of the tip of acrys-
talline needle growing in a supercooled melt cal culated
in [10] from the Ivantsov equation. Instead of the term
“crystalline needle,” we will use the terms “dendrite
branch” and “cell.” Based on the experimental data
obtained in thisstudy of the EC of nanocrystallineiron—
carbon films, one can estimate the dimensionless rate VV
of dendrite or cellular growth and the dimensionless
rounding radius R of thetip of adendrite branch or cell:
V = vdy/2D and R = r/d,, where v isthe growth rate of
the dendrite branch or cell (cm/s), d, is the capillary
length (=102 cm), D is the diffusivity (~10° cm?s),
and r is the rounding radius of the tip of a dendrite
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branch or a cell (cm). The value of the capillary length
d, is taken from [10], and the diffusivity D typical of
molten metalsistaken [26]. The dependences shownin
Fig. 6 were constructed for the dimensionless super-
cooling A = (T,,— T)C,/Q = 0.05, where T, isthe melt-
ing point, T isthe temperature of the supercooled melt,
C, isthe specific heat, and Q is the latent heat.

By caculating the values of the dimensionless
parametersV and R that correspond to our experimental
data and plotting them in Fig. 6, we can approximately
estimate to what extent the equations describing crys-
tallization in the supercooled melt fit the EC processes
in the films under study. The dendrite structure shown
in Fig. 2 is characterized by the parameters v =
0.25 cm/s and r = 15-25 nm. For the cellular structure
showninFig. 3, v=0.01 cm/sand r = 100-160 nm. For
the dendrite structure shown in Fig. 2, in the case of the
maximum rounding radiusr = 2.5 x 10% cm (R = 250)
of the dendrite branch tip, V = 1.25 x 10 (circle 1 in
Fig. 6). For the cdllular structure shownin Fig. 3, at the
maximum rounding radiusr = 1.6 x 10> cm (R = 1600)
of the cell tip, V =5 x 107 (circle 2 in Fig. 6). We can
see that the experimental values (Fig. 6) determined in
this study are close to the curve calculated from the
Ivantsov equation. Apparently, the dependence
between the growth rate and the rounding radius of the
tip of a dendrite branch (or a cell) for EC in the films
under study can be approximately described by the for-
mula obtained for the case of crystalline needle growth
in a supercooled melt.

To find the dependences corresponding to this
experiment, we need to know exact values of the quan-
tities entering the equations (the capillary length, diffu-
sivity, degree of supercooling, specific heat, latent heat,
etc.). Accurate determination of these valuesis a sepa-
rate intractable problem, since these characteristics
nonlinearly depend on many parameters, such as the
temperature gradients over the film surface, film thick-
ness, and structural and concentration nonuniformities.

According to the estimations carried out, the local
temperature of the films caused by an electron beam
wheninitiating EC in nanocrystalline iron—carbon films
was not higher than 200-250°C. The structures formed
during EC are similar to those observed after annealing
films in vacuum at T, = 300°C [14-16] or after
mechanical impacts. Hence, the initiation of EC in the
films under study requires amuch lower energy thanis
required to melt the film [15]. The fact that the experi-
mental results agree qualitatively with the dependences
characteristic of crystal growth in the supercooled melt
suggests that thereisaliquid zone at the crystallization
front. This zone provides conditions for the occurrence
of dendritic and cellular instabilities. It is clear that the
zone arose dueto the release of energy stored inthefilm
in the initial state. This energy should be at least suffi-
cient for melting (surface melting [27, 28] or quasi-
melting [29]) of nanocrystalline particles composing
thefilm.
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The mechanism for EC in the films under study is
presumably as follows. An electron beam generates
crystallization centers. A liquid zone arises at the front
of crystallization; then, crystallization propagates over
the film in the self-maintaining (autowave) mode. This
mode is characterized by arelease of the energy accu-
mulated in the film during crystallization at the inter-
face of two (solid and liquid) phases. During EC, nano-
particles that are molten on their edges aggregate with
each other and form dendrite or cellular structures.
Such structures exhibit scale invariance and, while hav-
ing no translation symmetry, allow the formation of
spot electron diffraction patterns. The crystallization
model proposed can explain the fact that the dendrite
(or cellular) structures, which caused spot electron dif-
fraction patterns similar to those characteristic of single
crystals, are formed from a structurally unordered
nanocrystalline state in such a short time. The spot
reflectionsin the electron diffraction pattern (Fig. 2) are
distinct enough, which suggests that the crystal struc-
ture grown is perfect.

It is known that the EC front velocity reaches 1—
50 m/sin some samples. However, impurity atomsin a
material can decrease the crystallization rate by orders
of magnitude [2]. The highest EC rates are observed in
pure materials or in materials with low impurity con-
tents (1-2 at. %). The crystallization rate of the films
studied does not exceed 1 cm/s. These films contain
~20 at. % carbon, which explainsthe relatively low EC
rates. It is most probable that a fraction of the carbon
atomsintheinitia state are at the surface of iron nano-
particles [15, 16]; carbon also enters into the composi-
tion of interstitial solid solutions, which do not form in
theiron—carbon system in the equilibrium state [14-16].

Asshownin [30, 31], the films are characterized by
strong oriented and unoriented stresses, which can
exceed the ultimate strength of a material in a bulk
state. The strength of metal filmsisgenerally associated
with their highly imperfect structure and can exceed the
strength of the corresponding bulk materials by several
times. As is known [32], structurally noneguilibrium
regions in amorphous and nanocrystalline samples dif-
fer in energy from the thermodynamic equilibrium state
by a “stress energy” with characteristic values of 5—
20 kJmol. This energy is sufficient for aliquid zone to
arise during the structural rearrangement caused by EC.
It can be assumed that an energy of the same order of
magnitude is accumulated in the nanocrystalline iron—
carbon films under study. An argument in favor of this
assumption can be alarge number of bending extinction
contours in an electron microscopy image (Fig. 4). The
bending contours indicate bending of atomic planes
caused by internal stresses. The lattice curvature radius
calculated by analyzing the bending contours [33] is
=1 um. A comparison of the electron diffraction pat-
ternsshownin Figs. 3 and 4 showsthat the atomic order
formed during crystallization due to a mechanical
impact (Fig. 4) isanalogous to that formed by crystalli-
zation under an electron beam (Fig. 3).
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The degree of nonequilibrium of nanocrystalline
films (i.e., the energy accumulated in them) is con-
trolled by technological conditions during their growth.
Under nonequilibrium and nonuniform conditions,
crystallization can bring about the formation of differ-
ent (dendritic and cellular) structures in various films
and even in a single film. These structures grow with
different rates in various films. The crystallization rate
is controlled by the degree of melt supercooling at the
EC front and, hence, by the energy accumulated in the
film. Determination of the degree of supercooling and
the accurate latent heat is a separate complex problem.
However, it is clear that, in films that accumulate large
energy due to the technological conditions of their
growth, the EC proceeds at a higher rate, requires a
lower initiating energy, and results in the formation of
dendrite structures (Fig. 2). In films that accumulate
small energy, the crystallization initiation requires a
larger energy and the process occurs at alower rate with
the formation of cellular structures (Fig. 3). Infilmsthat
accumulate still smaller energy, crystalization is
observed only after prolonged heating by an electron
beam, is nonexplosive, and is hot accompanied by the
formation of cellular—dendrite structures. Finally, in
equilibrium samples, crystal growth is impossible
under an electron beam of such power.

The formation of dendrite and cellular instabilities
during EC is atelling illustration for self-organization
processes in nonequilibrium systems [34]. These insta
bilities occur especially often far from the equilibrium
state under conditions of increasing instability of such
systems. One should distinguish between the organiza-
tion and self-organization phenomeng; the latter is a
spontaneous structurization process that occurs in an
open nonequilibrium system and proceeds due to inter-
nal energy sources of the system itself, whereas the
organization processes occur due to externa energy
sources. In the case under consideration, nonexplosive
crystallization is caused by an electron beam (i.e., an
external energy source) and corresponds to organiza-
tion. EC is an example of self-organization, since the
EC process (although initiated by an electron beam)
occurs due to the energy accumulated in the film.

5. CONCLUSIONS

Thus, this study has shown that both ordinary and
explosive crystallizations can take place in nanocrystal-
line iron—carbon films under an electron beam. The EC
process occurs at arate of up to 1 cm/s with the forma:
tion of dendritic or cellular—dendritic instabilities.
Electron diffraction patterns obtained from films after
EC are spot-type and do not correspond to any of the
known structures of either pure iron or iron—carbon
compounds. The crystallization model proposed
explains the fact that the structures with spot-type elec-
tron diffraction patterns (similar to those characteristic
of single crystals) are formed from a structurally unor-
dered nanocrystalline state in such a short time.



974

The relation between the growth rate of dendrite
branches (or cells) during EC and the rounding radius
of the tip of a dendrite branch or a cell was approxi-
mately described by equations derived for the crystal
growth in a supercooled melt. The following feature
characteristic of crystallization in a supercooled melt
was established: the higher the growth rate, the lower
the rounding radius of the dendrite branch (or cell) tip.
This alows us to conclude that EC in the films under
study proceeds with the formation of a liquid phase at
the crystallization front. The liquid zone arises due to
the energy accumulated in the film in the nanocrystal-
line state rather than as aresult of external exposure. It
was assumed that crystalization under an electron
beam is controlled by the energy accumulated in the
filmintheinitial state.
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Abstract—Theyield of europium and samarium atoms in el ectron-stimulated desorption from layers of rare-
earth metals (REMs) adsorbed on the surface of oxidized tungsten has been measured as a function of the inci-
dent electron energy, surface coverage by REMs, degree of tungsten oxidation, and substrate temperature. The
measurements were performed using the time-of -flight method with a surface-ionization-based detector within
the substrate temperatureinterval 140-600 K. Theyield studied asafunction of electron energy hasaresonance
character. Overlapping resonance peaks of Sm atoms are observed at electron energies of 34 and 46 €V, and
those of Eu atoms, at 36 and 41 eV. These energies correlate well with the REM 5p and 5s core-level excitation
energies. The REM yield isacomplex function of the REM coverage and substrate temperature. The peaks due
to REM atoms are seen at low REM coverages only, and their intensity usually passes through amaximum with
increasing coverage and substrate temperature. The concentration dependence of the REM atom yield is
affected by the deposition of sSlow Ba* ions, but only if they are deposited after the REM adsorption. At higher
REM coverages, additional peaks are observed at electron energies of 42, 54, and 84 eV, which originate from
excitation of the 5p and 5stungsten levels and result from desorption of SmO and EuO molecules. The temper-
ature dependence of the intensity of these peaks is explained to be due to the order—disorder phase transition.
The desorption of REM atoms is the result of their reversed motion through the adsorbed REM layer, and the
SmO and EuO molecules desorb due to the formation of an antibonding state between the REM oxide mole-

cules and the tungsten ions. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Bombardment of the surface of a solid by electrons
may initiate desorption of charged and neutral particles.
Desorption can result from the heating of the solid by
electrons; this phenomenon is called thermal desorp-
tion for neutrals or surface ionization (SlI) for charged
particles. Particles can be removed from the surface
through the transfer of kinetic energy from electrons to
particles of the solid in an elastic collision. The effi-
ciency of this process depends on the particle to elec-
tron mass ratio and decreases with increasing binding
energy of the particle to the solid. In order to remove
even such a light particle as a hydrogen atom chemi-
sorbed on a metal surface, the electrons must have an
energy on the order of 10 keV. Finally, particles can
desorb from the surface of a solid through direct trans-
fer of the potential energy of electronic excitation of
adsorption bonds to the kinetic energy of desorbing
particles. This phenomenon is called electron-stimu-
lated desorption (ESD) [1-3].

While ESD iswidely used in the analysis and mod-
ification of adsorbed layers and film coatings, its mech-
anism has till not been fully elucidated. This specifi-
cally appliesto the ESD of neutrals because of the dif-
ficulties encountered in measuring their fluxes. We
were the first to measure the yield and energy distribu-
tions of alkali atomsin their ESD from layers of alkali
metals adsorbed on the surface of oxidized tungsten [4]
and molybdenum [5], as well as of barium atoms in

ESD from barium layers adsorbed on the surface of oxi-
dized tungsten [6]. Those measurements showed that
the mechanism of neutral ESD depends on the elec-
tronic structure of the adsorbate and of the substrate. It
was found, in particular, that the main mechanism
responsible for the ESD of akali atoms from oxidized
substrates includes hole formation in the 2s oxygen
level, whose Auger decay involving the 2p electrons
brings about neutralization of the adsorbed alkali metal
ions. The desorption of atomsis governed by the com-
petition between charge relaxation on the oxygen ion
and reionization of the alkali atoms. If the oxygen ion
recovers its negative charge at the expense of the sub-
strate electrons faster than the reionization of the alkali
metal atom occurs, the atom desorbs as aresult of over-
lap between the electron shells of the atom and the neg-
ative oxygenion [7].

This communication reports on the ESD of rare-
earth metal (REM) atoms from REM layers adsorbed
on the surface of oxidized tungsten. The choice of this
subject was motivated by the following considerations.
First, REMs are widely used in electronics and electri-
cal engineering to fabricate luminophors, scintillators,
permanent magnets, and HTSC ceramics [8, 9]. Sec-
ond, these studies offer the possibility of checking our
model, according to which the ESD of REM atoms
should not be caused by hole creation in the 2s oxygen
level, because the radius of REM atoms exceeds that of
positive ions only dlightly [6, 7]. In addition, REM
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Fig. 1. ESD yield of neutrals from a Sm layer adsorbed on
the oxygen-monolayer-coated tungsten surfaceat T= 300 K
plotted vs. incident electron energy for samarium coverage
O (a) 0.10 and (b) 0.70.

atoms have comparatively low ionization potentials, an
essential feature making it possible to detect their
fluxes using the S| technique [10].

2. EXPERIMENTAL TECHNIQUE

The experimental setup and the measurement tech-
nique employed were described in considerable detail
in [11]. The measurements were conducted using the
time-of-flight method with an Sl detector, which per-
mitted an increasein the efficiency of REM atom detec-
tion by more than an order of magnitude compared to
the conventional method involving el ectron impact ion-
ization of neutrals in a gas phase. A tungsten ribbon
heated to T = 2000 K served as an emitter in the surface
ionization detector. The substrates were textured tung-
sten ribbons with predominantly (100)-oriented faces.
Following REM adsorption on the surface of clean
tungsten, no ESD of REM atoms was detected, which
means that the cross section of this process was less
than 10723 cn?? (as estimated from the sensitivity of the
instrument for detecting REM atoms). To establish the
effect of tungsten oxidation on the ESD yield of REM
atoms, the substrate was oxidized in two regimes,
namely, in the first regime, an oxygen monolayer was
grown on the tungsten surface (by heating the ribbon at
an oxygen pressure of ~10° Torr at T = 1600 K for
300 s), and in the second, an oxide film about 5 mono-
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layers thick was produced on the surface (oxygen pres-
sure x 107 Torr, substrate temperature T = 1100 K,
heating time 600 s) [12]. The amount of deposited
REM was deduced from the time of deposition at acon-
stant flux and was checked by Auger electron and ther-
mal desorption spectroscopy [13]. The ribbon could be
cooled in the interval from 160 to 300 K by varying the
rate of gaseous nitrogen flow through the hollow cur-
rent leads, with the gas cooled preliminarily in acopper
tube immersed in liquid nitrogen. Heating the ribbon
above T = 300 K was achieved by means of electric cur-
rent. The residual gas pressure in the setup was below
5x 1071° Torr.

3. RESULTS

Our measurements of the neutral ESD yield during
REM adsorption led to an unexpected result. The yield
of neutrals as a function of electron energy was found
to have a resonance character. Figure 1 plots the yield
of neutral particles g from a layer of samarium
adsorbed on the surface of an oxygen-monolayer-cov-
ered tungsten measured at T = 300 K as a function of
electron energy E, for two Sm coverages, © = 0.10 and
0.70. The neutral appearance threshold is close to
26 eV. Above the threshold, the yield grows sharply
with increasing electron energy to reach a maximum at
the electron energy E, = 34 eV. Another feature is seen
on the high-energy side of thispeak at E, =46 €V. Thus,
the neutral yield plotted as a function of E, consists of
two overlapping peaks, at E, = 34 and 46 eV. If the Sm
coverage increases, the yield grows linearly with © for
both peaks observed at low coverages, after which it
passes through a maximum without a change in the
peak shape at the same coverage ©. Theintensity of the
peak at E, = 46 eV is lower than that at E, = 34 eV
throughout the coverage range studied, and the 46-eV
peak disappears at Sm coverages larger than © = 0.15,
whereasthe peak at E, = 34 eV persists up to the cover-
age © = 0.20 (Fig. 2).

When, however, Smis adsorbed on atungsten oxide
film, the dependence of the neutral ESD on coverage
follows a different course. The yield q decreases with
increasing © starting from very low coverages, at
which the neutral current is aready measurable (see
[14, Fig. 3]).

The yield g of neutrals from a europium layer on
oxidized tungsten plotted as a function of energy also
has a resonance character. At low ©, peaks are seen at
E. = 36 and 41 eV. Here, the yield appears abruptly at
very low Eu coverages and decreases ailmost linearly
with increasing © (Fig. 3) [15], but, in contrast to Sm,
the Eu yield plotted vs. © falls off for any degree of
tungsten oxidization and the concentration threshold is
measurable, ©* = 0.03 (curve 1in Fig. 3).

Deposition of asmall amount (© ~ 0.03) of slow Ba*
ions exerts a remarkable effect on the neutral yield,
which depends on the order in which the Ba" ions and
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Fig. 2. ESD yield of neutrals from a Sm layer adsorbed on
the oxygen-monolayer-coated tungsten surfaceat T= 300K
plotted vs. samarium coverage O for electron energy E,

equal to (1) 34 and (2) 46 eV.

REM atoms were deposited. Deposition of Ba" ions on
an oxidized tungsten substrate with adsorbed Eu shifts
the maximum yield of neutrals toward lower Eu cover-
ages, while deposition of Ba* ions made before deposi-
tion of Eu atoms has practically no effect on the yield
of neutrals. A still stronger influence is produced by
bombardment of Ba*" ions after deposition of Sm on the
yield of neutrals from the surface of tungsten coated by
an oxygen monolayer after the Sm deposition. The
smooth rise of the yield with increasing Sm coverageis
replaced by a sharp growth in the yield after Ba* ion
deposition at very low Sm coverages, as was observed
when Sm was deposited on aW oxide film and in the
case of Eu deposition. Thiseffect is not observed if Ba*
ions are deposited before Sm.

Additional peaks were observed at E, = 42, 54, and
84 eV in ESD from oxidized tungsten for both REMs,
but in the case of Sm they appear at the same coverage
© = 0.20 and their intensity grows linearly with © and
then passes through a maximum at © = 1.0 (Fig. 4),
while in the case of Eu these peaks appear at different
coverages but also pass through amaximum at © = 1.0
(Fig. 3). The peaks of neutrals at E, = 34 and 46 eV
observed after Sm adsorption can be assigned to excita-
tion of the Sm 5p and 5s levels, and those occurring at
E.= 36 and 41 eV after Eu adsorption, to the Eu 5p and
5s level excitation, whereas the peaks at E, = 42, 54,
and 84 eV observed with both REMs correlate with
excitation of the W 5p,,, 5p5,, and 5slevels[16]. Note
that the intensity of the peaks associated with excitation
of the Sm and Eu core levels decreases with increasing
degree of tungsten oxidation and that the intensity of
the peaks related to the tungsten core-level excitationis
practically independent of the degree of substrate oxi-
dation.

Theyield of neutralsis avery complex function of
the surface coverage by REM and of the substrate tem-
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Fig. 3. ESD yield of neutrals from a Eu layer adsorbed on
the oxygen-monolayer-coated tungsten surfaceat T= 300K
plotted vs. europium coverage © for electron energy E,

equal to (1) 36, (2) 54, and (3) 84 eV.

perature. Figure 5 presents graphs of the yield of neu-
trals during ESD from a Sm layer adsorbed on the sur-
face of oxygen-monolayer-coated tungsten vs. temper-
ature measured at Sm coverages below 0.10 and
electron energy E, = 34 eV. The yield fals off dowly
withincreasing Tintheinterval T = 160-280 K, to drop
sharply to zero at T 0350 K. Note that for @ < 0.10 the
yield increases smoothly with coverage (Fig. 2). For
© > 0.10, the temperature dependence of the yield of
neutrals changes shape. Figure 6 displays the corre-
sponding graphs obtained for @ > 0.10 and €electron
energy E. = 34 eV. Wereadily seethat, as T increases,
the yield of neutrals passes through a maximum,
which shifts with increasing coverage toward higher
temperatures, while its intensity and width in temper-
ature decrease. The temperature at which neutrals
appear increases, and the temperature at which the
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Fig. 4. ESD yield of neutrals from a Sm layer adsorbed on
the oxygen-monolayer-coated tungsten surfaceat T= 300K
plotted vs. samarium coverage © for electron energy Eg
equal to (1) 42, (2) 54, and (3) 84 eV.
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Fig. 5. ESD yield of neutrals from a Sm layer adsorbed on
the oxygen-monolayer-coated tungsten surface plotted vs.
substrate temperature for electron energy E, = 34 eV and

samarium coverages © (1) 0.03, (2) 0.05, and (3) 0.07.
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Fig. 7. ESD yield of neutrals from a Sm layer adsorbed on
the oxygen-monolayer-coated tungsten surface plotted vs.
substrate temperature for electron energy E, = 42 eV and

samarium coverages © (1) 0.40, (2) 0.50, (3) 0.70, (4) 0.90,
and (5) 1.00.

yield drops to zero decreases with increasing ©. The
temperature dependences of the yield of neutrals
obtained at E, = 46 eV behave similarly. Note that for
© > 0.10 the q(®) dependence follows a falling course

(Fig. 2).

The temperature dependence of the neutral ESD
yield from tungsten oxide in the peak at E, = 34 eV
behaves similarly to that displayed in Fig. 6 for any Sm
coverage, and (@) isafalling-off relation starting from
very low ©.

The yield of neutral particles after Eu adsorption
likewise passes through a maximum with increasing T
at E, = 36 and 41 eV, irrespective of the degree of tung-
sten oxidation; note that the temperature at which the
yield becomes nonzero increases with ©, while the dis-
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Fig. 6. ESD yield of neutrals from a Sm layer adsorbed on
the oxygen-monolayer-coated tungsten surface plotted vs.
substrate temperature for electron energy E. = 34 eV and
samarium coverages © (1) 0.12, (2) 0.15, (3) 0.17, and
(4) 0.20.
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Fig. 8. Disappearance temperature of neutralsin ESD from
aSm adlayer deposited on atungsten surface coated prelim-
inarily by (1) an oxygen monolayer or (2) tungsten oxide
plotted vs. samarium coverage © for incident electron
energy Eo=42eV.

appearance temperature after Eu adsorption, unlike that
for the Sm adsorption, does not depend on coverage.

Thetemperature dependences of the peak intensities
for both REMs and electron energies E, = 42, 54, and
84 eV behave in afairly ssimilar way for any degree of
oxidation. Figure 7 plotsthe signal for E.=42¢eV inthe
case of ESD from a Sm adlayer on an oxygen-mono-
layer-covered tungsten surface vs. the substrate temper-
ature. At low T, the signal grows slowly with increasing
T to drop subsequently to zero, with the disappearance
temperature T* decreasing linearly with increasing Sm
coverage; the slope of this relation increases with the
degree of tungsten oxidation (Fig. 8). Therate of signal
decay withincreasing T does not depend on the concen-
tration of deposited Sm, athough the intensity of the
signal grows approximately linearly with @. However,
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in the case of Eu deposited under the same conditions,
the T*(©) relation is not a linear function even though
it falls off with increasing © [17].

Throughout the temperature range covered, the ESD
yield from adsorbed REM layers is reversible under
variation of the substrate temperature; i.e., REM ther-
mal desorption in this temperature range can be
neglected.

4. DISCUSSION OF THE RESULTS

It was shown in[18] that if atungsten ribbon is used
asan Sl-based detector of ESD-produced fluxes of neu-
trals, one cannot separate neutral atoms of REMs from
the molecules of their oxides, because the rate of SmO
and EuO dissociation on the W surface is higher than
that of thethermal desorption of Sm and Eu atoms. This
lead to the suggestion that the species departing from
the surface after electron beam excitation of the REM
core levels are neutral Sm and Eu atoms, whereas after
the W excitation they are neutral SmO and EuO mole-
cules, which are detected asREM ions. With thismech-
anism of ESD of neutrals, there is no need to explain
how excitation transfers from tungsten to the REM ion
via the oxygen ion. This hypothesis was verified by
using a tungsten ribbon coated with an oxygen mono-
layer as an Sl detector [19]. The rate of SmO and EuO
dissociation on this surface is substantialy lower than
that on tungsten, so the particle fluxes generated by Sl
contain ions both of atoms of REMs and of molecules
of their oxides. We have indeed succeeded in revealing
a difference between the temperature dependences of
the Sl currents due to neutral particles desorbed from a
Sm layer on oxidized tungsten following core level
excitation of Smand W [19].

The specific feature of the ESD of neutrals, whichis
observed under deposition of REM atoms on the sur-
face of oxidized tungsten and above all needsto be dis-
cussed, is the resonance character of the yield of neu-
tralsasafunction of the energy of theincident electron.
Theyield of alkali metal atoms from oxidized tungsten
exhibited adistinct threshold corresponding to the core-
level excitation energy of substrate atoms or adatoms
(oxygen 2s, lithium 1s, cesium 5s), after which the
yield grew sharply with increasing E, and then passed
through a maximum, whose width depended on the
localization of the primary excitation and constituted
~300 eV under excitation of the oxygen 2s level or
~100 eV in the case of excitation of the adatom core
level [4-7]. Here, the dependence of the akali-metal
ESD yield was determined to a considerable extent by
the dependence of the ionization cross section of the
corresponding core level in the gas-phase atom on E,
and by the secondary-electron contribution.

In contrast to the case of akali metals, the depen-
dence of the ESD yield of REM atoms on E, has reso-
nance peaks. The resonance peaks in the REM atom
ESD originate from the 5p and 5s REM atom core-level
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excitation, and those of the REM oxide moleculeyield,
from excitation of the 5p,;,, 5ps,, and 5s tungsten atom
core levels. The small width of these peaks is due
apparently to the small region of the free-electron band
to which core electrons transfer in the course of excita-
tion. This strongly localized region of the conduction
band can derive from empty 5d states of the REM or
tungsten atoms, which descend in the field produced by
the 5p and 5s holes of the corresponding atoms to form
the 5p-5d,, core exciton. The possibility of formation
of a quasi-bound state of Eu and Sm adatoms chemi-
sorbed on oxidized tungsten is supported by calcula-
tions and the spectrum of x-ray absorption in lantha-
num oxide, which revealed the existence of a strong
resonance peak near the 2p-5d,, transition [20]. At
higher excitation energies, where the 2p electron trans-
fersto the free state (i.e., becomesionized), the absorp-
tion probability is about 50 times lower than that in the
exciton formation region. Resonance photoemission
from REMs is also assigned to excitation to a discrete
intermediate state, which decays through autoioniza-
tion[21, 22].

We believe that the ESD of SmO and EuO mole-
cules occurs as aresult of destruction of the adsorption
bond between the oxygen and tungsten in the course of
tungsten core-exciton formation. Resonance excitation
of theW 5p and 5s core level s correl ates with the obser-
vation of resonance transition-metal photoemission ini-
tiated by the decay of intermediate quasi-bound states
[23]. The decrease in the yield peak intensity observed
in going over from the peak associated with excitation
of the W 5pg, to the peak related with excitation of the
W 5slevel correlateswith the lower probability of exci-
tation of deeper levels by electrons[24].

The difference between the temperature and con-
centration dependences of the ESD yield of Eu and Sm
atoms, on the one hand, and the EuO and SmO mole-
cules, on the other, suggests that the ESD mechanisms
of these particles are likewise different.

We believe that the ESD of Eu and Sm atoms, which
lower the substrate work function and, hence, reside on
the surface inionic form [13], isinitiated by core exci-
ton formation in the Eu* and Sm* ions; these excitons
consist of a REM 5p or 5s hole and an electron in the
5d,, state, which sinks in the core hole field and may
reach the band gap of oxidized tungsten. After transi-
tion of this electron to the conduction band, the charge
of the adsorbed ion increases by unity and is driven by
the image forces toward the surface [25], where it
undergoes complete neutralization with the filling of
both the core hole and the valence level. The neutraliza-
tion of the adatom may disturb the electronic state of
the nearest neighbor oxygen ion by reducing its charge.
If charge relaxation at the oxygen ion occurs faster than
reionization of the neutral particle thus formed, the
electron shells spread apart and the neutral particle
escapes from the surface. During its motion through the
REM adlayer, the neutral particle may become reion-
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Fig. 9. Scheme of relaxation of the 5d,, excited state of an
adsorbed Sm ion with a hole in the 5p level. Ej is the con-
duction band bottom of oxidized tungsten, E, is the band
gap of oxidized tungsten, and AEy is the shift of the 5dgy
exciton level with respect to the conduction band bottom of
oxidized tungsten.

ized, with the probability depending on the actual
adlayer density. If the neutral particle survives, it
departs from the surface; the yield of neutral atomsis
lower, the larger is© (curve 1 in Fig. 3).

The rise of the REM reionization probability with
increasing © correlates with the experiments performed
in [26] and calculations madein [27] for Li* scattering
from an AI(100) face coated partially by alkali metals.
The probability of Li* neutralization has no threshold
and grows approximately linearly with increasing
alkali metal coverage and decreasing kinetic energy of
the Li* ions. Because the kinetic energy of REM atoms
in ESD is substantially lower than that found in studies
[26, 27] and, by analogy with the alkali metals [4],
should not exceed a few tenths of an electronvolt, this
charge exchange effect should become observable
aready at low coverages, which, according to the
results obtained for the q(®) relation in this mechanism
(curve 1, Fig. 3), isless than ©® = 0.05. The reionized
atoms remain on the surface, because their kinetic
energy istoo low to overcome the image force barrier.

Thedifferent temperature dependences of g (Figs. 5,
6) and different dependences of theyield of Sm and Eu
atoms on © (Fig. 2; curve 1 in Fig. 3) obtained for this
ESD mechanism are determined by the exciton level
position relative to the substrate conduction-band bot-
tom (Fig. 9). lonization of the exciton with formation of
the doubly charged ion is connected with the 5d,, exci-
ton transferring to the conduction band.

If the 5d,, exciton level is above the conduction
band bottom of oxidized tungsten, the electron can
transfer spontaneously to the conduction band of the
substrate, thus making the formation of doubly charged
REM ions possible at any temperature. It is apparently
this situation that occurs when Sm is deposited to © <
0.10 on tungsten covered by an oxygen monolayer. In
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this case (Fig. 5), the yield of Sm atoms, rather than
having a temperature threshold, falls off dowly with
increasing T (which can be assigned to an increase in
the number of filled states in the conduction band near
the Fermi level) and the yield of Sm atoms grows lin-
early with increasing © at low (®© < 0.10) coverages
(Fig. 2).

If the 5d,, level lies in the band gap, this transition
requires a certain activation energy; its probability
increases with temperature, and, hence, atoms appear
starting from a certain threshold temperature. As ©
increases, the 5d,, level sinks because the electron
interacts with positive charges of its neighbors, as well
as because the adatom moves away from the surface
through lateral interactions in the adsorbed layer. The
barrier AE, (Fig. 9) rises, and the probability of the 5d,
electron transferring to the conduction band decreases,
which results, apart from an increase in reionization (in
the adlayer) of the neutrals desorbing from the surface,
in the q(®) dependence of the yield of neutrals falling
off with increasing ©.

It is apparently this situation that is realized in the
ESD of Eu atoms for any degree of W oxidation, start-
ing withthelowest © (curve1linFig. 3), andinthe ESD
of Sm atoms (when adsorbed on aW oxide film) at any
O, starting with very low coverages, or with Sm
adsorbed on oxygen-monolayer-covered W, starting
with © > 0.10 (Fig. 2).

Thus, there is a correlation between the pattern of
the temperature dependence of the REM atom yield and
its concentration dependence. If at low © the appear-
ance of REM atoms has a temperature threshold, then
the dependence of the yield on coverage q(©), after the
appearance at low O, decreases almost linearly with
increasing © (curve 1, Fig. 3). The yield depends on
temperature only weakly at low T, to drop sharply
thereafter; the q(©) dependence first grows linearly
with increasing ® and, on passing a broad maximum,
fals off linearly (Fig. 2). The appearance of a falling
branch in q(®) coincides with the onset of an REM
atom ESD appearance threshold in the temperature
dependence q(T) (Fig. 6). This correlation is indirect
evidence of the validity of our model of ESD of REM
neutrals from the surface of oxidized tungsten.

The dependence of the REM ESD atom yield on the
order in which the Ba* ions and REM atoms are depos-
ited finds can be explained by the deposition of slow
Ba" ions on the oxygen-monolayer-covered W surface
with chemisorbed REM ions changing the positions of
the Sm* and Eu* ions as a result of their Coulombic
interaction with the Ba* ions. It may be conjectured that
the 5d, level for Sm on the oxygen monolayer, which
at low © was above the substrate conduction band bot-
tom, is forced by the Sm* ions that have changed posi-
tion below the band bottom, with the result that the slow
rise in the Sm atom yield for © < 0.10 switches to a
steep drop after the Ba+ ion deposition, even for very
low ©. On the other hand, deposition of neutral Sm
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atoms on the surface of oxidized tungsten with prelim-
inarily chemisorbed Ba* ions does not affect the posi-
tion of REM atoms with respect to the surface because
of the absence of Coulomb interactionsin the course of
the deposition and, hence, does not influence the shape
of the concentration and temperature dependences of
the Sm and Eu atom yield in ESD.

The ESD of SmO and EuO molecules can be
assigned to the formation of tungsten core excitons,
which gives rise to an antibonding state coupling the
tungsten ions and the REM oxide molecules. As T
increases, so does the amplitude of the molecule oxide
vibrations, which favors a dlight increase in the mole-
culeyieldfor T< 450K (Fig. 7), becauseanincreasein
T brings about an increase in the rate of molecule
removal (compared to the exciton lifetime).

An increase in the REM concentration on the sur-
face entails alinear decrease in the disappearance tem-
perature of the EuO and SmO molecules with increas-
ing © (Fig. 8), with the slope of this straight line
increasing with respect to the temperature axis as the
degree of tungsten oxidation increases. Because this
relation is reversible under variation of T, this effect
could possibly be considered to be a result of a struc-
tural phase transition in the near-surface layer of the
tungsten—-oxygen—REM system.

The W(100) face undergoes reconstruction driven
by temperature [28] or oxygen adsorption [29].
Adsorption of REMs at coverages above 0.20 is likely
to bring about the formation of REM bonding to oxy-
gen, while an increase in temperature modifies the sur-
face layer structure.

The concentration thresholds for the ESD of SmO
and EuO molecules [©*(SmO) = 0.20, ©*(EuO) =
0.07] are possibly associated with the formation of
ordered regionsin the W—-O—REM near-surface layer. It
isfrom these regions that the SmO and EuO molecules
leave following excitation of the W core levels. At low
T and O, there are surface structures that are not
matched with the substrate [29]. As T and © increase,
ordered regions appear, which favor the escape of SmO
and EuO molecules and are destroyed at high T = T*.
The temperature at which the order is destroyed
decreases with increasing © (Fig. 8). An anaogous
effect of a nearly linear decrease in the order—disorder
phase transition temperature was observed with
LEEDS to occur with increasing cobalt coverage of the
Si(111) face[30].

The intensity of interactions among atoms which
bring about disordering depends on the degree of sub-
strate oxidation, and it isthis effect that manifestsitself
in the slope of the dependence of the SmO and EuO
molecule ESD disappearance temperature T* on ©.

5. CONCLUSIONS

Thus, the dependence of the ESD yield from Eu and
Sm layers adsorbed on the surface of oxidized tungsten
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on electron energy has a resonance pattern, with the
yield peaks of the Eu and Sm atoms being related to
excitation of the REM core levelsand the yield peaks of
the EuO and SmO molecules, to tungsten core-level
excitation. The temperature and concentration depen-
dences of the REM atom yield can be explained in
terms of the position of the level of their excitons rela-
tive to the conduction band bottom of oxidized tung-
sten, and the temperature and concentration depen-
dences of the REM oxide molecule yield should be
assigned to the onset of the order—disorder phase tran-
sition in the adlayer of REM atoms.
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Abstract—Transmission electron microscopy is used to study the structure of the surface layer of an Al-7 wt %
Si aloy subjected to laser alloying. The base volume is found to be occupied by an aluminum matrix having a
braidlike structure. New phases have been revealed, and their composition, shape, and spatial distribution have
been determined. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Heat treatment of materials with a laser beam is
widely applied in science and engineering for aloying,
coating deposition, melting for recrystallization to
improvetheinitia properties, etc. (see, e.g.,[1-8]). The
specific feature of laser treatment isthat afocused laser
beam moving across the surface of a sample heats only
a very small volume while the surrounding material
remains unheated. This feature results in a significant
temperature gradient, which enables one to retain a
high quenching rate and, hence, high-temperature
states on cooling to room temperature [2]. Studying
these high-temperature states can be of interest.

We studied the A356A1 aluminum alloy subjected
to laser alloying with tungsten carbide to increase its
resistance to wear and corrosion. The equilibrium solu-
bility of tungsten in aluminum istoo low (smaller than
1%) to affect the protection properties of alloys signifi-
cantly. Laser technology can provide high cooling rates
and, thus, supersaturated solid solutions with an aloy-
ing element content that is higher than the equilibrium
solubility by several orders of magnitude [1].

The A356A1 aloy contains (wt %) 7% Si, <0.2%
Fe, <0.2% Cu, <0.35% Mg, <0.11% Zn, and the bal-
ance in Al. For aloying, we used a tungsten carbide
WC powder with a mean particle size of about 10 um.
As a binder, we applied a 2% aqueous solution of
organic resin. Thethickness of the powder layer applied
onto the aloy surface was ~0.1 mm. Melting was per-
formed with a 2-kW continuous neodymium laser
beam. The beam spot velocity was 0.2 m/s, and the
track overlapping was ~20%. The laser treatment time
for each point was ~0.01 s. The treatment was per-
formed in a nitrogen atmosphere. The melt cooling rate
in the surface layer was higher than 10% K/s.

The purpose of this work was to study the structure
of the treated layer. Since rapid melt cooling resultsin
strong grain refinement, we used transmission electron
microscopy for examination (which provides a high
resolution).

2. EXPERIMENTAL

Ultrathin (about 0.1-um) layers for transmission
electron microscopy were cut from the laser-treated
surface layer. Cuts in the form of 0.1-mm flakes were
placed onto a copper grid. For examination, we used
an EM-125K electron microscope.

To identify phases that form during local solidifica-
tion after in situ chemical reactions upon laser melting
of the surface layer, we used bright-field and dark-field
images taken from the same sites of a sample in the
transmission diffraction-contrast mode. The diameter
of the selector aperture was 30 um. Before taking dark-
field images, we obtained point el ectron diffraction pat-
terns from regions that had an almost single-crystalline
structure. These eectron diffraction patterns were sec-
tions of the planes of the reciprocal lattice of the matrix
phase. We used them to interpret the images. To find
such regions, we move samples under a microscope.
We aimed to obtain a point electron diffraction pattern
on the microscope screen that was as close to the regu-
lar reflection network of the matrix as possible. In this
case, reflectionsthat are additional to the regular matrix
network should belong to other phases. Of course, we
took into account the possibility of matrix reflections
from grains of other orientations that do not form the
basic network of reflections. It was easy to distinguish
them from the reflections of a phase other than the
matrix; in rare instances, these reflections form a regu-
lar network. The interplanar spacings corresponding to
these reflections were determined using the device con-
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Fig. 1. (a) Bright-field image of the matrix; the arrow indi-
cates one of the “braids.” (b) Dark-field image of the same
region in the matrix and the same braid as those in (a).

stant AL calculated from the positions of the (111) and
(200) reflections of the matrix (solid solution of silicon
in auminum), which could be considered to be reflec-
tions of pure aluminum with sufficient accuracy.

The phase composition of the laser-treated surface
layer was determined using x-ray diffraction patterns
recorded on a Siemens D-500 diffractometer (CuK,
radiation).

The initial structure was analyzed with a CAME-
BAX microprobe analyzer.

3. RESULTS AND DISCUSSION

The aloys were found to be a multiphase system
where the aluminum-based matrix contained inclusions
of various shapes, sizes, and compositions.

PHYSICS OF THE SOLID STATE \Vol. 46
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3.1. Matrix Sructure

The bright-field image (Fig. 1a) shows dark areasin
the form of elongated “braids.” Electron microdiffrac-
tion patternsindicate that these areas contain aluminum
only. The electron diffraction pattern taken from them
is similar to a point electron diffraction pattern and is
the (310) section of the reciprocal lattice (Fig. 1a, right
bottom corner). The braids have a fine structure, which
resembles amoiréfringe pattern with varying interband
distances (from place to place). We studied dark-field
images taken using the (200), (113), and (133) matrix
reflections (Fig. 1a, right bottom corner). These images
are characterized by abraidlike structure, with the braid
parameters (length, curvature) being coincident with
those visible in the bright-field image (compare
Figs. 1a, 1b). This coincidence allows us to conclude
that these areas are aluminum areas in the reflecting
position. We failed to detect isolated dislocations or
pileups, although they could be present upon rapid ori-
ented solidification of the melt after laser melting of the
surface. Solidification is oriented, since the melted
layer lies on a cold substrate, namely, the initial AI-Si
alloy. However, microblocks forming during solidifica-
tion are dightly disoriented with respect to each other.
The superposition of electron diffraction patterns taken
from such differently oriented blocks can produce
moiré fringes.

It should be noted that the electron diffraction pat-
tern shows no signs of a severely deformed structure.
Although the reflections consist of closely spaced
points, they are not distorted and elongated; that is, they
show no traces of asterism. Dark-field images taken in
the matrix reflections demonstrate that the braidlike
matrix areas are divided into separate fragments
<0.1 um in size. The absence of Debye rings of the
matrix in the electron diffraction patterns indicates that
the crystallographic orientations of the matrix frag-
ments are close to each other. Without additional exper-
iments, it is difficult to say whether the method of sam-
ple preparation (cuts prepared with a diamond knife)
significantly affects the microstructure or not. This
issue can berelated to the nature of the braidlike matrix,
since the deformation produced by the diamond knife
resultsin disorientation of the matrix fragments, which
can give rise to moiré fringes. Moreover, this matrix
structure can be caused by the orientated solidification
of the melt.

3.2. Inclusion Sructure

The layer under study exhibits dark inhomogene-
ities (particles) in the bright-field image of the braidlike
matrix (Fig. 2a). Theinhomogeneities vary in size only
dightly (from 0.3 to 1 um) and are uniformly distrib-
uted. Some of them almost join with one another, leav-
ing only a very small gap. In other cases, they stick
together to form aggregates, the number of particles
forming them can always be recognized. Since the sam-
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ples are parallel-sided objects because of the method of
their preparation, the dark contrast of the inhomogene-
ities can only be explained by the fact that they contain
an element that has a greater atomic number and, thus,
strongly absorbs electrons. In other words, these areas
are enriched in tungsten. A thorough investigation of
the contrast of the particles shows that there are smaller
(10- to 30-nm) particles against the background of
larger ones; the initial particles are made of individual
narrow lamellae 50-100 nmin size. Thedirection of the
lamellae coincides with that of the matrix braids.
Apparently, rapid cooling during laser treatment causes
twinning in carbide particles. Moreover, there are parti-
cles that have no lamellar structure. The smallest (10-
to 20-nm) particles are more clearly visible against the
background of these particles. Some of the smallest
particles exhibit acontrast that issimilar to that of small
dislocation loops [9].

The particlesthat areabout 1 umin size are assumed
to be tungsten carbide. As is seen from Fig. 2a, the
tungsten-carbide particles have an oval shape with
rounded edges that is close to an equiaxed shape. It
should be noted that the size of thelargest dark particles
is smaller than the size (about 10 um) of the initia
tungsten-carbide particles used to prepare the paste
applied onto the Al-Si aloy.

The data obtained can be interpreted asfollows. The
decrease in the sizes of the initial WC particles can be
related to their cracking due to high thermal stresses
that appear during high-energy laser treatment.
Because of the interaction of the carbide particles with
the surrounding Al-Si melt, their surface becomes
smoother and their shape becomes rounded. The car-
bide particles can both dissolve in the melt and react
with it to form chemical compounds.

To support our considerations, we took dark-field
images using reflections that do not belong to alumi-
num. Although we could find regions giving almost
point electron diffraction patterns, it was difficult to
identify them because of the presence of polycrystal-
line regions. Nevertheless, we found that electron dif-
fraction patterns taken from two-phase regions in a
bright-field image contained reflections from planes
having interplanar spacings substantially greater than
the maximum values characteristic of aluminum, sili-
con, and tungsten carbide.

Figure 2b shows a dark-field image of the mul-
tiphase region (the same as that shown in Fig. 2a) taken
in the reflections closest to the primary electron beam.
The circle in the lower right-hand corner of Fig. 2a (in
the electron diffraction pattern taken from the region
shown in Fig. 2a) demonstrates the position of the
selector aperture. In the dark-field image in Fig. 2b,
only the regions that produce reflections entering into
the aperture become bright. These reflections are both
point reflections of variousintensity and, probably, por-
tions of Debyerings. Table 1 givestheinterplanar spac-
ings for them in comparison with the ASTM data for
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Fig. 2. (a) Bright-field image of the matrix with inclusions;
the arrow indicates a carbide particle. (b) Dark-field image
of the same region asthat in (a).

binary and ternary compounds that can be made up of
elements of the alloy. The reflections entering into the
aperture are underlined. The dark-field image is seen to
be taken in the reflections of the ternary compounds
made up of elements of the aloy. In the dark-field
image (Fig. 2b), 20- to 30-nm particles of these com-
pounds are visible against the background of large par-
ticles (which are considered to be the initial tungsten-
carbide particles) or at the periphery of the carbide par-
ticles. The dark-field image also demonstrates individ-
ual large particles, which are likely to consist of
W(SiAl),. As compared to the smaller particles, these
particles should give strong reflections in electron dif-
fraction patterns. In the electron diffraction pattern, the
strong reflection with d = 3.49 A belongs to the
W(SiAl), phase (Table 1).

InFig. 3, the dark-field image istaken using closely
spaced reflections of both the matrix and a new phase
(both reflections pass through the aperture). It is seen
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Table 1. Experimental interplanar spacings (A) calculated from electron diffraction patterns and the tabulated data

g ASTM data
P W(SAl, | AlLCs | B-ALSC, | a-ALSC, | AlSi,Cs Al W,C WC
5.025 5.01
3.57 3.614
3.49 3.47
2.87 2.872 2.836 2.84
2.26 2.23 2.248 2.231 2.227 2.276
2.06 2.04 2.082 2.08 2.024
1.76 1.787 1.749
1.36 1.35 1.340

that the matrix regions in the reflecting position have a
braidlike structure. Moreover, a bright contrast is char-
acteristic of small particlesinsidetheinitial carbidefor-
mations and at their periphery; these particles give
reflectionswith an interplanar spacingd =2.22 A, mea-
sured using an experimental point electron diffraction
pattern. The sizes of these particles and the character of
their distribution within the carbide aggregates are
identical to thosein the dark-field image (Fig. 2b) taken
only in a new-phase reflection. This finding suggests
that the nature of the small particles in Fig. 3 is the
same; namely, they consist of W(SAI),. Indeed,
according to the tabulated data (Table 1), this com-
pound gives reflections with interplanar spacings d =
2.23 and 2.20 A, which are close to the experimental
value (2.26 A). Similar reflections could be produced
by the phasesAl,Si,Cs (2.227 A) and W (2.23 A). How-
ever, as noted above, the sizes of these particles and the
character of their distribution are similar to those in

Fig. 3. Dark-field image of a multiphase region. The arrow
indicates aW(SiIAl), particle.

PHYSICS OF THE SOLID STATE \Vol. 46

Fig. 2b; therefore, we can conclude that the dark-field
image in Fig. 3 also reveals W(SIAl), particles.

It should be noted that all interplanar spacings (d =
4.07, 3.47, 2.23, 2.04 A) calculated from electron dif-
fraction patterns and related to the ternary compound
W(SIiAl), are also present in the x-ray diffraction pat-
tern. The electron diffraction patterns also contain
traces of the phases Al,C;, W,C, WC, and other com-
pounds that were noted earlier as interaction products
in the AI-Si-WC system.

Dahotre et al. [4] believe that Al,C; particles form
during laser treatment of the SIC/A356A1 composite,
which isbased on the same aluminum alloy that is stud-
ied in thiswork. In [4], platelike particles, which were
considered to be Al ,C; particles, were observed. Inthis
work, we failed to detect particles with this shape. This
discrepancy can be explained as follows: the presence
of the aluminum carbide in [4] was established using
the only weak reflection in the x-ray diffraction pattern,
which was identified as the (100) reflection from Al ,C;
particles. However, according to the ASTM data, this
reflection cannot arise from aluminum carbide. More-
over, the reflections at anglesthat are close to the angle
indicated in the x-ray diffraction pattern are not the
strongest for Al,C;. At the sametime, platelike particles
occupy a significant area in the electron micrographs
given in [4] and, hence, should produce strong reflec-
tions. Thus, the data from [4] do not suggest that the
platelike particles have the composition of aluminum
carbide. In their next article [5], the authors affirmed
that the platelike particles consisted of a mixture of the
Al,C; and Al,Si,Cs compounds. To support this state-
ment, they presented data obtained with an analytical
electron microscope (more specifically, two electron
diffraction patterns without key patterns, which were
thought to correspond to the two compounds) and
energy-dispersive spectroscopy (EDS) data. However,
the EDS spectra had no carbon lines; this fact was con-
sidered to be caused by absorption of the corresponding
radiation by the sample. The detector used in that work
could detect light elements. The optical micrographs
giveninthat work demonstrate that asignificant portion
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Table 2. Interplanar spacings (A) of the X phase and the
WO, oxide

X phase, TEM data WO,, ASTM data
4.85 4.795
3.46 3.452
2.83 2.831
1.99 2154
1.853
164 1.5987

of the sample surfaceis occupied by platelike particles,
which should give a sufficiently strong carbon line.

In a multiphase region of the alloy, we found an X
phase and determined its five interplanar spacings
(Table 2); however, wefailed toidentify it. Electron dif-
fraction patterns and the x-ray diffraction pattern con-
tain reflections with interplanar spacings d = 4.85 and
4.75 A, respectively, which cannot be assigned to the
phases considered in this work. The WO, compound
has a similar interplanar spacing (d = 4.795 A). More-
over, we recorded electron diffraction patterns that
were sections of the planes of the reciprocal lattice of
single-crystalline particles other than the phases ana-
lyzed. The reflections make up aregular reflection net-
work based on the reflectionswith d = 4.85 and 2.84 A.
Although the reflection with d = 2.84 A can belong to
WC, whose existence is not surprising, WC does not
havethereflection with d = 4.85 A. An example of such
an electron diffraction pattern is shown in Fig. 4.

It should be noted that, when comparing the tabu-
lated interplanar spacings with the experimental spac-
ings calculated from electron diffraction patterns to
identify possible phases, we took into account the rela-
tive intensities of reflections.

Fig. 4. Electron diffraction pattern of the X phase.
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According to electron microprobe anaysis, the ini-
tial alloy consists of 100- to 300-um grains of an alumi-
num-based solid solution and layers of a fine-grained
Al-Si eutectic with aparticle size of 2-5 um. X-ray dif-
fraction patterns of the initial alloy taken before laser
treatment exhibit strong sharp peaks of crystalline alu-
minum and silicon.

After he laser treatment, the size of all grainsin the
melting zone becomes smaller than 5 pm because of the
high cooling rates. In x-ray diffraction patterns, the dif-
fraction peaks of silicon are replaced with diffuse weak
maxima, which can be related to both imperfections of
the crystal structure and a small size of the silicon par-
ticles precipitating from the melt upon rapid cooling.
Electron diffraction patterns taken with the help of a
1-um selector aperture show pronounced rings made up
of reflections from small silicon crystallites. This fact
suggeststhat the starting silicon particles have a perfect
crystal structure and that they decrease in size (which
explains the character of the x-ray diffraction pattern).

The data on the phase composition of the alloying
zone agrees with the results of the thermodynamic anal-
ysisof possibleinteraction reactions. The analysis shows
that, in the AI-S-WC system, the tungsten carbide WC
is unstable and should be absent in the equilibrium state
(just as W,C). The presence of carbide particles in the
laser-alloying zoneis dueto thefact that they do not melt
during laser treatment; that is, the surface temperature
does not exceed 2785°C. During the laser trestment
(~0.01 ), the reaction between carbides and the Al-Si
melt can occur only at the particle surface.

4. CONCLUSIONS

(1) The near-surface layer of the AI-Si aloy after
laser-induced alloying with tungsten carbide has been
found to be a multiphase system. The base volume is
occupied by an aluminum matrix having a braidlike
structure.

(2) Theinitial carbide WC has been found to partly
decompose to form W,C under the action of a laser
beam.

(3) Carbide particles about one micrometer insizeare
uniformly distributed over the aluminum matrix and
have a rounded shape. During laser treatment, the reac-
tion between carbide particles and the AlI-Si melt occurs
only at the surface of the particles and results in the ter-
nary compounds W(SIAl),, Al,SIC,, and Al,Si,Cs.
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