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The results of measuring the P-odd asymmetry (Sn · Pt) for triton emission from the reaction 6Li(n, α)3H are
presented. Here, Sn is the neutron spin and Pt is the triton momentum. Three series of measurements were per-
formed, one at the Petersburg Nuclear Physics Institute (Gatchina, Russia) in a vertical neutron beam from the
PWR reactor and two in the PF1B beam from the reactor at the Institute Laue–Langevin (Grenoble, France).
On the basis of all three experiments, the P-odd asymmetry coefficient was found to be αPN = –(8.6 ± 2.0) ×
10–8. The results of zero experiments and calculations give every reason to believe that the above P-odd asym-
metry is due to the reaction being studied. © 2005 Pleiades Publishing, Inc.

PACS numbers: 13.75.Cs, 23.20.En
The standard model of electroweak interaction pre-
dicts the existence of weak neutral currents. Such cur-
rents were unambiguously discovered in lepton–
nucleon interactions, the predictions of the theory being
in good agreement with the experimental data. Parity
violation in nucleon–nucleon interactions, which was
observed in various processes involving few-nucleon
systems and nuclei, must be due both to charged and to
neutral currents. The presence of a charged current was
revealed in proton–proton scattering at various proton
energies, and the experimental results there are in
agreement with the respective theoretical predictions
[1, 2]. However, a weak neutral current has not yet been
discovered in nucleon–nucleon interactions.

For the neutral-current constant, processes in which
an attempt was made to estimate a neutral current
yielded the constraint fπ < 1.2 × 10–7 at a 90% confi-
dence level [3].

It should be noted that P-odd effects were discov-
ered in heavy nuclei [4], where these effects are much
stronger owing to enhancement mechanisms. At the
same time, the question of whether it is possible in prin-
ciple to extract the parameters of weak nucleon–
nucleon interaction from measurements of this type is
still the subject of lively discussions. Therefore, a reli-
able observation of a significant effect of P-odd asym-
metry in an extremely light nucleus, where one can per-
form relevant calculations in terms of weak coupling
constants, is one of the important problems.
0021-3640/05/8208- $26.00 0463
In our opinion, investigation of the P-odd asymme-
try (Sn · Pt) in the reaction 6Li(n, α)3H through observ-
ing the P-odd asymmetry in the 3H channel is the most
optimal and promising. Here, Sn is the neutron spin and
Pt is the triton momentum.

The 6, 7Li nuclei are well described within cluster
and multicluster models.

Theoretical models predict a 70% clustering of the
6Li nucleus in the form of an alpha particle and a deu-
teron d' that is deformed in the alpha-particle field.
Therefore, we propose considering the reaction in ques-
tion on the basis of the respective cluster model of the
nucleus—that is, as the three-body pickup reaction

n + {αd'}  {nd} + α.

The total energy release in the reaction is 4.78 MeV,
this value being distributed among the reaction prod-
ucts as follows: Eα = 2.05 MeV and Et = 2.73 MeV.
Since the specific energy loss of the alpha particle is
much greater than that of the triton (the triton free path
is approximately five times longer than the alpha-parti-
cle free path), one can employ ionization gas chambers
to detect tritons and separate the tritium component
without an alpha-particle admixture. The separation of
a specific reaction component by means of a chamber
makes it possible to apply the integral detection method
and to obtain unambiguous results. In order to compen-
sate for fluctuations of the reactor power, one can
readily construct a system of two chambers where
P-odd effects differ in sign.
© 2005 Pleiades Publishing, Inc.
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The first measurements of P-odd asymmetry in the
reaction 6Li(n, α)3H revealed a rather large spurious
effect, which, in further dedicated experiments, where
the neutron spin Sn was orthogonal to the triton momen-
tum Pt and the neutron momentum Pn, was determined
as the effect of left–right asymmetry of the form αLR ~
Sn · [Pn × Pt]. In the reaction being considered, this
coefficient proved to be αLR = (1.06 ± 0.04) × 10–4 [5].

In order to remove the effect of left–right asymme-
try on the measured P-odd asymmetry, we performed
an experiment where the observed vectors Sn, Pn, and Pt

are parallel: Sn || Pn || Pt. The alignment of these three
vectors to within ε ~ 10–2 can readily be achieved in our
experiment. As a result, the contribution of the left–
right asymmetry to the P-odd asymmetry decreases in
proportion to ε2, falling below a value of about 1 × 10–8.

We performed three series of measurements, one at
the Petersburg Nuclear Physics Institute (PNPI, Gatch-
ina, Russia) in a vertical neutron beam from a PWR
reactor and two in the PF1B beam from the reactor of
the Institute Laue–Langevin (Grenoble, France), which
is commonly abbreviated as ILL.

Twenty-four targets and detecting chambers, one on
each side in the vicinity of each target, were arranged in
an ionization gas chamber along the beam axis. One
half of a double chamber detected tritons emitted along
the beam-propagation direction—that is, along the neu-
tron momentum (forward direction)—while the other
half of this chamber recorded tritons traveling in the
opposite (backward) direction. Since one observed
P-odd asymmetry of the form W(Θ) ~ 1 + αPN(Sn · Pt),
the effects arising in detecting tritons that travel in the
forward and backward directions were opposite in sign.
Here, αPN is the P-odd-asymmetry coefficient. All for-
ward (backward) halves of the double chambers were
connected electrically in order to employ one preampli-
fier of signals. For the targets, we took 6LiF layers
400 µg/cm2 thick sputtered onto an aluminum foil
14 µm thick. The calculated degree of neutron-beam
absorption was about 60%.

An aluminum foil 14 µm thick was additionally
glued to each target in order to ensure alpha-particle
absorption and to create the required solid angle of tri-
ton emission. Therefore, tritons whose momenta were
parallel or antiparallel to the neutron momentum tra-
versed a 14-µm-thick aluminum layer, with the result
that there arose a specific solid angle at which the
detector was seen from a target. The mean cosine of the
triton emission angle was calculated by the Monte
Carlo method. The result was 〈cos(Sn · Pt)〉  = 0.75.

In order to detect charged reaction products, we
employed gaseous argon at an excess pressure of P =
1.4 atm in the first ILL experiment and at an excess
pressure of P = 0.9 atm in the second ILL experiment.
At these pressure values and a sensitive-gap thickness
of 21 mm, the free path of tritons emitted from a target
was fully within the volume of the sensitive gas gap
adjacent to the target. The pressure was taken to be dif-
ferent for the different experiments in order to change
the conditions of observation.

As a rule, experiments aimed at reaching extremely
high accuracies of about 10–8 require test measurements
for revealing asymmetries that owe their existence to
imperfections of the equipment used. In order to
remove spurious asymmetries in the measurements
with chambers, the direction of the magnetic field guid-
ing the neutron spin was reversed at regular time inter-
vals. This was done in an automated mode every hour
and every four minutes in the first and last experiments,
respectively.

Since P-odd effects are proportional to the scalar
product (Sn · Pt), the reversal of the magnetic field leads
to the reversal of the sign of the effect. Accumulating
the identical numbers of series for the two directions of
the magnetic field that guides the neutron spin and tak-
ing the difference of the effect magnitudes calculated
for series that correspond to opposite magnetic-field
directions, we ultimately arrive at the doubled true
effect. All spurious effects that have nothing to do with
neutron polarization are canceled.

Such experiments include a test measurement with a
polarized beam but without the target being studied.
The procedure outlined above takes fully into account
all possible spurious effects.

The uncompensated magnetic field of the Earth and
the time-independent magnetic fields of the other oper-
ating physics facilities are present in the experiment.
These magnetic fields may increase the contribution of
the left–right asymmetry to the P-odd asymmetry. The
effect of the left–right asymmetry due to such fields
does not change sign upon the reversal of the main
guiding magnetic field. If identical numbers of series
are accumulated for opposite directions of this field, the
contribution of the spurious effect being considered to
the results of the measurements is canceled upon taking
the difference of the experimental results for opposite
field directions.

Fluctuations of the reactor power were compensated
by subtracting the product of the voltages across the
backward integrator and a compensation factor from
voltages across the forward integrator and finding the
compensation factor such that the variance D(α) of the
resulting difference α was minimal for one series of the
measurements. Concurrently, we determined the abso-

lute effect as α ± δα(min) with δα = .

The relative effect was calculated by the formulas
[6]
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where δ is the relative effect; σδ is the statistical error in
measuring the relative effect; Lf and Lb are the amplifi-
cation factors in the forward and backward channels,
respectively; and Uf and Ub are the constant compo-
nents of the forward and backward signals, respec-
tively.

In order to assess the contribution of the left–right
asymmetry to the P-odd effect, we changed the config-
uration of the magnetic field guiding the neutron spin—
the magnetic field was chosen to be orthogonal to the
plane of the Earth and the neutron-beam axis. It was
possible to rotate the chamber through small angles
about the neutron-beam axis in the plane of the Earth.
The figure shows the left–right asymmetry as a function
of the angle between the neutron momentum and the
chamber axis. The angle in the figure is reckoned from
the chamber position corresponding to the minimum
value of the magnitude of the left–right asymmetry fac-
tor. One can see that the zero of the left–right asymme-
try and the maximum value of the intensity do not coin-
cide.

If, using these data, one calculates the maximum
value of the left–right asymmetry factor for the case
where the vectors Sn, Pn, and Pt are mutually orthogo-
nal, the result would agree, within the errors, with that
which was measured previously [5]. This indicates that
the ionization chamber used functions properly and has
a reasonably high sensitivity.

In addition, we measured the left–right asymmetry
in a different plane, where the magnetic field guiding
the neutron spin is parallel to the plane of the Earth and
is orthogonal to the neutron momentum. For the oper-
ating geometry of the chamber position, we tested the
contribution of the left–right asymmetry due to the pos-
sible vertical deviation of the chamber. In this geome-
try, the measured left–right asymmetry factor was
αLR = (4.9 ± 1.9) × 10–7.

If the field is applied in the direction parallel to the
beam-propagation direction, the contribution of the
left–right asymmetry to the P-odd effect must decrease
by two orders of magnitude and must not exceed 1 ×
10–8 since the direction of the guiding magnetic field is
specified to within 10–2 by the solenoid wound round
the chamber casing. In order to experimentally test this
statement, the P-odd asymmetry coefficient was mea-
sured in the most recent experiment at three values of
the angle between the neutron momentum and the
chamber axis for the neutron spin nearly parallel to the
average triton momentum. From our calculations, it fol-
lows that, at any small value used here for the angle of
deviation, the contribution of the left–right asymmetry
to the effect being studied must not exceed (1–1.5) ×
10–8. This means that, for αPN @ αLR, the measured
P-odd effect must be virtually identical at small angles
of deviation of the neutron momentum from the cham-
ber axis if this is indeed a P-odd effect. However, if the
result of the measurements at zero angle is due exclu-
JETP LETTERS      Vol. 82      No. 8      2005
sively to left–right asymmetry, it must vary at different
angles in just the same way as in the figure.

Table 1 gives the P-odd-asymmetry coefficient αPN

at various values of the angle β between the neutron and
triton momenta.

A modest decrease in the magnitude of the effect
with increasing angle may be due to an increase in the
contribution of the left–right asymmetry with a plus
sign, but this statement is not statistically significant.
Therefore, we can state that the contribution of the left–
right asymmetry to the P-odd effect, if any, is much less
than the error in measuring the effect.

Table 2 presents the P-odd asymmetry coefficient in
the reaction 6Li(n, α)3H according to our measurements
performed in different experiments, these results being
corrected for the neutron polarization P and for the
detector solid angle Ω .

In order to perform a zero experiment involving a
complete absorption of the tritium component, the tar-
gets were additionally covered with an aluminum foil
20 µm thick. The zero-test result normalized to the con-
stant components in the operating mode and corrected
for the solid angles and neutron polarization is αbackgr =
(2.0 ± 1.7) × 10–8 [6].

(a) Constant components Uf and Ub and (b) left–right asym-
metry factor αLR versus the angle β between the neutron
and triton momenta.

Table 1

β [rad] αPN

~0 –(10.8 ± 4.4) × 10–8

–0.01 –(9.9 ± 4.1) × 10–8

–0.015 –(7.4 ± 4.2) × 10–8

Average value αPN = –(9.3 ± 2.5) × 10–8

β

α L
R

Uf
Ub
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Since the design of the chamber used was identical
to that described in [6], the zero-test result remains
valid for the later experiments in the beam of the Insti-
tute Laue–Langevin; however, the need for performing
yet another zero experiment with a higher statistical
accuracy can clearly be seen.

In order to estimate the effect of electromagnetic
noise, we measured the P-odd asymmetry without a
neutron beam. The result obtained from the measure-
ments in the last series and normalized to the constant
components of the main experiment is

Thus, the effect of noise is at least ten times smaller
than the effect value.

We performed some approximate calculations in
order to determine the possible contribution of compet-
ing processes that include

(i) β– radiation in admixed 8Li decay, in which case
the asymmetry is about 8% [8];

(ii) admixed gamma radiation from isotopes, in
which case P-odd effects associated with photons were
found at a level of 10–5;

(iii) the possible admixture of the P-odd effect in the
reaction 35Cl(n, p)35S, with the P-odd-asymmetry coef-
ficient for protons being about 1.5 × 10–5.

The results of the calculations show that, in the reac-
tion 6Li(n, α)3H, the possible admixed-reaction-
induced contribution αPN (admixed) to the P-odd effect
does not exceed (2–5) × 10–9 in the worst case, this
being much less than the observed effect of P-odd
asymmetry. Thus, we can state that the effect found
here is due to the reaction 6Li(n, α)3H.

At the present time, there is only one study devoted
to calculating the P-odd effect in this reaction in terms
of the weak coupling constants [9]. The result of that
calculation is

αnoise 0.6 0.5±( )– 10 8– .×=

Table 2

PΩ αPN

PNPI, vertical channel 0.66 –(5.4 ± 6.0) × 10–8 [6]

ILL, PF1B channel 0.66 –(8.1 ± 3.9) × 10–8 [7]

ILL, PF1B channel 0.70 –(9.3 ± 2.5) × 10–8

Average value αPN = –(8.6 ± 2.0) × 10–8
where hρ = –11.4 × 10–7 and fπ = 2 × 10–7 are the most
commonly used weak coupling constants associated
with ρ and π exchanges, respectively. The constant fπ is
responsible for a neutral current.

Assuming that the charged-current constant is
known precisely and that hρ = –11.4 × 10–7 and relying
on the model considered here and on our experimental
result, we can estimate the neutral constant itself and
the range of its variation as

At the 90% confidence level, we have

At the present time, this is likely to be one of the
most stringent constraints on the neutral-current con-
stant in nucleon–nucleon interaction. It should be borne
in mind, however, that this constraint is based on a the-
oretical study that provides no information about the
accuracy of the calculations performed there.

This work was supported by the Russian Foundation
for Basic Research (project no. 03-02-17338).
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A new type of the heavily-chirped solitary pulse solutions of the nonlinear cubic–quintic complex Ginzburg–
Landau equation has been found. The methodology developed provides for a systematic way to find the approx-
imate but highly accurate analytical solutions of this equation with the generalized nonlinearities within the nor-
mal dispersion region. It is demonstrated that these solitary pulses have the extra-broadened parabolic-top or
fingerlike spectra and allow compressing with more than a hundredfold growth of the pulse peak power. The
obtained solutions explain the energy scalable regimes in the fiber and solid-state oscillators operating within
the normal dispersion region and promise to achieve microjoules femtosecond pulses at MHz repetition rates.
© 2005 Pleiades Publishing, Inc.

PACS numbers: 05.45.Yv, 42.65.Tg, 42.65.Re, 42.81.Dp
The complex nonlinear Ginzburg–Landau equation
(CGLE) is a basic nonlinear equation taking into
account linear and nonlinear dispersion as well as linear
and nonlinear dissipation that allows describing a vari-
ety of phenomena from nonlinear optical waves to
Bose–Einstein condensation and field theory [1]. In a
nondissipative limit, the cubic CGLE gives the nonlin-
ear Schrödinger equation (NLSE), which is completely
integrable in one dimension [2]. An isolated solitary-
wave solution of NLSE is called a soliton and is of
interest for telecommunication, nonlinear, and laser
optics. The solitary pulse solutions of CGLE have been
found, as well [3]. However, in the case of more general
nonlinearity within the normal dispersion region
(NDR), where there exists no bright soliton of NLSE
and the solitary pulse solutions of the cubic CGLE can
suffer an explosive instability, the exact or approxi-
mated solitary-wave partial solutions of CGLE are
known only for some restrictions imposed on the pulse
phase [4, 5].

Numerical simulations have also revealed a variety
of the pulsing solutions of CGLE in NDR [6, 7]. Such
breatherlike regimes have, as a counterpart, the so-
called self-similar pulses (SSP) propagating under the
group-delay dispersion and the nonlinearity varying
along propagation axis [8]. As it was demonstrated,
SSP in NDR tolerates the strong nonlinearities that
allow the compressible high-energy pulses from a fiber
laser [9, 10]. This regime offers producing the high-
energy femtosecond pulses directly from fiber [9] as

¶ The text was submitted by the authors in English.
0021-3640/05/8208- $26.00 ©0467
well as solid-state [11–13] oscillators. Such oscillators
are required for both scientific (e.g., high harmonics
generation in gases) and technological (e.g., effective
material modification at MHz pulse repetition rate) pur-
poses.

Here, we report on a new type of approximated but
high-accuracy heavily-chirped solitary pulse (CSP)
solution of the cubic–quintic CGLE. A closed analyti-
cal form of such a solution allows tracing all the basic
characteristics of CSP in dependence on variation of
the CGLE parameters. One can suppose that CSP is
highly interesting for laser and fiber optics. This results
from its energy scalability in NDR and the possibility
of compression down to femtosecond pulse duration.
An energy scalability of the compressible CSP is based
on a simple physical ground. The pulse energy can
increase with both its peak power and duration. How-
ever, the peak power growth is restricted from above by
the nonlinear processes such as self-focusing, optical
damage, etc. A single way to the higher energy is to
increase the pulse duration T. For the soliton propagat-
ing in the anomalous dispersion region, this means an
inevitable decrease of its spectral width ∆ . 1/T. On the
contrary, it is possible to increase the CSP duration
without loss of its spectral width in NDR: ∆ . 4f/T,
where f @ 1 is the chirp. Then, the CSP can be com-
pressed down to .1/∆, which results in its peak power
growth (.f times). In contrast to the compressible
chirped SSP [14], which is disrupted in a spectrally dis-
sipative system [15], CSP propagates under the spectral
filtering. This suits perfectly an oscillator generating
the spectrally wide (≈100 nm) pulses in NDR [12].
 2005 Pleiades Publishing, Inc.
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We base an analysis on the (1 + 1)-dimensional
cubic–quintic CGLE [3]:

(1)

where t and z are the local time and the propagation dis-
tance, respectively; A(t, z) is the slowly varying field
amplitude, so that |A |2 means the power P. Parameter σ
is the net-loss, which in an oscillator equals the differ-
ence of the net-passive loss and the saturated gain.
Parameters α and β are the square of the spectral filter
bandwidth and the group-delay dispersion (GDD) coef-
ficient, respectively. Parameters κ and γ are the self-
amplitude modulation (SAM) and the self-phase mod-
ulation (SPM) coefficients, respectively. And at last,
parameter ζ describes the saturation of SAM and con-
fines the maximum power.

We shall search for approximated solutions of
Eq. (1) for positive parameters and in the limit of α/β <
κ/γ ! 1. This limit is well grounded for an oscillator
operating in NDR. As an example, α < 5 fs2 and β ≈
100 fs2 for a Ti : sapphire oscillator of [12, 13, 16].
Simultaneously, κ/γ ≈ 0.04 is a typical value for the so-
called Kerr-lens mode-locking regime [16, 17].

To find a stationary solution of Eq. (1), we use

ansatz A(t, z) = exp(iφ(t) – iqz), which results in

(2)

Here, Ω(t) ≡ dφ(t)/dt is the instant frequency. In

Eqs. (2), the terms ∝ d2 /dt2 are omitted in the
framework of the adiabatic approximation (β . 10–4 ps2,
whereas T . 1 ps for CSP [12]). In the first Eq. (2), a
smallness of the terms ∝α /β is used.

Since the power P(t) is a positive defined value,
Eqs. (2) give Ω(t)2 < ∆2 ≡ q/β and the peak power P0 ≡
P(0) = q/γ = β∆2/γ. The regularity of the desired solu-
tion demands dΩ/dt < ∞ that imposes a restriction
on P0:

(3)

The parameter c = αγ/βκ means a contribution of spec-
tral dissipation (dispersion) relative to that of SAM
(SPM). It is confined from above: c < cmax = 2 –

4 . This defines the maximum peak power:

 = (3/4ζ)(1 – cmax/2) = (3/2) . For a given c,
the parameter σ is also confined from above: σ <
(κ/4ζ)(1 – c/2)2.

dA
dz
------- σ– α iβ+( ) d2

dt2
------- κ iγ–( )P κζ P2–+ + 

  A,=

P t( )

γP t( ) q βΩ2 t( ),–=

β dΩ
dt
-------

Ω t( )
P t( )
-----------dP

dt
-------+ 

  κP t( ) 1 ζP t( )–( ) σ– αΩ2 t( ).–=

P t( )

γP0 β∆2 3γ
4ζ
------ 1 c/2– 1 c/2–( )2 4σζ /κ–+−( ).= =

σζ /κ
P0

max σ/κζ
One can see from Eq. (3) that the solution for P0
with a “+” sign before a square root does not have a
finite asymptotic for ζ  0. Hence, this solution does
not have a counterpart among the solutions of the cubic
CGLE, and, therefore, we shall not consider it hence-
forth.

The regularity condition also simplifies Eqs. (2):

(4)

The implicit solution of differential Eq. (4) with a zero
asymptotic of the local power P(t) at t  ±∞ is

(5)

where τ = 3γ2/(ζβκ∆(∆2 + )). Equation (5) gives a
time profile of the instant frequency Ω(t) and, as a result
of Eq. (2), a time profile of the power P(t). In the limit
of the cubic CGLE (ζ  0), this solution turns into
the well-known solitary pulse solution A ∝  cosh(t/τ)i f – 1

[3]. The duration T = 1.76τ and the chirp f are close to
the exact ones to an accuracy ≈α/β, κ/γ ! 1.

The spectral amplitude is E(ω) =

exp(iφ(t))exp(–iωt). For CSP, one can

assume in the limit of γ/κ @ 1 that the phase φ(t) is a
rapidly varying function. Then, E(ω) can be calculated
by the method of stationary phase [18]. The resulting
spectral power is

(6)

where θ(x) is the Heaviside function. Equation (6)
allows finding the pulse energy:

(7)

One can see from Eqs. (3)–(5) and (7) that the

dimensionless values ∆' = ∆ ,  = ΩL ,

τ' = τκ / , and %' = %κ  completely define
the CSP spectral and time profiles as well as its energy.
These values depend on only two dimensionless param-
eters c and b = σζ/κ.

A typical example of the variations of ∆',  and
the normalized pulse width T ' with c are shown in
Fig. 1 for b = 11/64. One can see that the spectrum half-
width ∆' (thick curve) increases monotonically with c.
In particular, this can be interpreted as the spectrum
broadening with GDD approaching zero in agreement

dΩ
dt
-------

βζκ
3γ2
---------- ∆2 Ω2–( ) Ω2 ΩL

2+( ),=

βΩL
2 γ

ζ
-- 1 c+( ) 5

3
---γP0.–=

t τ Ω
∆
---- 

  ∆
ΩL

------- Ω
ΩL

------- 
 arctan+arctanh ,=

ΩL
2

t P t( )d∫

p ω( ) E ω( ) 2
 . 

6πγ
ζκ
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with the experimental data of [13]. The Lorentzian half-
width reaches a maximum and then shortens with the c
growth (thin curve). As a result, a main part of p(ω)
concentrates within the interval of |ω| < ΩL that pro-
vides a higher peak power P0 close to the boundary of
CSP existence. In agreement with [13], the CSP dura-
tion decreases with c except for the narrow region close
to cmax (dashed curve).

The importance of the parameter b is explained by
the fact that σ affects the CSP stability against the noise
excitation. From Eq. (1), the minimum requirement for
the pulse stability is σ > 0. The numerical simulations
[16] have demonstrated that the chirped pulse in NDR
is stable except for the narrow regions close to the
edges of the CSP existence region. In an oscillator,
parameter σ is not quite an independent value because
it depends on the pulse energy due to the effect of the
gain saturation [19]. In this case, the energy depen-
dence of b can noticeably change the variation of CSP
parameters with c.

A distinguishing feature of CSP is its spectral pro-
file. Figure 2 shows the normalized powers p' = pκ/β in
dependence on the normalized frequency ω' =

ω . From Eq. (6), it is the Lorentzian function
truncated at ±∆. In fact, such truncation is slightly
smoothed as the stationary phase approximation losses
its validity close to ±∆. Nevertheless, the spectral inten-
sity vanishes very rapidly at the spectrum edges in the
experiment as well [9, 12, 13].

For a small b (σ < 9κ/64ζ, cmax > 1/2), the Lorentz-
ian spectral half-width ΩL is larger than ∆. As a result,
the spectrum has a flat-top profile (thick curve) and a
comparatively small area (energy). Also, this case cor-
responds to ζ  0 (the limit of the cubic CGLE).
Within the region of a large b (σ > 3κ/16ζ, cmax < 2 –

), ΩL < ∆ and the spectrum has a fingerlike profile
and a maximum energy (dashed curve). In the interme-
diate region 9κ/64ζ < σ < 3κ/16ζ, there exists some

c* ≡ c =  providing ΩL = ∆ (Fig. 1) and
forming a transitional parabolic-top spectrum (thin
curve). As such spectrum is the most distant from the
boundaries of the CSP existence, it possesses maxi-
mum stability.

The chirp Q(ω) is defined as

(8)

where ψ(ω) = –φ(t*(ω)) + ωt*(ω) is the phase in spec-
tral representation, and the stationary point t*(ω) is
defined as the right-hand side of Eq. (5) with Ω
replaced with ω. Figure 3 shows the dependence of the
normalized chirp Q' = Qκ/βζ on ω'. The flat-top and

βζ /γ

3

1 16b/3–
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Fig. 1. Variation of dimensionless spectral (∆', solid thick
curve) and Lorentzian ( , thin curve) half-widths as well

as CSP duration (T ', dashed curve) with c = αγ/βκ; b =
11/64.

ΩL'

Fig. 2. Normalized spectral powers of CSP. b = 0.1 (thick),
0.186 (thin), and 0.215 (dashed); c = 0.1.

Fig. 3. Normalized chirps Q'(ω') corresponding to the spec-
tra in Fig. 2.
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parabolic-top spectra have a chirp minimum in the cen-
ter (solid curves). At c = c* (or b = 3(1 – c2)/16 for a
fixed c), where the parabolic-top spectrum exists, the
chirp varies most slowly with ω near the central fre-
quency (thin curve). In contrast to the flat-top spectrum,
this results from the disappearance of the squared
dependence on ω:

At this point, the CSP peak power and its spectral half-
width are

In contrast to the flat-top and parabolic-top spectra, the
fingerlike one has a local chirp maximum in the spec-
trum center (dashed curve).

For all the spectral types of CSP, the chirp increases
rapidly at the spectrum edges. The frequency depen-
dence of the chirp limits its compressibility. A compres-
sor with the dispersion .–Q(0) will produce an almost
chirp-free pulse with the duration .2/∆* > 2/∆. Here,
the reduced spectral half-width ∆* < ∆ corresponds to
the spectral region around ω = 0, where the frequency
dependence of the chirp is weak. Therefore, the para-
bolic-top spectrum possessing a most weak frequency
dependence of the chirp is most compressible. In agree-
ment with the experiment [12, 13], CSP with the pico-
second duration can be compressed by the factor T∆ .
3γ/κ . 100, which allows producing femtosecond
pulses with over-10 MW peak power at the MHz repe-
tition rate.

The normalized time profiles are shown in Fig. 4.
CSP with a flat-top spectrum has the solitonic-like time
profile (thick curve). It is reasonable, because the limit
of ζ  0 (i.e., b  0) corresponds to the exact soli-

Q ω( ) . 
3γ2

2βκζ
------------- 1

∆4 ω4–
-----------------.

γP0 β∆2 3γ
8ζ
------ 1 c*+( ).= =

Fig. 4. Normalized time profiles of CSP corresponding to
the spectra in Fig. 2.
tonic solution of the cubic CGLE. The fingerlike spec-
trum close to the boundary of the CSP existence corre-
sponds to the parabolic-like (or even flat-top) time pro-
file (dashed curve). Such a profile agrees with the
numerical results of [4, 9] and is caused by the satura-
tion of SAM around the pulse peak. The parabolic-top
spectrum corresponds to the transitional time profile
(thin curve).

The above-described method of the approximate
integration of the cubic–quintic CGLE can be applied
successfully to the various modifications of CGLE. For
example, CGLE with the SAM term κP/(1 + ζP) is also
integrable in the considered limits. The spectra in this
case are also parabolic-top with the profiles:

where |ω| < ∆; A, B, and ∆ are the positive-definite func-
tions of the CGLE parameters.

In conclusion, the new method of integration of the
nonlinear CGLE was proposed in the limits of domina-
tion of GDD over the spectral dissipation as well as
SPM over SAM. These limits are valid for both fiber
and solid-state oscillators operating within NDR. The
proposed method was realized for the cubic–quintic
CGLE, but it is applicable also to CGLE with a more
general nonlinearity. The approximated but highly
accurate heavily-chirped solitary pulse solution of
CGLE was obtained. It was found that CSPs have the
flat-top, parabolic-top, and fingerlike spectra, which
agree with the latest experimental data obtained from
the high-energy oscillators. The parabolic-top spectrum
corresponds to the most stable and compressible CSP.
The wide spectrum of CSP in combination with its
strong chirp allow compressing the pulse from picosec-
ond down to femtosecond duration. As the microjoule
energy is reachable for CSP, the over-10 MW peak
power is available from an oscillator operating at the
MHz repetition rate.

We are grateful to Drs. A. Apolonski and
A. Chernykh for valuable discussions concerning both
experimental and theoretical aspects of the NDR
regime. V.L.K. acknowledges support from the Max-
Planck Gesellschaft.
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Transition of the D1 Line of the 87Rb Atom
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Induced absorption resonance on the open Fg = 1  Fe = 2 transition of the D1 line of the 87Rb atom has been
observed. The effect of atomic motion on the formation of the resonance has been revealed. The numerical cal-
culations are in good agreement with experiment. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.50.Gy, 42.65.–k
Narrow atomic resonances are always important in
spectroscopy, particularly in metrology. A new type of
resonances was recently discovered in a degenerate
two-level system and was called induced absorption
resonance [1]. Rautian [2] pointed out that spontaneous
coherence transfer plays an important and universal
role in the formation of spectra. If transitions with
approximately equal frequencies  and ν(m – n),

where mi and ni are the upper and lower levels, respec-
tively, are coupled through spontaneous relaxation, it
transfers coherence between the states |mi〉  and |ni〉 .
Rautian thought that the importance of this process is
comparable with the importance of the spontaneous
and stimulated emission processes introduced by Ein-
stein. In the spectroscopy of a coherently prepared
medium, coherence spontaneous transfer is clearly
manifested when induced absorption resonance is
observed. Its name appeared by analogy with induced
transparency resonance. In the case of induced absorp-
tion resonance, absorption increases due to constructive
interference between the quantum states of the system.
Coherence is transferred between Zeeman sublevels
due to a spontaneous process [3, 4].1 As was recently
predicted in [5], spontaneous coherence transfer could
be efficiently used in the γ radiation range to control
Mössbauer spectra. Analysis of spontaneous coherence
transfer seems to be important, because this effect is the
same in microwave and optical ranges, as well as in γ
optics. This motivation stimulated us to analyze
induced absorption resonance in the rubidium vapor
and to present the results in this paper.

1 Among other mechanisms of the formation of the induced
absorption resonance, Goren et al. [4] analyzed population trans-
fer between Zeeman sublevels.

ν m1 n1–( )
0021-3640/05/8208- $26.00 0472
Induced absorption resonance was first detected on
the closed transition of the D2 line of the Rb atom that
absorbs two in-phase copropagating light waves [1]. It
was pointed out that induced absorption resonance was
observed when the degeneracy factor of the excited
state exceeded the degeneracy factor of the ground
state, i.e., 0 < Fg ≤ Fe = Fg + 1 [6]. This effect was the-
oretically described in [7] for various intensities of the
pump field, magnetic moments, and polarizations.

Signals associated with induced absorption reso-
nance were also observed in experiment [8], where the
Hanle configuration was used (laser light propagated
along the magnetic-field direction). In that experiment,
the atomic Rb vapor was pumped by a single linearly
polarized wave. In the case of the degeneracy of the
lower level of the ground state, bright resonances were
detected in fluorescence with a concomitant increase in
absorption. Those experimental results were theoreti-
cally analyzed in [9]. In the more recent work [10], it
was shown that an increase in absorption in the Hanle
configuration should also be expected when a laser
beam is perpendicular to the magnetic field.

As was mentioned above, induced absorption reso-
nance was observed on the closed transition of the
degenerate ground state. The weak induced absorption
resonance was also observed on the open Fg = 2 
Fe = 2.3 transition in the 85Rb atom [8]. However, on the
other open transition Fg = 1  Fe = 2 of the D1 line of
the 87Rb atom, the effect was not detected [11, 12]. It
was assumed that this was due to optical pumping and
the low degeneracy factor of the corresponding atomic
states.

In this paper, we present the results of the experi-
mental investigation of induced absorption resonance
on the open Fg = 1  Fe = 2 transition of the D1 line
© 2005 Pleiades Publishing, Inc.
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of the 87Rb atom that were obtained in the double-beam
scheme [1] and in the Hanle configuration [8]. The
observed effect appeared to be weak (0.2% of the total
absorption due to the optical-pumping-induced deple-
tion of the population). Optical pumping does not com-
pletely destroy spontaneous coherence transfer, which
is responsible for the formation of induced absorption
resonance, because the atoms interact with light for a
finite time. Thus, this experiment corroborates that
induced absorption resonance occurs on all Fg 
Fe  =  Fg + 1 transitions both closed and open. The
numerical calculation confirms the conclusions drawn
using those experimental results.

We describe both experiments. The first experiment
is the same as in [11]. Figure 1a shows the layout of the
setup. An external-cavity laser was tuned to the D1 or
D2 line of the 87Rb atom (see Figs. 1c, 1d). A laser beam
passed through a half-wave plate and a cell 3.0 cm in
length that contained isotopically pure 87Rb. The vapor
density was controlled by the cell temperature. The
transmission was detected by a photodiode d. The cell
was placed in a three-shell magnetic screen. The longi-
tudinal magnetic field is produced by a solenoid placed
inside the screen. The static magnetic field gives rise to
the appearance of Zeeman sublevels. The splitting was
equal to the splitting µBB/" between the neighboring
Zeeman sublevels, where µB is the Bohr magneton.

Fig. 1. Layouts of the experiments and the scheme of levels
for observing induced absorption resonance. (a) The Hanle-
configuration experiment, where the transmittance of the
linearly polarized coherent light is detected as a function of
the magnetic field B. (b) The experiment that involves a
pump laser inducing atomic coherence and the probe laser.
The transmission of a weak circularly polarized probe field
is measured as a function of the frequency. The frequency
of the pump laser is fixed. The rotation of the polarization
of the pump field is opposite to the rotation of the polariza-
tion of the probe field. (c) The scheme of the levels of the
D1 line of the 87Rb atom. (d) The scheme of the levels of the

D1 and D2 lines of the 87Rb atom.
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In the case of the 87Rb atom, the splitting is equal to
0.7B MHz/G.

In the second experiment, two external-cavity lasers
were used. The frequency of the laser creating coher-
ence remained unchanged, whereas the frequency of
the probe laser was scanned. The radiation of the strong
laser after the passage through a quarter-wave plate
became circularly polarized in the direction σ+,
whereas the radiation of the probe laser was polarized
in the opposite direction σ–. Downstream of the cell,
beams were split by a quarter-wave plate and polariza-
tion cube (PBS) and were detected by photodetectors d1
and d2.

The magnetic-field dependence of the light trans-
mission at four frequencies in the Hanle experiment
was shown in Fig. 2. The cell temperature was equal to
50°C, the light power was 0.1 mW, and the beam diam-
eter was equal to 1.5 mm. The transmission increases
near the region where the magnetic field is zero for all
transitions except for the F = 1  F ' = 2 transition.
The absorption resonance with the subnatural width of
the optical transition is almost unseen in the curve. This
behavior was observed in [11].

After an increase in sensitivity, we detected this
increase in absorption (see Fig. 3). The induced absorp-
tion resonance is broadened as the intensity of light
increases and disappears at intensities above
20 mW/cm2. The total increase in absorption is a con-

Fig. 2. Transmission of laser radiation vs. the longitudinal-
field magnitude (see the layout in Fig. 1a). The laser fre-
quency is tuned to the D1 line of the 87Rb atom. Transmis-
sion increases at zero magnetic field for all the transitions
except for the F = 1  F ' = 2 transition (see Fig. 1c). The
relative amplitudes of the resonances are not changed. The
magnitude of the induced absorption resonance on the F =
1  F ' = 2 transition is very small and is equal to 0.2%
of the total 60% absorption. The shape of the resonance is
shown in Fig. 3.
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sequence of the depopulation of levels due to optical
pumping.

An increase in absorption was also observed on the
transition 5S1/2; F = 1  5P3/2; F ' = 0, 1, 2 of the
D2 line of rubidium. Unfortunately, the Doppler broad-
ening prevents the resolution of all the transitions inter-
acting with light in this transition. We measured the
transmission for three different tunings of the laser fre-
quency (see Fig. 4). An increase in absorption is easily
seen with tuning to the high-frequency part of the Dop-
pler profile. We emphasize that interaction with the F =
1  F ' = 2 transition is stronger at these frequencies,
whereas interaction with the F = 1  F ' = 0 transition
is stronger in the low-frequency range.

We studied induced absorption resonance in the
“standard scheme” of experiments with induced
absorption, where two lasers were used. The frequency
dependence of the transmission of the radiation of the
probe laser is shown in Fig. 5. The frequency of the
laser creating coherence was tuned to the center of the
Doppler profile of the Fg = 1  F ' = 2 transition. The
power of this laser was equal to 3 mW, whereas the
power of the probe laser was equal to 0.1 mW. The
beams of both lasers had a diameter of 1.5 mm. Induced
absorption resonance was located at the peak of the
bell-shaped transparency resonance associated with
optical pumping.

In order to explain the experimental results, numer-
ical calculations based on the Maxwell–Bloch equa-
tions describing the propagation of the electromagnetic
field in the cell are performed with the inclusion of all
the Zeeman sublevels of the D1 line of the 87Rb atom.
We studied the interaction with linearly polarized light
tuned to the frequency of the Fg = 1  Fe = 2 transi-

Fig. 3. Transmission of laser radiation vs. the magnetic field
B in the experiment whose layout is shown in Fig. 1a. The
laser is tuned to the open F = 1  F ' = 2 transition (of the
D1 line). Transmission increases at zero magnetic field.
Lines 1 and 2 correspond to the laser-field intensities 1.5
and 3 mW/cm2, respectively. A decrease in absorption on
line 1 is equal to 3% of the total 60% absorption. The inset
shows the fine structures of induced absorption resonance.
tion of the D1 line. Light in the model propagates in the
direction coinciding with the direction of the external
magnetic field. The model also takes into account that
atoms are continuously refreshed in the region of inter-

Fig. 4. Transmission of laser radiation vs. the magnetic field
B in the experiment whose layout is shown in Fig. 1a (Hanle
configuration). The laser is tuned near the transition 5S1/2,
F = 1  5P3/2, F ' = 0, 1, 2 of the D2 line of the rubidium
atom: (1) the laser frequency is shifted by 250 MHz from
the center of the Doppler profile toward the blue end, (2) the
laser frequency is turned to the center of the Doppler profile,
and (3) the laser frequency is shifted by 250 MHz from the
center of the Doppler profile toward the red end. A decrease
of absorption at the center of line 1 is equal to 2%, whereas
the total absorption is equal to about 60%.

Fig. 5. Transmission Iout/Iin of the probe beam in the exper-
iment whose layout is shown in Fig. 1b. The frequency of
the laser inducing coherence is tuned to the open transition
5S1/2, F = 1  5P1/2, F '  = 2 (see Fig. 1d). The inset
shows the resonance peak at an increased scale.
JETP LETTERS      Vol. 82      No. 8      2005
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action with light due to influx from other regions of the
cell. The rate γ0 of this process is determined by the
time of flight of atoms through the laser beam. The
Bloch equations are the same as in [9]. The calculations
were performed with γ0 = 0.0004γ, where γ is the rate of
the natural decay of the excited state, and the Rabi fre-
quency Ω = 0.04γ, which corresponds to the field inten-
sity Iin = 0.025 mW/cm2. The normalized magnetic-
field dependence of the transmission of the incident
radiation is shown in Fig. 6. Induced absorption reso-
nance is seen near zero magnetic field. We emphasize
that induced absorption resonance on this transition
was not observed in the theoretical work [9].

As the intensity of the laser field increases, the con-
trast of induced absorption resonance decreases. More-
over, we observe in experiments that induced absorp-
tion resonance completely disappears at intensities of
several milliwatts per centimeter squared. To under-
stand this observation, we performed numerical simu-
lation along the Doppler profile with γ0 = 0.003γ and
Ω = 0.34γ, which corresponds to an intensity of Iin =
1.5 mW/cm2. The width of the velocity distribution was
taken to be 100γ. The result of the numerical simulation
is shown by the right line in Fig. 6, where it is seen that
the behavior of the calculated line coincides with the
experimentally observed dependence given by line 1 in
Fig. 3.

The resulting differences shown in Figs. 6a and 6b
are obviously caused by the motion of atoms. In order
to ensure this conclusion, we calculated the population
of the Fe = 2 excited state for the inhomogeneously
broadened transition with various detunings ∆ of the
laser frequency (in other words, for groups of atoms
with various velocities). The calculations were per-
formed with the same Rabi frequencies and coherence
decay rates as in the calculations presented in Fig. 6b
and in the experiment (see Fig. 3). As is seen in Fig. 7,
induced absorption resonance on the homogeneously
broadened transition is not observed at zero detuning
and only atoms with nonzero velocity contribute to the
formation of the resonance. Such a behavior is due to
the fact that atoms with lower velocities more rapidly
leave the process of the formation of induced absorp-
tion resonance on the inhomogeneously broadened
transition. Under the action of optical pumping, atoms
efficiently decay into another level of the ground state
and thereby the effect of spontaneous coherence trans-
fer, which determines the formation of induced absorp-
tion resonance, is small.

Spontaneous coherence transfer is substantial for
the Fg  Fe = Fg + 1 transition, because the popula-
tion of the magnetic sublevels of the excited state
exceeds the population of the sublevels of the states of
the Fg  Fe = Fg or Fg  Fe = Fg – 1 transitions
under the same conditions. Atoms in these states are
trapped in dark states due to coherent population trap-
JETP LETTERS      Vol. 82      No. 8      2005
ping [13], whereas this is not the case for the Fg 
Fe = Fg + 1 transition.

It is also easy to explain why absorption on the
induced absorption resonance near the open transition
is small in our experiment. Near the open transition,
atoms efficiently decay into another level of the ground
state and thereby the effect of spontaneous coherence
transfer, which determines the formation of induced
absorption resonance, is small.

Thus, induced absorption resonance on the open
Fg = 1   = 2 transition of the D1 line of rubidium
has been observed in the experiment. Experiments
show that induced absorption resonance is observed
even in the presence of strong optical pumping on the

Fe'

Fig. 6. Transmission Iout/Iin on the open F = 1  F ' = 2
transition vs. the magnetic field as obtained in the numerical
calculation for (a) homogeneously broadened and (b) Dop-
pler broadened rubidium vapor. The calculation was per-
formed for the case shown in Fig. 1a.

Fig. 7. Magnetic-field dependence of the population of the
excited state for various detunings ∆ for the homogeneously
broadened F = 1  F ' = 2 transition. As the detuning ∆
increases, the population decreases. The maximum popula-
tion at B = ∆ = 0 is equal to 0.002. The maximum population
for the detuning ∆ = γ, 2γ, 3γ, 7γ, and 20γ is equal to 0.98,
0.95, 0.89, 0.59, and 0.15, respectively. The intensity of the
laser field and field–atom interaction are the same as in
Fig. 6b. No subnatural width of resonance is observed for
atoms with zero velocity.
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transition. Therefore, the previous statement made in
[1] that a closed transition is necessary for observing
induced absorption resonance should be revised. This
study also shows that the intensity range for observing
induced absorption resonance in a Doppler broadened
medium is wider than that in a homogeneously broad-
ened medium.

In conclusion, we try to explain why the induced
absorption resonance on the open transition under
investigation was not observed in the previous theoret-
ical and experimental works cited above. The popula-
tion of the open transition is equal to zero in the steady
state. In a real experiment, fresh atoms from other
regions of the cell enter the region of atom–light inter-
action. This process maintains a nonzero population of
the state. The shorter the interaction time, the larger the
number of atoms in the excited state. However, when
the interaction time is too short, coherence degrades. It
is necessary to search for the optimum interaction time.
The interaction time is determined by the laser-beam
radius. An increase in the radius increases the interac-
tion time. In our experiment, we chose the beam radius
according to the available intensities. We think that
optimization determined the success in the observation
of the induced absorption resonance in this experiment.

We are grateful to V.L. Velichanskiœ and V.P. Yakov-
lev for interest in this work and stimulating discussions.
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The measurements of the metrological characteristics (amplitude, width, and shift in the magnetic field) of the
dark pseudoresonance, which was proposed by Kazakov et al. [quant-ph/0506167] as the reference resonance
for an atomic frequency standard, are reported. It has been shown that the characteristics of the pseudoreso-
nance are worse than those of the unsplit electromagnetically induced transparency resonance for the excitation
scheme with the lin ||lin polarization on the D1 line of the 87Rb atom. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.50.Gy, 42.65.–k, 42.65.Ky
Since the 1970s, two-photon resonances free of
Doppler broadening have been successfully used as a
reference for quantum frequency standards [1, 2]. In
1993, the effect of coherent population trapping was
proposed to be used to create a microwave frequency
standard based exclusively on optical elements without
a UHF cavity [3]. In recent years, the possibility of cre-
ating an atomic clock based on this effect is actively
analyzed [4–7]. Two copropagating laser fields acting
on the allowed electric dipole transitions in the Λ con-
figuration create a long-lived superposition of states in
hyperfine sublevels of alkali-metal atoms. When the
difference between the frequencies varies near the
hyperfine splitting frequency ∆hfs, the transmission res-
onance is observed (coherent population trapping reso-
nance or Λ resonance). The resonance width in the limit
of low intensities is determined by the coherence life-
time in the ground state. To date, a frequency stability
of 6.4 × 10–13 (τ = 2000 s) is reached in such a UHF
standard [6]. Moreover, the possibility of a radical
decrease in the volume of quantum discriminators of
the coherent population trapping clock on Cs and Rb (to
about 10 mm3) was demonstrated [8, 9]. Investigations
in this direction are actively continued.

It is known that the stability of quantum frequency
standards increases with increasing the amplitude A of
0021-3640/05/8208- $26.00 ©0477
the resonance and with decreasing its width W [5,
Eq. (8)]:

(1)

where σ(τ) is the Allan parameter, ∆hfs is the standard
frequency, and Ibg is the background caused by radia-
tion that is not absorbed by the medium. For this rea-
son, the search for schemes for the excitation of the
coherent population trapping resonance with high con-
trast (>5%), minimum width, and light shift is of cur-
rent interest for an increase in the stability of the clock.

A “push–pull” pumping scheme that allows the pro-
duction of a pure coherent state was proposed in [9].
Atoms in such a state do not interact with the field; i.e.,
the atom–field interaction operator is equal to zero:

−( E)|Dark〉  = 0, where |Dark〉  is the coherent superpo-
sition of the wave functions of the Zeeman sublevels of
the ground state. In that work, a contrast of about 30%
was experimentally achieved. The pure dark state pre-
pared by means of a standing wave was also demon-
strated in [10]. In [11], it is shown that, when the red
detuning of the frequency of the pump field is equal to
the hyperfine splitting ∆hfs of the ground state, a con-
trast of about 20% is reached with almost zero shifts.
We note that, although that work does not involve the
coherent population trapping effect, it is close to the
subject under discussion in its aim, the use of the

σ τ( ) η Ibg
1

∆hfs
---------W

A
-----τ 1/2– ,∼

d̂
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bichromatic field, and the Λ configuration of the
involved processes. In order to improve the metrologi-
cal characteristics of the coherent population trapping

Fig. 1. (Upper panel) The scheme of the lin ||lin excitation
of the two-photon transition (F = 1  F = 2) 5S1/2 of the

D1 line of the 87Rb atom. The lower panel illustrates the
appearance of the pseudoresonance as the longitudinal mag-
netic field increases: (a) 0.35, (b) 3.0, (c) 9.0, and (d) 15 G;
A and W are the amplitude and width of the resonance,
respectively. The total power of the laser radiation was
equal to 2 mW and the beam diameter was equal to 4 mm.

      

Fig. 2.

 

 Layout of the setup: the ECDL is the external-cavity
injection laser, the DL is the diode laser, the Insulator is the
insulator with a reflection suppression factor of 60 dB. The
cell temperature was equal to 50

 

°
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795 nm
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∆

 

hfs
resonance, the pulse scheme of detecting the resonance
was studied by the Ramsey method [12]. A unique pos-
sibility was pointed out in [13] for forming the pure
coherent population trapping resonance (free of trap
states) due to the interaction between the bichromatic
field with lin ||lin polarized components and the 5P1/2

state of 87Rb atoms. In that case, a pure dark state
appeared under the action of the linearly polarized
bichromatic field under the condition of the spectral
resolution of the hyperfine structure of the excited state
(Fig. 1). The achievement of a contrast of about 50%
was reported in that work. It was pointed out that the
magnetic field sensitivity (quadratic Zeeman shift) of
the proposed resonance should be 1/1.33 of the shift of
the resonance formed due to excitation by the circularly
polarized bichromatic field (σ+–σ+ scheme). In that
work, it was also noted that the resonance was split into
two resonances in high magnetic fields. This splitting
arises because the g factors of two hyperfine sublevels
of the ground state are slightly different due to the
nuclear-spin contribution.

In [14], it was proposed to use a dip arising due to
such a splitting of the resonance as the reference for the
UHF standard (see Fig. 1). The authors of [14] referred
to the dip as pseudoresonance, because it appeared due
to the splitting of the coherent population trapping res-
onance in the magnetic field. The estimates made in
that work showed the possibility of reaching a fre-

quency stability of 10–14/ . Such a high stability
would enable one to consider the pseudoresonance as a
high-priority and promising tool for creating atomic
frequency standards based on the coherent population
trapping effect. For this reason, theoretical and experi-
mental investigation of the pseudoresonance, as well as
comparison with the unsplit coherent population trap-
ping resonance, seems to be of interest.

In this paper, the experimental results on certain
metrological characteristics of the pseudoresonance are
reported. It is shown that they are worse than those of
the initial (unsplit) coherent population trapping reso-
nance.

Figure 2 shows the layout of the experimental setup
that consists of a laser system, a cell filled with 87Rb
vapor, and a detection system. The experiment was con-
ducted with a Pyrex cylindrical cell (40 mm in length
and 25 mm in diameter) containing Ne at a pressure of
4 Torr and isotopically pure 87Rb. The cell was placed
inside a solenoid, which provided variation in the lon-
gitudinal magnetic field. To screen the external labora-
tory field, the cell was placed inside three cylindrical
magnetic screens. The heating of the cell was per-
formed by means of a bifilar nichrome wire coiled
around the inner magnetic screen. The cell temperature
was equal to 50°C. The bichromatic resonance field
was produced by modulating the current of a laser
(“slave”) whose frequency was optically matched by
the frequency of a single-mode external-cavity injec-

τ
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tion laser (ECLD, “master”). To this end, the radiation
of the latter laser was injected through a diplexer into
the active region of the driven laser (DL). In this case,
the modulation did not violate the regime of the maser
laser (ECLD). The injection current of the driven laser
(DL) was modulated at a frequency of 

 

∆

 

hfs

 

/2 =
3.417 GHz by means of an Agilent E8257D-502 UHF
generator, which was connected to the driven laser
through a Minicircuits ZFBT-6G T bias. Such a proce-
dure ensured the generation of resonant optical fields
with a high correlation degree of phase noises. The ratio
of the intensities of these fields could be changed by
slightly varying the current of the driven laser. The res-
onant fields carried approximately 50% of the total
power of the radiation (2 mW). The ratio of the intensi-
ties of the resonant fields was equal to 1.4. In this case,
the amplitude of the coherent population trapping reso-
nance was maximal. The remaining power was con-
tained in the carrying and higher order side frequencies.
The laser beam in the cell had a diameter of 4 mm. The
coherent population trapping resonance was excited by
the linearly polarized first-order components, which
were tuned to the 

 

F

 

g

 

 = 1  

 

F

 

e

 

 = 1 and 

 

F

 

g

 

 = 2 

 

F

 

e

 

 = 1 transitions. The intensity of the radiation passed
through the cell was measured by a photodiode. In
order to study the pseudoresonance, the modulation fre-
quency 

 

∆

 

hfs

 

/2 was linearly scanned in a narrow range
(~150 kHz) for various magnetic fields. The amplitude
and width (Fig. 3) of the resonance, as well as its ampli-
tude-to-width ratio and its position (Fig. 4), were stud-
ied as functions of the magnetic field.

In the absence of the magnetic field, the amplitude
of the coherent population trapping resonance is one
order of magnitude less than the amplitudes of the res-
onances observed in the presence of the magnetic field.
In the presence of the magnetic field, this resonance is
split into three resonances: the magnetically indepen-
dent central resonance at the transition frequency 

 

∆

 

hfs

 

and two magnetically dependent resonances. The cen-
tral resonance is formed by two Λ transitions: {|Fg = 1,
mF = –1〉   |Fe = 1, mF = 0〉   |Fg = 2, mF = 1〉}
and {|Fg = 2, mF = –1〉   |Fe = 1, mF = 0〉   |Fg =
1, mF = 1〉}. The main contribution to the magnetically
dependent resonances comes from the following Λ
transitions: {|Fg = 2, mF = –1〉   |Fe = 1, mF = 0〉  
|Fg = 1, mF = –1〉} and {|Fg = 2, mF = +1〉   |Fe = 1,
mF = 0〉   |Fg = 1, mF = 1〉}. Immediately after the
appearance of the magnetic field, the amplitude of the
central resonance increases and its contrast reaches
40%. The amplitude of the magnetically dependent res-
onances also increases to 12%. The resonances grow
upon the appearance of the magnetic field, because the
removal of degeneration destroys dark trap states on the
Zeeman sublevels that belong to the same hyperfine
level and on which atoms “are hidden.” To destroy these
traps, a magnetic field whose magnitude is higher than
the width of the resonance is necessary. In not too
strong fields, the width of the resonance is determined
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Fig. 3. Magnetic-field dependence of the (a) amplitude A
and (b) width W of pseudoresonance, where the horizontal
straight lines show the respective values of the unsplit
coherent population trapping resonance in the presence of a
magnetic field of 0.2 G.

Fig. 4. Magnetic-field dependence of the amplitude-to-
width ratio for the pseudoresonance, where the horizontal
straight line shows the ratio for the unsplit coherent popula-
tion trapping resonance in the presence of a magnetic field
of 0.2 G.

(G)

(G)

(a)

(b)
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by the optical pumping rate for the ground state [15]. A
further increase in the magnetic field (to 0.5 G, see
Fig. 5) results in a new splitting of the central reso-
nance. In this way, the pseudoresonance appears. The
amplitude of the pseudoresonance is saturated at a mag-
netic field exceeding 7.0 G but does not reach the
amplitude of the initial coherent population trapping
resonance, see Fig. 3a. The width of the pseudoreso-
nance becomes less than the width of the initial reso-
nance at a magnetic field of less than 4.0 G, for which
the amplitude of the pseudoresonance is very small.

It is seen in Fig. 4 that the maximum 

 

A

 

/

 

W

 

 ratio is
reached at a magnetic field of about 3.4 G. For this field,
both the width and amplitude of the pseudoresonance
are less than the respective values of the initial reso-
nance. The ratio 

 

A

 

/

 

W

 

 for the pseudoresonance is worse
at any magnetic field. It is worth noting that, for match-
ing the quartz-oscillator frequency in the atomic clock,
resonances with a sharp peak (with a larger slope of the
first derivative) are preferable over those with a smooth
peak, as in the case of the pseudoresonance.

We point to one more feature of the behavior of the
split resonance. Figure 5 shows the shift of (lines  a  and 
c

 
) two true coherent population trapping resonances

and (line 

 

b

 

) the pseudoresonance as the longitudinal
field varies. This dependence for the coherent popula-
tion trapping resonances has the form (see, e.g., [14])

(2)

where 

 

µ

 

B

 

 is the Bohr magneton, 

 

µ

 

N

 

 is the nuclear mag-
neton, and 

 

g

 

I

 

 and 

 

g

 

J

 

 are the nuclear and electron Lande
factors, respectively. It is seen that the shift of the

∆ ∆hfs

2gIµN

"
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Fig. 5. Magnetic-field dependence of the position of the
(a) right resonance, (b) pseudoresonance, and (c) left reso-
nance. The origin of the abscissa axis corresponds to the
position of the unsplit coherent population trapping reso-
nance. The points are experimental data and lines are
approximations.

(G)
coherent population trapping resonances are the sum of
the linear and quadratic contributions from both transi-
tions mF = –1  mF

 

 = +1 (left resonance) and 

 

m

 

F

 

 =
+1  

 

m

 

F

 

 = –1 (right resonance) involved in the for-
mation of the reference resonance. For low magnetic
fields, the left resonance is shifted from the right reso-
nance (and from the pseudoresonance) according to the
linear law. However, as the field increases, the left res-
onance changes the direction of its shift and begins to
move in the same direction as the right resonance,
because the quadratic term begins to dominate in
Eq. (2). From experimental line 

 

b

 

, the quadratic depen-
dence of the position of the dark resonance on the mag-
netic field is found with a coefficient of about 0.43 

 

±

 

0.04 kHz/G

 

2

 

 [see Eq. (2)]. As was predicted in [13], this
coefficient is less than the corresponding coefficient for
the standard atomic clock by a factor of 1.33 [16].

In this work, certain metrological characteristics of
the dark pseudoresonance have been experimentally
studied. The results provide the conclusion that these
characteristics are noticeably worse than the respective
characteristics of the initial (unsplit) coherent popula-
tion trapping resonance from which the pseudoreso-
nance appears. Thus, we think that the use of the pseu-
doresonance as the reference for the atomic clock is not
an optimum solution when using the lin

 

||

 

lin excitation
scheme on the 

 

D

 

1 line of the 

 

87

 

Rb atom. At least more
detailed theoretical investigation is required for deter-
mining the experimental conditions (cell sizes, buffer-
gas pressure, etc.) under which the pseudoresonance
could be preferable over the unsplit coherent popula-
tion trapping resonance.
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A quantum-mechanical analysis of feedback cooling [see Phys. Rev. Lett. 94, 153002 (2005)] of atoms trapped
in a far-off-resonant optical lattice is presented. The model considered is valid for ultralow energies of atoms,
thus, allowing for the study of an ultimate cooling limit. The influence of the measurement-induced noise and
feedback-induced atom–atom correlations on the cooling efficiency is discussed. It is shown that there are
regimes where the quantum noise can be effectively compensated for. © 2005 Pleiades Publishing, Inc.

PACS numbers: 32.80.Pj, 42.50.Lc
At present, manipulation and control of single atoms
and atomic ensembles represent important challenges
for experimentalists and theoreticians. A widely used
strategy for manipulating atoms is based on the reso-
nant interaction of atoms with laser fields [1]. However,
application of resonant fields considerably restricts the
controllability due to the noise induced by spontaneous
emission. Moreover, only atomic species possessing
specific cyclic transitions resonant with available lasers
can be addressed in this case.

On the other hand, the range of accessible atomic
species can be extended and the spontaneous-emission
noise can be diminished if one could use far-off-reso-
nant laser fields to control atoms. In this case, the mech-
anism of manipulation would be the nonresonant inter-
action of the induced atomic dipole moment with laser
light (ac Stark effect), which results in a dipole force
acting on atoms. This mechanism can be conveniently
realized in far-off-resonant optical lattices. An optical
lattice is a periodic light-shift potential seen by neutral
atoms located inside an interference pattern formed by
laser beams tuned far from the atomic transition.
Adjusting the wavelength, polarization, and intensity of
the lasers forming the optical lattice, one can flexibly
control the motion of cold atoms [2–5].

In particular, some years ago, the possibility of
using feedback to control the motion of cold atoms in a
one-dimensional optical lattice was experimentally
demonstrated [6]. As is also proposed in [6], the con-
cept of feedback can be applied to cool atoms in a man-
ner similar to stochastic cooling [7, 8]. In a recent paper
[9], the realization of such a feedback cooling (termed
as “optical shaking”) was elaborated in more detail, and
the operation of this cooling technique has been studied
in the classical limit. The classical approach developed
in [9] can be successfully applied to describe cooling in

¶ The text was submitted by the authors in English.
0021-3640/05/8208- $26.00 0482
the case of sufficiently high energies of atoms. How-
ever, it does not apply in the limit of low energies when
quantum effects start to play a significant role. In this
case, the noise introduced into the system due to the
measurement can strongly restrict the cooling effi-
ciency and therefore should not be ignored. Further-
more, as will be shown below, the cooling efficiency is
also influenced by atom–atom correlations, which
appear due to the feedback process itself. The effect of
these correlations is not evident from the discussions in
[9].

In this letter, the feedback cooling of atoms in opti-
cal lattices is studied on the basis of the quantum the-
ory. Such an approach will allow us to study the effect
of both feedback-induced noise and atom–atom corre-
lations on the cooling efficiency at low temperatures
and estimate the cooling limit as well.

We restrict our consideration to the case of a one-
dimensional optical lattice. In the limit of low tempera-
tures, the optical lattice potential can be approximated
by the array of harmonic potential wells with each well
containing only one atom. The tunneling of atoms
between neighboring potential wells can be neglected,
which allows us to distinguish atoms according to the
specific potential well they belong to. Consequently,
the quantum statistics of atoms is not of relevance in the
considered model. Furthermore, being trapped in sepa-
rate potential wells, the atoms interact weakly with
each other, which does not affect the evolution of the
system considerably and can be also neglected. In this
case, as will be shown below, a rather complete analysis
of the evolution of the system’s state is possible.

The feedback loop is organized as follows. The first
step is the measurement of the collective coordinate of
atoms, which is the position of atoms with respect to the
© 2005 Pleiades Publishing, Inc.
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center xi of their wells averaged over all wells or, equiv-
alently, over all atoms

(1)

Here, N is the total number of atoms, which is assumed
to be fixed, and  is the coordinate of the ith atom. The
constant c number

(2)

can be ignored.
The average coordinate (1) is obtained experimen-

tally by measuring the imbalance in the intensities of
laser beams forming the lattice, which appears due to
the interaction with atoms (see [6] for experimental
details).

Then, the measurement outcome Q of the observ-

able  is used to perform the spatial translation of the
optical-lattice potential to compensate for the measured
coordinate. The compensation of this coordinate leads
to the decrease of the total potential energy of atoms
and, hence, to cooling of the gas.

The time duration of the measurement and the lat-
tice shift is assumed to be negligibly small compared
with the characteristic time of the free evolution of
atoms in the lattice potential [6]. Therefore, the oscilla-
tions of atoms in the lattice potential during the feed-
back operation will be neglected.

The quantum state of the system after a single feed-
back step is given by the density operator :

(3)

Here,  is the many-atom density operator before the

feedback, the operator (Q) describes the effect of the
measurement on the system conditioned on the mea-

surement outcome Q, and (Q) is the unitary shift of

the collective coordinate  to zero. In general, the
feedback is an automatic process requiring no interven-
tion of an experimentalist. Thus, the quantum state of
the system after the feedback is obtained averaging
over all the possible measurement outcomes Q.

To include imprecision, measurements are
described in terms of operators constituting a positive
operator-valued measure (POVM) [10]. Thus, the oper-

ators (Q) appearing in Eq. (3) are the measurement
resolution amplitudes constituting POVM. The sim-
plest choice for these operators is a Gaussian operator

(4)

Q̂
1
N
---- q̂i xi–( ).

i 1=

N
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1
N
---- xi
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∑
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ρ̂+ QÛ Q( )M̂ Q( )ρ̂–M̂
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Q( )Û
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Q( ).d∫=
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where σ is the resolution of a measurement device.
The shift of the collective coordinate of atoms to

zero being actually a one-parametric shift transforma-
tion is described by the unitary operator

(5)

where the generator

(6)

is the total momentum of the atoms. The operator  in
this equation is the momentum of the ith atom. The

operator  is the canonical conjugate to  with the

standard commutator [ , ] = i.1 It may be shown

using this commutator that the operator (Q) acts on

the observable  as

(7)

resulting in the required shift of  by –Q.

It is advantageous to use a phase-space representa-
tion of the quantum state of the system introducing the
many-atom Wigner function defined as

(8)

Here, q = {q1, q2, …, qN} and p = {p1, p2, …, pN} denote
the vectors with components being the single-atom
coordinates and momenta, respectively. The many-
atom basis in Eq. (8) is the product of the single-atom
basis vectors, so that

(9)

Using definition (8) and Eq. (3), the Wigner function
after a single feedback step can be written as

(10)

where e is the vector with N unit components: e = {1, 1,
…, 1}. Here, the Fourier representation of the measure-

ment resolution amplitudes (Q),

(11)

with c-functions }(u),

1 We use " = 1 throughout the paper.

Û Q( ) iQP̂( ),exp=

P̂ p̂i

i 1=

N

∑=

p̂i

P̂ Q̂

Q̂ P̂

Û

Q̂

e iQP̂– Q̂eiQP̂ Q̂ iQ P̂ Q̂,[ ]– Q̂ Q–= =

Q̂

W p q,( ) 1

πN
------ dN ye 2iyp– q y ρ̂ q y–+〈 〉 .∫=

q y–| 〉 q1 y1–| 〉 q2 y2–| 〉… qN yN–| 〉 .=

W+
1( ) p q,( ) π N– QdN y u u '} u( )}* u '( )ddd∫=

× i u u '–( )
N

-------------------- qi
i u u '+( )

N
-------------------- yi

i 1=

N

∑–
i 1=

N

∑–exp

× 2iyp–( ) q y Qe ρ̂– q y Qe+–+ +〈 〉 ,exp

M̂

M̂ Q( ) u} u( ) iv Q Q̂–( )[ ] ,expd∫=
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(12)

has been used. Changing the variables now to u + u' =
v  and u – u' = v ' in Eq. (10) and integrating then over
v ', the Wigner function after the feedback operation
reads

(13)

where W– denotes the Wigner function before the feed-
back. This result can be rewritten in a compact form
introducing the following integral kernel

(14)

which gives

(15)

The integral transformation (15) with the kernel (14)
represents the core component of the solution to the
feedback problem and will be used below to study the
dynamics of the system due to a number of feedback
steps.

To do this, the transformation of the Wigner func-
tion due to the free evolution of atoms between feed-
backs should be included. Assuming that the time inter-
val between two successive feedbacks is small enough
so that the noise does not affect the system consider-
ably, the evolution of atoms between the feedbacks is
governed by the free Hamiltonian

(16)

and results in a simple rotation of the Wigner function

(17)

where ∆t denotes the time interval after the last feed-
back step, m is the atomic mass, and ω is the vibrational

} u( )
σ1

2

2π3
--------

 
 
 

1/4

σ1
2u2–( )exp=

W+
1( ) p q,( ) 1

2π
------ 1

2σ1
2N2

--------------- qiq j

i j 1=,

N

∑–
 
 
 

exp=

× Q v
σ1

2v 2

2
------------– 

  W– p
v

2N
-------e+ q, Qe+ 

  ,expdd∫

^ 1( ) p q; p ' q ', ,( ) 1
2π
------ 1

2σ1
2N2

--------------- qiq j

i j, 1=

N

∑–
 
 
 

exp=

× Q v
σ1

2v 2

2
------------– 

 expdd∫

× δ p ' p–
v

2N
-------e– 

  δ q ' q– Qe–( ),

W+
1( ) p q,( )

=  dN p 'dNq '^ 1( ) p q; p ' q ', ,( )W– p ' q ',( ).∫

Ĥ
p̂i

2

2m
-------

mω2

2
----------q̂i

2+ 
  ,

i 1=

N

∑=

W p q t ∆t+, ,( ) W p ' q ' t, ,( ),=

p ' mωq ω∆t( )sin p ω∆t( ),cos+=

q ' q ω∆t( )cos 1/mω( )p ω∆t( ),sin–=
trap frequency. Now, the resulting Wigner function
after an arbitrary number of feedbacks and an arbitrary
duration of free evolution between them can be found
applying Eqs. (15) and (17) in an appropriate sequence.

Aiming to effectively compensate for the collective
coordinate of atoms, one can try to find an optimal time
interval between feedbacks. This optimal interval can
be fixed considering the collective motion of the atoms
in the harmonic potential classically. It is easily seen
that taking the time interval between feedback steps
equal to one fourth of the oscillation period ∆t = τ/4, the
collective motion is completely damped after two feed-
back steps. Given another time of free evolution, this
would normally take more operations.

Using Eqs. (15) and (17) with ∆t = τ/4, the Wigner
function of the system immediately after the kth feed-
back step (k ≥ 2) is expressed as

(18)

with the feedback kernel given by

(19)

Given the measurement resolution being the same at
each feedback step, because of the 2π periodicity of the
feedback kernel (Eq. (19)), the state of the system will
reach a quasi-stationary regime where the state after the
second step will be revealed with the four-step period-
icity. In the case of the symmetric initial Wigner func-
tion, the period of oscillations can be shorter. For exam-
ple, given a thermal equilibrium state or a Fock state,
the Wigner function after the second feedback step is
not affected by the next feedback operations. This rep-
resents certain limitations of the cooling scheme.

To study the operation of feedback cooling in more
detail, let us now specify the initial state of the atoms.
In most cases, the initial state of the atoms can be rep-
resented by a thermal equilibrium state. Given distin-
guishable atoms in a thermal equilibrium state, the
atom–atom correlations are absent. Thus, the initial
state of the many-atom system is then the tensor prod-

uct of the states of single atoms  =  ⊗   ⊗  … ⊗

W+
k( ) p q,( ) = p ' q '^ k( ) p q; p ' q ', ,( )W– p ' q ',( )dd∫

^ k( ) p q; p ' q ', ,( ) 1
2π
------ 4σk

4N2 1+( ) 1/2–
=

× 1

2σk
2N2

--------------- qiq j

i j, 1=

N

∑–
 
 
 

exp

×
2σk

2

4σk
4N2 1+

------------------------- pi p j

i j, 1=

N

∑–
 
 
 

exp

× Q v δ q ' πk 1+
2

------------ 
  qcos πk 1+

2
------------ 

  psin– Qe+ +dd∫

× δ p ' πk 1+
2

------------ 
  qsin πk 1+

2
------------ 

  pcos
v

2N
-------e–+ + .

ρ̂– ρ̂1
th ρ̂2

th
JETP LETTERS      Vol. 82      No. 8      2005



QUANTUM LIMITS OF FEEDBACK COOLING IN OPTICAL LATTICES 485
. Consequently, the Wigner function is the product
of the thermal Wigner functions of N single atoms. It is
given by

(20)

where qi and pi are expressed in units of the ground-
state position and momentum uncertainty in the trap

potential ∆q0 =  and ∆p0 = , respec-
tively. The parameter ξ = kBT/(ω/2) denotes the single-
atom energy in units of the ground-state energy in the
trap. kB is the Boltzmann constant.

From Eq. (15), after the evaluation of corresponding
integrals, the Wigner function after a single feedback is
found in the form

(21)

where σ1 is now also measured in units of ∆q0. From
this equation, one can readily see the appearance of cor-
relations between coordinates (the second term in the
first exponent) and momenta (the second term in the
second exponent) of different atoms. The factor in front
of the double sum over coordinates can be either nega-
tive or positive depending on the values of the number
of atoms, the measurement resolution, and the parame-
ter ξ. This means that the coordinates after a single
feedback can be either anticorrelated or correlated. It is
worth noting that the momenta of atoms in contrast are
always correlated, which is the result of the measure-
ment back-action on the center of mass.

Using Eq. (21), let us now address the efficiency of
a single feedback step. It can be determined by calcu-
lating the average energy change due to the feedback

ρ̂N
th

W– p q,( )

=  
1/ξ( )tanh

π
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N 1/ξ( )tanh
2
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2 pi
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Nσ1
2 1/ξ( )tanh+

-----------------------------------------
1/2

×
1 Nσ1
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2N2σ1
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1 Nσ1

2 1/ξ( )tanh–

2N2σ1
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-------------------------------------------- qiq j

i j≠ 1=
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N 1–( ) 1/ξ( )tanh N2σ1
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2N 1 Nσ1
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------------------------------------------------------------- pi
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∑–exp

+
1/ξ( )tanh

2N 1 Nσ1
2 1/ξ( )coth+[ ]

--------------------------------------------------------- pi p j

i j≠ 1=

N

∑ ,
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process: ∆E =  – , where  is the aver-
age energy of atoms after/before the feedback step.

Given that the average energy of the system before

the feedback equals  = (Nω/2)coth(1/ξ), the total
energy change due to the single feedback in units of the
ground-state energy becomes

(22)

The positive contribution in this expression is the mea-
surement-induced noise resulting in the energy
increase. The first term arises from the imprecision of
the coordinate measurement, and the second term is the
back-action noise. The negative contribution in Eq. (22)
represents the energy subtracted from the system due to
the shift of the collective coordinate and, thus, repre-
sents the sought cooling effect. It is worth noting that
the noise due to the measurement can be minimized by
choosing the optimal measurement resolution

(23)

Now consider the effect of the second feedback step.
The Wigner function of the system after the second step
is obtained from the general result (Eq. (18)), taking
there k = 2. The average energy change after two subse-
quent feedback steps with the free evolution between
them during τ/4 is given by

(24)

where σ1, 2 denotes the measurement resolution for the
first and the second step, respectively. From this equa-
tion, one can see that the energy removed from the sys-
tem after two steps appears to be equal to the average
energy of a single atom being in a thermal equilibrium
state.

The noise introduced into the system contains con-
tributions due to the measurement imprecision at both
steps and the measurement back-action at the second
feedback step. It is remarkable that the back-action
noise due to the first step is completely compensated for
by the second feedback step. This is, however, true only
for the specific time intervals between two feedbacks
equal to ∆t = τ(1 + 2k)/4.

Thus, to minimize the noise, it would be optimal to
perform the absolutely precise measurement of the
coordinate at the first step and then take the measure-
ment resolution given by Eq. (23) at the second step.
Taking this into account, let us find a theoretical limit
for the cooling, i.e., the temperature where the feedback
does not subtract the energy from the gas. In other
words, at this temperature, the average energy change
would be zero, ∆E = 0. If we let ∆E = 0 in Eq. (24), then

Ĥ〈 〉 + Ĥ〈 〉 – Ĥ〈 〉 ±

Ĥ〈 〉 –

∆E 1( ) 1
2
--- Nσ1

2 1

Nσ1
2

----------+ 
  1

2
--- 1/ξ( ).coth–=

σopt
1

N
--------.=

∆E 2( ) 1
2
--- Nσ1

2 Nσ2
2 1

Nσ2
2

----------+ + 
  1/ξ( ),coth–=
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the minimal energy in units of the energy of the ground
state where the feedback still works is

(25)

That is, ideally, the energy can be subtracted from the
gas always until all the atoms are not at the ground state
or, in other words, the method exhibits no theoretical
cooling limits. This important result shows that the
measurement back-action noise could be, in principle,
overcome in an appropriately designed feedback
scheme.

However, this theoretical limit can hardly be
reached, since the absolutely precise measurement at
the first feedback step would introduce an infinite
amount of energy into the system (see the term corre-
sponding to the back-action noise in Eq. (22)). Thus, in
order to keep the atoms in a laboratory until the next
feedback, the atoms have to be trapped inside infinitely
deep potential wells, which would require in turn infi-
nitely large intensities of the lasers forming the lattice.

Therefore, the limit energy of the gas where the
feedback still works is given by

(26)

where the finite accuracy of the measurement at the first
feedback is taken into account.

It is worth noting that the considered feedback-cool-
ing method, contrary to the standard laser cooling tech-
niques, does not rely on resonant interactions of atoms
with laser fields. Therefore, its operation is not
restricted to the photon recoil limit as is the case in
Doppler and Sisyphus cooling, for example. As it can
be seen from Eq. (26), the minimal energy where the
feedback loop still provides the cooling effect is limited
only by the measurement accuracy. Except for the prob-
lems mentioned above, there are no fundamental con-
strains forbidding the measurement resolution σ1 to be
very small. Thus, one can expect that the recoil limit
can be overcome for any particular sort of atoms and
laser frequencies used to cool them.

Using Eqs. (18) and (19), one can show that, for the
initial thermal state, the phase-space volume occupied
by the atoms does not change after the third feedback
step. Therefore, the only energy change is the energy
change due to that described above the first and the sec-
ond steps. Such a behavior may be understood as a
result of the appearance of feedback-generated atom–
atom correlations (see discussion of Eq. (21)).

Elim 1/ξ lim( )coth 1.= =

Elim 1
Nσ1

2

2
----------,+=
Thus, aiming the practical use of the considered
cooling scheme at very low temperatures, one should
provide a mechanism destroying the atom–atom corre-
lations.

To conclude, the scheme of feedback cooling of
atoms trapped in a one-dimensional far-off-resonant
optical lattice has been considered in the limit of low
temperatures. The evolution of the Wigner function of
the atoms due to a series of feedbacks with the free har-
monic rotation between them has been analytically
derived. It has been shown that, in spite of the presence
of quantum noise, the feedback scheme subtracts
energy from the gas at any temperature at least in prin-
ciple. In a realistic situation, the limiting temperature,
where the feedback does not work, is determined by the
classical-type noise due to an imprecision of measure-
ments. In any case, the performance of the cooling
scheme at low temperatures is limited by the feedback-
induced atom–atom correlations. These correlations
should be gradually destroyed in order to cool atoms to
the ground state of the lattice potential.

The authors would like to thank S. Wallentowitz for
helpful discussions.
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We report results of simulation of wave turbulence. Both inverse and direct cascades are observed. The defini-
tion of “mesoscopic turbulence” is given. This is a regime when the number of modes in a system involved in
turbulence is high enough to qualitatively simulate most of the processes but significantly smaller than the
threshold, which gives us quantitative agreement with the statistical description, such as the kinetic equation.
Such a regime takes place in numerical simulation, in essentially finite systems, etc. © 2005 Pleiades Publish-
ing, Inc.

PACS numbers: 02.60.Cb, 47.11.+j, 47.27.Eq, 47.35.+i
The theory of wave turbulence is developed for infi-
nitely large systems. In weakly nonlinear dispersive
media, the turbulence is described by a kinetic equation
for squared wave amplitudes (weak turbulence). How-
ever, all real systems are finite. Computer simulation of
wave turbulence can also be performed only in finite
systems (typically, in a box with periodic boundary
conditions). It is important to know how strong dis-
creteness of a system impacts the physical picture of
wave turbulence.

Let a turbulence be realized in a Q-dimensional
cube with side L. Then, wave vectors form a cubic lat-
tice with the lattice constant ∆k = 2π/L. Suppose that
four-wave resonant conditions are dominating. Exact
resonances satisfy the equations

(1)

(2)

In an infinite medium, Eqs. (1) and (2) define hypersur-
face dimension 3Q – 1 in 4Q-dimensional space k, k1,
k2, k3. In a finite system, (1) and (2) are Diophantine
equations, which might have or have no exact solutions.
The Diophantine equations for four-wave resonant pro-
cesses are not studied yet. For three-wave resonant pro-
cesses, they are studied for Rossby waves on the
β plane [1].

However, not only exact resonances are important.
Individual harmonics in the wave ensemble fluctuate
with inverse time Γk, dependent on their wavenumbers.
Suppose that all  for waves composing a resonant

quartet are of the same order of magnitude  ~ Γ.
Then, resonant equation (2) has to be satisfied up to

¶The text was submitted by the authors in English.

k k1 k2– k3–+ 0,=

∆ ω k( ) ω k1( ) ω k2( )– ω k3( )–+ 0.= =

Γki

Γki
0021-3640/05/8208- $26.00 ©0487
accuracy ∆ ~ Γ, and the resonant surface is blurred into
the layer of thickness δk/k . Γk/ωk. This thickness
should be compared with the lattice constant ∆k. Three
different cases are possible:

(1) δk @ ∆k. In this case, the resonant layer is thick
enough to hold many approximate resonant quartets on
a unit of resonant surface square. These resonances are
dense, and the theory is close to the classical weak tur-
bulent theory in infinite media. The weak turbulent the-
ory offers recipes for calculation of Γk. The weak-tur-
bulent Γk are the smallest among all the given by theo-
retical models. To be sure that the case is realized, one
has to use weak-turbulent formulas for Γk.

(2) δk < ∆k. This is the opposite case. Resonances
are rarefied, and the system consists of a discrete set of
weakly interacting oscillators. A typical regime in this
situation is the “frozen turbulence” [2–4], which is
actually a system of KAM tori accomplished with a
weak Arnold’s diffusion.

(3) The intermediate case δk . ∆k can be called
“mesoscopic turbulence.” The density of approximate
resonances is high enough to provide the energy trans-
port along the spectrum but low enough to guarantee
“equal rights” for all the harmonics, which is a neces-
sary condition for the applicability of the weak turbu-
lent theory.

In this article, we report results of our numerical
experiments on modeling of turbulence of gravity
waves on the surface of deep ideal incompressible fluid.
The motivation for this work was numerical justifica-
tion of the Hasselmann kinetic equation. The result is
discovery of the mesoscopic turbulence. The fluid
motion is potential and described by the shape of sur-
face η(r, t) and the velocity potential ψ(r, t) evaluated
 2005 Pleiades Publishing, Inc.
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on the surface. These variables satisfy the canonical
equations [5]

(3)

Hamiltonian H is represented by the first three terms in
expansion of powers of nonlinearity ∇η :

(4)

Thereafter, we put the gravity acceleration equal to g = 1.

Here,  is a linear integral operator (  = ), such
that, in k space, it corresponds to multiplication of Fou-

rier harmonics ψk = eikrdxdy  by .

For gravity waves, this reduced Hamiltonian describes
four-wave interaction. Then, dynamical equations (3)
acquire the form

(5)

Let us introduce the canonical variables ak as shown
below:

(6)

where ωk = . In these so-called normal variables,
equations (3) take the form

(7)

The physical meaning of these variables is quite clear:
|ak |2 is an action spectral density, or |ak |2∆k2 is a number
of particles with the particular wavenumber k.

We solved equations (5) numerically in a box 2π ×
2π using a spectral code on a rectangular grid with dou-
ble periodic boundary conditions. The implicit energy-
preserving scheme is similar to that used in [6–8] was
implemented. We studied the evolution of freely propa-
gating waves (swell) in the absence of wind in the spirit
of paper [9]. Different grids (512 × 512, 256 × 1024,
256 × 2048) with different initial data were tried. In all

∂η
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the cases, we observed mesoscopic wave turbulence.
The most spectacular results are achieved on the grid
256 × 2048.

As initial conditions, we used a Gauss-shaped distri-
bution on a long axis of the wavenumbers plane

(8)

The initial phases of all the harmonics were random.
The average steepness is µ = 〈|∇η|〉  . 0.115. To stabi-
lize the computations in the high-frequency region
[10], we introduced artificial damping, mimicking vis-
cosity at small scales, and an artificial smoothing term
to the equation for the surface evolution

(9)

With the time step τ, these calculations took about two
months on an AMD Athlon 64 3500+ computer. During
this time, we reached 1500 periods of the wave in the
initial spectral maximum.

The process of waves evolution can be separated in
two steps. On the first stage (about fifty initial wave
periods), we observe fast loss of energy and wave
action. This effect can be explained by formation of
“slave” harmonics taking their part of motion con-
stants. The initially smooth spectrum becomes very
rough. The spectral maximum demonstrates a fast
downshift.

In the second stage, the downshift continues but all
the processes slow down. Plots of the energy, wave
action, mean frequency, and mean steepness are pre-
sented in Figs. 1–4.

One can see a clear tendency to downshift of the
spectral maximum corresponding to inverse cascade;
however, this process is more slow than predicted by
weak turbulence theory. The self-similar downshift in
this theory gives [11, 12]

ω ~ t–1/11.

In our experiments,

ω ~ t–α,

ak Ai
1
2
---

k k0– 2

Di
2

-------------------–
 
 
 

, k k0–exp 2Di,≤=

ak 10 12– , k k0– 2Di,>=








Ai 5 10 6– , Di× 30, k0 0; 150( ).= = =

∂ψk

∂t
---------

∂ψk

∂t
--------- γkψk,+

∂ηk

∂t
---------

∂ηk

∂t
--------- γkηk,+

γk

0, k kd,<

γ k kd–( )2, k– kd,≥



=

kd 512, γ 2 104, τ× 3.1 10 4– .×= = =
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where α decreases with time from 1/16 to 1/20. Evolu-

tion of angle-averaged spectra Nk = kdkdϑ  is

presented in Fig. 5. Their tails (Fig. 6) are Zakharov–
Filonenko weak-turbulent Kolmogorov spectra [13]
corresponding to direct cascade

(10)

This result is robust; it was observed in similar calcula-
tions [7–9].

ak
2

0

2π∫

ak
2〈 〉 1/k4.∼

Fig. 1. Total energy of the system.

Fig. 3. Frequency of the spectral maximum.

Fig. 5. Averaged with angle spectra. Downshift of spectral
maximum is clearly observable.

10
12

 〈|
a k

|2 〉
JETP LETTERS      Vol. 82      No. 8      2005
Two-dimensional spectra in the initial and in the last
moments of the calculations are presented in Fig. 7.
One can see formation of small-intensity “jets” posed
on the Phillips resonant curve [14]

(11)

The spectra are very rough and sharp. The slice of
spectra along the line (0; ky) at the end of the computa-
tions is presented in Fig. 8. Evolution of squared wave

2ω k0( ) ω k0 k+( ) ω k0 k–( ).+=

Fig. 2. Total action of the system.

Fig. 4. Mean steepness of fluid surface.

Fig. 6. Tails of angle-averaged spectrum in double logarith-
mic scale. T = 648 = 1263T0. Powerlike tail and front slope
are close to predicted by weak turbulent theory.

〈|∆
η|

〉
〈|a

k|2 〉

〈|∆η|〉 = 0.61 × 10–1
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Fig. 7. (a) Level lines of logarithm of initial spectra distribution. T = 0. (b) Level lines of logarithm of spectra distribution at
T = 648 = 1263T0.
amplitudes for a cluster of neighboring harmonics is
presented in Fig. 9.

Results presented in Fig. 9 show that what we mod-
eled is mesoscopic turbulence. Indeed, the characteris-
tic time of the amplitude evolution in the figure is a hun-
dred or more of their periods; thus, Γ/ωk is comparable
with ∆k/k. In the same figure, we can see the most
remarkable features of such turbulence.

The weak turbulence in the first approximation
obeys the Gaussian statistics. The neighboring harmon-
ics are uncorrelated and statistically independent
(〈ak 〉  = 0). However, their averaged characteristics
are close to each other. This is a “democratic society.”
On the contrary, mesoscopic turbulence is an “oligar-
chic society.” The Phillips curve (11) has a genus of 2.
After Faltings’ proof [15] of Mordell’s hypothesis [16],

ak 1+*

Fig. 8. Slice of spectrum on axis (0; ky) at T = 648 = 1263T0.
we know that the number of solutions of the Diophan-
tine equation

(12)

is at most finite and most probably, except for a few
trivial solutions, equals zero. The same statement is
very plausible for more general resonances. Approxi-
mate integer solutions in the case

|∆| < e

do exist, but their number fast tends to zero at e  0.
Classification of these solutions is a hard problem of
number theory. These solutions compose the “elite
society” of the harmonics, which play the most active
role in the mesoscopic turbulence. Almost all the
inverse cascade of wave action is realized within mem-

∆ 2 n2 m2+( )1/4
n x+( )2 m y+( )2+[ ] 1/4

–=

– n x–( )2 m y–( )2+[ ] 1/4
0=

Fig. 9. Evolution of some cluster of harmonics and a distant
large harmonic.
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bers of this “privileged club.” The distribution of the
harmonics exceeding the reference level |ak |2 = 10–11 at
the moment t = 1200T0 is presented in Fig. 10. The
number of such harmonics is not more than 600, while
the total number of harmonics involved into the turbu-
lence is of the order of 104.

Note that a situation with direct cascade is different.
As far as the coupling coefficient for gravity waves
grow as fast as k3 with the wave number, for short
waves, Γk/ωk easily exceeds ∆k/k, and the conditions of
the applicability of the weak turbulent theory for short
waves are satisfied.

Note also that the mesoscopic turbulence is not a
numerical artifact. Simple estimations show that, for
gravity waves, it is realized in some conditions in
basins of a moderate size, like small lakes as well as in
experimental wave tanks. It is also common for long
internal waves in the ocean and for inertial gravity
waves in the atmosphere, for plasma waves in toka-
maks, etc.
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Fig. 10. Harmonics with square modulus exceeding level
10–11 at T = 648 = 1263T0.
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The results of the experimental study of heat transfer processes in liquid dusty structures are reported. The
experiments have been carried out for aluminum oxide particles in an rf discharge plasma. The thermal conduc-
tivity and thermal diffusivity of the dusty plasma component have been determined by analyzing the steady and
unsteady heat transfer processes. The temperature dependence has been obtained for these quantities, which is
in qualitative agreement with numerical simulation results for a simple one-atomic fluid. © 2005 Pleiades Pub-
lishing, Inc.

PACS numbers: 52.25.–b, 82.70.Db
The physical properties of nonideal dissipative sys-
tems are of considerable interest in various areas of sci-
ence and engineering (hydrodynamics, plasma physics,
medicine, the physics and chemistry of polymers, etc.)
[1–5]. The main difficulty in studying these systems is
the absence of the consistent theory of fluids that could
explain their thermodynamic properties, describe the
heat and mass transfer processes in a wide region of the
parameters of a liquid matter state, etc. A laboratory
dusty plasma is a good experimental model for study-
ing the properties of nonideal systems [5–8]. This
plasma constitutes a partially ionized gas with charged
particles of the condensed phase (macroparticles). Such
particles can be recorded by a video camera, which
allows investigations of various physical processes at
the kinetic level and direct measurements of the transfer
coefficients (such as the diffusivity D, the thermal con-
ductivity χ, and the viscosity η) for nonideal systems.

Most numerical investigations of dusty plasma are
based on the screened Coulomb potential model U =
(eZ)2exp(–r/λ)/r, where r is the interparticle distance, λ
is the screening length, and eZ is the charge. Two
dimensionless parameters determining the transport
processes in such systems were found in [9–11] for κ =

rd/λ < 6, where rd =  is the mean distance between
particles with concentration nd. These two parameters
are the effective nonideality parameter

,

which determines the form of the pair correlation func-
tion from Γ* ~ 1 to the crystallization point Γ* = Γ*c ≅
102, and the scaling parameter ξ ≡ ω*/v fr , where ω* =

eZ{(1 + κ + κ2/2)exp(–κ)/ πM}1/2 is the characteristic

nd
1/3–

Γ* Ze( )2 1 κ κ 2/2+ +( ) κ–( )exp{ } /Trd=

rd
3
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frequency of the collisions between charged particles,
v fr is the effective frequency of the collisions of charged
particles with the surrounding-gas neutrals, M is the
mass of a particle, and T is its kinetic temperature (in
energy units) characterizing the energy of its chaotic
(thermal) motion. It is worth noting that the kinetic
temperature of dust particles in the laboratory gas-dis-
charge plasma may be much higher than both the tem-
perature of its surface (determined by neutrals of the
surrounding gas) and the temperature of the electron
component (~1–5 eV) [12–16]. This relation takes
place due to spatial or time fluctuations in the dusty-
plasma parameters [13–15] (e.g., charges of macropar-
ticles), as well as due to the development of various
plasma–dust instabilities in the electric fields of gas-
discharge chambers [16, 17].

In this paper, we describe the experiments concern-
ing heat transfer processes in liquid dusty structures
and present the results of the measurement of the ther-
mal conductivity and thermal diffusivity θ = χ/ρcp,
where ρ = Mnd, and cp is the specific heat at the constant
pressure P. These coefficients are compared with the
available numerical data.

The experiments were conducted in the plasma of a
capacitance rf discharge plasma in argon (P ≈ 20 Pa)
with Al2O3 particles 3–5 µm in diameter (mean radius
ad ≈ 2 µm and density ρd ≈ 2.4 g cm–3). The layout of
the experiment is given in Fig. 1a. For diagnostics, par-
ticles of the dust cloud were illuminated by an He–Ne
laser and were recorded by a video camera (with a
speed of 50 fps). The coordinates and trajectories of the
particles were determined by processing the video
recording.
© 2005 Pleiades Publishing, Inc.
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Fig. 1. (a) Layout of the experiment and (b) the fragment of the video recording of the dusty structure in the equilibrium two-phase
state, where trajectories of individual particles for time t = 0.25 s are shown.
Under the experimental conditions, the dust cloud
first constituted an equilibrium liquid structure consist-
ing of 13–15 dust layers with a diameter of about
3.5 cm. Owing to small change in the working parame-
ters of the discharge (increase in power or decrease in
P), one of the edges of the cloud was rapidly heated.
(The cause of such an asymmetric perturbation was the
geometric inhomogeneity of the trap.) In 12–13 s, ther-
mal perturbation propagated through the structure,
which then came to a new steady two-phase state with
a distinct interface between the low- and high-tempera-
ture regions (see Fig. 1b). The characteristics of the
dusty structure under investigation remained almost
unchanged during the further observation (~300 s).

The perturbation propagation front was flat; i.e., the
perturbation propagated in the direction that is denoted
as x. We emphasize that the method of the direct visu-
alization of dust particles allows the detection of any
changes in their translational degrees of freedom. Anal-
ysis of the measured velocity spectrum of dust particles

Fig. 2. Spatial distribution of thermal perturbation at vari-
ous observation times (numbers on the line is time in sec-
onds); ∆x = mδx, where m is the number of analyzed regions
with width δx; and the regions, where χ is measured in the
steady state are indicated by the vertical straight lines.
JETP LETTERS      Vol. 82      No. 8      2005
did not reveal any convective motion of the medium
under investigation (this spectrum was close to the
Maxwellian spectrum) in both the steady case and
unsteady regime, as well as any heat transfer (tempera-
ture gradients or particle drift) in other directions.

To analyze the characteristics of the medium in the
process of the propagation of the thermal perturbation,
a frame of the video recording was divided into several
rectangular sections with the width δx ≈ 0.175 cm. The
pattern of the propagation of the thermal perturbation
front that is obtained by averaging the temperature of
particles in these sections is shown in Figs. 2 and 3. It
is easy to see that the boundaries of the heated region
expand for about 8 s after the thermal perturbation.
Then, the velocity of the front decreases sharply and the
kinetic energy of the particles undergoes new perturba-
tion, which is probably attributed to the “collision” of
the thermal front with the region containing the internal
sources (drains) of heat. In a further 4–5 s, the dusty
system reached a new equilibrium state and constituted

Fig. 3. Time dependence of the temperature of macroparti-
cles in various regions ∆x of the dusty structure.
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a two-phase liquid medium with a distinct interface
between the low- and high-temperature phases that was
located at a distance of 2–2.5 cm from the place of the
origination of the thermal perturbation.

To analyze the temperature of the dusty component,
measurements of the velocity spectrum of the macro-
particles (see Fig. 4) were used, whereas the mean
interparticle distance rd and the parameter Γ* were
determined using the form of the pair correlation func-
tion (see Fig. 5). The friction coefficient in the free-
molecular approximation was equal to νfr ≈ 35 s–1 (for

Fig. 4. Velocity spectrum of macroparticles in (m, n) high-
and (d, s) low-temperature phases: (m, d) f(Vx) and (n, s)
f(Vy). The solid lines are the Maxwellian distributions with
the half-width corresponding to the measured particle tem-
peratures T = 3 and 0.3 eV, respectively.

Fig. 5. Experimental correlation functions g(r/rd) for (n)
high- and (s) low-temperature phases. The solid lines are
the numerical simulations for various parameters Γ*.
ad ≈ 2 µm) [18]. The parameters of the high-tempera-
ture phase were T ≈ 3 eV, rd ≈ 400 µm, Γ* ≈ 6, and ω* =

{TΓ*/Mπ }1/2 ≈ 8.5 s–1. The characteristics of the low-
temperature phase were close to the respective parame-
ters of the unperturbed system: T ≈ 0.3 eV, rd ≈ 500 µm,
Γ* ≈ 49, and ω* ≈ 6.8 s–1. It is worth noting that the
nonuniform (and strongly anisotropic) temperature dis-
tribution of dust particles in the plasma is observed
quite often [12–14]. This phenomenon can be
explained by the nonlinear spatial change in the macro-
particle charges that ensures the formation of internal
sources (drains) of heat in the dusty structure.

A preliminary estimate of the thermal diffusivity θ
for the experimental conditions can be obtained from
the solution of the problem of the temperature equaliza-
tion in the layer whose one edge has a given tempera-
ture and two other edges are thermally isolated: θ =
L2/3π2τ, where L is the characteristic length in the heat-
propagation direction and τ is the time of the tempera-
ture equalization [19]. For this case, taking into account
the experimental values L ≈ 2–3 cm and τ ≈ 12–14 s, we
obtain θ ≈ 0.01–0.016 cm2/s.

To determine the thermal conductivity χ in the
steady dusty structure (t > 13 s), the thermal flux den-
sity q and temperature gradient ∇ T were measured at
the interface (see Fig. 3). The thermal conductivity was
determined from the Fourier equation

(1)

Here, kB is the Boltzmann constant, q =

0.5[ MV2dN]/[Sδx] is the heat flux transferred by

particles with velocity V through the area S of the sub-
stance layer with thickness δx, and N is the number of
particles in the layer. In the absence of oscillations and
rotation of particles, assuming that their energy is uni-
formly distributed over degrees of freedom, the heat
flux density propagating in the given direction x can be

determined as q ≈ 1.5ρ(〈 〉 + – 〈 〉 –), where

1.5ρ  is the amount of heat transferred along
(+) and against (–) the flux direction. In this case, the
coefficient χ is represented as

(2)

The thermal conductivity measured for the entire
region A–C with width 2δx ≈ 0.35 cm and separately
for the section A–B and B–C (see Fig. 2) is presented in
the table as a function of the average temperature in
these sections. The same table presents the parameter
Γ*, which was obtained by simple scaling of its value
for the high-temperature region.

The thermal diffusivity θ is measured for unsteady
conditions by analyzing the motion of the thermal per-
turbation front for times t ≤ 8 s in the sections of the
structure with ∆x ≤ 0.525 cm. Since the temperature of

rd
2

q χ∇ T /kB.–=

V∫

V x
3 V x

3

V x
3〈 〉 + –( )

χ 1.5ndδxkB V x
3〈 〉 + V x

3〈 〉 ––( ) V x
2〈 〉 + V x

2〈 〉 ––( ) 1–
.≈
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the dust particles in the steady state in the region under
consideration (for ∆x ≤ 0.525 cm) remained almost
constant, T ≈ 3 ± 0.15 eV, we assumed that the effect of
the internal sources could be disregarded. In this case,
the heat transfer equation in the immovable medium
can be represented in the form

(3)

If finite heat Q0 is focused at the initial time in the x = 0
plane of the extended system with the uniform temper-
ature distribution T0 = const, the solution of Eq. (3) for
the thermal diffusivity given by the function θ(T) = aTn

(where a is a certain constant and n > 0) can be written
in the form [19]

(4)

where CQ = CQ(Q0) ≡ const, f(ζ) = n(  – ζ2)/2(2 + n),

ζ = x( at)–1/(2 + n), and  = (2 + n)1 + n21 – nΓn(0.5 +
1/n)/nπn/2Γn(1/n). In this case, for n ! 1, one can
assume that

(5)

This expression was used for the empirical approxima-
tion of the experimental data for ∂T/∂t in various
regions of the cloud (at x = x0 + ∆x) at times with close
T values. The procedure of determination by means of
the best agreement between analytical and experimen-
tal results is illustrated in Fig. 6, which shows values of
x2/θ obtained from Eq. (5) and the data of measure-
ments of ∂T/∂t and T, along with the approximation
curves. As a result, the distance x0 ≅  1 cm from the
“plane,” where the perturbation occurs, as well as the
thermal diffusivity as a function θ(T), was obtained (see
table). We emphasize that the quantity θ in the temper-
ature range under consideration varies from 0.01 to
0.016 cm2/s, which agrees well with the results of the
above preliminary estimate of the thermal diffusivity
θ ≈ 0.01–0.016 cm2/s using the time of temperature
equalization in the layer.

Since the thermal conductivity of the dusty compo-
nent in the plasma is yet unknown, in order to compare
χ and θ (obtained in independent measurements), the
specific heat cP was taken to be equal to the specific
heat of the ideal gas cP = 2.5kB/M. The choice of cP is
based on the available numerical data, which show that,
for classical one-atomic fluids and for numerous pair
potentials, the specific heat differs only slightly from
the value for the ideal gas. Moreover, the transfer coef-
ficients are in good agreement with the known approx-
imate solutions of the kinetic equation if the mean free
path of interacting particles colliding with each other is
comparable with or larger than the mean interparticle
distance (range Γ* < 30–40) [4, 18].

The corresponding “missing” coefficients θ =
2χ/{5ndkB} and χ = 2.5ndkBθ for cP = 2.5kB/M are given
in the table. It is easy to see that these values differ from

cpρ∂T /∂t div χ∇ T( ).=

T CQ at{ } 1/ 2 n+( )– f ζ( ) T0,+≈

ζ0
2

Q0
n ζ0

2 n+

∂T /∂t T x2/4θ T( )t 0.5–[ ] /t.≈
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the results of their direct measurements by approxi-
mately 35%, which exceeds the random measurement
error (~5–10%, see table). Thus, the differences found
are associated with the systematic measurement error.
Disregarding any other systematic errors and assuming
that the resulting difference is determined by the incor-
rect choice of cP, one can find its “true” value from the
results of the presented measurements as cP = χ/ρθ ≈
1.85. However, the systematic measurement errors can
be associated with a number of other factors, in partic-
ular, with the insufficient justification of the assumption
on the insignificant effect of internal sources on the heat

Coefficients θ and χ for the steady and unsteady states of the
dusty structure

T, eV Γ* χ × 1014,
erg/(s cm K)

θ × 102,
cm2/s

Stationary state

2.7 6.7 2.39 ± 0.2 1.1

1.68 10.7 2.16 ± 0.2 1.0

1.3 13 1.93 ± 0.2 0.89

Unsteady state

0.7 25.8 2.59 1.2 ± 0.17

1.49 12.1 2.59 1.2 ± 0.13

2.45 7.35 2.8 1.3 ± 0.06

3.325 5.4 3.13 1.45 ± 0.05

3.8 4.7 3.45 1.6 ± 0.06

Fig. 6. (Points) Experimental values of x2/θ for various
regions of the dusty structure ∆x that are obtained by mea-
suring ∂T/∂t and T for various temperatures, along with
(dashed lines) the approximation curves for x0 ≅  1 cm and

for (1, e) T ≅  0.7 eV and θ ≅  0.012 cm2/s, (2, n) T ≅  1.49 eV
and θ ≅  0.012 cm2/s, (3, s) T ≅  2.45 eV and θ ≅  0.013 cm2/s,
(4, d) T ≅  3.33 eV and θ ≅  0.0145 cm2/s, and (5, r) T ≅
3.8 eV and θ ≅  0.016 cm2/s.
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transfer processes when solving heat conduction equa-
tion (3) or with the fact that θ(T) ∝  Tn with n ≈ 0.2 under
the experimental conditions and, correspondingly,
when the criterion n ! 1 is invalid.

Let us compare the resulting heat transfer coeffi-
cients with the results of the numerical simulation of
the transport processes in a simple one-atomic fluid.
Such a simulation for systems with numerous isotropic
interaction potentials shows that the diffusion coeffi-
cient D and viscosity η of simple fluids are related to
each other by the Stokes formula η ≅  T/8.1rdD [4, 11]

Fig. 7. Normalized coefficients D* and θ* vs. Γ* for disper-
sion systems (νfr = 0) with the screened Coulomb potential.

Fig. 8. Coefficient θ vs. Γ* as obtained (solid line) from the
simulation results (νfr = 0) for dispersion systems and from
experimental data for (r) steady and (d) unsteady dusty
structure, as well as (e) θ/1.45 and (s) θ/1.95 for the steady
and unsteady cases, respectively. The dashed line is calcu-
lated for ξ = 0.36.

0

and the relation between the thermal diffusivity and dif-
fusion coefficient may be represented as [4]

(6)

where Vt = (T/M)1/2. The basic difference of the proper-
ties of simple fluids and plasma–dust systems is associ-
ated with the presence of the dissipation of dust particle
energy due to their collisions with a neutral gas. For
slightly dissipative systems (v fr ! ω*, ξ  ∞), the
results of dynamic simulation for microparticles and
simple fluids coincide with each other. The normalized

diffusion coefficient D*(Γ*) = D/ω*  for slightly dis-
sipative systems (ξ  ∞) with the screened potential
is shown in Fig. 7 [9, 11, 20]. To take into account dis-
sipation, the presented diffusion coefficient should be
reduced by a factor of 1 + ξ–1 [11, 20]. Figure 7 also

shows the normalized thermal diffusivity θ* = θ/ω* )
determined from the data of the simulation of particle
diffusion by using Eq. (6) with cP = 2.5kB/M. The com-
parison of the measurements of the thermal diffusivity
with the numerical simulation data is given in Fig. 8. It
is easily seen that the temperature dependence of the
measured coefficients is in qualitative agreement with
the numerical results. The quantitative differences of
the presented data can be attributed to the energy disso-
ciation processes of macroparticles. Taking into
account that D ∝  1/(1 + ξ–1), the heat transfer coeffi-
cients in dissipative systems should be larger than the
value for the dispersion case by a factor of (1 + ξ–1)5/8

[see Eq. (6)], which is equal to 3–4 under the experi-
mental conditions. However, the observed differences
are equal to half this value (see Fig. 8). The calculation
results for dissipative systems under the conditions
close to the experimental conditions (for ξ = 0.36) are
shown by the dashed line in Fig. 8.

We briefly analyze possible heat transfer mecha-
nisms in the reported experiments. As is known, heat
transfer can be attributed not only to heat exchange
(due to heat conduction or convection) caused by tem-
perature gradients but also to inhomogeneities in other
physical quantities such as concentration gradients
(thermal diffusion) or external perturbations of force
fields. We emphasize that the method of the direct visu-
alization of dust particles allows the detection of any
changes in their translational degrees of freedom. Anal-
ysis of the measured velocity spectrum of dust particles
did not reveal any convective or other regular motion of
the medium under investigation (this spectrum was
close to the Maxwellian spectrum) in both the steady
case and the unsteady regime, as well as any heat trans-
fer (temperature gradients or particle drift) in other
directions. For this reason, we conclude that the con-
vection and thermal diffusion mechanisms are absent in
the reported experiments.

θ
1.5kB

McP

-------------rdVt

0.6rdVt

D
------------------ 
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,≅

rd
2
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Since the dusty component under investigation is an
open subsystem of the entire complex plasma–dust sys-
tem, the processes of perturbation in the temperature of
dust particles can be determined by the presence of per-
turbations in the surrounding plasma component (elec-
trons and ions). In turn, this can initiate perturbation in
mean electric fields in the system under consideration,
as well as in local electric fields determining the inter-
action between dust particles. The appearance of an
uncompensated regular component of the electric field
would induce an additional (uncompensated) force pro-
ducing the translational motion of particles (we remind
that this motion is not detected). If the heat transfer pro-
cess (for the dusty component) occurs through heat
conduction, the presence of local perturbations in other
charged components of the plasma determines the
potential energy of the interaction between dust parti-
cles (their charges and potential type), which, in turn,
determines the equalization rate and gradients of the
temperature of the dusty component (i.e., thermal diffu-
sivity and thermal conductivity). Thus, the observed
differences between the numerical and experimental
results can likely be attributed not only to the presence
of dissipation but also to the inconsistency of the
numerical model under consideration, which implies
the presence of the screened Coulomb potential, to the
experimental conditions.

Thus, we carried out direct experiments allowing
detailed kinetic analysis of the heat conduction pro-
cesses in liquid dusty structures. The heat transfer coef-
ficients for the dusty component in the plasma were
measured by two independent methods: first, the ther-
mal conductivity χ was determined by analyzing the
steady heat transfer and, second, the thermal diffusivity
θ was determined by analyzing the unsteady process.
The quantity θ was additionally estimated by solving the
problem of the equalization of temperature in the layer.
All three independent methods of analyzing the experi-
mental data are in good agreement with each other.
Thus, the temperature gradients and the propagation of
thermal perturbation that were observed in the reported
experiments were likely caused by the heat conduction
mechanism in the dusty component of the plasma.

The experimental data on the temperature depen-
dence of the heat transfer coefficients were presented
for liquid dusty structures in the plasma. In contrast to
ideal gases [where θ(T) ∝  T0.5], this dependence quali-
tatively agrees with the results of the simulation of heat
transfer for simple fluids. The quantitative difference of
the measurements from the numerical calculations can
be attributed to the energy losses of dust particles due
to their collisions with the neutrals of the surrounding
gas, as well as to the inconsistency of the numerical
model under consideration, which implies the presence
of the screened Coulomb potential of the interaction
between the dust particles, to the experimental condi-
tions. The comparison of the thermal diffusivity for
plasma–dust structures with the heat transfer coeffi-
cients of real one-atomic fluids shows that the mea-
JETP LETTERS      Vol. 82      No. 8      2005
sured θ value is more than one order of magnitude
larger than the value for liquid dielectrics (such as con-
densed inert gases) and more than one order of magni-
tude less than the θ value for most liquid metals (by a
factor of 20 to 100). Liquid mercury has the most close
thermal diffusivity (θ ≈ 0.04 cm2/s).
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Foundation for Basic Research (project no. 04-02-
16362), the U.S. Civilian Research and Development
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We consider single-channel transmission through a double quantum dot that consists of two identical single dots
coupled by a wire. The numerical solution for the scattering wave function shows that the resonance width of
a few of the states may vanish when the width (or length) of the wire and the energy of the incident particle each
take a certain value. In such a case, a particle is trapped inside the wire as the numerical visualization of the
scattering wave function shows. To understand these numerical results, we explore a simple model with a small
number of states, which allows us to consider the problem analytically. If the eigenenergies of the closed system
cross the energies of the transmission zeroes, the wire effectively decouples from the rest of the system and traps
the particle. © 2005 Pleiades Publishing, Inc.

PACS numbers: 03.75.Fi, 05.30.Jp, 67.57.Fg
Dramatic changes of the widths of resonance states
may arise by resonance trapping: at strong coupling, a
few resonance states of the system align with the chan-
nels and become short-lived, while the remaining ones
decouple more or less strongly from the continuum of
decay channels. This effect, which was first found in
nuclear reactions [1], has been observed meanwhile in
many different systems [2]. In atoms, it may appear as
population trapping in laser-induced continuum struc-
tures [3]. In microwave cavities, it is studied theoreti-
cally [4] and experimentally [5]. Resonance trapping is
caused by the existence of singular points in the com-
plex energy plane [6].

In the transmission through microwave cavities or
quantum dots (QDs), an additional parameter for vary-
ing the widths of the resonance states is involved. The
transmission is determined by the manner the leads are
attached to them, and the widths of the resonance states
can be changed even without changing the coupling
strength between the system and lead [7]. In a double
QD, an internal wire couples the two single dots. The
coupling and the wire’s energy can be controlled. This
allows us to even stabilize the system at certain param-
eter values without varying the coupling strength to the
environment [8], at least in the one-channel case. On
the one hand, the position of the transmission zeroes
through such a system is determined by the spectro-
scopic properties of the single dots since the leads are
attached only to them. On the other hand, the transmis-
sion is resonant in any case and related to the spectro-

¶ The text was submitted by the authors in English.
0021-3640/05/8208- $26.00 0498
scopic properties of the double QD as a whole. These
two conflicting facts cause some nontrivial constraint
on the system in order to fulfill the unitarity of the
S-matrix [8]. As a consequence, the widths of the reso-
nance states may be strongly parameter-dependent, and
some of them may even vanish at certain parameter val-
ues. Such a case presents a novel bound state that cor-
responds to the confinement of an electron in the inter-
nal wire as we will show in the following.

The relation between transmission zeroes and reso-
nance states with vanishing width has been studied also
by other authors. Firstly, a drastic narrowing of the res-
onant peak was shown by Shahbazyan and Raikh in a
junction of two resonant impurities [9]. In [10], an anti-
bonding state is found to be totally decoupled from the
leads and to give rise to a “ghost” Fano peak with zero
width in the system of two coupled QDs. According to
[11], a dynamic confinement of electrons in time-
dependent quantum structures may appear due to the
coherent interaction between two Fano resonances. The
system studied is a double-well structure in which the
electrons are confined in the region between the two
wells at some special values of the energy of the inci-
dent particle and the length of the region between the
wells. It is the aim of the present study to show that a
similar phenomenon appears in the system of identical
QDs connected by a wire. Localization of electrons in
the wire takes place in this system without time-peri-
odic perturbation, as we will show by considering the
wave functions of the resonance states with vanishing
width.
© 2005 Pleiades Publishing, Inc.
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The split gate in the middle of a double QD allows
us to control, e.g., the width W of the wire that connects
the two single QDs [12–14]. Using the exact correspon-
dence between the quantum-mechanical description of
the single-electron transmission through a QD and the
transmission of planar electromagnetic waves through a
microwave billiard [15], it is convenient to control the
length L of the connecting waveguide. In any case, con-
sidering the wire as a stripe with the width W and the
length L, we present the wire as a third quantum sub-
system with the energies εw ~ m2W–2 + n2L–2, where m
and n are the quantum numbers of the wire. These
modes appear in addition to the eigenenergies εi ∝  R–2

of the single QDs, where R is the characteristic scale of
the single dot. If L, W ! R and εw @ εi, the role of the
wire as a third quantum subsystem is not relevant
because the coupling between the dots is of tunneling
type. However, for the case εw ~ εi, the wire degrees of
freedom are important. In this case, the quantum sys-
tem consists, indeed, of two quantum subsystems cou-
pled by a third quantum subsystem that has its own
energy spectrum. In the following, we present the the-
ory for the one-channel case of this system. It is not
restricted to the description of double billiards but can
be applied also to the transmission through a system
consisting of two scattering centers that are connected
by a waveguide. Such a system might be, e.g.,
waveguides with two bends [16–18].

In order to vary smoothly the width of the wire in the
numerical computation, we apply an auxiliary potential

(1)

to squeeze the wire in a similar manner as in a real dou-
ble QD system [12–14]. In computations, we take V0 =
100, C = 17. The transmission probability, presented in
the log scale in Fig. 1, clearly shows transmission
zeroes appearing at certain energies independently of
the width W of the stripe (for details, see the discussion
in [8]). The most interesting features appear, however,
at the points where the eigenenergies of the double QD
system cross the transmission zeroes (two points are
marked by open circles in Fig. 1).

Originally, the spectroscopic values such as the
positions in energy of states are defined for the discrete
eigenstates of Hermitian Hamiltonian HB that describes
the closed quantum system. When embedded into the
continuum of scattering states, the discrete eigenstates
of the closed system turn over into resonance states
with a finite lifetime. The effective Hamiltonian Heff of
the open quantum system contains HB as well as an
additional term [2] that describes the coupling of the
resonance states to the common environment,

(2)

V x y,( ) V0 1 0.5 C y W /2–( )( )tanh[+{=

– C y W /2+( )( ) ] }tanh

Heff HB V BC
1

E+ HC–
-------------------VCB.

C

∑+=
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Here, VBC and VCB stand for the coupling matrix ele-
ments between the eigenstates of HB and the environ-
ment that may consist of different continua C, e.g., the
scattering waves propagating in the left and right leads
attached to the closed system. The concept of the effec-
tive Hamiltonian appeared first in Feshbach’s papers
[19] and, independently, in Livshitz’s study of open
quantum system [20]. Heff is non-Hermitian, its eigen-
values zk and eigenfunctions are complex and contain
the “external” interaction of the resonance states via the
continuum. The complex eigenvalues of the effective
Hamiltonian determine the positions and widths of the
resonance states. They are energy-dependent functions,
since the non-Hermitian effective Hamilton operator
(2) depends on energy. Nevertheless, spectroscopic val-
ues for resonance states can be defined also for the res-
onance states [2, 21] by solving the fixed-point equa-
tions

(3)

and defining

(4)

The values Ek and Γk characterize a resonance state
whose position in energy is Ek and whose decay width
is Γk. These values coincide approximately with the
poles of the S matrix.

The effective Hamiltonian Heff appears in the deriva-
tion of the S matrix [2, 21]. Calculations performed

Ek Re zk( ) E Ek==

Γ k 2Im zk( ) E Ek= .=

1.0

0.9

0.8

0.7

0.6

0.5

10 12 14 16 18 20 22
E

W

Fig. 1. The probability ln(T(E, W)) for the transmission
through the double QD shown in Fig. 3 versus energy and
width of the wire. The eigenenergies of each single QD are
marked by crosses. The eigenenergies of the wire are shown
by dashed curves, and those of the closed double QD sys-
tem, by thin dotted curves. In the present calculation, the
eigenenergies of the closed system are almost the same as
the eigenenergies of the open system. The radius of the QD
in units of the width d of the input and output leads is 3d.
The length of the wire is 2.5d. The size of all diaphragms is
0.6d.
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with Heff correspond therefore to calculations on the
basis of the S matrix, but they contain additionally a
unique definition of the spectroscopic values [21].
Explicitly in the tight-binding approach, Heff is given in
[22, 23]. The results of a numerical computation for the
system consisting of two quantum dots coupled by a
wire are shown in Fig. 2 for the imaginary parts of four
complex eigenvalues zk. The points marked by crosses
in Fig. 3 are found by self-consistent solution of
Eqs. (3) and (4). They exactly correspond to the points
shown in Fig. 1.

The numerically computed scattering wave func-
tions (Fig. 3) demonstrate that, at these points, the elec-
trons are localized inside the wire that connects the two

Fig. 2. The imaginary part Γk of the first four eigenvalues zλ
as a function of W for E = 16.36. The first two Γk which van-
ish at W = 0.638 and W = 0.74 are shown by the solid curves.
Corresponding points are marked by crosses. They exactly
correspond to points shown in Fig. 1 by open circles.
single QDs. This effect appears, of course, only in the
open double-dot system. In the closed system, a local-
ization in the wire will never occur.

In order to understand this mechanism of electron
confinement, we use the periodicity of the transmission
picture (Fig. 1), which allows us to restrict the investi-
gation to the transmission properties of a simple model
with only a few states in each single QD [8].

The Hamiltonian of the closed system consists of
three parts: two parts describe the two single QDs, and
a third one is related to the wire. The Hamiltonian of
minimal dimension, which can cause a zero in the
transmission through a single QD, is two [8]. Then, the
total Hamiltonian, which can explain the characteristic
features of Figs. 1 and 2, has the following matrix form:

(5)

For simplicity, it is assumed here that the two single
QDs are identical and that all the coupling constants u
between the wire and the single QDs are the same. The
Hamiltonian (5) differs from those used in the literature
[10, 24, 25] for the description of a double QD by tak-
ing explicitly into account the wire as a third sub-
system. The eigenenergies εw of the wire depend on at
least two values: on the width W and the length L. With-
out loss of generality, we can consider the energy εw to
be the parameter by which the system can be con-
trolled.

The knowledge of the eigenstates of the closed
quantum system allows us to formulate the S-matrix

HB

ε1 0 u 0 0

0 ε2 u 0 0

u u εw u u

0 0 u ε2 0

0 0 u 0 ε1 
 
 
 
 
 
 
 
 

.=
(a) (b)

Fig. 3. The density probability for the transmission through the double QD for the two cases shown in Fig. 1 by open circles:
(a) E = 16.36, W = 0.638; (b) E = 16.36, W = 0.74.
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and the effective Hamiltonian in the manner described
in [23, 26] in order to consider the transmission through
the system. Let Em and |m〉  with m = 1, …, 5 denote the
five eigenenergies and eigenstates of (5). The ampli-
tudes 〈 j = 1, 2|m〉  describe the left billiard, 〈 j = 3|m〉  the
wire, and 〈 j = 4, 5|m〉  the right billiard. Similar to [10],
we assume that the left lead is coupled to both states
(j = 1, 2) of the left billiard with the same strength v.
Correspondingly, the right lead is coupled to both states
(j = 4, 5) of the right billiard with the same strength v.
Then, the coupling matrix elements between the closed
system and the two leads L and R can be written as

(6)

where C = L, R, VL(m) = v , VR(m) =

v . The factor  in (6) results from
the one-dimensional leads [8, 23]. The matrix elements
of the effective Hamiltonian are [8, 23, 26]

(7)

Using the S-matrix formalism [2, 23, 26], the amplitude
for the transmission through the system reads [23]

(8)

Figure 4a closely reproduces a fragment of the total
picture (Fig. 1), including the appearance of transmis-
sion zeroes. According to Fig. 4b, the decay widths of
the eigenstates 2 and 4 of the effective Hamiltonian are
independent of the wire’s energy εw, while those of the
other states depend on it. The state 3, lying in the mid-
dle of the spectrum, crosses the transmission zero at

(9)

At this energy, we have from (5) the following eigenen-
ergies

(10)

and eigenstates

(11)

E C V m,〈 〉 v
ksin

2π
----------VC m( ),=

j m〈 | 〉
j 1 2,=∑

j m〈 | 〉
j 4 5,=∑ ksin

m〈 |Heff n| 〉

=  Emδmn V L m( )V L n( ) V R m( )V R n( )+( )eik.–

t 2πi
L〈 |V |λ ) λ|V R| 〉(

E zλ–
--------------------------------------.

λ
∑–=

εw εb

ε1 ε2+
2

---------------.= =

E1 5, εb η , E2± ε1, E3 εb, E4 ε2= = = =

1〈 | 2u
η

---------- u
η ∆ε–
---------------- u

η ∆ε+
---------------- 1–

u
η ∆ε+
---------------- u

η ∆ε–
----------------, , , , 

  ,=

2〈 | 1

2
------- 1 0 0 0 1–, , , ,( ),=

3〈 | u
η
--- 1 1

∆ε
u

------ 1– 1, , ,–, 
  ,=

4〈 | 1

2
------- 0 1 0 1– 0, , , ,( ),=
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where η2 = ∆ε2 + 4u2, ∆ε = (ε2 – ε1)/2. Substituting (11)
into (6), we obtain

(12)

for the elements of the coupling matrix. One can see
that, under condition (9), the wire decouples from the
rest of the system. Substitution of (12) into (2) shows

5〈 | 2u
η

---------- u
η ∆ε+
---------------- u

η ∆ε–
---------------- 1

u
η ∆ε–
---------------- u

η ∆ε+
----------------, , , , 

  ,=

m〈 |V E C, L R,=| 〉 v
ksin

8π
---------- 1 1 0 1 1±±( )=

1.5

1.0

0.5

0

–0.5

–1.5
–1 0 1 E

εw

–1.0

(a)

Fig. 4. (a) The transmission through a system with two iden-
tical QDs that are connected by a wire versus incident
energy E and energy of the wire εw. The eigenenergies of
(5) are shown by solid curves, and the energy εw of the wire
is shown by the dashed curve. The QDs have energies ε1, 2 =
±1/2. v  = 1/2, u = 1/4. (b) The imaginary part of the five
eigenvalues zλ of the effective Hamiltonian (2) as a function
of εw for E = 0.5 (at E = 0, the widths of the two short-lived
states are equal). One of imaginary parts is equal to zero at
εw = εb = 0 for all energies E marked by cross.

εw
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that, at εw = εb, the effective Hamiltonian matrix 5 × 5
decomposes as Heff = H1 ⊕  E3 ⊕  H2, where

(13)

and Γ = –v 2exp(ik)/2. Obviously, the imaginary part of
the third eigenvalue of Heff is zero, i.e., the width of the
third eigenstate vanishes at εw = εb. According to for-
mula (105) of [23], the scattering wave function can be
decomposed in the set of eigenfunctions of Heff,

(14)

where the Vλ(E, C) are the coupling matrix elements
between the leads C and the open double QD described
by the eigenstates ψλ of Heff. Since the eigenvalue z3 is
real, V3(E, C)  0 if E  z3 = E3 = εb. Therefore, a
particle moving from the left (right) lead to the left
(right) billiard is fully reflected. That means the wire is
decoupled from the reservoirs and the electrons are
trapped inside the wire. According to (8), the contribu-
tions from λ = 1 and 5 as well as those from λ = 2 and
4 to the transmission cancel each other at E = εb due to
the symmetry in relation to εb, while the contribution
from λ = 3 vanishes. As a consequence, an electron will
not be transmitted at the energy E = εb. The probability

for the electron to be in the left QD is 

H1
E1 Γ+ Γ

Γ E5 Γ+ 
 
 

;=

H2
E2 Γ+ Γ

Γ E4 Γ+ 
 
 

,=

ψ
Vλ E C,( )
E+ zλ–

----------------------ψλ ,
λ C, L R,=

∑=

ψ j( ) 2

j 1 2,=∑

Fig. 5. The probabilities for the electron to be in the wire
(dashed curve) and in the right and left QD (full curve) as a
function of the wire’s energy. ε1, 2 = ±1/2, v  = 1/2, E = 0.02,
u = 0.2.
and in the right one . For the case of
time reversal symmetry (both leads are equivalent),
these probabilities coincide (Fig. 5, full curve). The
probability for the electron to be in the wire is given by
|ψ(3)|2 (Fig. 5, dashed curve). A localization of the elec-
tron in the wire takes place when εw = εb.

The physical reason of the localization of electrons
inside the wire in the one-channel case is flux conserva-
tion expressed by the unitarity of the S-matrix. A full
localization takes place only when the two single QDs
are identical and both leads are equivalent. The effect
exists also when the two single dots are slightly differ-
ent from one another and (or) time reversal symmetry
is broken. It is, however, somewhat reduced in such a
case. These features are similar to those observed in
laser-induced continuum structures in atoms, which are
called population trapping [3]. The mechanism by
which the resonance states with vanishing width are
created is, however, different in the two cases.

The electron localization in the transmission
through a system with two identical QDs can be seen
also in the generalized Fabry–Perot approach [11]. We
ignore the evanescent modes in the wire, the total trans-
mission amplitude in the single-channel case can be
easily calculated as a geometrical sum over all the indi-
vidual transmitted and reflected elementary processes.
This gives the simple expression

(15)

for the transmission probability, where t1 and r1 are the
complex amplitudes of the transmission and reflection
for a single quantum billiard, and q is the wave number
of the connecting waveguide related to the energy of the
single-channel transmission by E = q2 + π2/W2. The
bound states are defined by the zeroes of the denomina-
tor in T, i.e., by sin(φ(E) + q(E)L) = 0, where φ(E) =
arg(r1). One obtains, therefore, a quantization rule for
the particle trapped in the one-dimensional box of
length L. In fact, Fig. 3 shows the first two of these
bound states in the wire. However, exponentially small
evanescent modes in the internal wire slightly violate
formula (15).

In conclusion, controlling the eigenenergies of the
wire that connects the two single QDs of a double QD,
by means of the gate voltage, the widths of the reso-
nance states of the double QD system and the transmis-
sion through this system can be manipulated. When the
width of one of the resonance states vanishes, the elec-
trons are trapped in the wire and the transmission is
zero. This effect might be used for quantum informa-
tion storage.
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Giant Photoplastic Effect in Vitreous Semiconductors 
near the Rigidity Percolation Transition

M. L. Trunova, *, V. S. Bilanicha, S. N. Dubb, and R. S. Shmegerab

a Uzhgorod National University, Uzhgorod, 88000 Ukraine
* e-mail: stm@tn.uz.ua

b Bakul Institute for Superhard Materials, National Academy of Sciences of Ukraine, Kiev, 04074 Ukraine
Received August 11, 2005

The negative giant photoplastic effect (giant photosoftening) has been experimentally observed in the As–Se
system when films obtained by thermal evaporation of As20Se80 chalcogenide glass are irradiated by light from
the region of the fundamental absorption edge. Correlation has been found between the photoplastic effect and
rigidity percolation transition in the As–Se chalcogenide glass matrix. Such a correlation is not revealed when
light irradiation changes the optical properties of these glass films. It has been shown that a nonlinear (non-
Hookian) mechanism of the formation of the strain response is realized in the films subjected to the combined
action of light and external mechanical loading. © 2005 Pleiades Publishing, Inc.

PACS numbers: 61.43.Fs, 63.50.+x, 78.35.+c
The negative photoplastic effect was observed pre-
viously [1–3] in As–S(Se) vitreous semiconductor films
irradiated by light from the region of the absorption
edge. A macroscopic model of this phenomenon was
based on the assumption of the athermal decrease in the
viscosity of the films during irradiation to 1012–1013 P,
which is close to the viscosity of vitreous semiconduc-
tors near their softening temperature Tg. This assump-
tion was directly corroborated in experiment [2].

Further observations of a manifestation of the nega-
tive photoplastic effect at low temperatures in amor-
phous selenium (optical melting [4]), photoinduced flu-
idity [5], which was discovered when vitreous semicon-
ductor fibers were irradiated by slightly-absorbed light,
as well as the presence of the temperature hindering of
the negative photoplastic effect [5, 6], show that the law
found in [1, 2] is universal and common. Further theo-
retical [7, 8] and experimental [9–12] investigations
support the assumption that the negative photoplastic
effect is caused by specific molecular structures such as
As4S4(Se4) and/or As4S3(Se3). It is essential that the
presence of these structural units is responsible for the
known effect of light-induced changes in the optical
constants in chalcogenide glasses and films based on
them. The concentration of such structural units are
maximal in compositions close to the stoichiometric
compounds As40S60 and As40Se60, as well as in nonsto-
ichiometric compounds with arsenic excess (As44S66
and As50Se50). Thus, investigations of the physical
properties of As–S(Se) amorphous materials show that
the maximum photoinduced changes in the structure
must be observed in stoichiometric compositions and
compositions with arsenic excess [4–12]. Moreover,
one-to-one correlation must exist between photoin-
0021-3640/05/8208- $26.00 0504
duced changes in the optical and elastoplastic pro-
perties.

At the same time, Mandelstam–Brillouin scattering
investigations with Ge–Se glasses [13] indicate that
specific atomic configurations (clusters) with broken
bonds play a significant role: a change in their concen-
tration causes the rigidity percolation transition in the
system of defects of the chalcogenide glass matrix [14].
Near such a concentration transition, the maximum
changes in the elastoplastic properties of films irradi-
ated by light, i.e., the maximum negative photoplastic
effects, should be expected. This approach is likely uni-
versal and can be applied to chalcogenide glasses in
other systems, for which the rigidity-percolation theory
is developed, including As–Se glasses [15].

In this work, it is shown that in amorphous films
obtained by thermal evaporation of As–Se chalco-
genide glasses, the negative photoplastic effect is
observed whose magnitude significantly depends on
the concentration of chalcogen atoms. The giant pho-
tosoftening (the giant negative photoplastic effect) is
reached in films with the selenium concentration near
80 at %, whereas the photoinduced changes in the opti-
cal constants in such films are minimal. This behavior
indicates that there is correlation between the negative
photoplastic effect and the threshold of the rigidity per-
colation transition in vitreous semiconductors. At the
same time, there is no correlation with the known phe-
nomenon of photostructural transformations in chalco-
genide glasses that give rise to changes in their optical
characteristics.

The photomechanical response of films to the irradi-
ation by light from the region of the absorption edge
was studied by the method of nanoindentation of sam-
© 2005 Pleiades Publishing, Inc.
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ples on a Nanoindenter II (MTS Systems) nanohard-
ness meter. The instrument is equipped with a sharp
indenter (a three-sided diamond Berkovich pyramid
with a vertex angle of 65.3° and a tip curvature radius
of about 200 nm) and allows investigation of samples
with various loading application schemes. The basic
characteristics of the instrument and the nanohardness
test procedure were described in [16, 17]. The nano-
hardness H and Young’s modulus E were determined by
the Oliver–Pharr method [18] in terms of the indented-
region depth using the indenter penetration diagram
obtained during the test. In order to accumulate statis-
tics and to estimate the reproducibility of the results,
tests were carried out with three samples obtained in
one technological deposition cycle. The measurement
accuracies in our experiments did not exceed 0.01 GPa
and 0.5 GPa for the nanohardness and Young’s modu-
lus, respectively.

We used the scheme of applying a load in the form
of a rectangular pulse. In contrast to the load scheme
commonly accepted for nanoindentation [16], after the
unloading of a sample, the nanohardness meter oper-
ated in the regime of the viscoelastic recovery of the
indented region. Each nanoindentation test consisted of
four time segments: the loading segment (2 s), the seg-
ment of the exposition of the indenter at the maximum
loading (60 s), the unloading segment (2 s), and the seg-
ment of the indented-region recovery (60 s) (line 1 in
Fig. 1). The maximum load in each cycle was equal to
2 mN. During the experiment, several pricks (test
cycles) of a sample were performed at the same test
parameters and with the lateral displacement of the
indenter after each test. Thus, a new test cycle was con-
ducted in the following (clean) film section. The dis-
tance between sections was equal to 25 ± 0.5 µm. The
total area of the tested section was much less than the
area of the laser spot (2 mm2) that was further focused
on the sample. Each sample was subjected to five test
cycles: two cycles in darkness (before and after irradia-
tion) and three cycles during light irradiation, which
allowed investigation of the dynamics of the elastoplas-
tic properties of films in nanocontacts upon irradiation.

We tested films obtained by thermal evaporation of
AsxSe100 – x chalcogenide glass (with x = 0, 10, 20, 30,
40, and 50 at %) on K-8 glass substrates. This material
was chosen because As–Se glasses have the minimum
concentration dependence of the gap width as com-
pared to other binary chalcogenide glasses (in particu-
lar, As–S and Ge–Se systems) [19]. This choice
excludes the necessity of the choice of the radiation
source for each composition and the fundamental reso-
nance absorption of light is ensured upon irradiation by
light with a wavelength of 630–690 nm.

The film thickness in the deposition process was
controlled by the interference method and was equal to
2 µm. To reduce the effect of relaxation processes upon
the stabilization of the structure, freshly deposited films
were kept in darkness for three months. The irradiation
JETP LETTERS      Vol. 82      No. 8      2005
was carried out by means of a 650-nm solid state laser
whose radiation energy (E = 1.90 eV) is close to the gap
width of the films under investigation (Eg ≈ 1.78–
1.90 eV at absorption α = 103 cm–1), and the radiation
power did not exceed 20 mW/cm2.

Figure 1 shows the characteristic time dependences
of the penetration depth of the Berkovich indenter for
an As30Se70 film. Qualitatively similar dependences
were observed for films of other compositions.

By analogy with investigations of the retarded elas-
ticity in glasses by the strain relaxation method [20],
the total penetration depth ht of the indenter at the
unloading time can be represented as the sum ht = he +
hr + hp of the elastic he, the relaxation hr, and the plastic
hp components (see line 3 in Fig. 1).

As is seen in Fig. 1, the indenter penetration depth
in the nanoindentation of the film in darkness varies
only slightly during the indenter exposition to loading
and the recovery of the indented region is primarily
determined by the elastic component he at the step
unloading (line 2 in Fig. 1). Upon irradiation, the ratios
of the components he, hr, and hp, as well as ht, sharply
change. The dynamics of these changes are correlated
with the previously obtained results for variation in the
micro- and nanohardness of the As–Se films during
irradiation [21–25]. In particular, when loading is com-
bined with the simultaneous irradiation of the sample
(line 3 in Fig. 1), a sharp increase in the indenter pene-
tration depth, as well as a pronounced viscoelastic
increase in the indented-region depth, is observed.
Unloading is accompanied by a step decrease in the
indented-region depth by he and by a further recovery
of the indented region due to the hr component.

The results obtained in the next nanoindentation
cycle (line 4 in Fig. 1) represent the dynamics of the
photoinduced redistribution of the components he, hr ,
and hp, which depends on the chemical composition of

Fig. 1. Time dependence of the indenter penetration depth
in nanoindentation of As30Se70 films (2) in darkness and in
the (3) second and (4) third cycles of tests upon continuous
light irradiation, along with the (1) loading application
scheme in the test process.
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Fig. 2. Dynamics of the photomechanical response of AsxSe100 – x films upon indentation: the (1) plastic hp, (2) elastic he, and
(3) viscous hr components of the total strain of the films, (4) nanohardness (H), and (5) Young’s modulus (E). The area of the shaded
region is proportional to dynamical variations ∆W in the energy absorbed by a sample in nanoindentation cycles upon light irradi-
ation. The times of the appearance and disappearance of light irradiation are shown by ↑  and ↓ , respectively.
the samples under investigation. This dependence, as
well as the changes in the nanohardness and the
Young’s modulus upon light irradiation for all the test
cycles, is shown in Fig. 2. The strain components are
determined using the indenter unloading curve for each
test cycle (see line 3 in Fig. 1). It is seen that dynamical
changes are observed not only for the (line 1) hp, (line 2)
he, and (line 3) hr components but also for (line 4) the
nanohardness H and (line 5) the Young’s modulus E. A
light-induced change in the mechanical parameters of
the films indicates that the films become more compli-
ant and plastic; maximum changes occur in the
As20Se80 film. At the initial stage of irradiation, a step
increase in the (line 1 in Fig. 2) plastic component and
(line 5) Young’s modulus, as well as a simultaneous
decrease in the (line 2) elastic component and (line 4)
nanohardness, are observed. In particular, the plastic
component hp increases by 30% at the initial time,
whereas the nanohardness is halved. Figure 2 also
shows that, for the same loading on the indenter, change
is observed in (line 2) the elastic strain component he

upon unloading, which testifies to the non-Hookian
character of the film deformation process upon irradia-
tion. The estimate of resistance to plastic deformation
obtained using the parameter K = H3/E2 [26] shows that
the As20Se80 film becomes 20 times more plastic at the
initial irradiation stage than before irradiation. How-
ever, for films of other compositions, this factor is much
lower; e.g., it varies from 1.5 to 5 for As10Se90 and
As40Se60, respectively.

Using the data obtained in all the test cycles, one can
obtain the concentration dependence of the parameters
of the photoplastic effect in AsxSe100 – x. It is known [27]
that the energy W absorbed by a sample per loading
cycle in nanoindentation is determined by the loop area
of the loading–unloading cycle in the force–displace-
ment diagram. The main parameter determining this
energy is hp. Taking into account that radiation-induced
change in the relaxation component depends only
slightly on the composition (line 3 in Fig. 2), the
dynamical variations in the energy ∆W absorbed in the
AsxSe100 – x films subjected to nanoindentation during
irradiation are primarily determined by the redistribu-
tion of the hp and he components (because hr < he < hp)
and, therefore, are proportional to the area ∆S under the
hp(t) curve (the shaded region in Fig. 2). As one of the
JETP LETTERS      Vol. 82      No. 8      2005



GIANT PHOTOPLASTIC EFFECT IN VITREOUS SEMICONDUCTORS 507
parameters of the photoplastic effect, one can also use
the photomechanical response of a material that deter-
mines its sensitivity to radiation and constitutes the rate
of radiation-induced structural changes. This quantity
is equal to the variation rate dhp/dt of the plastic com-
ponent and can be determined in the first two test
cycles, i.e., the dark cycle and first cycle of the sample
irradiation.

Figure 3 shows the concentration dependences of
(line 1) ∆S(x) and (line 2) dhp/dt(x). According to the
above data, both parameters exhibit a peak near a sele-
nium atom concentration of 80 at %, which points to
giant changes in the mechanical compliance of the
light-irradiated material and to a significant increase in
the energy absorbed in the film of this composition in
the nanoindentation process. In particular, the plastic
strain rate in As20Se80 films is five times higher than that
in amorphous selenium and in As40Se60. Similarly, the
maximum of the absorbed energy per nanoindentation
cycle is also observed in the As20Se80 film and is two or
three times higher than the corresponding values for
amorphous selenium and arsenic triselenide films. At
the same time, light-induced changes in the optical
properties of As20Se80 films are almost absent (line 3 in
Fig. 3). The above data unambiguously indicate that the
photoplastic effect in these materials depends on their
structure and on the presence of certain structural ele-
ments.

The giant photoplastic effect found in this work can
be analyzed in the framework of rigidity percolation
theory. The dependence of the interaction character and
the cohesion degree in the amorphous matrix for
AsxSe100 – x glasses on the coordination number z makes
it possible to separate three elastic phases [14]: floppy
(z < 2.29), intermediate (2.29 < z < 2.37), and rigid (z >
2.37). The effective coordination number for covalent
bonds in Se (z = 2) and As20Se80 (z = 2.20) is lower than
the hardness percolation threshold (z = 2.29), whereas

Fig. 3. Concentration dependences of (1) the absorbed
energy increment ∆W, (2) the initial variation rate dhp/dt for
the plastic component of the photomechanical response in
the photoplastic effect, and (3) photoinduced variation in
the gap width for AsxSe100 – x films (according to [28]).

x (at % As)

g
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z = 2.4 for the structure-forming matrix in the stoichio-
metric composition As40Se60. This indicates that the
structure-forming matrix in arsenic triselenide is topo-
logically rigid, whereas the structure of As20Se80 glass
is relatively soft and free of internal stresses. Thus, the
maximum photomechanical response to light irradia-
tion is expected in bulk glasses of the compositions for
which the coordination number z corresponds to the
transition from the floppy phase to the intermediate
one, i.e., z ≈ 2.29.

At the same time, it is worth noting that such argu-
mentations are completely valid for bulk glasses and
can so far be applied to films with certain qualifications
before the unambiguous experimental corroborations
of the existence of such phases in film samples. Indeed,
it is known that the structure of the films differs from
the initial glass despite the good agreement of the
chemical composition for the objects of our investiga-
tion [29]. Possibly owing to this circumstance, the max-
imum of the negative photoplastic effect is reached in
As20Se80 films, whereas the percolation transition from
the floppy phase to the intermediate one for bulk
glasses is observed in As29Se71 glass [15].
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The magnetic susceptibility χ of coarse-grained WC and nanocrystalline n-WC tungsten carbides has been
studied in a temperature range of 300–1250 K. The dependence χ(T) for coarse-grained WC carbide has no sin-
gularities. A stable particle size of about 55 nm remains in the n-WC nanopowder after annealing at 300–
1200 K, whereas the relaxation of microstrains occurs at 550–920 K. The dependence χ(T) for nanocrystalline
n-WC carbide in a range of 550–920 K exhibits features associated with the annealing of microstrains, which
reduces the contribution of orbital paramagnetism to the susceptibility of n-WC carbide and initiates the pre-
cipitation of small iron and cobalt impurities in the form of superparamagnetic particles. © 2005 Pleiades Pub-
lishing, Inc.

PACS numbers: 61.46.+w, 75.75.+a, 81.07.–b, 81.40.Rs
In recent years, condensed substances in the nanoc-
rystalline state have been actively studied, because a
decrease in the sizes of structural elements (particles,
crystallites, and grains) below a certain threshold value
can result in a noticeable change in the properties of the
substances [1–3]. Such effects are clearly observed
when the size of grains is less than 10 nm. Owing to the
large area of interfaces, nanocrystalline substances are
contaminated by impurities. The effect of impurities on
the properties of nanocrystalline substances can be
stronger than the effect of the small size of grains. As
was shown in [3–5], after verification, many unordinary
results that were obtained for nanocrystalline sub-
stances and initially attributed to size effects appeared
to be due to the contamination of the objects under
investigation by oxygen and hydrogen, as well as by
ferromagnetic and other impurities. In this work, the
magnetic susceptibility χ of coarse-grained and nanoc-
rystalline tungsten carbide WC was studied in situ in a
wide temperature range.

The published data on the magnetic properties of
nanocrystalline tungsten carbide are absent. There is only
one work [6] devoted to the magnetic susceptibility χ of
coarse-grained tungsten carbide. According to that work,
the susceptibility of WC carbide measured in a field of
3.6 kG at temperatures of 293, 513, and 723 K is equal
to 0.07 × 10–6, 0.06 × 10–6, and 0.02 × 10–6 cm3 g–1,
respectively.

In this work, the magnetic susceptibility of the
coarse-grained tungsten carbide powder is measured in
order to exclude any effects caused by the small size of
particles. For measurements, we used a hexagonal WC
carbide powder that was washed in hydrochloric acid
0021-3640/05/8208- $26.00 0509
and did not contain ferromagnetic impurities. The size
of the agglomerated particles of the WC powder, which
was determined by the Fischer method, was 4–9 µm.

To detect the direct or indirect effect of the small
size of the particles on the magnetic susceptibility of
tungsten carbide, we studied the n-WC nanopowder.
The nanopowder was synthesized by the plasmachemi-
cal method from WO3 and C3H8 propane at a tempera-
ture of 3300–3800 K in hydrogen plasma with addi-
tional annealing in an argon atmosphere at 1100–
1300 K. The mean size of the nanopowder particles was
equal to about 50 nm. According to the spectral analysis
data, the content of Fe, Co, and Ni in the coarse-grained
WC carbide was less than 0.00001 wt %, and the n-WC
nanocrystalline carbide contains 0.02 wt % Fe,
0.002 wt % Co, and less than 0.0001 wt % Ni. The con-
tent of each rare-earth ferromagnetic metal (Gd, Dy,
Tb, Ho, Er, and Tm) in the WC and n-WC carbides did
not exceed 0.000005 wt %.

The WC powders were tested in structure and phase
composition by the x-ray diffraction method in the step
scanning regime using a DRON-UM1 diffractometer
with the Bragg–Brentano geometry in CuKα1, 2 radia-
tion. To accurately determine the position, width, and
intensity, the diffraction reflections were described by
the pseudo-Voigt function. The size of the nanopowder
particles was determined using scanning electron
microscopy and from the broadening of the diffraction
reflections. To quantitatively estimate the broadening,
the instrumental resolution function of the diffractome-

ter FWHMR(2θ) = , where u =
0.0041, v  = –0.0020, and w = 0.0093, was determined

u θtan
2

v θcot w+ +
© 2005 Pleiades Publishing, Inc.
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in a special diffraction experiment with lanthanum
hexaboride LaB6 (NIST Standard Reference Powder
660a) with a cubic lattice constant acub = 415.69162 ±
0.00097 pm. The broadening β(2θ) ≡ 2β(θ) is quantita-

tively determined as β(2θ) = 
by comparing the experimental width of the diffraction
reflections of WC carbide with the instrumental resolu-
tion function of the diffractometer.

FWHMexp
2 FWHMR

2–

Fig. 1. X-ray patterns of tungsten carbide powders
(CuKα1, 2 radiation): (a) coarse-grained powder, (b) as-pre-
pared nanopowder, and (c) nanopowder after the complete
cycle of the measurement of magnetic susceptibility. All

powders contain only hexagonal (space group P m2) WC
carbide, but the diffraction reflections of nanopowders are
significantly broadened.

6

Fig. 2. Reduced broadening β*(2θ) = [β(2θ)cosθ]/λ of the
diffraction reflections vs. the scattering-vector magnitude
s = (2sinθ)/λ for (s) the as-prepared (before the measure-
ment of magnetic susceptibility χ) n-WC nanopowder and
(d) the nanopowder annealed when measuring susceptibil-
ity. From these dependences, the mean particle size D and
microstress ε are estimated as D = 55 ± 10 nm and ε = 0.03 ±
0.005% for the as-prepared powder and D = 55 ± 10 nm and
ε = 0.006 ± 0.002% for the annealed powder. The mean size
D of coherent-scattering regions in n-WC nanodisperse car-
bide remains unchanged after annealing at 300–1200 K,
whereas the microstress value ε decreases almost to zero.
The magnetic susceptibility χ was measured by the
Faraday method on a Domenicalli balance that has a
sensitivity of no worse than 0.5 × 10–8 cm3 g–1 and is
intended for studying weak para- and diamagnetic
materials. The measurements were conducted in a vac-
uum of 10–3 Pa at a temperature of 300 to 1250 K in
magnetic fields of 7.2, 8.0, and 8.8 kG.

Figure 1 shows the x-ray diffraction patterns of
coarse-grained and nanodisperse (as-prepared and
annealed when measuring susceptibility) tungsten car-
bides. All powders contain only hexagonal (space

group P m2) WC carbide with the unit cell parameters
a = 0.29060 nm and c = 0.28375 nm, but the reflections
of nanopowders are broadened (Figs. 1b, 1c).

The diffraction reflections were analyzed taking into
account the size and the strain broadening [3] and the
mean size D of the coherent-scattering regions was
determined by the Williamson–Hall method [7, 8] from
the dependence of the reduced broadening β*(2θ) =
[β(2θ)cosθ]/λ on the scattering vector magnitude s =
(2sinθ)/λ as D = 1/β*(2θ) at θ = 0. The quantitative
analysis of the broadening of the diffraction reflections
(Fig. 2) shows that the mean size of the coherent-scat-
tering regions in the n-WC nanopowder is equal to 55 ±
10 nm and does not change during annealing when
measuring χ in the range of 300–1250 K. However,
microstrains ε are relaxed due to annealing and they
decrease from 0.03 ± 0.005% to 0.006 ± 0.002%. The
broadening of the diffraction reflections from the
coarse-grained WC carbide is absent.

The measurements of the magnetic susceptibility χ
of the coarse-grained WC powder (Fig. 3, line 1) show
that WC carbide is a weak paramagnetic material with
a susceptibility of χ(300) ≈ 0.058 × 10–6 cm3 g–1 (11.4 ×
10–6 cm3 mol–1). The susceptibility χ(T) of WC carbide
has no singularities in the range of 300–1250 K and is
described by the function χ(T) = χ(0) + BT2 character-
istic of Pauli paramagnetism, where χ(0) ≈ 0.0565 ×
10–6 cm3 g–1 and B ≈ 1.30 × 10–14 cm3 g–1 K–2.

According to [9, 10], the magnetic susceptibility of
tungsten carbide, which is an electron conductor, can be
represented as

(1)

where  is the Pauli paramagnetism of conduction

electrons;  = –(m0/m*)2 (0)/3 is the Landau dia-
magnetism (m0 is the free-electron mass and m* is the
effective mass), which is proportional to the Pauli para-
magnetism (0) at 0 K; χvv orb is the Van Vleck orbital

paramagnetism; and  and  are the para- and dia-

magnetisms of ion cores (  =  = 0 and  =

−1.3 × 10–6 cm3/atom and  = –0.15 × 10−6 cm3/atom

6

χ T( ) χp
– T( ) χd
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+ χpW
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+ χpC
+ χdC

+ ,+ + +
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–

χd
– χp

–
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–
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+
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+ χdW
+

χdC
+
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[11] for W6+ and C4+, respectively). Among all the
terms of Eq. (1), only the Pauli paramagnetism depends
on temperature [12]:

(2)

Here, N'(EF) ≡ [dN(E)/dE  and N''(EF) ≡
[d2N(E)/dE2  are the first and second energy

derivatives of the density N(E) of electronic states at
E = EF, and µeff = pµB is the effective magnetic moment,
where p is the number of Bohr magnetons µB. Accord-
ing to Eq. (2), the Pauli paramagnetism (0) =

2NA p2N(EF) at 0 K depends only on the density of
the electronic states at the Fermi level N(EF), and the
temperature susceptibility coefficient is given by the
expression

(3)

where b = N''(EF) – [N'(EF)]2/N(EF).

According to the calculations of the electron energy
spectrum of hexagonal tungsten carbide [13, 14], the
Fermi level is located near the minimum of the curve
N(E) and the density of states at the Fermi level N(EF)
is low and equal to 0.3–0.4 eV–1 per unit cell. In the cal-
culated curves N(E) [13, 14] of WC carbide, the posi-
tion of the Fermi level is such that the first derivative
N'(EF) is negative and the second derivative N''(EF) is
positive. For this reason, the temperature coefficient B
may be positive or negative in dependence on the spe-
cific values of N(EF), N'(EF), and N''(EF). The numerical
differentiation of the curve N(E) [13] near the Fermi
energy yields N(EF) ≈ 0.33 eV–1, N'(EF) ≈ –1.20 eV–2,
and N''(EF) ≈ 6.10 eV–3. Therefore, b = 1.74 ± 0.06 eV–3

that agrees with the positive coefficient B of the suscep-
tibility of WC carbide that follows from experiment.

Taking into account the experimental coefficient B ≈
2.55 × 10–12 cm3 mol–1 K–2 and b = 1.74 eV–3, from

Eq. (3) we obtain p = [3B/π2 b]1/2 ≈ 1.36 ± 0.06.

For p = 1.36 and N(EF) ≈ 0.33 eV–1, (0) = (39.6 ±
2.0) × 10–6 cm3 mol–1, and the contribution of the Pauli
paramagnetism to the susceptibility of WC carbide is

(T) = (39.6 + 2.55 × 10–6T2 ± 2.0) × 10–6 cm3 mol–1.
If m* = m0,  = – (0)/3 = –13.2 × 10–6 cm3 mol–1.

The sum (300) +  +  +  +  +  =
(13.4 ± 2.0) × 10–6 cm3 mol–1 within the calculation
error coincides with the measured susceptibility χ(300) =
(11.4 ± 1.0) × 10–6 cm3 mol–1 of coarse-grained WC car-
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bide. Therefore, the orbital paramagnetic contribution
χvv orb is close to zero in coarse-grained WC carbide.

Let us discuss the susceptibility of nanocrystalline
tungsten carbide. The measurements of the magnetic
susceptibility χ of the n-WC nanopowder were carried
out as follows: heating from 300 K to the annealing
temperature T, 1-h aging at this temperature and the
measurement of the susceptibility χ(T) at the end of the
annealing, cooling from the annealing temperature T to
300 K and the measurement of the susceptibility
χ(300, T) at 300 K, heating to the next annealing tem-
perature, etc. The average temperature step was equal
to 50 K.

Figure 3 shows the typical temperature dependence
of the magnetic susceptibility χ of the n-WC nanopow-
der. The susceptibility χ of the nanopowder is higher
than the susceptibility of pure coarse-grained WC car-
bide. In contrast to the smooth dependence χ(T) for
coarse-grained WC carbide, the susceptibility curve for
the n-WC nanopowder exhibits noticeable features. In
the temperature, χ(T), and annealing, χ(300, T), curves
for n-WC carbide, the susceptibility begins to sharply
increase at T = 550–600 K, reaches a maximum at
~820–870 K, then the susceptibilities χ(T) and χ(300, T)
of n-WC carbide decrease noticeably at 870–920 K,
and the susceptibilities χ(T) and χ(300, T) decrease
slightly as the temperature further increases from 920–
930 K to 1220 K. The susceptibility χ(T) measured at
T > 600 K is less than the susceptibility χ(300, T) mea-
sured at 300 K after the cooling of the carbide from
temperature T, whereas the susceptibilities χ(T) and

Fig. 3. Magnetic susceptibility of tungsten carbide in a field
of H = 8800 G: (.) the temperature dependence of the sus-
ceptibility χWC(T) of pure coarse-grained WC carbide,
(d) the temperature dependence of the susceptibility
χn−WC(T) of n-WC nanocrystalline carbide, (s) the anneal-
ing dependence of the susceptibility χ(300, T) of n-WC car-
bide, (,) the temperature dependence of the susceptibility

(T) of n-WC carbide annealed when measuring sus-

ceptibility, and ∆χorb ≈ 0.04 × 10–6 cm3 g–1 is the contribu-
tion from the Van Vleck orbital paramagnetism to the sus-
ceptibility of the as-prepared n-WC nanocrystalline car-
bide. The direction of variation in temperature when
measuring χ is shown by arrows.

χn–WC
ann( )

χ 
× 

10
6  (

cm
3  g
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χ(300, T) in a range of 300–600 K coincide within the
measurement errors (Fig. 3). When n-WC carbide is
cooled from 1220 K to 300 K and then is repeatedly
heated to 1200 K, the susceptibility varies monotoni-
cally without any singularities along line 4 (Fig. 3).

According to diffraction data, the size of the coher-
ent-scattering regions remains almost unchanged when
measuring χ, whereas the microstrains decrease almost
to zero. It might be thought that relaxation annealing of
microstrains is responsible for the features observed on
the susceptibility curve. Are these features associated
with the magnetic properties and electronic structure of
tungsten carbide or they are caused by impurities? A
large difference between the absolute values of the sus-
ceptibilities χ of (line 1) pure coarse-grained and (line
4) annealed nanocrystalline tungsten carbides indicates
that the impurity paramagnetic contribution to the sus-
ceptibility of annealed n-WC carbide is significant. We
emphasize that the susceptibility of the as-prepared
(before the measurement of χ) n-WC carbide is higher
than the value of coarse-grained WC carbide even at
300 K.

Spectral analysis shows that small iron and cobalt
impurities are present in n-WC carbide. The measure-
ments did not reveal any magnetic-field dependence of
the susceptibility χ of the as-prepared nanocrystalline
carbide. Therefore, Fe and Co impurities are present in
the as-prepared n-WC carbide not in the ferromagnetic
state. This is possible if these impurities are dissolved
in n-WC carbide. Indeed, in this case, they make an
additional paramagnetic rather than ferromagnetic con-
tribution to the susceptibility. The precipitation of
impurities in the form of superparamagnetic particles
also makes a paramagnetic contribution, but this contri-
bution for T < TC (TC is the Curie temperature) is larger
than the contribution from the same amount of dis-
solved impurities.

Let us discuss the following qualitative explanation
of the susceptibility of n-WC carbide. In as-prepared n-
WC carbide, there are microstrains responsible for an
additional positive contribution ∆χorb of the Van Vleck
orbital paramagnetism to the susceptibility and, more-
over, Fe and Co impurities are dissolved in the carbide
matrix. Therefore, the susceptibility of n-WC carbide is
higher than the susceptibility of pure coarse-grained
WC carbide. The deformation action initiates the pre-
cipitation of dissolved metallic impurities: for example,
the precipitation of Fe particles from a solution in cop-
per was observed in [15, 16]. It can be assumed that the
annealing of microstrains, which begins in n-WC car-
bide at 570–600 K, initiates the precipitation of Fe and
Co impurities in the form of small superparamagnetic
particles. As the temperature increases from 600 to
800–820 K, the number and volume of the superpara-
magnetic particles increase and this increase is accom-
panied by an increase in the susceptibility to maximum.
The precipitation of superparamagnetic particles stops
at ~820 K, but the annealing of microstrains continues
to ~920 K. A decrease in χ in the range of 820–920 K
is not an impurity effect and is directly associated with
n-WC carbide, namely, with a decrease in the orbital
paramagnetism χvv orb. Indeed, the relaxation of micro-
strains that occurs at 820–920 K reduces distortions of
the local symmetry of the atomic environment and the
strain distortions of the symmetric electron shells of ion
cores, which leads to the disappearance of the contribu-
tion from the orbital paramagnetism ∆χorb ≈ 0.04 ×
10−6 cm3 g–1 and to a decrease in the susceptibility. For
T > 920 K, when microstrains in n-WC carbide are
absent, a decrease in χ is caused only by the tempera-
ture dependence of the impurity superparamagnetism.

Taking into account the above discussion, the differ-
ence ∆χ(T) = (χn–WC(T) – ∆χorb) – χWC(T) between the
susceptibilities of the as-prepared nanocrystalline n-
WC carbide (d in Fig. 3) and the coarse-grained WC
carbide (. in Fig. 3) in the range of 300–570 K corre-

sponds to the paramagnetic susceptibility (T) of
the dissolved Fe and Co impurities; i.e., ∆χ(T) =

(T). The magnetization of a dissolved impurity is
described by the dependence characteristic of Curie
paramagnetic materials. Changing magnetization M to
susceptibility χ, we represent the paramagnetic contri-
bution from impurities (per unit mass) at the tempera-
ture T in the magnetic field H in the form

(4)

where ni is the number of atoms of the ith impurity per
unit volume, L(x) = [coth(x) – 1/x] is the Langevin func-
tion, µeff i = piµB is the effective magnetic moment of the
ith impurity atom, and  is the density of the ith
impurity metal. If the relative mass content of the ith
impurity is equal to ci and c ! 1, its relative volume
content is given as cVi ≈ ciρWC/  and ni =

cViNA /  = ciNAρWC/  (  is the atomic mass

of the ith impurity and ρWC = 15.8 g cm–3 is the density

of WC carbide). Since (T) = (χn–WC(T) – ∆χorb) –

χWC(T) and ni = ciNAρWC/ , it follows from Eq. (4)
that the difference between the susceptibilities of the
as-prepared n-WC carbide and coarse-grained WC car-
bide in a range of 300–570 K can be represented as

(5)

where pFe = 2.22 [17], ρFe = 7.86 g cm–3, AFe = 55.85,
pCo = 1.72 [17], ρCo = 8.9 g cm–3, and ACo = 58.93. Func-
tion (5) satisfactorily approximates the experimental

χp–imp
m( )

χp–imp
m( )

χp–imp
m( ) T( )

niµeff

ρMi
H

------------L
µeff  i H
k

 

B

 
T

 ---------------  
 
   , 

i

 ∑=

ρMi

ρMi

ρMi
AMi

AMi
AMi

χp–imp
m( )

AMi

χn–WC T( ) ∆χorb–( ) χWC T( )–
ρWCNAµB

H
-----------------------=

×
cFe pFe

ρFeAFe
---------------L

pFeµBH
kBT

------------------- 
  cCo pCo

ρCoACo
----------------L

pCoµBH
kBT

------------------- 
 + ,
JETP LETTERS      Vol. 82      No. 8      2005



MAGNETIC SUSCEPTIBILITY OF TUNGSTEN CARBIDE 513

 

data for (T) (Fig. 4a) at the parameters cFe =
(3.6 ± 0.5) × 10–5 (~0.003–0.004 wt %) and cCo = (7.3 ±
0.5) × 10–5 (~0.007–0.008 wt %), which are in satisfac-
tory agreement with the spectral analysis.

If the jump in the dependence χ(T) for n-WC car-
bide at 600–820 K is attributed to the precipitation of
impurity superparamagnetic particles, the experimental

contribution (T) from the superparamagnetic phase
to the susceptibility is equal to the difference between

the susceptibility (T) of annealed n-WC carbide
(, in Fig. 3) and the susceptibility χWC(T) of coarse-

grained WC carbide (. in Fig. 3); i.e., (T) =

(T) – χWC(T). At the same time, the superpara-
magnetic contribution (per unit mass) at temperature T
in the magnetic field H is expressed as

(6)

where nsp i is the number of the ith superparamagnetic
particles per unit volume and L is the Langevin func-
tion. If the magnetic moment µsp i of a superparamag-
netic particle is independent of temperature, then µsp i =

(T), where  is the volume of the ith super-
paramagnetic particle. The saturation magnetization of
the ith ferromagnetic at temperature T is determined as

where (0) is the saturation magnetization at 0 K

and  is the Curie temperature of the ith ferromag-

netic material ( (0) = 1740 G,  = 1043 K and

(0) = 1400 G,  = 1403 K for crystalline iron
and cobalt, respectively [12, 17]).

Since (T) ≡ (T) + (T) = (T) –
χWC(T) and taking into account Eq. (6), we obtain

(7)

For the case under consideration, the summation in
Eq. (7) is performed over two substances, Fe and Co.
The approximation of the experimental dependence

(T) – χWC(T) by function (7) makes it possible to
determine the contributions from each of the superpara-
magnetic phases to the impurity susceptibility (Fig. 4b)
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and to estimate the volumes  and  of iron and
cobalt superparamagnetic particles as 4.0 × 10–20 and
4.0 × 10–19 cm3, respectively, which correspond to the
linear dimensions of the respective particles 3.4 and
7.4 nm, respectively. The numbers of superparamag-
netic iron and cobalt particles per unit volume are
nsp Co = (1.2 ± 0.2) × 1013 and nsp Fe = (5.9 ± 1.0) × 1012.

The reported calculations are estimating, because
they ignore the solvability of Fe and Co in tungsten car-
bide.

Thus, hexagonal tungsten carbide WC in the coarse-
grained and nanocrystalline states is a weak paramag-
netic material at 300–1250 K. The size of the particles
in the n-WC nanopowder remains unchanged during
annealing in the temperature range from 300 to 1200 K,
whereas the complete relaxation of microstrains occurs
at 600–900 K. The features manifested in the tempera-
ture dependence of the magnetic susceptibility of
nanocrystalline tungsten carbide are associated with the
relaxation annealing of microstrains, which reduces the
contribution of the orbital paramagnetism to the sus-
ceptibility of n-WC carbide and initiates the precipita-
tion of iron and cobalt impurities in the form of super-
paramagnetic particles. The direct effect of the small
size of the particles of nanocrystalline tungsten carbide
on its magnetic susceptibility has not been revealed.

V sp
Fe V sp

Co

Fig. 4. Temperature dependences of the mass magnetic sus-
ceptibility χ of the iron and cobalt impurity phases in the
n-WC nanopowder: (a) experimental magnetic susceptibil-

ity (T) = (χn–WC(T
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superparamagnetic Fe and Co impurity phases to the sus-
ceptibility of n-WC carbide is well approximated by func-
tion (7). The vertical dashed straight lines are the Curie tem-

peratures of iron  = 1043 K and cobalt  = 1403 K.

The solid lines are approximations.
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Mössbauer Spectra of the Quadrupole Hyperfine Structure 
in the Presence of the Rotation of the Principal Axis

of the Electric Field Gradient Tensor
M. A. Chuev

Institute of Physics and Technology, Russian Academy of Sciences, Moscow, 117218 Russia
Received August 24, 2005

It is found that the rotation of the principal axis of the electric field gradient tensor about a certain axis radically
changes the shape of the Mössbauer spectra of the quadrupole hyperfine structure. This change may be a man-
ifestation of a qualitatively different physical origin of rotational dynamics in liquids. In particular, the absorp-
tion spectra of 57Fe nuclei may contain the triplet, quartet, and octet of lines instead of the standard quadrupole
doublet. Simple analytical expressions derived for a number of limiting cases describe the spectra in terms of
the effective quadrupole coupling constant and the rotational splitting constant for the main lines. The observed
features of the formation of quadrupole hyperfine structure spectra must be taken into account in analysis of
experimental Mössbauer spectra in liquids. © 2005 Pleiades Publishing, Inc.

PACS numbers: 33.45.+x, 61.43.–j, 76.80.+y, 78.30.Cp
Analysis of most experimental Mössbauer absorp-
tion spectra is based on the static hyperfine structure,
when the positions and intensities of spectral lines are
described by the magnetic hyperfine interaction in a
static hyperfine magnetic field Hhf at the nucleus and
the quadrupole hyperfine interaction in the presence of
an electric-field gradient (EFG) at the nucleus. For
example, in the case of the 57Fe isotope, which is widely
used in Mössbauer spectroscopy, field Hhf splits the lev-
els of the ground state of the nucleus with spin Ig = 1/2
into two sublevels with different spin projections mg
onto the direction of Hhf, while the excited state with
energy E0 = 14.4 keV and spin Ie = 3/2 is split into four
sublevels with different spin projections me in complete
agreement with the energies of the Zeeman interaction
of the nuclear magnetic moments with Hhf,

(1)

where µN is the nuclear magneton and gg, e and  are
the nuclear g factors and nuclear spins for the ground
and excited states, respectively.

In the case of the quadrupole hyperfine interaction
between the quadrupole nuclear moment Q and the
electric-field gradient at the 57Fe nucleus, its ground
state remains degenerate, while the excited state splits
into two sublevels, which are degenerate in the spin
projection |me | in accordance with the Hamiltonian

(2)
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where the quadrupole interaction constant is given by

(3a)

the asymmetry parameter is defined as

, (3b)

and Vii are the principal values of the EFG tensor
(|Vxx | ≤ |Vyy | ≤ |Vzz |). In expression (2), the indices of the
excited state for the nuclear spin are omitted.

The transitions that may occur between the split
sublevels of the nucleus in the excited and ground states
are observed in the absorption spectra as a series of
lines, whose positions and intensities are completely
determined by Hamiltonians (1) and (2), as well as by
the multipolarity of the transition from the ground state
of the nucleus to the excited state. In the case of 57Fe
nuclei, magnetic dipole radiation of the M1 type takes
place; the spectrum of the magnetic hyperfine structure
consists of six lines (the so-called magnetic sextet),
while the spectrum of the quadrupole hyperfine structure
consists of two lines (the quadrupole doublet). Accord-
ingly, experimental spectra are usually represented in
the form of a combination of magnetic sextets and qua-
drupole doublets, whose parameters precisely deter-
mine the physical characteristics of a given material.

If the experimental spectra do not fit this scheme of
analysis, more complex models are used for describing
the so-called relaxation effects in which the magnitude
and direction of Hhf and/or the parameters of the EFG
tensor vary randomly with time [1, 2]. As a rule, spectra
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lines are broadened or the hyperfine structure collapses
into a single line (or into a quadrupole doublet in the
case of a magnetic hyperfine structure) depending on
the relaxation rate (temperature). Deviations from such
an evolution in the form of the Mössbauer spectra were
observed only in special cases of relaxation processes
(e.g., in paramagnets, ferroliquids, or magnetic nano-
particles [3]).

The recently developed theory of the Mössbauer
spectra of a magnetic hyperfine structure in a rotating
field Hhf has demonstrated an astonishingly nontrivial
dependence of the shape of the absorption spectra on
model parameters, which radically differ from the static
spectra of the hyperfine structure [4]. In particular, it
was shown in [4] that the standard magnetic sextet of
lines for 57Fe nuclei may be transformed as a result of
rotation into an effective magnetic “doublet” of lines.
This theory was developed for obtaining an alternative
description of the Mössbauer spectra for systems of
magnetic nanoparticles, in which rotation of Hhf due to
the rotation of the magnetic moment of a particle in the
magnetic anisotropy field also takes place along with
random variations.

In this connection, the interest in solving an abstract
problem of calculation of absorption spectra in the
presence of the quadrupole hyperfine interaction with
the EFG principal axis rotating about a certain axis nat-
urally arises. This interest is also closely related to a
real physical problem of rotational dynamics in liquids,
glasses, ferroliquids, and other “soft” systems (“liq-
uids”), which has been intensely studied for many years
using various methods including Mössbauer spectros-
copy [5] as well as the recently developed method of
perturbed angular correlations of synchrotron radiation
(PACSR) [6], which is allied to Mössbauer spectros-
copy in the physics of the phenomena being studied.
The present study is devoted precisely to the solution of
this problem.

In this paper, we consider only an axisymmetric
quadrupole interaction for M1 transitions between the
excited and ground nuclear states with spins Ie =
3/2  Ig = 1/2, a random distribution of orientations

Fig. 1. Model with the rotating principal axis of the electric
field gradient tensor.
of molecular axes, and an unpolarized source of gamma
radiation.

Thus, let us consider a molecule freely rotating in a
liquid (e.g., about one of the principal axes of its inertia
tensor). In the general case, the principal axis z' of the
EFG tensor forms a certain angle θ with the rotational
axis (Fig. 1). The rotation of the molecule in this case
induces the rotation of the EFG principal axis about the
z axis at a certain frequency Ω , i.e., with a time-invari-
able rate of variation in the azimuth angle φ:

(4)

Let us choose the z axis as the quantization axis;
then Hamiltonian (2) for the axisymmetric (η = 0) qua-
drupole hyperfine interaction can be written in the
molecular system of coordinates in the form

(5)

To derive the formulas describing the absorption
spectrum in this model, we can use the results obtained
in [7, 8], where a theory of the Mössbauer spectra was
developed for a periodically varying Hhf(t) along an
arbitrary trajectory. The following expression was
derived for the absorption cross section of a gamma
quantum by a nucleus in the case when the value of
Hhf(t) periodically varies with time along an arbitrary
deterministic trajectory [7]:

(6)

Here, ω is the spectral frequency, Γ0 is the level width
of the excited state of the nucleus, Thf is the period of

variation of Hhf,  is the operator of interaction

between a gamma quantum and the nucleus,  is the

chronological ordering operator,  is the unit operator,

and the Liouville superoperator (t) is determined by

the time-dependent Hamiltonians  and [9]:
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Î

L̂Ĥ
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The absorption spectra of nanomagnetic alloys exposed
to an external rf field [7, 8] were calculated on the basis
of formula (6) and its modifications.

It is easily seen that expressions (6) and (7) can also
be used for describing the Mössbauer spectra for arbi-
trary hyperfine interactions varying periodically with
time along an arbitrary deterministic trajectory. For
example, in the case of the quadrupole hyperfine inter-
action given by Eq. (5) with a degenerate ground state
of the nucleus, a random distribution of orientations of
molecular axes, and the unpolarized source of gamma
radiation considered here, expression (6) for the
absorption spectrum assumes the simple form

(8)

where σ0 is the resonance absorption cross section, Tr =
2π/Ω is the period of rotation,  = ω + iΓ0/2, and

(9)

is the conventional evolution operator.
Expressions (8) and (9) is significantly simplified in

the coordinate system rotating at frequency Ω about the
z axis. Such a transition corresponds to unitary transfor-
mations using the elementary operators of rotation
about the z axis,

(10)

which can be employed for integrating the evolution
operator (9) with respect to time:

(11)

Here,  is the time-independent Hamiltonian of the
quadrupole interaction in the excited state of the
nucleus in the rotating system of coordinates:

(12)

Using expression (11), we can easily prove that for-
mula (8) in the present case is reduced to the following
simple analytical expression for the absorption cross
section

(13)
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where  are eigenvalues of Hamiltonian (12),  are

the projections of the spin onto the  axis, for which
operator (12) is a diagonal operator, and  are the pro-
jections of the nuclear spin onto the  axis. Formula
(13) shows that the absorption spectrum in this case is
represented by a superposition of natural Lorentzian
lines; however, in contrast to a static quadrupole dou-
blet, this spectrum generally contains 16 lines whose
intensities are determined by mutual orientation of the
z and  axes.

Using formula (13), we can easily perform specific
calculation of absorption spectra depending on the
model parameters q, Ω, and θ. Figure 2 shows the typi-
cal Mössbauer spectra for different orientations of the
EFG principal axis (θ = 90° and 54.7°) as functions of
the rotational frequency Ω. The static spectrum con-
tains the standard quadrupole doublet represented by
the superposition of two natural Lorentzian lines:

(14)

λ̃ m̃e m̃e
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me
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4
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2
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2
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Fig. 2. Mössbauer absorption spectra in the case of the rota-
tion of the principal axis of the electric field gradient tensor
at angle θ = (left) 90° and (right) 54.7° for various ratios
Ω/q. Here and below, q = 10Γ0; the spectra are calculated
for the M1 transitions Ie = 3/2  Ig = 1/2 and a random
distribution of the orientations of molecular axes and the
unpolarized source of gamma radiation.
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Upon an increase in the rotational frequency, the
Mössbauer spectra are transformed in a specific man-
ner; the nontrivial pattern of line splitting in the spec-

trum is obviously determined by the eigenvalues  of
Hamiltonian (12) and by rotational satellites in accor-
dance with expression (13). It should be noted that the
formal structure of Hamiltonian (12) is typical for
describing the combined magnetic and quadrupole
hyperfine interaction, which is well known in Möss-
bauer spectroscopy. In our case, the rotational fre-
quency vector Ω directed along the z axis plays the role
of Hhf.

Consequently, at low rotational frequencies (Ω !
q), the quadrupole term in Hamiltonian (12) makes the
main contribution to the absorption spectrum; the
hyperfine structure of the spectrum is strongly blurred
in this case by rotational satellites in complete analogy
with perturbation of the quadrupole interaction by a
weak field Hhf. At the same time, line splitting of the
static doublet is clearly seen in the case of rotation in
the plane (θ = 90°), while the splitting structure is visu-
ally indistinguishable in the case of rotation at the
“magic” angle θ = 54.7°.

In the limit of high rotational frequencies (Ω @ q),
the spectra also contain a doublet of lines, but with
effectively smaller splitting. It is easily seen that the
effective quadrupole interaction constant  tends
asymptotically to a quite natural limit, which is deter-
mined by complete averaging of the off-diagonal ele-
ments of initial Hamiltonian (5) to zero,

(15a)

where

(15b)

It should be noted that the effective constant  is equal
to −q/2 for rotation in the plane (θ = 90°) and is zero for
rotation at the magic angle θ = 54.7°. However, the
shape of the Mössbauer spectrum in this limiting case
is determined by expression (14), in which  should be
substituted for q.

As rotational frequency Ω decreases from the high-
frequency limit, clearly manifested splitting of each
line in the effective doublet begins being manifested in
the spectra. Finally, in the intermediate range of rota-
tional frequencies (Ω ≈ q), a complex transformation of
the Mössbauer spectra is observed. It follows from
expressions (12) and (13) that such a form of the spec-
tra is determined not only by the main components, but
also by all satellites whose intensities are determined
by the mutual orientations of the z and  axes.

To clarify the physical origin of such a qualitative
transformation of the Mössbauer spectra upon rotation
of the EFG principal axis, we analyze the simplest case
of rotation in the plane (θ = 90°). It is seen from for-
mula (5) that the effective time-independent Hamilto-

λ̃ m̃e
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q α θ( )q,=

α θ( ) 1 3 2θcos+( )/4.=

q

q

z̃

nian (12) is reduced in this case to a block diagonal
matrix with two identical 2 × 2 blocks whose eigenval-
ues

(16)

can be easily determined and used for obtaining the cor-
responding eigenvectors | 〉.

Let us now consider the limiting case of rapid (Ω @
q) rotation. It follows from expression (12) that the

 axis in this case deviates from the z axis only slightly.
For this reason, the absorption spectrum consists of
four main lines with indices  = me and low-intensity
satellites that can be ignored in the first approximation.
In this case, expression (13) is simplified so that the
absorption spectrum becomes a superposition of four
natural Lorentzian lines, whose positions in the spectra
are determined by the effective quadrupole interaction
constant  and rotational splitting δ:

(17)

Using expression (16), we can easily obtain the follow-
ing estimates accurate to the terms quadratic in (q/Ω):

(18a)

(18b)

An analogous simple analysis based on formula (16)
cannot be carried out in the case where the principal
axis of the electric-field gradient rotates at an arbitrary
angle θ to the rotational axis. In this case, we must find
the eigenvalues of time-independent Hamiltonian (12)
by solving the fourth-degree dispersion equation

(19)

where α(θ) is defined by formula (15b). We can in prin-
ciple write the general analytical solution to this equa-
tion, but it is rather cumbersome and it would be much
more interesting to consider again the limiting case of
rapid rotation (Ω @ q). In this limit, the absorption
spectrum is a superposition of four natural Lorentzian
lines; however, in contrast to expression (17), splitting
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of the main lines of the doublet with effective constant
 becomes asymmetric,

(20)

with different values of rotational splitting δ1 and δ2 for
arbitrary rotational angles θ. In the limit of rapid rota-
tion, we can obtain the following expressions by solv-
ing Eq. (19) to within the terms quadratic in (q/Ω):

(21a)

(21b)

(21c)

It is easily seen that, in the case of rotation in the
plane, we have α(90°) = –1/2 and formulas (21) can be
reduced to formulas (18) with δ1 = δ2 = δ, while absorp-
tion spectra (20) can be reduced to expression (17). For
rotation at the magic angle, we have α(54.7°) = 0 and

 = 0, but the absorption spectrum is still determined
by expressions (20) and consists of four lines whose
positions are defined by rotational splittings ±δ1 and
±δ2. It should also be noted that, in the case of “rota-
tion” at zero angle, α(0) = 1 and expressions (21) lead
to quite natural results  = q and δ1 = δ2 = 0 (i.e., van-
ishing of all rotational effects and static spectrum (14)).

Figure 3 shows the dependence of the positions of
the main lines in the absorption spectrum on angle θ in
the limit of rapid rotation of the EFG principal axis. It
is seen in the figure that, in addition to the typical spec-
tral parameters for the above-mentioned values of angle
θ, we can single out five points on this curve, at which
the spectrum consists of three and not four lines. The
four values of angle θ for which a triplet of lines is
observed lie in the neighborhood of the magic angle
and are determined by the obvious relations

(22a)

while the fifth value is determined by the condition

(22b)

The latter condition is satisfied for the angle θ = 70.5°,
for which α(70.5°) = –1/3. Figure 4 shows the depen-
dence of the shape of the spectrum on angle θ, which
demonstrates the above-mentioned features of the for-
mation of a quadrupole hyperfine structure upon rapid
rotation of the principal axis of the electric-field gradi-
ent. Direct comparison shows that simple formulas
(17), (18), and (20)–(22) successfully describe the
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shape of the spectra shown in Fig. 2 (lower spectra) and
Fig. 4.

Another limiting case in this problem is slow rota-
tion (Ω ! q) of the EFG principal axis. In analogy with
the rapid rotation limit, we can easily find the solution
to dispersion equation (21) to within the terms linear in
(Ω/q) for slow rotation also:

(23)λ̃
q

3 1 2α θ( )+( )
2

-------------------------------------Ω±

q–
3 2α θ( )–

2
----------------------------Ω.±









=

Fig. 3. Position of the main lines in the absorption spectrum
vs. angle θ in the regime of the rapid rotation of the princi-
pal axis of the electric field gradient (Ω/q = 5).

Fig. 4. Mössbauer absorption spectra in the case of the rapid
rotation (Ω/q = 5) of the principal axis of the electric field
gradient at various angles θ.
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However, in contrast to the previous limiting case, the

quantization  axis for operator  now forms a cer-
tain finite angle with the z axis for any value of angle θ
in accordance with formula (12). As a result, all rota-
tional satellites make a significant contribution to
absorption spectrum (13), which becomes strongly
blurred.

Nevertheless, we can find at least one more simple
solution for the absorption spectrum in the case of slow
(Ω ! q) rotation of the EFG principal axis in the plane
(θ = 90°). It was noted above that the time-independent
Hamiltonian (12) in the rotating system of coordinates is
reduced in this case to a block diagonal matrix with two
identical 2 × 2 blocks, which allows us to simplify the
general expression (13) for the absorption spectrum.
Using simple algebraic transformations, we can prove
that the absorption spectrum in this limit consists of
eight lines forming two groups of four lines in the vicin-
ity of the two lines of the original static doublet (14),

(24)

where

(25)

are the intensities of the satellites to within the terms
linear in (q/Ω). Simple formulas (24) and (25) correctly
describe the shape of the Mössbauer spectrum shown in
Fig. 2 for Ω/q = 0.2 (left).

Thus, allowance for rotation of the principal axis of
the EFG tensor leads to a specific transformation of the
Mössbauer spectra, in which a qualitatively different
origin of rotations in liquids can be manifested. It
should be emphasized that all the peculiarities pre-
dicted above can be observed in the spectra only if the
stochastic processes are slower than the deterministic
rotational motion (i.e., when the relaxation rate is
smaller than the characteristic frequency of rotation).
However, even if the features of the formation of a qua-
drupole hyperfine structure predicted above are not
manifested in experimental spectra clearly due to the
superposition of partial components corresponding to
different temporal trajectories of the molecular angular
momentum or due to relaxation effects, traces of the
predicted specific forms might be manifested in the
spectra and should be taken into account in analysis of
these spectra.

Preliminary investigations show that the above
results can be effectively used in the new PACSR
method implemented at the ID18 ESRF station in
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Grenoble; this method is extremely perspective for
broadening the range of materials in which the hyper-
fine interaction can be studied [6]. The results of these
investigations will be reported later.
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The migration of excitations over a system of impurity centers due to dipole–dipole interactions is studied.
A numerical and analytical study of the probability of finding an excitation on the center of its primary local-
ization is carried out for the main models describing the kinetics of spin systems and systems of localized exci-
tons. The results obtained are characterized by a uniformly high accuracy over the entire range of times avail-
able for experimental investigations. It is revealed that the preasymptotic effects are in qualitative agreement
with theoretical predictions but are quantitatively twice as large as those. © 2005 Pleiades Publishing, Inc.
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1. The transfer of localized excitations over a system
of fixed impurity centers (donors) randomly distributed
over crystal lattice sites is described by the kinetic
equation

(1)

where pij(t) is the probability of finding an excitation at
an instant t on the ith donor if it was initially on donor j
and the summation is performed over all the donors. In
standard models of dipole–dipole transfer, it is usually
assumed that the rates of transitions at i ≠ j have the
form

(2)

for the transfer of localized electronic excitations
caused by electric dipole transitions [1–3] and

(3)

for spin systems when transitions are initiated by mag-
netic dipole–dipole interactions [4, 5] and νjj = 0. Here,
rij = xi – xj, xj is the position of the jth donor, θij is the
angle between rij and the external constant magnetic
field H0, and r0 is the distance between the nearest
donors. The parameter ξi in Eq. (3) reflects the differ-
ence in donor spins. In the model 8Li–6Li spin system
discussed below, ξi = 1 + δi0(ξ – 1) and ξ = I(I +
1)/[S(S + 1)], where I = 2 and S = 1 are the spins of 8Li
and 6Li nuclei, respectively [4, 5]. In this case, the pri-
marily polarized nucleus is β-active 8Li, which is
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assumed to be placed at the origin of coordinates at the
site r0 = 0, and the initial condition has the form pi0(t =
0) = δi0.

Experimentally measurable values are usually
expressed using the propagator

(4)

which equals the probability of finding an excitation at
the lattice site x if it was initially localized at the site y.
Here 〈…〉c designates averaging over the spatial distri-

bution of donors. The unaveraged propagator (t)
obeys the equation [6]

(5)

where nx is the occupation number: nx = 1(0) if the site
x is occupied (or not) with a donor, the concentration
c = 〈nx〉c, and νxz = νij(xi = x, xj = z). From here on, the
occupations of different sites are considered indepen-
dent. The equivalence of Eqs. (1) and (5) is evident if
(i) to take into account that, according to Eq. (5), trans-
fer is possible only onto sites occupied with donors and,

therefore, (t) = 0 in empty sites and (ii) to retain
only terms with occupied sites in Eq. (5) (for the 8Li–
6Li system, the β-active 8Li nucleus is located at y = 0).

The normalization of (t) is such that (t) = 1.
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System of equations (1) is among the simplest ones;
however, the great number of particles participating in
the process and the necessity of averaging over their
possible spatial positions lead on the whole to such a
complicated problem that series expansions of observ-
ables in terms of the donor concentration [5–8] still
remains the only reliable way of its analytical investiga-
tion. Among the most important analytical results is the
proof of the fact that the propagator in the continuous
medium limit (when c  0, but the variation ∆Pxy(t) =
Pxy(t) – Pxy(0) is finite) takes the form [6, 5]

(6)

Here, the functions f and g depend on coordinates, time,
and concentration only through arguments indicated in
Eq. (6); the Forster parameter β is determined by the
relation 〈exp( νzxt)〉c = exp(–(βt)α); and the mean

distance between donors  = (Ω/c)1/3, where Ω is the
unit cell volume. For dipole transfer in a three-dimen-
sional system, α = 1/2. In the case of an arbitrary mul-

tipole order (when νij ∝  ) and transfer over a

d-dimensional medium, α = d/s, and  = (Ω/c)1/d. From
Eqs. (6), it follows that the expansion in terms of con-
centration is in fact performed in terms of degrees of the
parameter (βt)α, which is not small at large t. In the con-
tinuous medium limit, arbitrarily small distances

between donors are allowed; therefore, the operator 
in Eq. (5) becomes unbounded. The mathematical
investigation of the problems is so complicated that the
question of whether the long-time asymptotic behavior
has a diffusive character has had no analytical answer
so far. Essential arguments in favor of this hypothesis
were obtained in [9–11], where a numerical and analyt-
ical investigation of both the problem of three-dimen-
sional dipole transfer and the asymptotically exactly
solvable model [12] of random jumps with long-range
dipole interaction was performed within a unified algo-
rithm. In these works, the diffusion coefficient for the
isotropic transfer model (Eq. (2)) [10] and the diffusion
tensor for magnetic dipole transfer (Eq. (3)) [11] were
calculated at an arbitrary concentration.

The autocorrelation function P00(t) is one of the
most important observable quantities. It is accessible to
direct measurements by β-NMR spectroscopy [4, 13],
fluorescence depolarization experiments [14], and
time-resolved narrow-line laser spectroscopy [15].
Here, it is necessary to note that the measurements in β-
NMR spectroscopy are performed for the 8Li–6Li spin
system in cubic LiF crystals. In this system, the process
is initiated by the primarily polarized β-active 8Li
nucleus and the observation is carried out by the asym-
metry of the β radiation of these nuclei. It is essential
that the g factors of the 8Li and 6Li nuclei coincide with
an accuracy of 0.57%. In this work, we restricted our-
selves to the case of such a low magnetic field (150 ≤
H0 ≤ 200 G) that its effect on wj0 can be neglected.

P00 t( ) f βt( ), Pr 0≠ t( ) cg r/r βt,( ).= =

nz∑
r

rij
s–

r

Ã

To predict the results of experimental studies at
impurity concentrations c < 0.1, the equation proposed
in [16] on the basis of a semiphenomenological theory
(see, also, [5]) was used

(7)

where, for the 8Li–6Li system,

(8)

and, for the isotropic model,

(9)

The parameter µ is determined by the principal values
of the diffusion tensor Dα

(10)

If the exact values of Dα are used, Eq. (8) must be accu-
rate up to the terms ~(βt)1/2 at βt & 1, up to the terms
~(βt)–2 at large βt, and qualitatively accurate in the
intermediate region.

In the course of investigations, it was revealed that
Eq. (8) does not contradict to the experiment on mag-
netic dipole transfer at βt ≤ 15 [4, 13]. However, as sta-
tistics was accumulated, the most recent measurements
by the research team from the Institute of Theoretical
and Experimental Physics [17, 18] showed that Eq. (8)
should be corrected at βt ~ 25. The simplest form of this
correction is

(11)

(12)

Here, F(t) is determined in Eq. (7), α = α(H0) has been
calculated in [5], Table 2, and α = 0.013 for the low
magnetic fields under consideration, and u and v  are
parameters that are to be determined experimentally.
Equation (12) is accurate up to the terms ∝β t at small
βt and up to the terms ~(βt)–2 at large βt. The depen-
dence given by Eq. (12) with parameters u = 0.054(3)
and v  = 0.111(6) obtained experimentally is presented
in Fig. 1.
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Table 1.  Isotropic model

c c1 a b d0 d1 f0 f1 f2

0.01 0.2022 50.61 4.06 0.06711 0.001804 0.2357 0.02794 0.008377

0.1 0.2920 51.59 4.389 0.06002 0.001 –0.1103 0.1106 0.004183

Table 2.  Identical spins

c c1 a b d0 d1 f0 f1 f2

0.01 0.4392 28.70 6.790 –0.0869 0.194 8.43 –1.438 0.15

0.1 0.7074 36.47 6.55 –0.09843 0.08744 –0.7844 0.7158 0.00894
The correcting factor G(t) enhances reoscillation
predicted by Eq. (8), which was found experimentally
for exciton delocalization [15].

The method of numerical and analytical simulation
of random walks in disordered media developed in [10]
was modified in this work for the full calculation of
P00(t) on the basis of Eqs. (1)–(3) at arbitrary times, and
equations describing the G(t) correction with an error
δ & 0.01 were obtained for transfer over identical
donors and with δ & 0.05 for the 8Li–6Li system.

2. In the initial model, donors are randomly scat-
tered over the sites of an infinite crystal. The foundation
of the method [10] is the replacement of this infinite
random medium by a (super)crystal formed by transla-
tions of a large unit (super)cell with the basis Rα = Ngeα
cut from the initial crystal with basis vectors eα. Here,

the integer Ng @ 1, and α = 1, 2, 3. Nd = c  ~ 1000
donors are scattered over the supercell sites. Now, the
generator A from Eq. (1) is periodic with respect to a
translation by any of the edges Rα of the supercell

(13)

By virtue of the Bloch theorem, the eigenfunctions fn(j)
of the operator A have the form

(14)

Here, the periodic functions φµ, k(j, {xm}) = φµ, k(j,
{xm  xm + Rα}) are eigenfunctions for the operator

(15)

where 0 ≤ i, j ≤ Nd – 1 and the summation is performed
over all the integer lα.

Correspondingly, the propagator assumes the repre-
sentation

(16)

Ng
3
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Here, the integration region (the Brillouin zone for the
superlattice) is determined by Eq. (14) and its volume

VB = (2π)3/( Ω). For identical donors, Eq. (16) is sim-
plified to the form

(18)

This relation provides a considerably faster (by a factor
of Nd) accumulation of statistics for averaging over

Px0 t( ) c
d3k
V B

-------- ikx( )exp

B

∫=

× A k x1, x=( )t–( )exp( )10〈 〉 c.
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Fig. 1. Numerical simulation results for (thin line with sta-
tistical error bars) the functions G(t) and (thick line) Gexp(t)
given by Eq. (12) with the parameters u = 0.054 and v  =
0.111 obtained experimentally [18] for concentration c =
0.1.
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Table 3.  8Li–6Li system

c c1 a b d0 d1 f0 f1 f2

0.01 1.06 49.73 11.39 –0.4103 0.005118 3.247 –0.229 0.01888

0.1 0.7098 40.59 6.121 –3.616 2.283 1.568 1.603 0.1093
donor configurations in comparison with Eq. (16).
However, this approach is applicable only for systems
that are translationally invariant in the mean. A similar
approach was used previously in [9–11] for the calcula-
tion of the diffusion tensor.

Equations (16) and (18) were used for the calcula-
tion of P00, and both the diagonal element
(exp(−A(k)t))00 and the trace Tr{exp(–A(k)t)} were
determined by a numerical diagonalization of the oper-
ator A(k). In this work, we restricted ourselves by the
case of a face-centered cubic lattice. For the 8Li–6Li
system (in accordance with the experiment), the H0 ||
[111] magnetic field orientation was used.

Note that, in the case of the 8Li–6Li system, the
method used here has a systematic error due to the fact
that one spin 8Li resides in each cell of the superlattice,
while this spin is only one for the entire crystal in the
initial system. However, this error is manifested only at
long times when P00(t) & ξ/Nd and the relative error has
the same order of magnitude δP00/P00 & ξ/Nd. Within
the accuracy of our calculations, this error is negligibly
small.

3. Numerical analysis was performed at c ≤ 0.1 for
G(t) = P00(t)/F(t). The parameter µ from F in Eq. (10)
was calculated from the relation

(19)

and equations

(20)

for isotropic transfer [10] or

(21)

for the magnetic dipole case [11]. Here, the symbols ||
and ⊥  correspond to the parallel and orthogonal direc-
tions with respect to the field H0.

The main calculations were performed at the num-
ber of donors Nd ≈ 1000 and βt ≤ 1000. The change
from Nd = 60 to Nd = 1000 lead to no more than a 10%
change in the values of G(t) and to no more than a 15%

Dα
1
6
---καβr2=

κα κ 0.2895= =

+ 0.0066 0.132c 0.09c2–+( ) 1 c–( )

κ ⊥  = 0.2765 0.135c 0.653c2+ +

– 1.32c3 0.6193c4,+

κ|| 0.5116 0.421c 0.455c2–+=

– 0.22c3 0.2825c4+
change in the position of the maximum coordinate
xmax = βtmax. The changes in G(t) upon passing from
Nd = 1000 to Nd = 4000 are negligibly small.

In all cases, the results were reasonably described
by the relation G(x) = Ga(x) at

(22)

where x = βt and h = 0.01. The parameter g in this equa-
tion was calculated by the first (known to ∝ c2) terms of
the concentration expansion ([8] for the isotropic model
and [6, 7, 5] for magnetic dipole transfer). In the case of
spin models, both delocalization in the 8Li–6Li system
and transfer over identical spins were considered. In the
isotropic model, g = 0.097; for identical spins, g = 0.10;
and, for the 8Li–6Li system, g = 1/8 + α = 0.138.

The available statistics is not sufficient for determin-
ing the concentration dependence of parameters in
Eq. (22); therefore, below, in Tables 1–3, the results of
calculations are given for two concentrations c = 0.01
and c = 0.1.

Equation (22) with parameters from Tables 1–3
approximates almost all our results with an error no
higher than 2%. An exclusion is provided by the region
βt ≤ 1 for the isotropic model at c = 0.1 (see Fig. 2). Evi-
dently, the reason for this discrepancy is in the fact that,
instead of the relation

(23)

(which forms the basis of the continuous medium
approximation and the construction of Eq. (8)), the gen-
eral representation

(24)

should be used, where ξ = 1 and Wx0 = νx0 for the iso-
tropic model, ξ = 1 and Wx0 = wx0 for identical spins,
and ξ = 3 and Wx0 = wx0 for the 8Li–6Li system. The sta-
tistical accuracy of the results for the 8Li–6Li system is
still no better than 5% as it is seen in Fig. 2 (in the max-
imum region). The plots for transfer over identical spins
look similarly: at the maximum, Gmax = 1.65–1.9, and
the maximum itself is located at βt ≈ 40–50.
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4. The main result of this work is in the fact that the
problem of the configurational averaging of the solu-
tion to kinetic equations (1)–(3) received a full numer-
ical solution. This part of the problem of dipole transfer
in disordered systems was considered as the most prob-
lematic one up to the present day. In particular, it is
associated with quite nontrivial problems of the field
theory [10]. The further experimental studies will
mainly give information on the degree of validity of
Eqs. (1)–(3) themselves.

This work was supported by the Russian Foundation
for Basic Research, project no. 03-02-17126, and by
the Council of the President of the Russian Federation
for Support of Young Scientists and Leading Scientific
Schools, project no. NSh-1907.2003.2.

REFERENCES

1. O. K. Alimov, M. Kh. Ashurov, T. T. Basiev, et al., Tr.
Inst. Obshch. Fiz. Akad. Nauk SSSR 9, 50 (1987).

Fig. 2. Numerical simulation results for the function G(t)
for the isotropic model at c = (open points) 0.01 and (closed
points) 0.1 along with (dashed and solid lines, respectively)
the approximating functions Ga(t). At c = 0.01, the rms
deviation between G(t) and Ga(t) is much less than the com-
putational error (1%).
JETP LETTERS      Vol. 82      No. 8      2005
2. P. T. Rieger, S. P. Palese, and R. J. D. Miller, Chem. Phys.
221, 85 (1997).

3. E. N. Bodunov, M. N. Berberan-Santos, E. J. Nunes
Pereira, and J. M. G. Martinho, Chem. Phys. 259, 49
(2000).

4. Yu. G. Abov, M. I. Bulgakov, S. P. Borovlev, et al., Zh.
Éksp. Teor. Fiz. 99, 962 (1991) [Sov. Phys. JETP 72, 534
(1991)].

5. F. S. Dzheparov, Zh. Éksp. Teor. Fiz. 99, 982 (1991)
[Sov. Phys. JETP 72, 546 (1991)].

6. F. S. Dzheparov and A. A. Lundin, Zh. Éksp. Teor. Fiz.
75, 1017 (1978) [Sov. Phys. JETP 48, 514 (1978)].

7. F. S. Dzheparov, V. S. Smelov, and V. E. Shestopal,
Pis’ma Zh. Éksp. Teor. Fiz. 32, 51 (1980) [JETP Lett. 32,
47 (1980)].

8. C. R. Gochanour, H. C. Andersen, and M. D. Fayer, J.
Chem. Phys. 70, 4254 (1979).

9. F. S. Dzheparov, D. V. L’vov, K. N. Nechaev, and
V. E. Shestopal, Pis’ma Zh. Éksp. Teor. Fiz. 62, 639
(1995) [JETP Lett. 62, 662 (1995)].

10. F. S. Dzheparov, D. V. L’vov, and V. E. Shestopal, Zh.
Éksp. Teor. Fiz. 114, 2166 (1998) [JETP 87, 1179
(1998)].

11. F. S. Dzheparov, D. V. Lvov, and V. E. Shestopal, in
Nanoscale Properties of Condensed Matter Probed by
Resonance Phenomena (Kazan, 2004), Abstract PS23, J.
Supercond. (2005) (in press).

12. F. S. Dzheparov and V. E. Shestopal, Teor. Mat. Fiz. 94,
496 (1993).

13. F. S. Dzheparov, A. D. Gul’ko, P. Heitjans, et al., Physica
B (Amsterdam) 297, 288 (2001).

14. C. R. Gochanour and M. D. Fayer, J. Phys. Chem. 85,
1989 (1981).

15. V. P. Gapontsev, F. S. Dzheparov, N. S. Platonov, and
V. E. Shestopal, Pis’ma Zh. Éksp. Teor. Fiz. 41, 460
(1985) [JETP Lett. 41, 561 (1985)].

16. F. S. Dzheparov, Radiospektroskopiya 13, 135 (1980).
17. F. S. Dzheparov and A. D. Gul’ko, in Modern Problems

of Nuclear Physics and Physics and Chemistry of Con-
densed Matter (Akademprint, Moscow, 2004), pp. 65–
71.

18. A. D. Gul’ko, O. N. Ermakov, S. V. Stepanov, and
S. S. Trostin, in Nanoscale Properties of Condensed
Matter Probed by Resonance Phenomena (Kazan,
2004), Abstract PS58, J. Supercond. (2005) (in press).

Translated by A. Bagatur’yants



  

JETP Letters, Vol. 82, No. 8, 2005, pp. 526–531. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 82, No. 8, 2005, pp. 585–590.
Original Russian Text Copyright © 2005 by Khanin, Vdovin, Dubonos, Levin, Eaves, Henini.

                                      
Coulomb Oscillations of the Current
through Spin-Nondegenerate p States 

of InAs Quantum Dots
Yu. N. Khanina, E. E. Vdovina, S. V. Dubonosa, A. Levinb, L. Eavesb, and M. Heninib

a Institute of Microelectronics Technology and High Purity Materials, Russian Academy of Sciences,
Chernogolovka, Moscow region, 142432 Russia

e-mail: vdovin@ipmt-hpm.ac.ru
b The School of Physics and Astronomy, University of Nottingham, Nottingham NG7 2RD, United Kingdom

Received September 5, 2005; in final form, September 15, 2005

The electron transport is studied in split-gate structures fabricated on the basis of a modulation-doped hetero-
structure that contains a single quantum well and self-assembled InAs quantum dots near the 2D electron gas
regions. The current passing through the channel with a denumerable set of InAs quantum dots is found to
exhibit Coulomb oscillations as a function of the gate voltage. The oscillations are associated with the excited
p states of InAs quantum dots, which are characterized by opposite spins and caused by lifting of the spin
degeneracy of the p state due to the Coulomb interaction. The Coulomb oscillations of the current are observed
up to a temperature of ~20 K. The Coulomb energy is found to be ∆Ec = 12.5 meV, which agrees well with
the theoretical estimates for the p states of quantum dots in the structures under study. © 2005 Pleiades Pub-
lishing, Inc.

PACS numbers: 73.23.Hk, 73.40.Gk
The interest in studying the properties of different
types of quantum dots (QDs) is primarily motivated by
the possibility to obtain basic information on the new
physical phenomena and processes, such as spin effects
[1–3] and Coulomb interactions between electrons
(within zero-dimensional objects or between electrons
in the QDs and in the electrodes) [4, 5]. In addition,
semiconductor QDs seem to be very promising from
the viewpoint of designing new optoelectronic and
nanoelectronic devices, such as single-electron transis-
tors, memory cells, single-photon detectors, and
sources of radiation; the electron spin states of QDs are
candidates for quantum bits [5–8].

Today, the most promising objects of investigation
are self-assembled QDs formed in the process of
growth of epitaxial InAs layers by the Stranski–Krast-
anov method in the GaAs or AlAs host lattice. This is
related to the simplicity of their fabrication, as com-
pared to the QDs bounded electrostatically or laterally
by etching, and to the possibility of obtaining smaller
geometrical dimensions. The small characteristic
dimensions of InAs QDs lead to a considerable increase
in the energy gaps between dimensional quantization
levels and in the Coulomb energy of the electron–elec-
tron interaction within the system, which enhances the
influence of these effects on the electron and optical
properties of the QDs. In addition, the ultrasmall size of
self-assembled QDs provides a possibility for the man-
ifestation of Coulomb and spin effects [3] in low-
0021-3640/05/8208- $26.00 0526
dimensional objects at higher temperatures, beyond the
millikelvin range.

Earlier, the electron transport through an ensemble
of self-assembled QDs was usually studied by capacity
[9, 10] and resonance tunnel spectroscopy [11–17].
However, the interpretation of the experiments for sys-
tems containing relatively large numbers of QDs
(~102–106) was difficult and did not allow one to study
the properties of an individual QD. From this point of
view, it is of interest to study the transport through a
single QD (or a denumerable set of QDs), because these
studies may give detailed information on both electron
and spin properties of QDs, as well as on the Coulomb
interaction between electrons localized within individ-
ual QDs and electrons in the contacts. The objects most
suitable for such experiments are structures with QDs
localized in the gap of the split gate, which are proto-
types of single-electron transistors. However, despite
the fundamental simplicity of this approach, only few
publications reporting on its successful implementation
can be found in the literature [17–19]. The main prob-
lem in studying the lateral transport through an InAs
QD is that its ground state lies deep in the band gap of
GaAs and, hence, a careful adjustment of the parame-
ters of the heterostructure and the design of the gate
system is necessary. In [17], the transport in a structure
with QDs and a one-dimensional channel formed using
an atomic-force microscope was studied. On the back-
ground of a strong current through this channel, differ-
ent sets of conductivity features (from 2 to 5 features)
© 2005 Pleiades Publishing, Inc.
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were detected, which were ascribed by the authors to
the states of different QDs. In [18], Coulomb oscilla-
tions of conductivity were observed in the tunneling
through localized states (electron pools containing
about 20 electrons) induced by the presence of InAs
QDs in the gap of the split gate. The authors determined
the Coulomb interaction energy EC = 2–3 meV, which
corresponded to the dimensions far greater than those
of the self-assembled InAs QDs. In [19], two s states of
QDs were observed in the channel as a result of the spin
splitting of the ground state due to the Coulomb inter-
action.

In this paper, we report on the observation of clearly
pronounced Coulomb oscillations of the current pass-
ing through a denumerable set of InAs QDs (1 to 3
QDs) in the channel of a split-gate transistor as a func-
tion of the gate voltage. These oscillations were associ-
ated with the excited states of InAs QDs. The first four
of the experimentally detected oscillations were caused
by the electron tunneling through the p states of InAs
QDs that were spin-nondegenerate due to the Coulomb
interaction. The Coulomb oscillations of the current
were observed up to a temperature of ~20 K. We deter-
mined the Coulomb energy as ∆EC = 12.5 meV. This
value fits the theoretical estimates for QDs with a diam-
eter of ~22 nm, which coincides with the characteristic
lateral dimension of InAs QDs in our experimental
structures.

The electron transport was studied in split-gate
structures fabricated on the basis of a modulation doped
heterostructure with a single 20-nm-wide GaAs quan-
tum well, in which self-assembled InAs QDs were
embedded near the 2D electron gas regions. The dis-
tance between the layer of self-assembled InAs QDs
and the GaAs quantum well was 10 nm. The hetero-
structure was grown by molecular beam epitaxy on a
substrate with the (100) surface orientation. The self-
assembled InAs QDs were formed in the process of the
growth of strained InAs epitaxial layers by the Stran-
ski–Krastanov method. The characteristic diameter of
QDs, their height, and the surface concentration were
determined by scanning tunneling spectroscopy of
samples grown under the same conditions as the exper-
imental samples and were found to be ~20 nm, 3 nm,
and 1 × 1011 cm–2, respectively. The mobility and con-
centration of the 2D electron gas in the structure under
study were determined by Hall measurements at 4.2 K
and amounted to 2 × 104 cm2/V s and n = 1.2 × 1011 cm–2,
respectively. The calculated bottom profile of the con-
duction band of the heterostructure is shown in Fig. 1.
In the absence of gate voltage (Fig. 1a), electrons are in
both self-assembled InAs QDs and GaAs quantum
well. Applying a negative voltage, it is possible to cre-
ate the conditions at which only the InAs QDs lie below
the Fermi energy level while no electrons are present in
the GaAs quantum well (Fig. 1b). Thus, because of the
electrostatic depletion, a tunnel barrier arises in the
split-gate region between the 2D contacts, and the cur-
JETP LETTERS      Vol. 82      No. 8      2005
rent through the structure is predominantly determined
by the tunneling through the InAs QDs localized in the
region of this barrier (Fig. 2c). The tunnel transparency
of such a structure and the energy of the QD states with
respect to the Fermi energy in the contacts may be var-
ied by both varying the gate voltage Vg and applying a
source–drain voltage VSD. In the case when the energy
gap of dimensional quantization ∆EN (because of the
similarity between a QD and an atom, ∆EN is often
interpreted as the distance between the s, p, and d states
of the QD) is much greater than the Coulomb interac-
tion energy ∆EC, a peak of current should occur each
time when the Fermi energy of the emitter coincides
with a spin-nondegenerate energy level of the QD; i.e.,
in such a situation, the Coulomb interaction lifts the
spin degeneracy of the QD states, and the spectroscopy
of all the EN states with opposite spins is possible [3].
By contrast, in the case of ∆EC @ ∆EN, equidistant
peaks determined by ∆EC will predominate in the
experimental records while the information on the
dimensional quantization levels will be lost.

Figure 2 shows the (a) electron microscope image of
the active part of the experimental structure, (b) its
schematic representation, and (c) the schematic dia-
gram of the tunneling transport through the InAs QDs
in the channel of the transistor. To fabricate an AuNi
split gate, we used electron lithography; the width of
the gate in its narrowest part was about 0.2 µm, and the
width of the gap varied from 0.5 to 0.3 µm for different

Fig. 1. Calculated potential profile of the active part of the
experimental structure at (a) zero and (b) negative gate volt-
age.
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samples. The ohmic contacts were made by a sequential
deposition of AuGe/Ni/Au layers with a subsequent
annealing at T = 400°C. To fabricate a mesa structure
with a width of 2–5 µm, a standard photolithographic
technique with chemical etching was used. The appli-
cation of a negative voltage to the gate reduces the
active (transparent for tunneling) part of the device.
When the density of QDs in the gap of the split gate is
1 × 1011 cm–2, the number of QDs in this region may
reach 50; however, in the presence of a relatively large
gate voltage Vg = –3 V, the tunneling occurs through
only one QD or a small number of QDs. Hence, owing
to the Coulomb blockade, such a device is equivalent to
a single-electron transistor. In our experiments, we car-

(a)

Uzkll 2 µm

Fig. 2. (a) Electron microscope image of the active part of
the experimental structure, (b) its schematic representation,
and (c) the schematic diagram of the tunneling transport
through the InAs quantum dots (QDs) in the channel of the
transistor.

∆EC
ried out dc measurements of the ISD(Vg) and ISD(VSD)
dependences at T = 4.2–30 K.

Figure 3a shows the ISD(Vg) dependence for an
experimental sample with a split gate gap width of
0.3 µm at T = 4.2 K. The dependence was obtained as a
result of cooling the sample and illuminating it with a
short pulse of IR radiation from an IR diode. As one can
see from this figure, the ISD(Vg) dependence exhibits
sharp peaks of current beginning from Vg = –3.2 V; the
first four peaks are caused by the Coulomb resonances
of the tunneling current passing through the channel
with nondegenerate excited p states of InAs QDs with
opposite spins. Such an identification (as is shown
below) is confirmed by the value of the Coulomb
energy ∆EC obtained from the processing of experi-
mental data: this value precisely corresponds to the p
states of InAs QDs with a size of ~22 nm. Note that we
detected no resonances associated with the s states of
InAs QDs, which can be explained by the large depth
(~0.5 eV) at which these states lie under the bottom of
the conduction band of GaAs and by the impossibility
of their detection under the conditions of our experi-
ment. Additional evidence in favor of the interpretation
of our experiment and the failure to detect the s states is
given by the self-consistent calculation of the potential
profile of the heterostructure (see Fig. 1). The experi-
mental ISD(Vg) curves are time-independent and repro-
ducible in detail in repeated measurements; however,
they are modified by thermal cycling. In the measure-

Fig. 3. (a) The ISD(Vg) dependence of the experimental
sample at a bias voltage of VSD = 1 mV at T = 4.2 K. The
inset shows the ISD(VSD) dependences for various gate volt-
ages Vg.

Vg

Vg

Vg

Vg

Vg
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ments sequentially repeated after heating to room tem-
perature, the ISD(Vg) dependences exhibit similar sets of
resonance features and differ only in the shift of the tun-
neling threshold of Vg, as well as in the fine structure of
the oscillations. The modification of the dependences in
sequential cooling–illumination cycles is presumably
related to random charging–discharging of the denu-
merable set of QDs in the channel formed by the split
gate. As it will be seen from the temperature measure-
ments described below, almost all the experimental
peaks in the ISD(Vg) characteristic represent packets of
resonances corresponding to the tunneling through sim-
ilar excited states of different QDs with close in ener-
gies, and the width of the peaks is determined by the
bias voltage VSD. An exception is the first resonance at
Vg ~ –3.2 V. In this case, the resonance feature is pre-
sumably caused by the tunneling through the lower
excited p state of a single QD that is most efficient for
tunneling, and the width of the peak of the current at
VSD  0 is determined by the broadening Γ of this
energy state. An increase in the current at Vg > –2.8 V
is caused by the fact that, as the magnitude of the neg-
ative voltage Vg decreases, the depletion region in the
gap also decreases and the number of QDs involved in
the transport process increases. This situation leads to
aperiodic oscillations of the current (the corresponding
part of the ISD(Vg) dependence is not considered in the
present paper), which are caused by the contributions of
the progressively increasing number of excited QD
states possessing different energies because of their dif-
ferent positions in the potential profile of the channel.
Such chaotic oscillations were observed, e.g., in a
short-channel GaAs field-effect transistor [20] or in a
quasi-one-dimensional system fabricated on the basis
of a field-effect transistor on the n-Si surface [21].

The inset in Fig. 3 shows ISD(VSD) dependences for
a sample with a split-gate gap width of 0.3 µm at T =
4.2 K for different values of Vg. At Vg = –3.09 and
−3.1 V, the dependence exhibits a pronounced reso-
nance feature with a region of negative differential con-
ductivity, which, in these coordinates, is associated
with the resonance process corresponding to the second
peak in the ISD(VSD) curve shown in Fig. 3. The width
of the experimental resonance in the ISD(VSD) depen-
dence is determined by the Fermi energy of the emitter;
i.e., the beginning of the resonance corresponds to the
coincidence of the QD energy with the Fermi energy of
the emitter, while the end of the resonance corresponds
to the coincidence with the bottom of the conduction
band of the two-dimensional subband of the emitter.
Setting the factor of conversion from bias voltage VSD
to energy equal to 2 (i.e., assuming that the QD is in the
middle of the tunnel barrier), we obtain that the Fermi
energy of the emitter is approximately equal to 5 meV,
which agrees well with the value obtained from analyz-
ing the Shubnikov–de Haas oscillations observed in the
given heterostructure in the Hall geometry.
JETP LETTERS      Vol. 82      No. 8      2005
To determine the factor α of conversion from the
gate voltage Vg to the energy scale, we measured the
ISD(Vg) dependences at different temperatures (Fig. 4)
with the bias voltage VSD = 1 mV. It should be noted that
the Coulomb oscillations of the tunneling current
through InAs QDs were observed by us up to a temper-
ature of ~20 K, but the peak amplitudes varied in differ-
ent ways with increasing temperature. The amplitudes
of the first two resonances near the tunneling threshold,
which corresponded to the tunneling through the
energy states of a single QD, decreased with increasing
temperature mainly because of the temperature spread
of the Fermi distribution in the emitter. By contrast, the
amplitudes of the subsequent resonances, which corre-
sponded to the tunneling through several dots,
increased. The latter result can be explained as follows:
as the temperature grows, additional tunnel channels
with close energies become included in the transport
process, the amplitudes of integral Coulomb oscilla-
tions (starting from the third one in Fig. 4) increase, and
this increase begins to exceed the effect of the temper-
ature spread. In view of the aforesaid, to obtain the
value of α, the broadening of the first experimental
peak should be analyzed.

Preliminarily, in order to exclude error in determin-
ing α due to the effect VSD on the width of the experi-
mental Coulomb resonance, it is necessary to discuss
the ISD(Vg) dependences obtained for different values of
VSD. Figure 5a shows the ISD(Vg) characteristics for VSD
from 0.5 to 4 mV at T = 4.2 K. As one can see from

Fig. 4. Dependences of the current ISD through the structure
on the gate voltage Vg for three temperatures: 4.2, 8, and
13 K (the solid, dashed, and dot-and-dash curves, respec-
tively) at a bias voltage of VSD = 1 mV. The inset shows the
modification of the first peak with increasing temperature.

Vg
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Fig. 5b, the dependence of the FWHM of the first
experimental feature on voltage VSD is linear, which
evidently confirms the model proposed above for the
resonance feature formation in the ISD(Vg) transport
characteristics. A similar behavior of the width of the
first resonance feature versus VSD was observed for all
of the samples studied. In addition, Fig. 5b shows that
the studies of the ISD(Vg) dependence at VSD = 1 mV,
which were represented in Fig. 4, give only a small
error (~10%) in the determination of the FWHM and,
hence, in α. Extending the dependence of the FWHM
on VSD to VSD = 0, we obtain the upper boundary for the
width of the experimental feature at T = 4.2 K: ~9 mV.
Assuming that, at relatively high temperatures in the
limit VSD  0, the FWHM is mainly determined by
the temperature spread of the Fermi distribution of the
emitter, i.e., FWHM ~ 3.5kT [22] (at T = 4.2 K, 3.5kT ~
1.16 meV), we obtain α ≈ 8 mV/meV. Close values of

Fig. 5. (a) Current ISD through the structure vs. the gate
voltage Vg at T = 4.2 K for various bias voltages VSD from
0.5 to 4 mV and (b) the FWHM of the first experimental
peak on the bias voltage VSD.
the factor α were obtained for the curves measured at
the temperatures of 8 and 13 K. As a result, from the
experimental dependences of the Coulomb oscillations
of the tunneling current, we determined the value of the
Coulomb energy ∆EC = δVg/α, where δVg ~ 100 mV is
the distance between the peaks in the ISD(Vg) depen-
dence. The resulting value ∆EC = 12.5 meV agrees well
with the theoretical estimates of the Coulomb energy
for the p states of QDs with a diameter of ~22 nm [9,
17], which coincides with the characteristic lateral size
of InAs QDs in our experimental structures.

Thus, in this paper, we presented the results of
studying the electron transport in split-gate structures
fabricated on the basis of modulation doped hetero-
structure with a single quantum well, in which self-
assembled InAs quantum dots were embedded near the
2D electron gas regions. Up to a temperature of ~20 K,
we observed clearly pronounced Coulomb oscillations
of the current passing through a denumerable set of
InAs QDs in the channel of the transistor as a function
of the gate voltage. The oscillations are associated with
the excited p states of InAs QDs with opposite spins,
which are caused by lifting of spin degeneracy due to
the Coulomb interaction. We determined the value of
the Coulomb energy ∆EC = 12.5 meV. This value agrees
well with the theoretical estimates for the p states of
QDs with a diameter of ~22 nm, which coincides with
the characteristic lateral size of InAs QDs in the exper-
imental structures.
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The results of an EPR study of the CdGeAs2 compound doped with 6 at % Mn are reported. The experimental
data are analyzed under the assumption that magnetic centers of the following two types are formed in the sys-
tem: MnCd, Mn ions that replace Cd2+ and have spin S = 5/2, and MnGe, Mn ions that replace Ge4+ and form the
Mn2+ + 2p complex with two “heavy” holes with spin S = 1/2. The absence of signals from isolated centers and
the Lorentzian shape of an absorption curve suggest a strong exchange narrowing of the spectrum and the exten-
sion of an isotropic exchange interaction involving MnGe to distances much longer than the lattice parameter.
It is found that the exchange interaction between Mn2+ + 2p complexes is ferromagnetic, and it is stronger than
the characteristic superexchange interaction involving MnCd centers by three to four orders of magnitude. The
form of the temperature dependence of susceptibility obtained by the double integration of spectra is indicative
of the formation of nanoscale regions, which weakly interact with each other, with ferromagnetically ordered
Mn2+ + 2p complexes at ~250 K. © 2005 Pleiades Publishing, Inc.

PACS numbers: 73.61.Le, 75.30.–m, 75.50.Pp, 76.30.–v, 85.75.–d
1. INTRODUCTION

Dilute magnetic semiconductors based on AIIIBV

and AΙΙBIV  matrices are the most promising families
of materials for spintronics [1, 2]. This is due to the pos-
sibility of doping diamond-like matrices with transition
metals (TMs = Mn, Fe, Cr, etc.) over a wide range, the
high mobility of hole-type carriers, the high Curie tem-
peratures, and the manufacturability of these materials
as high-quality single crystals and films. Depending on

the degree of doping, transition elements in a AΙΙBIV

matrix can occupy the positions of both Group II and
Group IV elements in various proportions. For exam-
ple, Zhao et al. [3] calculated that, upon the substitution
of Mn2+ ions with spin S2 = 5/2 for bivalent Cd and Zn
in CdGeP2 and ZnGeP2 matrices, the ground state of the
resulting compounds is antiferromagnetic. However,
Medvedkin et al. [4, 5] experimentally found the
reverse: under optimum doping conditions, the materi-
als were found to be ferromagnets with high critical
temperatures (320 and 350 K, respectively). The con-
ceivable mechanisms of the appearance of ferromag-
netic exchange in AIIIBV dilute magnetic semiconduc-
tors have been considered [6–9]. It was found that fer-
romagnetism in p-type dilute magnetic semiconductors
is due to a so-called kinematic exchange mechanism,
which occurs by virtual transitions of d electrons
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0021-3640/05/8208- $26.00 0532
between transition metal ions through unoccupied
valence and impurity states near the top of the valence
band. The application of the developed ideas to com-

pounds based on AIIBIV  matrices demonstrated that
the kinematic exchange occurs between TM2+ + 2p
complexes, which consist of a transition element at the
position of a Group IV element and two “heavy” holes
of the valence band. Because of the antiferromagnetic
character of the exchange interaction of spin S2 = 5/2 of
the d electrons of TM2+ with the angular momentum of
holes Sp + Sp = 3/2 + 3/2 = 3, the complex has the result-
ing spin S1 = 1/2. Thus, ternary p-type dilute magnetic

semiconductors based on AIIBIV  matrices should
consist of two magnetic subsystems relatively weakly
bound to one another: (1) the TM2+ + 2p complexes at
the positions of Group IV elements, which interact with
each other by kinematic exchange, and (2) the local
spins of TM2+ at the positions of Group II elements,
which hypothetically interact with each other in an anti-
ferromagnetic manner.

In this work, we studied the magnetic properties of
the ternary compound CdGeAs2 doped with manganese
(c = 6 at %) using EPR spectroscopy because the form
of the observed spectra was found highly sensitive to
the character and intensity of exchange interactions.
Previously [10], a procedure was developed for the syn-
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thesis samples of this compound with manganese con-
centrations up to the boundary of a homogeneity region
(≈34 at % Mn) and the magnetic and conducting prop-
erties of these samples were examined. It was found
that the samples exhibited ferromagnetic properties at
manganese concentrations higher than 6 at %; for
example, the transition temperature was about 355 K
for 18 and 34 at % Mn. The samples with lower manga-
nese concentrations remained paramagnetic down to
helium temperatures. The structurally and chemically
similar chalcopyrite ZnGeP2 with c ≈ 2 at % Mn, which
was studied by EPR spectroscopy, clearly exhibited fine
and hyperfine structures due to isolated Mn2+ centers
and Mn2+ + p complexes. However, the concentration of
manganese was found insufficient for the manifestation
of interimpurity interactions in full measure [11]. We
found experimentally that interimpurity interactions at
a manganese concentration of about 6 at % resulted in
dramatic changes in the EPR spectra. However, they
were not adequately intense for causing the disappear-
ance of an EPR signal due to a total phase transition to
a magnetically ordered phase over the temperature
range being studied. This allowed us to study the char-
acter of interimpurity exchange interactions, to evalu-
ate their intensities, and to draw conclusions on the
magnetic phase state of the system.

2. EXPERIMENTAL PROCEDURE

A single-crystal specimen of CdGeAs2 doped with
c = 6 at % Mn was grown by the directional crystalliza-
tion from a melt using the vertical Bridgman technique.
The single-phase composition of the specimen was
controlled by x-ray powder diffraction analysis, which
demonstrated the absence of ferromagnetic phases like
Mn–As. The x-ray diffraction analysis of the sample
under study showed that Mn atoms replaced both iso-
valent Cd2+ positions and the positions of tetravalent

Fig. 1. EPR spectrum of Mn ions in a ground single crystal
of CdGeAs2 : Mn 6 at % at T = 290 K and the frequency ν ≅
9.46 GHz.
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Ge4+ with approximately equal probabilities [10]. The
Hall effect and thermoelectric power were measured
in the single crystal. These measurements demon-
strated that the specimen exhibited activation p-type
conductivity with an activation energy of 175 MeV;
the concentration and mobility of free charge carriers
at room temperature were equal to 6.5 × 1015 cm–3 and
160 cm2 s–1 V–1, respectively. Under these conditions,
the penetration depth of an electromagnetic field with a
frequency of ≈10 GHz was as small as fractions of a
millimeter; that is, it was comparable to or even smaller
than the size of the test single crystal. In this context,
the EPR measurements were performed in both a sin-
gle-crystal sample and a powder sample prepared by
grinding a single crystal. The characteristic particle size
of the powder was a few microns. To perform an exper-
iment, the powder was placed in a quartz ampoule and
then fixed in it with paraffin. Powdering was used for
avoiding distortions in the EPR line shapes and suscep-
tibility data because of the displacement of a high-fre-
quency field from the sample with increasing tempera-
ture and, correspondingly, specific conductivity. A typ-
ical sample mass was 15–20 mg.

The EPR spectra were recorded on a Bruker ESP-
300 spectrometer equipped with an Oxford Instruments
helium flow cryostat. The first-order derivative of an
absorption signal was measured. The measurements
were performed at the frequency ν ≅  9.46 GHz over a
temperature range from 4 to 300 K.

3. RESULTS

Figures 1–4 show the experimental results. Figure 1
shows a spectrum at T = 290 K as an example. The
absorption line shape for a powder sample was ade-
quately described by a Lorentzian curve over the entire
range of test temperatures. The peak ratio of the sec-
ond-order derivative was close to 4. (Remember that

Fig. 2. Temperature dependence of the resonance field
intensity in a ground single crystal of CdGeAs2 : Mn 6 at %.
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this ratio is equal to 2.24 or exactly 4 for a Gaussian or
Lorentzian, respectively.) The line for a single-crystal
sample also exhibited a near-Lorentzian shape; how-
ever, at temperatures higher than ≈200 K, it became not
fully symmetrical and took features of a Dyson curve
[12]. This was a circumstance that stimulated us to per-

Fig. 3. Temperature dependence of the linewidth dBpp in a
ground single crystal of CdGeAs2 : Mn 6 at %: (s) experi-
mental points (the accuracy of measurements is approxi-
mately equal to the size of a circle). The solid curve is plot-
ted using Eq. (20) with the parameters G = 174 K and dB0 =
20.5 G.

Fig. 4. Temperature dependence of (s) the inverse magnetic
susceptibility χ–1 (per manganese ion) of a ground single
crystal of CdGeAs2 : Mn 6 at %, (d) the susceptibility χ1 of
MnGe centers, and (dashed curve) the inverse magnetic sus-

ceptibility  of MnCd centers; the solid curve was plotted

using Eq. (7) with the parameters x = 0.4, Θ1 = 255 K, and
Θ2 = –3 K.
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form experiments with a powder sample, for which the
penetration depth of a microwave field exceeds the
characteristic particle size of the powder.

Figure 2 shows data on the resonance field Br in a
powder sample. The line position depended on temper-
ature only slightly and corresponded to the spectro-
scopic splitting factor gexp = 1.994 ± 0.001. Only in the
region below 20 K, the resonance field decreased by
approximately 5 G, which corresponded to an increase
in the g factor by ∆gexp ≈ 0.003. The dependence of the
resonance field intensity on the magnetic field orienta-
tion with respect to the crystallographic axes of a sin-
gle-crystal sample was weak: the spread of the fields
was no higher than a few gausses.

As the temperature was decreased, a monotonic
increase in the line width was observed over the entire
temperature range from ≈38 G at 300 K to ≈65 G at 5 K
(see Fig. 3). To characterize the width, the distance dBpp

between the first-order derivative peaks along the field
was chosen. In this case, as with the resonance field
intensity, a change in the line width depending on the
magnetic field orientation with respect to the crystallo-
graphic axes was also weak, and it did not exceed 1–
2 G.

The magnetic susceptibility χ was obtained by dou-
ble integration of the experimentally measured spectra.
Figure 4 shows data on the inverse magnetic suscepti-
bility χ–1 (henceforth, the value of χ per manganese ion

in the units of /(kB K) is used, where µB is the Bohr
magneton, and kB is the Boltzmann constant). It can be
seen that its temperature dependence is noticeably dif-
ferent from the conventional Curie–Weiss law χ =
C/(T – Θ) and exhibits special features. As compared to
the region of T < 200 K, the region of T > 250 K is char-
acterized by a much higher temperature Θ but a much
lower constant C.

4. DISCUSSION

In accordance with the concepts formulated in the
Introduction, let us consider that two types of magnetic
impurity centers are formed in the system under consid-
eration. These are the Mn ions that occupy the places of
Cd (MnCd) and occur in a bivalent (3d5)S state with the
orbital angular momentum L = 0 and the resulting spin
S2 = 5/2 and the Mn ions that occupy the positions of
tetravalent Ge4+ (MnGe) and form the Mn2+ + 2p com-
plex with two heavy holes of the valence band with the
resulting spin S1 = 1/2. The MnCd centers can participate
in superexchange interactions with both one another
and the MnGe centers; ferromagnetic kinematic
exchange is the predominant type of interactions
between the MnGe centers.

An axial deviation of the symmetry of a crystalline
environment from purely cubic for ions with spin S2 =
5/2 > 1/2 must result in the fine splitting of the spectrum

µB
2
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into five components. For example, for Mn ions in the
structurally similar chalcopyrite ZnGeP2 : Mn (≈2 at %)
[11], the magnitude of splitting between adjacent com-
ponents was as high as 170 G, which corresponds to the
crystal field constant D ≅  10–2kB K for an interaction of
the type

. (1)

Moreover, each of the fine structure components was
split into six hyperfine structure lines because of the
interaction

(2)

with the 55Mn nuclear moment I = 5/2. The constant A ≅
(0.7–0.8) × 10–2kB K [13] is comparable with the value
of D. Assuming that approximately a half of Mn ions
substitute for Cd positions and occur in a state with spin
S2 = 5/2, we can readily estimate the second spectral
moment due to dipole–dipole interaction "2M2dd ≈ 3 ×
10–5(kBK)2 (" is Planck’s constant) and the correspond-
ing line broadening dBppdd ≈ 80–100 G. However, we
found experimentally (see Fig. 1) that neither fine and
hyperfine structures nor dipole–dipole line broadening
was observed in the test samples. Along with the
Lorentzian line shape, this is indicative of a strong
exchange narrowing of the spectrum. The absence of
two different lines due to MnGe and MnCd centers also
suggests that bottleneck conditions are fulfilled, that is,
the spin–lattice relaxation rates are much lower than
characteristic exchange frequencies [14].

Exchange interactions in the system under study can
be represented in the following form:

(3)

between the spins of MnGe;

(4)

between the spins of MnCd;

(5)

between the spins of MnGe and MnCd.

The summation in Eqs. (3)–(5) is over all of the pos-
sible pairs of interacting Mn ions; the subscripts 1 and
2 refer to MnGe and MnCd centers, respectively. In
accordance with published data [6–9], let us consider
that the characteristic constant of kinematic exchange
(3) far exceeds the constants of interactions (4) and (5),
that is,

(6)

HCF DSz
2–=

HHF ASI=

H11 J 11( )ijS1iS1 j,
i j<
∑–=

H22 J 22( )ijS2iS2 j,
i j<
∑–=

H12 J 12( )ijS1iS2 j,
i j,
∑–=

J 11( ) @ J 12( ) J 22( ) .≈
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In this case, the magnetic susceptibility of the system in
terms of the mean-field theory is taken as

(7)

where x is the relative fraction of MnGe; C1 = S1(S1 +

1) /3kB and C2 = S2(S2 + 1) /3kB are the Curie
constants; and Θ1 and Θ2 are the Curie–Weiss tempera-
tures such that Θ1 @ |Θ2|. In accordance with the exper-
imental data on the line position (see Fig. 2), the g-fac-
tor values can be considered to be g1 ≅  g2 ≅  gexp ≅  2. The
values of x ≅  0.4, Θ1 ≅  225 K, and Θ2 ≈ –3 K can be esti-
mated by an approximation of the experimental data on
magnetic susceptibility in the region at T > 250 K using
Eq. (7) (see Fig. 4).

Using the well-known relationship for the Curie–
Weiss temperature [15]

(8)

and assuming that J(11)ij ≠ 0 only for z11 neighboring Ge

sites, that is,  = cxz11J(11), we can estimate the
averaged value

(9)

It can be seen that the value of J(11) is great: on the
assumption that the interaction extends for z11 ≈ 300–
1000 Ge sites (see below), the value of J(11)/kB can
range from several tens to one hundred Kelvins or
more.

As the temperature was decreased below T ≈ Θ1, the
temperature dependence of susceptibility dramatically
changed. A redistribution of Mn ions between Cd and
Ge sites with decreasing temperature is unlikely.
Changes in the values of S2 and C2 are also unlikely
because of a weak interaction between MnCd ions. By
this is meant that a Curie–Weiss approximation with
the previous (high-temperature) parameters can be used
for describing the temperature dependence of χ2. On
the other hand, the signs of ferromagnetic ordering
would be expected to appear in the MnGe system in this
temperature region. Ignoring the interaction between
MnGe and MnCd subsystems in view of expression (6),
we can evaluate the susceptibility χ1 under these condi-
tions by subtracting the value of χ2 from the experimen-
tally measured total susceptibility χ. The temperature
dependence of χ1 thus obtained is also shown in Fig. 4.
The curve exhibits a maximum at T ≅  250 K, and χ1 !
χ2 at this point. As the temperature was decreased
below 100–150 K, this inequality further enhanced:
even by taking into account the measurement error, the

χ χ1 χ2
xC1
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susceptibility values differed by one order of magni-
tude or more in this region. The shape of the χ1(T) curve
is similar to the temperature dependence of susceptibil-
ity in an antiferromagnet; however, the positive Curie–
Weiss temperature Θ1 in the high-temperature region
precludes this possibility. Caprara et al. [16] demon-
strated that the spatial concentration fluctuations of a
magnetic impurity, which occur both statistically and as
a consequence of intrinsic defects (for example, formed
during the process of crystal growth), can result (with
exchange interaction that rapidly decreases with dis-
tance) in the appearance of a local ferromagnetic order
in nanoscale regions (ferromagnetic clusters) with
decreasing temperature. In our case, the regions with an
increased concentration of MnGe centers can be formed
due to an increase in the binding energy with decreas-
ing distance between impurities because of an increase
in the hopping integral for t2 wave functions of d elec-
trons through itinerant holes. The absolute value of the
magnetic moment per MnGe center at a maximum of the
susceptibility χ1 is µ1 = χ1Br/x ≅  8.5 × 10–3µB, that is, no
higher than a hundredth of a maximally possible value.
By this is meant that the directions of magnetic
moments in the regions under consideration are almost
chaotically distributed in space. White [17] demon-
strated that, in the case of the formation of magnetically
ordered regions with the resulting spin NS1 > 1/2 (N is
an integer number), the low susceptibility of the system
at temperatures lower than a critical value can be due to
an anisotropy of interaction with crystal fields like (1).

To evaluate the exchange interaction constants (3)–
(5) from experimentally measured Curie–Weiss tem-
peratures and exchange-narrowed line widths, we
should know, at least approximately, the numbers of
neighboring sites (z11, z12, and z22) occupied by Mn ions
at which exchange interaction should be taken into con-
sideration, that is, for which Jij ≠ 0. Taking into account
the interactions between only nearest neighbors for our

structure, we obtain  =  = 4 and  = 8 [10].
In this case, the probability that the Mn ion under con-
sideration is isolated, that is, is not involved in interac-
tions (3)–(5), is equal to w(N) ≅  (1 – c)4 + 8 ≅  0.5. By this
is meant that the EPR spectrum would necessarily
exhibit fine and hyperfine structures, dipole–dipole
broadening, and other peculiarities inherent in the spec-
trum of isolated MnCd and MnGe centers. However, as
we can see, this is not observed. Consequently, the
exchange interaction binds not only nearest neighbors.
The sensitivity of measurements allowed us to state that
the fraction of isolated centers was no higher than ≈10–3.
Therefore, we can estimate the lowest values of z11 and
z12. Ignoring interaction (4), one can arrive at the ine-

quality (1 – c  ≤ 10–3; therefore, for x ≅  0.4, we
obtain z11 (z12) ≥ 300. In our opinion, this can be due to
a large size of the hole orbits of MnGe centers. The hole-

z11
N( ) z22

N( ) z12
N( )

x )
z12 z11( )
orbit size can be evaluated from the well-known rela-
tion

(10)

where RB is the Bohr radius, ε is the dielectric constant,
m* is the effective mass of holes, and me is the free elec-
tron mass. For typical values of ε ≈ 18 and m* ≈ (0.3–
0.4)me [2, 18], this gives Rh ≈ (23–30) Å. The volume
per formula unit for CdGeAs2 is Vµ ≅  100 Å3 [10].
Assuming that ions with overlapping electron shells
participate in exchange interaction, we can readily esti-

mate the values of z12 ≈ z11 ≈ 4π /3Vµ ≈ 500–1000 >
300, which are consistent with values estimated previ-
ously based on the assumption that the fraction of iso-
lated centers is small. (This range (300–1000) of z11
was used above for estimating the value of J(11).) It can
be seen that

(11)

Note that the number of occupied centers that really
participate in the interaction, for example, cxz11 ≅  7–24,
is comparable with the characteristic number of nearest
neighbors in the simplest lattices.

Huber et al. [19] demonstrated that, ignoring spin–
lattice relaxation, the temperature dependence of the
exchange-narrowed linewidth is expressed by the equa-
tion

(12)

Here, χ0(T) = C/T = [xC1 + (1 – x)C2]/T is the suscepti-
bility of noninteracting ions; χ(T) = χexp(T) is the exper-
imentally observed susceptibility; dBpp(∞) is the
exchange-narrowed line width at the high-temperature
limit, that is, under conditions where the majority of
Hamiltonian eigenvalues for exchange interactions
between spins under consideration (in our case, these
are interactions (3)–(5)) are much smaller than kBT.
Under bottleneck conditions, a contribution from vari-
ous ions to the line width in the case of single-ion
broadening mechanisms is proportional to the partial
susceptibility [14]:

(13)

where  and ωex(i) are the second spectral moment
and the exchange frequency for ith ions, respectively;
α(1) ≈ α(2) ≈ 1 are coefficients. The characteristic
exchange frequencies ωex(i) can be approximately eval-
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uated in terms of the sums of squares of exchange inte-
grals for a given center [20, 21]:

(14)

(15)

With consideration for relationships (6) and (11),
expressions (14) and (15) for exchange frequencies
take the forms

(14a)

(15a)

respectively, where  and  denote the rms val-
ues of exchange integrals over all of the neighbors that
participate in the interaction. By virtue of relationships
(6) and (11),

(16)

The contribution to the second moment due to
hyperfine interaction (2) is determined by the well-
known expression

(17)

where the above value of constant A was taken. It is
well known that hyperfine interaction constants depend
on the state of the ion only slightly; therefore, it is

believed that  ≅  . The contribution to the
second moment due to the uniaxial anisotropy of a crys-
tal field of type (1) can be evaluated for a chaotic spread
of the crystallite axes of a powdered sample using the
relation [19]

(18)

This contribution was absent from MnGe centers with
S1 = 1/2. For MnCd ions with S2 = 5/2, the value of

"2  ≈ 4 × 10–4(kBK)2 was estimated on the assump-
tion that the crystal field constant is close to that
obtained by Baranov et al. [11]. It can be seen that, first,

the contributions of M2HF and  are comparable
and, second, these contributions are considerably (by
an order of magnitude) higher than the contribution of
dipole–dipole interaction to the second moment. Thus,
the assumption of a single-ion mechanism of line
broadening is properly justified.

In expression (13) for the line width dBpp(∞), x ≈ 1 –
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 + M2HF >  = M2HF; whence it follows that the
first term within the square brackets can be ignored
with a good accuracy. With consideration for expres-
sions (15a), (17), and (18), Eq. (12) for the temperature
dependence of line width is rearranged to the form

(19)

In accordance with derived expression (19), the experi-
mental data on the line width were approximated by the
function of other experimental quantities (susceptibil-
ity and temperature)

(20)

where the term dB0 ≅  const describes line broadening
caused by all of the other mechanisms that were not
taken into account in our model. The best fit was
observed at G = 174 K and dB0 = 20.5 G (see Fig. 3). It
can be seen that curves are consistent with each other at
these parameters. Now, with the use of expression (19),
the estimated number z12, and the above values of D and
A, we can readily obtain the characteristic exchange
constant |J(12)| ≈ (1.5–2.5) × 10–2kBK. As expected, this
value is much lower (by three or four orders of magni-
tude) than J(11).

5. CONCLUSIONS

The experimental study of a CdGeAs2 based dilute
magnetic semiconductor demonstrated that exchange
interactions play an important role in the formation of
the EPR spectrum of Mn impurity centers at a concen-
tration of 6 at % or higher. The intensity and degree of
long-range interactions in the system under study were
found sufficient for the involvement of almost all cen-
ters in the formation of an exchange-narrowed line.
This resulted in the absence of any signs of fine and
hyperfine structures and dipole–dipole broadening
from the observed spectrum. An analysis of the temper-
ature dependence of the line width and susceptibility
was performed based on the assumption that two types
of manganese ions, which replaced the positions of cad-
mium (MnCd) and germanium (MnGe), are formed in the
system. The behavior of the temperature dependence of
the susceptibility considered in the framework of mean-
field theory allowed us to evaluate the relative fractions
of MnCd and MnGe centers (0.6 and 0.4, respectively),
and the characteristic value of the MnGe–MnGe
exchange interaction J(11) ≈ (30–120)kB K. It is likely
that a maximum in the temperature dependence of the
susceptibility of MnGe centers suggests the formation of
a local ferromagnetic order in nanoscale regions (mag-
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netic nanoclusters) at T ≈ 250 K. The experimental data
on the line width and susceptibility were found related
by Eq. (20); the MnGe–MnCd exchange interaction value
of |J(12)| ≈ (1.5–2.5) × 10–2kB K ! J(11) can be estimated
from the parameters of this equation. The absence of
signals due to isolated manganese ions suggests that the
exchange interaction radius is much greater than the lat-
tice parameter. This is consistent with the interaction
radius estimated on the assumption of the overlapping of
the hole orbits of MnGe centers of size Rh ≈ (23–30) .

Experimental results supported the hypothesis that a
strong indirect ferromagnetic exchange interaction
between transition ions in a semiconductor matrix with
a relatively low concentration of free carriers can occur
under certain conditions. These results count in favor of
the kinematic exchange interaction proposed previ-
ously [6–9] to describe the magnetic properties of
dilute magnetic semiconductors.

We are grateful to S.F. Marenkin and S.G. Mi-
khaœlov for providing us with the single crystal. This
work was supported by the Russian Foundation for
Basic Research (project nos. 04-02-19964, 05-02-
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We experimentally study the electron transport between edge states in the fractional quantum Hall effect
regime. We find an anomalous increase of the transport across the 2/3 incompressible fractional stripe in com-
parison with the theoretical predictions for the smooth edge potential profile. We interpret our results as a first
experimental demonstration of the intrinsic structure of the incompressible stripes arising at the sample edge in
the fractional quantum Hall effect regime. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.30.+h, 73.40.Qv
The concept of the edge states (ESs) was first intro-
duced by Halperin [1] to describe the transport phe-
nomena in two-dimensional (2D) systems in the inte-
ger quantum Hall effect regime. ES, arising at the inter-
sections of distinct Landau levels with a Fermi level,
can be introduced for both sharp [2] and smooth [3]
edge potential profiles. Experimentally, the existence
of ES was proved not only in transport experiments
along the sample edge (for a review, see [4]) but also
across it [5–7].

This single-electron description is not applicable to
the fractional quantum Hall effect, which is fundamen-
tally a many-body phenomenon [8]. The electron sys-
tem forms a many-body ground state below the Fermi
level and an excited state above it. A set of compress-
ible stripes, separated by the incompressible regions
with fractional fillings, is expected to exist at the sam-
ple edge for the case of the smooth edge potential [9].
One-dimensional chiral Luttinger liquid states are pre-
dicted theoretically for the opposite case of the sharp
potential jump at the sample edge [10, 11]. The ES
structure in the later case was found to be determined
by the hierarchical structure [12] of the bulk ground
state [10, 11]. The transport along the sample edge,
however, is not sensitive to the form of the edge poten-
tial but only to the filling factor in the bulk. It can be
described by modified Buttiker formulas [9, 10] in good
agreement with experiments [13] in Hall-bar geometry
with cross gates. For this reason, these experiments
cannot be used to distinguish between the proposed
models. In real experiments, the strength of the poten-

¶ The text was submitted by the authors in English.
0021-3640/05/8208- $26.000539
tial profile cannot be regarded as infinitely large, so the
model of the smooth edge potential seems to be more
realistic. On the other hand, experiments on tunneling
into the fractional edge demonstrate the complicated
structure of the edge excitation spectrum [14, 15],
which is expected for the sharp edge [11]. This contro-
versial situation demands the investigation of the frac-
tional ES structure for real samples.

It was shown theoretically [16] that, after smoothen-
ing the sharp edge potential, a transition takes place and
new branches of ESs appear. For example, the edge that
had one right-moving ES before the transition has two
right-moving ESs and one left-moving ES after it. The
same prediction about the edge reconstruction with
smoothing the edge potential was made using the com-
posite-fermion language [17]. Experimentally, the edge
reconstruction picture can be verified by studying the
electron transport across the sample edge in the quasi-
Corbino geometry, because this experiment was shown
to be very sensitive to the ES structure [18].

Here, we experimentally study the electron trans-
port between different ES in the fractional quantum
Hall effect regime. We find an anomalous increase of
the transport, at some filling factors, in comparison
with the prediction of the simple Beenakker model [9]
of fractional ES. We interpret our results as the first
experimental demonstration of the intrinsic structure of
the incompressible stripes arising at the reconstructed
sample edge in the fractional quantum Hall effect
regime in accordance with the model of Wen and Cha-
mon [16].

Our samples are fabricated from two molecular
beam epitaxial-grown GaAs/AlGaAs heterostructures
 © 2005 Pleiades Publishing, Inc.
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with different carrier concentrations and mobilities.
One of them (A) contains a two-dimensional electron
gas (2DEG) located 210 nm below the surface. The
mobility at 4 K is 1.93 × 106 cm2/(V s), and the carrier
density is 1.61 × 1011 cm–2. For heterostructure B, the
corresponding parameters are 150 nm, 1.83 ×
106 cm2/(V s), and 8.49 × 1010 cm–2.

The measurements are performed in the quasi-Corb-
ino sample geometry [5, 6]. In this geometry, a sample
has two nonconnected etched mesa edges (the inner and
the outer ones, as Corbino disks) with independent
ohmic contacts at every edge. ES originating from one
mesa edge are redirected to the other mesa edge by
using the split-gate technique. As a result, ES from
independent ohmic contacts run together along the
outer etched edge of the sample in the gate-gap region
as depicted in Fig. 1. The gate-gap width (AB) is 5 µm
for samples from wafer A and 0.5 µm for ones from
wafer B. The available fractional filling factors and the
electron concentration in the ungated region were
obtained from the usual magnetoresistance measure-
ments. Also, magnetocapacitance measurements were
performed to characterize the electron system under the
gate. The contact resistance at low temperatures is
about 100 Ω per contact, as was determined from two-
point magnetoresistance measurements. The tempera-
ture of the experiment is 80 mK; the magnetic field is
up to 14 T.

Fig. 1. Schematic diagram of the gate-gap region in the
pseudo-Corbino sample geometry. The dark area represents
the Schottky-gate. The hatched area indicates incompress-
ible regions in the sample. In a quantizing magnetic field at
total filling factor ν, one set of the edge states (the number
is equal to the filling factor under the gate, g; g < ν) is prop-
agating under the gate along the etched edge of the sample
and carry the electrochemical potentials µ1. The other edge
states (their number is ν – g) are going along the gate edge
and carry electrochemical potentials µ2. In the gate-gap
region, both sets of the edge states are running in parallel,
leading to the current across the incompressible region
between them, if µ1 ≠ µ2.

A

B

We studied the I–V characteristics of the gate-gap
region by applying dc voltage between the outer and the
inner ohmic contacts and by measuring the dc current
that appeared. In the integer quantum Hall effect
regime, the dissipative conductance component is close
to zero in the 2DEG. For this reason, the measuring cur-
rent is the current between two groups of indepen-
dently-contacted ES in the gate-gap (see Fig. 1). If the
equilibration length for the transport between them is
smaller than the gate-gap width, we can expect a full
equilibration in the gate-gap and a linear I–V trace. In
the opposite regime, charge transfer does not change
the chemical potentials of the ES significantly, and the
applied voltage V directly affects the value of the poten-
tial barrier between the ES, thus, leading to its disap-
pearance at some positive voltage Vth > 0 (because of
the negative electron charge). The zero potential barrier
means zero equilibration length between the ES. Thus,
in spite of the strongly nonlinear I–V trace in this case,
a positive branch above Vth has to be linear as in the
opposite regime. It was experimentally established [5,
6] that Vth and the slope of the linear part of the positive
branch are universal characteristics reflecting the
potential barrier value between ES and the redistribu-
tion of the electrochemical potential imbalance
between them. They coincide with the theoretical val-
ues (the spectral gap and the equilibrium redistribution
obtained from Buttiker formulas [2]) with a possible
10% deviation. This 10% deviation is connected to the
potential disorder at the sample edge and is a constant
for the given sample. It does not depend on the cooling
procedure and other occasional parameters.

Typical I–V curves in the integer quantum Hall
effect regime are shown in Fig. 2 for the filling factor
combination ν = 2, g = 1. The I–V traces reflect the elec-
tron transport between two spin-split edge states,
because, at ν = 2, two spin-split energy levels are filled
in the bulk. The equilibration length in this case can
reach a millimeter [19], which is much higher than the
gate-gap width for both samples A and B. Every exper-
imental I–V trace is strongly nonlinear with the linear
part on the positive branch. Tilting the sample plane
with respect to the magnetic field allows us to introduce
an in-plane field component, keeping the filling factor
by adjusting the value of the total field. As can be seen
from Fig. 2, in-plane field affects affect the linear part
of I–V only by increasing the Vth value, leaving the
slope to be nonaffected. We can conclude for our sam-
ples that the in-plane magnetic field does not change the
equilibrium mixing of ES in the integer quantum Hall
effect regime.

Examples of the I–V curves for fractional fillings are
shown in Fig. 3 for ν = 2/3, g = 1/3. As it can be seen
from the inset to the figure, the I–V curve is strongly
nonlinear at the lowest temperature of 30 mK for the
sample B with the smallest gate-gap width 0.5 µm
(also, nonlinear I–V’s for fractional fillings were
reported in [20]). By increasing the temperature and the
JETP LETTERS      Vol. 82      No. 8      2005
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gate-gap width (80 mK and 5 µm for sample A), the
equilibration length between the fractional ES can be
made smaller than the gate-gap width, thus, leading to
the fully linear I–V (see the main part of Fig. 3). In this
letter, we focus our attention on the analysis of the lin-
ear I–V curves at fractional filling factors.

Fig. 2. I–V curves for the sample A for filling factors ν = 2
and g = 1 at different tilt angles: θ = 0 (solid line), θ = 41°
(dashed line), θ = 57° (dotted line). Experimental slope of
the positive branch is constant and equals to 2.2h/e2, the
equilibrium Buttiker value is 2h/e2. Perpendicular magnetic
field equals to 3.34 T, gate voltage Vg = –268 mV.

Fig. 3. I–V curves for the samples A (main field) and B
(inset) for filling factors ν = 2/3 and g = 1/3. Magnetic field
equals to 10 T for the sample A and to 4.85 T for the sam-
ple B. The gate-gap width and the temperature of the exper-
iment are different for both samples: 5 µm and 80 mK for
the sample A and 0.5 µm and 30 mK for the sample B. The
experimental slope of the linear I–V curve is 6.8h/e2, the
equilibrium Buttiker value is 6h/e2.

A

B
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The most intriguing results are obtained for the fol-
lowing filling factor combinations: ν = 1, g = 1/3 and
ν = 1, g = 2/3. In Fig. 4, the experimental slopes of the
linear I–V curves are shown in dependence on the sam-
ple tilt angle in the magnetic field. The slopes for ν = 1,
g = 1/3 behave as in the integer case: they are practi-
cally independent of the in-plane field. The experimen-
tal values for ν = 1, g = 2/3 differ significantly from the
ones for ν = 1, g = 1/3 in the normal field and approach
them with increasing the in-plane field component (see
Fig. 4). It can also be seen from the inset in Fig. 4,
where the original I–V curves for different tilt angles
are shown for the filling factor combination ν = 1, g =
2/3. Let us stress that curves I–V are well reproducible.

Because the gate-gap region in our quasi-Corbino
geometry is formed electrostatically by using the split-
gate, it is obvious to use the Beenakker model [9] of
fractional ES in the smooth edge profile to describe the
experiment. In this model, the edge potential is sup-
posed to be smooth enough to introduce the local filling
factor νc. At the sample edge, it is monotonically
changing from the bulk value ν = 1 to zero. Incompress-
ible stripes are formed around fractional local filling
factors νc = 2/3 and 1/3. Buttiker formulas can easily be
generalized to this situation [9]:

where Iα is the current in the ES α corresponding to the
fractional filling factor να and connected to a contact

Iα
e
h
---ναµα

e
h
--- Tαβµβ,

β
∑–=

Fig. 4. Experimental slopes of linear I–V curves for the sam-
ple A for filling factor combinations ν = 1 and g = 1/3
(squares) and ν = 1 and g = 2/3 (circles) as functions of tilt
angle. Error bars are within the symbol size. The equilib-
rium Buttiker value is 4.5h/e2 for both filling factor combi-
nations. The normal magnetic field is constant and equals to
6.68 T. Inset shows the original I–V curves for filling factors
ν = 1 and g = 2/3 at different tilt angles: θ = 0 (solid line),
θ = 41° (dashed line), θ = 57° (dotted line). I–V curves are
independent of the cooling cycle and well reproducible.

(h
/e

2 )
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with electrochemical potential µα; e and h are the elec-
tron charge and the Planck constant, respectively; and
Tαβ are the Buttiker coefficients for the transmission
from contact β to contact α.

This formula can easily be applied to our experi-
mental geometry, while the only difference from the
integer case is the presence of constant weight coeffi-
cients να. Slopes of the linear I–V curves can be calcu-
lated under the assumption of full equilibration
between all the ES in the gate-gap:

Correspondingly, we can expect that, as for integer ES,
(i) the linear curve I–V means the full equilibration
between ES in the gate-gap; (ii) the experimental slopes
should coincide with the calculated ones within 10%,
as was discussed above; (iii) these slopes should be
independent of the in-plane magnetic field component,
as presented in Fig. 2. Moreover, we can expect from
the calculations that slopes I–V for the filling factor
combinations ν = 1, g = 1/3 and ν = 1, g = 2/3 will coin-
cide exactly. In the experiment, however, the former
filling factor combination (as well as ν = 2/3, g = 1/3)
behaves as described, while the I–V slope for ν = 1, g =
2/3 is 1.5 times smaller than the theoretical value,
approaching the values for ν = 1, g = 1/3 with increas-
ing the in-plane field component. Thus, we can con-
clude that electron transport at ν = 1, g = 2/3 is anoma-
lously enhanced in comparison with the equilibrium
electrochemical potential redistribution, while, at ν = 1,
g = 1/3, it is about the theoretical value. For these two
filling factor combinations, the filling factor in the gate-

Rdiff
h

e2
---- ν

g ν g–( )
--------------------.=

Fig. 5. Schematic energy diagram of the sample edge in the
fractional quantum Hall effect regime. Hatched regions rep-
resent compressible stripes with electrons at the Fermi
level. In the incompressible “puddles” between them, the
energy of the fractional ground state is sketched (it is asym-
metric because of the edge potential). It is a simple Laughlin
fractional ground state for the puddle with 1/3 local filling
factor. The ground state for the 2/3 local filling is more com-
plicated: it is electron ground state for the filling factor 1
and hole fractional for the filling factor 1/3. It leads to the
two counterpropagating branches of ES per edge of this
puddle. ES are denoted by open circles.
gap ν = 1 is the same as well as the other parameters of
the sample edge (the potential profile, disorder, etc.).
The only difference is the incompressible stripe, which
separates the ES from the inner and outer contacts in
the gate-gap: it corresponds to νc = 2/3 for ν = 1, g = 2/3
and to νc = 1/3 for ν = 1, g = 1/3.

This behavior cannot be explained within the model
of Beenakker, where the local filling factor νc = 2/3 has
no difference from any other one. On the other hand,
2/3 has a very special character in the model of sharp
edge potential profile of MacDonald [10]. Here, ν = 2/3
is regarded as the electron ground state of the filling
factor 1 and the Laughlin hole fractional one with the
positive fractional charge 1/3. Both ones make their
contributions into the ES formation, thus, leading to
two counter propagating ES at one edge: the outer inte-
ger for electrons and the inner fractional for holes. This
model cannot be directly applied to our experiment,
because the electrostatical edges in any case are not
sharp and even etched ones are very doubtful. It was
predicted [16, 17] that, while smoothing the edge pro-
file, edge reconstruction occurs and quantum Hall
“puddles” form with local fractional filling factors (see
Fig. 5). Each boundary of the fractional quantum Hall
puddle still can be regarded as a sharp boundary of the
quantum Hall system with a particular fractional filling
factor. This leads to the formation of a number of coun-
terpropagating fractional ES at every sample edge. Of
course, the net current along the edge is still dependent
on the bulk filling factor only, so in our experiment, the
detailed structure of the ES is important only in the
gate-gap, where the charge transfer across the edge
occurs. Also, the etched edge seems to be sharp enough
to apply this model of reconstructed ES.

Let us consider the filling factor combination ν = 1,
g = 2/3. At low temperatures, the bulk of the sample is
in the incompressible state at filling factor ν = 1 in the
ungated region and at g = 2/3 under the gate. Approach-
ing the etched edge, incompressible “puddles” of lower
fractional fillings are formed (see Fig. 5). In the gate-
gap, they correspond to νc = 2/3; 1/3, while only gc =
1/3 is present under the gate. It is clear that an incom-
pressible puddle with νc = 2/3 in the gate-gap is directly
connected to the incompressible state g = 2/3 under the
gate, while the puddles νc = 1/3 and gc = 1/3 form the
incompressible stripe along the etched edge as is shown
in Fig. 1. It means that the picture of compressible and
incompressible states, presented in Fig. 1, still survive
in the fractional quantum Hall regime, but the structure
of the ES is very different. Fractional ES are formed at
the edges of every incompressible puddle. The current
across the sample edge can flow only by tunneling
between these ES through the incompressible regions
and by diffusion in the compressible ones. At the filling
factor combination ν = 1, g = 2/3, the tunneling in the
gate-gap takes place across the 2/3 incompressible pud-
dle (see Figs. 1, 5). As it is described above, fractional
ES at every edge of the puddle with νc = 2/3 are the
JETP LETTERS      Vol. 82      No. 8      2005
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counterpropagating electron integer ES with current

µα  and the hole fractional with current – , thus,

leading to the sum current  per one edge (see

Fig. 5). Because of the complex nature of the ES for
νc = 2/3, they are not far away from each other, and we
can expect that only these ES are mixing their electro-
chemical potentials in the gate-gap. A simple calcula-
tion gives in this case the resistance of 3h/e2. It is
1.5 times smaller than it would be if all the ES in the
gate-gap mixed their electrochemical potentials and is
in fact observed in the experiment in normal magnetic
fields (see Fig. 4). The in-plane magnetic field increases
the fractional gaps (it was verified for our samples by
the usual magnetocapacitance spectroscopy) trans-
forming fractional quantum Hall puddles into stripes of
significant width. It makes the proposed mechanism
ineffective, and the only way is to mix the electrochem-
ical potentials of all the ES in the present gate-gap, as
in the Beenakker model. As a result, the differential
resistance increases to the value of 9/2 h/e2. About the
other fillings under consideration, ν = 1, g = 1/3 and ν =
2/3, g = 1/3; tunneling should occur between the ES in
the νc = 1/3 quantum Hall puddle. There is no complex
ES structure in this case and the ES are far away from
each other. The proposed mechanism is ineffective and
mixing between all the existing ES in the gate-gap takes
place at any in-plane field, as we observe in the experi-
ment (see Figs. 3, 4).

As a result, we studied the electron transport across
the sample edge in the fractional quantum Hall effect
regime in the quasi-Corbino sample geometry. At the
filling factor combination ν = 1, g = 2/3, we observe an
anomalous increasing of the current in comparison with
the prediction of the simple Beenakker model [9] of
fractional ES. We interpret our results as a first experi-
mental demonstration of the intrinsic structure of the
incompressible stripes arising at the reconstructed sam-
ple edge in the fractional quantum Hall effect regime in
accordance with the model of Wen and Chamon [16].
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We establish a general relation between the statistics of the local Green’s function for systems with chaotic wave
scattering and uniform energy loss (absorption) and the two-point correlator of its resolvents for the same sys-
tem without absorption. Within the random matrix approach, this kind of a fluctuation dissipation relation
allows us to derive the explicit analytic expression for the joint distribution function of the real and imaginary
part of the local Green’s function for all symmetry classes as well as at an arbitrary degree of time-reversal sym-
metry breaking in the system. The outstanding problem of orthogonal symmetry is further reduced to simple
quadratures. The results can be applied, in particular, to the experimentally accessible impedance and reflection
in a microwave cavity attached to a single-mode antenna. © 2005 Pleiades Publishing, Inc.

PACS numbers: 05.45.Mt, 73.23.–b, 42.25.Bs
Statistical fluctuations of physical observables in
quantum systems with underlying chaotic classical
dynamics are the subject of a very active field of
research in theoretical and experimental physics. A
considerable progress was underpinned by revealing
the apparent universality of the fluctuations in systems
of very diverse microscopic nature, ranging from
atomic nuclei and Rydberg atoms in strong external
fields to complex molecules, quantum dots, and meso-
scopic samples [1, 2]. This universality allows one to
exploit the random matrix theory (RMT) as a powerful
tool for a theoretical analysis of the generic statistical
properties of such systems [3]. In many cases, the quan-
tity, which is readily obtained experimentally, is the
absorption spectrum for transitions from a given initial
state to highly excited chaotic states at the energy E.
Most frequently, the absorption spectra look practically
continuous due to both inevitable level broadening and
finite experimental resolution. Then, the relevant statis-
tics are the distribution and the correlation functions of
the absorption probability [4]. In the simplest situation
of uniform level broadening Γ, the problem thus
amounts to studying statistical properties of the resol-

vent (Green’s function) operator (E) ≡ (E + iΓ/2 –

)–1 associated with the random matrix , which
replaces the actual chaotic Hamiltonian. In particular,

the imaginary part of the diagonal entries of (E) is
well known in solid-state physics as the local density of
states (LDoS), and, in this capacity, its statistics
enjoyed many studies [4–8].

¶ The text was submitted by the authors in English.
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From the experimental point of view, the same uni-
versality, which makes the use of the RMT legitimate,
provides one with an attractive possibility to employ
simple model systems for analyzing generic statistics
of the fluctuating quantities. Various billiards are now-
adays proved to be an ideal playground for investigat-
ing a variety of quantum chaos phenomena (see [2] for
a general discussion, as well as [9–13] for the current
problem). They are usually realized as electromagnetic
resonators in the form of two-dimensional cavities
shaped to ensure the chaoticity of internal scattering
and coupled to waveguides (antennas), which are used
to inject microwaves into the system as well as to col-
lect the output. In particular, it turns out that, for a sin-
gle-mode antenna, the local Green’s function G(E) (i.e.,

a diagonal element of  taken at the port position) has
the direct physical meaning of the electric impedance
of the cavity which linearly relates voltages and cur-
rents at the antenna port (see [10] for a discussion). In
this way, not only the imaginary part but also the real
part of G turn out to be experimentally accessible quan-
tities whose statistics are, therefore, of considerable
interest. Inevitable energy losses (absorption) must be
taken into account properly when describing the exper-
iments theoretically [14, 15].

The majority of the experiments are performed in
systems which are time-reversal invariant (the so-called
orthogonal symmetry class of the RMT characterized
by Dyson’s symmetry index β = 1). However, nonper-
turbative analytical results are available presently only
for systems with no time-reversal symmetry (TRS) (β =
2 or unitary symmetry class) derived by various meth-
ods in [5, 8], and for systems with spin–orbit scattering

Ĝ

© 2005 Pleiades Publishing, Inc.
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(β = 4 or the symplectic symmetry class) [8]. An
attempt [6] to provide an expression for the LDoS dis-
tribution for the β = 1 case cannot be considered as par-
ticularly successful, as the final expression was given in
the form of an intractable fivefold integral. Very
recently, a heuristic interpolation formula at β = 1
incorporating exactly the limiting cases of strong and
weak absorption was suggested [8, 9] to describe rea-
sonably well the available data at moderate absorption.
Therefore, an exact analytical treatment of the β = 1
case remains a considerable theoretical challenge.

In this letter, we present a novel approach to the
problem, which allows us to derive the joint distribution
function of the real and imaginary parts of the local
Green’s function exactly at arbitrary absorption for the
whole regime of the gradual TRS breaking between the
β = 1 and β = 2 symmetry classes.

The Hamiltonian  of the chaotic system gives rise
to N levels (eigenfrequencies) characterized locally in
the relevant range of the energy E by the mean level
spacing ∆. We consider, as usual, dimensionless quan-
tities expressed in units of ∆, K(E) ≡ (N∆/π)G(E), and
define the distribution of interest as follows:

(1)

Angular brackets stand for the ensemble averaging. In
such units, the mean LDoS 〈v 〉  = 1. The function iK =
Z has also the meaning of the normalized cavity imped-
ance Z [10].

We start with establishing the general relation
between the joint distribution function (1) at finite
absorption (assumed to be uniform, Γ > 0) and the
energy autocorrelation function

(2)

of the resolvents of the local Green’s function K0 at zero
absorption (Γ = 0). Distribution (1) can be obtained
from (2) by analytic continuation in Ω from a real to
purely imaginary value Ω = iΓ as follows. K0(E) is an
analytic function of the energy in the upper or lower
half-plane and can be thus analytically continued to the
complex values: K0(E ± iΓ/2) ≡ u  iv, v  > 0. This
allows us to then continue analytically the correlation
function (2) from a pair of its real arguments to the
complex conjugate one: z+ = (z–)* ≡ z' + iz'', z'' > 0. As

Ĥ

3 u v,( ) δ u ReK–( )δ v ImK+( )〈 〉 .=

CΩ z– z+,( ) 1
z– i0– K0 E Ω/2– i0–( )–
---------------------------------------------------------------=

× 1
z+ i0 K0 E Ω/2 i0+ +( )–+
----------------------------------------------------------------

+−
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a result, function (2) acquires at Ω = iΓ the following
form:

(3)

The second line here is due to definition (1). To solve
this equation for 3(u, v ), we perform first the Fourier

transform (FT) (k, z'') ≡ eikz'C(z', z'') with

respect to z' that leads to

(4)

where (k, v ) is the corresponding FT of 3(u, v ).
Being derived at z'' > 0, Eq. (4) can be analytically con-
tinued to the whole complex z'' plane with a cut along

negative Rez''. Calculating then the jump of (k, z'') on
the discontinuity line z'' = –v  (v  > 0), we finally get the
following expression:

(5)

with the Heaviside step function Θ(v). The inverse FT
of (5) yields the desired distribution.

This relationship is one of our central results. It
resembles (and reduces to) the well-known relation
between the spectral density of states and the imaginary
part of the corresponding resolvent operator when the
case of one real variable is considered. In contrast, the
case of the distribution function of two real variables
requires us to deal with the two-point correlation func-
tion. Physically, the latter is a generalized susceptibility
that describes a response of the system that allows one
to treat (5) in the sense of a fluctuation dissipation rela-
tion: the left-hand side there stands for the distribution
(of K) in the presence of dissipation/absorption,
whereas the correlator (of resolvents of K) in the right-
hand side accounts for fluctuations in the system, i.e.,
for arbitrary order correlations in the absence of
absorption.

We proceed now with applications. The main advan-
tage of the derived relation is that the correlator is a
much easier object to calculate analytically than the
distribution, and such a calculation for ideal systems at
zero absorption has actually already been performed in
many interesting cases. Let us consider the chaotic cav-
ity mentioned already. In this case, an exact result for
the correlation function (2) has been previously
obtained by us in [16, 17]. Its analytic continuation to

C z ' z '',( ) CΩ iΓ= z– z+,( )≡ 1

z ' u–( )2 z '' v+( )2+
------------------------------------------------=

=  u v
3 u v,( )

z ' u–( )2 z '' v+( )2+
------------------------------------------------.d

0

∞

∫d

∞–

∞

∫

Ĉ z 'd
∞–

∞∫

Ĉ k z '',( ) v 3̂ k v,( )πe k z '' v+( )–

z '' v+
-------------------------,d

0

∞

∫=

3̂

Ĉ

3̂ k v,( ) Θ v( )
2π2i
------------- Ĉ k v– i0–,( ) Ĉ k v–, i0+( )–[ ] ,=
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complex Ω = iΓ can be represented generally as fol-
lows:

(6)

where it is important that the function ̂ ( ) depends on
z' and z'' only via the scaling variable  ≡ (z'2 + z''2 +
1)/2z'' > 1. Its explicit form depends on the symmetry
present (e.g., preserved or broken TRS), the following
common structure being, however, generic:

(7)

Here, the dimensionless parameter γ ≡ 2πΓ/∆ (i.e.,
absorption width Γ in units of the mean level spacing ∆)
accounts for the absorption strength. The real function
f({λ}) is the only symmetry-dependent term. In the
crossover regime of gradually broken TRS, it can be
represented explicitly as follows [17]:

(8)

with 5 =  +  +  – 2λ0λ1λ2 – 1 and Y ≡ y2(1 –

), where y denotes a crossover driving parameter.
Physically, y2 ~ δEy/∆ is determined by the energy shift
δEy of energy levels due to a TRS breaking perturbation
(e.g., a weak external magnetic field in the case of
quantum dots). Such an effect is conventionally mod-
eled within the framework of RMT by means of the

“Pandey–Mehta” Hamiltonian [18],  =  +

i(y/ ) , with  ( ) being a random real sym-
metric (antisymmetric) matrix with independent Gaus-
sian distributed entries. The limit y  0 or ∞ corre-
sponds to fully preserved or broken TRS, respectively.

Now, we apply relation (5) to Eq. (6) and then per-
form the inverse FT to get 3(u, v). Relegating all tech-
nical details to a more extended publication, we empha-
size the most important points. The nontrivial contribu-
tion to the distribution comes from the second
(“connected”) part of the correlation function (6),
whereas the first (“disconnected”) one is easily found to
yield the singular contribution δ(u)δ(v  – 1). A careful
analysis shows that, due to specific  dependence given
by Eq. (7), the above-described procedure for the ana-

lytic continuation of the connected part of (k, z'') is

C z ' z '',( ) 1

z '
2

z '' 1+( )2+
---------------------------------

1
4
--- ∂2

∂z '2
--------- ∂2
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----------+ 

  ^ x̃( ),+=

x̃
x̃

^ x̃( ) λ0 λ1 λ2 f λ{ }( )e
γ λ1λ2 λ0–( )/2–

d

1

∞
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1

∞
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1–

1
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×
x̃ λ0+( )2

x̃ λ1λ2+( )2 λ1
2 1–( ) λ2

2 1–( )–
-----------------------------------------------------------------------

1/2

.

f λ{ }( ) 1 λ0
2–( ) 1 e 2Y–+( ) λ1

2 λ2
2–( ) 1 e 2Y––( )–{=

+ 4y25 1 λ0
2–( )e 2Y– λ2

2 1 e 2Y––( )+[ ] } e
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2 λ2
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52
-----------------------,

λ0
2 λ1

2 λ2
2

λ0
2

Ĥ ĤS

N ĤA ĤS ĤA

x̃

Ĉ

equivalent to continuing ^( ) analytically and taking
the jump at  = –x ± i0, with

The nonzero imaginary part F(x) = Im^(–x) is thus
determined at given x by the integration region @x =

{(λ1, λ2)| 1 ≤ λ1, 2 < ∞, (λ1λ2 – x)2 < (  – 1)(  – 1)},
where the square root in (7) attains pure imaginary val-
ues. Taking into account the identity ∂2F(x)/∂u2 +

∂2F(x)/∂v 2 = v –2 (x2 – 1) F(x) valid for x2 ≠ 1, we

arrive finally at

(9)

This distribution is easily checked to be invariant under
the change iK  1/iK, meaning physically that the
impedance and its inverse have one and the same distri-
bution function.

Such a form of the distribution is completely
generic, as all the symmetry-specific dependences were
not essential for the above discussion. It can be shown
[8] by exploiting the well-known relation S = (1 –

iκK)/(1 + iκK) ≡ eiθ between the scattering matrix S
and the local Green’s function (known as a K function
in this context) that the representation given by the sec-
ond equality in Eq. (9) is a consequence of the two fol-
lowing properties at the so-called perfect coupling, κ =
1 [19]: (i) the uniform distribution of the scattering
phase θ ∈  (0, 2π) and (ii) the statistical independence
of θ and the S matrix modulus. This also establishes a
physical meaning of x by relating it to the reflection
coefficient r, thus P0(x) is the normalized distribution of
x = (1 + r)/(1 – r). Remarkably, Eq. (9) relates the dis-
tribution of the local Green’s function in the closed sys-
tem to that of reflection in the perfectly open one.

Both these properties can be verified using the meth-
ods of [14] but only in the cases of preserved or com-
pletely broken TRS. Our approach proves it generally
for the crossover regime at an arbitrary degree of TRS
breaking. Taking into account our findings, we can
bring the final result to the following form:

(10)

At arbitrary values of the crossover parameter y, the
obtained result can be treated only numerically. Further
analytical study is possible in the limiting cases of pure
symmetries considered below.
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4π2v 2
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2πv 2
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F x( ) λ0 λ1 λ2 f λ{ }( )e
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dd
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1

∫=

×
x λ0–( )

λ1
2 1–( ) λ2
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---------------------------------------------------------------------------------.
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The simplest case of unitary symmetry (β = 2) [20]
is correctly reproduced from (10) as y  ∞. We find
[21]

(11)

where it is convenient for the subsequent use to intro-
duce the absorption parameter α ≡ γβ/2 scaled with the
symmetry index β, the α-dependent constants being
A ≡ eα – 1 and B ≡ 1 + α – eα, and the normalization
constant 12 = 1.

As to the case of orthogonal symmetry (β = 1), no
general result was available in the literature. Expres-
sion (11) (with 1β = α/(AΓ(β/2 + 1, α) + Be–α) and

Γ(ν, α) = tν – 1e–t) was suggested in [8] (see also

[9]) to be an appropriate interpolation formula at β = 1.
It incorporates correctly both known limiting cases of
weak or strong absorption, and a reasonable agreement
with available numerical and experimental data was
found in a broad range of the absorption strength. We
proceed with providing an exact analytical treatment of
this case which amounts to investigating (8) and (10) at
y = 0. Fortunately, further simplifications are possible if
one considers the integrated probability distribution

(12)

which is a positive monotonically decaying function by
definition. To this end, we note that it is useful to switch
to the parametrization of [22] to carry out the threefold
integration. The latter turns out to yield a sum of decou-
pled terms, and, after some algebra, we have been able
to cast the result in the following final form:

(13)

with auxiliary functions defined as follows:

(14)

P0 x( )
1β

2
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their counterpart with the index 2 being given by the
same expression save for the integration region t ∈  [0,
w] instead of [w, ∞). For an illustration of our findings,

the reflection distribution P(r) =  is

shown in the figure.
Finally, we mention that the general case of arbi-

trary transmission T < 1 can be mapped [23, 24] onto
that of the perfect one considered so far. The scattering
phase θ is then no longer uniformly distributed and gets
statistically correlated with x. However, their joint dis-
tribution P(x, θ) can be found [8] to be again deter-
mined by P0(x) as follows:

(15)

with g ≡ 2/T – 1. This equation provides us with further
distributions of the phase and reflection coefficient,
which were recently studied experimentally [9].

In summary, we provided a new approach to statis-
tical properties of the local Green’s function in quan-
tum chaotic or disordered absorptive systems of any
symmetry class. It would be highly interesting to
extend the current experimental studies [11] of the
crossover regime to check our findings. Although the
validity of the explicit formulas given above is
restricted to the completely ergodic (“zero-dimen-
sional”) case, it is actually possible to adopt the above
method [25] to quasi-one- (or higher-) dimensional sit-
uations when Anderson localization effects already
play an important role [7].
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The reflection coefficient distribution in chaotic systems
invariant under time reversal at perfect coupling is plotted at
moderate values of the absorption strength γ = 2πΓ/∆,
where systematic deviations between the exact result drawn
from Eq. (13) (solid curves) and the interpolation expres-
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bols stand for numerics done for 103 realizations of 500 ×
500 random GOE matrices.
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