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#### Abstract

Two classes of irregular lattices, in one of which the Wilson fermion doubling is absent, whereas in the other it is formally present, have been presented in my previous works. Irregular lattices are simplicial complexes that are used to define discrete gravity. It has been shown that Wilson fermion doubling is always absent in this discrete gravity with any lattice class, because anomalous modes do not propagate. © 2005 Pleiades Publishing, Inc.


PACS numbers: 04.60.-m, 98.80.H

1. Let us consider a generalization of the Dirac action that is defined on a space lattice and has the following properties:
(i) it is local;
(ii) in the naive continuum limit, it is transformed to the Dirac-field action;
(iii) it is phase invariant and $\gamma^{5}$ invariant, i.e., invariant under the transformations (a) $\psi \longrightarrow \exp (i \alpha) \psi$, $\bar{\psi} \longrightarrow \bar{\psi} \exp (-i \alpha)$ and (b) $\psi \longrightarrow \exp \left(i \beta \gamma^{5}\right) \psi, \bar{\psi} \longrightarrow$ $\bar{\psi} \exp \left(-i \beta \gamma^{5}\right)$.

It is well known (see, e.g., [1-4]) that so-called Wilson fermion doubling occurs in the described theory on a hypercubic, or more exactly periodic, lattice. This means that, if one Dirac field exists on the lattice, two Dirac fields are present in the continuum limit. If there is one Weyl field on the lattice, only Dirac fields exist in the continuum limit. In [5], the following theorem was proved: if the fermion action on a periodic lattice has the form

$$
\begin{equation*}
I=\sum_{\mathbf{x}, \mathbf{y}} \bar{\psi}_{\mathbf{x}} \hat{H}(\mathbf{x}-\mathbf{y}) \psi_{\mathbf{y}} \tag{1}
\end{equation*}
$$

where $\mathbf{x}$ and $\mathbf{y}$ are the radius-vectors of the sites of the lattice, and it has the above three properties, then the Wilson fermion doubling also occurs. However, the following question has not yet been answered: Does the fermion action with properties (i)-(iii) lead to Wilson fermion doubling on any lattice?
2. In my recent works [6, 7], general assurance that Wilson fermion doubling occurs for any lattice generalization of Dirac theory was shown to be doubtful. Irregular lattices (more exactly, simplicial complexes) on which Wilson fermion doubling was absent were found. These complexes were naturally called odd. Complexes on which Wilson fermion doubling formally occurs were also presented. In this work, state-
ments made in [6, 7] are significantly enhanced: even when a lattice formally allows Wilson fermion doubling, this phenomenon is really absent, because anomalous fermion modes (i.e., modes that "multiply" normal fermion modes and give rise to doubling) do not propagate. In this sense, Wilson fermion doubling is absent. This conclusion is valid in the framework of discrete quantum gravity presented in $[8,9]$.
3. Generally speaking, Dirac theory on simplicial complexes naturally arises in the discrete gravity theory proposed in my previous works (see, e.g., [8, 9]). For this reason, it is necessary to briefly describe the discrete quantum gravity theory, the more so that this is required for presenting a new result. The discrete quantum gravity theory was presented in detail in the mentioned works.

Let $\mathscr{K}$ be a simplicial complex and $a_{i}, a_{j}, \ldots$ be its vertices. In the case of the four-dimensional complex, four Dirac matrices are used with the Euclidean signature:

$$
\begin{gathered}
\gamma^{a}, a, b, c, \ldots=1,2,3,4, \quad \operatorname{tr} \gamma^{\alpha} \gamma^{b}=2 \delta^{a b}, \\
\gamma^{5}=\gamma^{1} \gamma^{2} \gamma^{3} \gamma^{4}, \quad \operatorname{tr} \gamma^{5} \gamma^{a} \gamma^{b} \gamma^{c} \gamma^{d}=4 \varepsilon^{a b c d} .
\end{gathered}
$$

Each oriented 1 -simplex or edge $a_{i} a_{j}$ is assigned with the $\operatorname{Spin}(4)$ group element

$$
\Omega_{i j}=\Omega_{j i}^{-1}=\exp \left(\frac{1}{2} \omega_{i j}^{a b} \sigma^{a b}\right), \quad \sigma^{a b}=\frac{1}{4}\left[\gamma^{a}, \gamma^{b}\right],
$$

as well as with the Clifford algebra element

$$
\hat{\varepsilon}_{i j} \equiv e_{i j}^{a} \gamma^{a}=-\Omega_{i j} \hat{e}_{j i} \Omega_{i j}^{-1},
$$

where $\omega_{i j}^{a b}=-\omega_{j i}^{a b}=-\omega_{i j}^{b a}$ and $e_{i j}^{a}$ are the real variables. Each 0-simplex or vertex $a_{i}$ is assigned with mutually conjugate Dirac spinors $\psi_{i}$ and $\bar{\psi}_{i}$. Index $A$
enumerates 4-simplexes. Each 4-simplex $a_{i} a_{j} a_{k} a_{l} a_{m}$ with the index $A$ is assigned the number $\varepsilon_{\text {Aijklm }}= \pm 1$ whose sign depends on the orientation of this 4 -simplex. The symbols $\bar{\psi}_{A i}, \psi_{A i}, \hat{e}_{A i j}, \Omega_{A i j}$, etc., indicate that the edge $a_{i} a_{j}$ belongs to the 4 -simplex with the index $A$. The action of the gravitational and Dirac fields that is associated with the complex $\Upsilon$ has the form

$$
\begin{gather*}
I=\frac{1}{5 \times 24} \sum_{A} \sum_{i, j, k, l, m} \varepsilon_{A i j k l m} \operatorname{tr} \gamma^{5} \\
\times\left\{-\frac{1}{2 l_{P}^{2}} \Omega_{A m i} \Omega_{A i j} \Omega_{A j m} \hat{e}_{A m k} \hat{e}_{A m l}\right.  \tag{2}\\
\left.+\frac{1}{24} \hat{\Theta}_{A m i} \hat{e}_{A m j} \hat{e}_{A m k} \hat{e}_{A m l}\right\} \\
\hat{\Theta}_{A i j}=\frac{i}{2} \gamma^{a}\left(\bar{\psi}_{A i} \gamma^{a} \Omega_{A i j} \psi_{A j}-\bar{\Psi}_{A j} \Omega_{A j i} \gamma^{a} \psi_{A i}\right)  \tag{3}\\
\equiv \Theta_{A i j}^{a} \gamma^{a} \in V
\end{gather*}
$$

This action is invariant under the following gauge transformations:

$$
\begin{gathered}
\tilde{\Omega}_{A i j}=S_{A i} \Omega_{A i j} S_{A j}^{-1} \\
\tilde{e}_{A i j}=S_{A i} e_{A i j} S_{A i}^{-1} \\
\tilde{\psi}_{A i}=S_{A i} \psi_{A i}, \quad \tilde{\bar{\psi}}_{A i}=\bar{\psi}_{A i} S_{A i}^{-1}
\end{gathered}
$$

where $S_{A i} \in \operatorname{Spin}(4)$.
Let us present the expression for the partition function $Z$ in discrete Euclidean gravity, which is transformed to the transfer matrix after the transition to the Lorentzian signature. The vertices and edges of the simplex are enumerated by the indices $\mathscr{V}$ and $\mathscr{E}$, respectively, and $\psi_{q}, \Omega_{\mathscr{E}}$, etc., are corresponding variables. By definition,

$$
\begin{equation*}
Z=\operatorname{const}\left(\prod_{\mathscr{E}} \int d \Omega_{\mathscr{C}} \int d e_{\mathscr{C}}\right)\left(\prod_{\mathscr{V}} d \bar{\psi}_{\mathscr{V}} d \psi_{\mathscr{V}}\right) \exp (-I) \tag{4}
\end{equation*}
$$

where $d \Omega_{\mathscr{E}}$ is the invariant measure on the $\operatorname{Spin}(4)$ group and the other measures are clear without comments.

Action (2) has the naive continuum limit. For passage to the continuum limit, it is necessary to introduce the conventional local vertex coordinates

$$
x_{A i}^{\mu} \equiv x^{\mu}\left(a_{A i}\right), \quad \mu=1,2,3,4,
$$

so that the differences between the coordinates of neighboring vertices are small and linearly independent:

$$
d x_{A j i}^{\mu} \equiv x_{A i}^{\mu}-x_{A j}^{\mu} \sim a
$$

$$
\left|\begin{array}{cccc}
d x_{A m 1}^{1} & d x_{A m 1}^{2} & \ldots & d x_{A m 1}^{4} \\
\ldots & \ldots & \ldots & \ldots \\
d x_{A m 4}^{1} & d x_{A m 4}^{2} & \ldots & d x_{A m 4}^{4}
\end{array}\right| \neq 0
$$

Here, $a$ is a certain constant that has the length dimension and is on the order of the effective lattice step. In the naive continuum limit, it is supposed that all introduced variables $\Omega, \hat{e}, \psi$, and $\bar{\psi}$ vary only slightly between the neighboring simplexes, $e_{A m i} \sim a$, and the elements $\Omega_{A m i}$ are close to unity. The last condition means that $\omega_{A m i} \longrightarrow 0$. Let us consider the systems of linear equations

$$
\begin{gather*}
\omega_{A m \mu} d x_{A m i}^{\mu}=\omega_{A m i}, \quad e_{A m \mu} d x_{A m i}^{\mu}=e_{A m i}  \tag{5}\\
i=1,2,3,4
\end{gather*}
$$

that unambiguously determine the 1 -forms $\omega_{A m \mu}$ and $e_{A m \mu}$. Let the 1-simplex $X_{m i}^{A}=a_{m} a_{i}$ belong to the 4-simplexes with the indices $A_{1}, A_{2}, \ldots, A_{r}$. It is easy to see that the average

$$
\omega_{\mu}\left[\frac{1}{2}\left(x_{A m}+x_{A i}\right)\right] \equiv \frac{1}{r}\left\{\omega_{A_{1} m \mu}+\ldots+\omega_{A_{r} m \mu}\right\}
$$

which is determined only by the 1 -simplex $a_{m} a_{i}$, satisfies the relation

$$
\omega_{\mu}\left[\frac{1}{2}\left(x_{A m}+x_{A i}\right)\right] d x_{A m i}^{\mu}=\omega_{A m i} \equiv \omega=\omega_{\mu} d x^{\mu}
$$

The 1-form $e=e_{\mu} d x^{\mu}$ is determined similarly.
Then, it is easy to show that lattice action (2) in the long-wavelength limit is transformed to the known action of the Einstein continuum theory in the Palatini form

$$
\begin{gather*}
I=\int \varepsilon_{a b c d}\left\{-\frac{1}{l_{P}^{2}}\left(R^{a b} \wedge e^{c} \wedge e^{d}+\frac{1}{6} \Theta^{a} \wedge e^{b} \wedge e^{c} \wedge e^{d}\right\}\right.  \tag{6}\\
d \omega^{a b}+\omega_{c}^{a} \wedge \omega^{c b}=\frac{1}{2} R^{a b} \\
\Theta^{a}=\frac{i}{2}\left(\bar{\psi} \gamma^{a} \mathscr{D}_{\mu} \psi-\mathscr{D}_{\mu} \bar{\Psi} \gamma^{a} \psi\right) d x^{\mu} \\
\mathscr{D}_{\mu} \psi_{A i}=\partial_{\mu} \psi_{A i}+\omega_{A i \mu} \psi_{A i}
\end{gather*}
$$

We point to the important property of the theory. Information on the initial lattice structure is completely lost in the long-wavelength limit: action (6) is independent of the positions of the lattice vertices in the continuum 4 -space. This property will be used below.
4. We pass to the formulation and analysis of the problem of fermion doubling in the discrete gravity the-
ory described above. In order to solve the problem, it should be extremely simplified. For this reason, we set

$$
\begin{equation*}
\Omega_{i j}=1, \quad\left(e_{i j}^{a}+e_{j k}^{a}+\ldots+e_{l i}^{a}\right)=0 \tag{7}
\end{equation*}
$$

where the sum is calculated over any closed path consisting of 1 -simplexes. Equations (7) mean that the curvature and torsion are equal to zero. Thus, the geometric realization of the complex $\Upsilon$ is in a Euclidean hyperplane, so that the Cartesian coordinates of the vertex $a_{i}$ are $x_{i}^{a}$ and $e_{i j}^{a}=x_{j}^{a}-x_{i}^{a}$ are the Cartesian coordinates of the vector whose beginning and end are at the vertices $a_{i}$ and $a_{j}$, respectively. We note that $\Theta_{i j}^{a}=-\Theta_{j i}^{a}$ under conditions (7). Two vertices will be called neighboring if they form the boundary of one edge.

In the continuum limit, Eqs. (7) are represented as $\oint e^{a}=0$, where the integrals are calculated over all contours. Therefore, $d e^{a}=0$ and $\omega^{a b}=0$ is the only solution of the equation

$$
d e^{a}+\omega^{a b} \wedge e^{b}=0
$$

Let us present the equation for the eigenmodes of the discrete Dirac operator in partial case (7). This operator is obtained by varying action (2) with respect to the variable $\bar{\psi}_{i}$. In the four-dimensional case, we have (see [7])

$$
\begin{equation*}
\frac{i}{4} \sum_{j(i)} S_{i j}^{a} \gamma^{a} \psi_{j}=\epsilon v_{i} \psi_{i}, \tag{8}
\end{equation*}
$$

where

$$
\begin{gather*}
S_{i j}^{a}=(3!)^{-2} \sum_{A(i, j)}  \tag{9}\\
\times \sum_{k, l, m} \varepsilon^{a c d f} \varepsilon_{A(i, j) j j k l m} e_{A(i, j) i k}^{c} e_{A(i, j) i l}^{d} e_{A(i, j) i m}^{f} .
\end{gather*}
$$

Here, the index $A(i, j)$ enumerates all the 4 -simplexes containing the edge $a_{i} a_{j}$, the index $j(i)$ enumerates all the vertices $a_{j(i)}$ neighboring the vertex $a_{i}$, and $v_{i}$ is the oriented 4 -volume of that part of the complex which contains only the vertex $a_{i}$ and the set of the vertices $\left\{a_{j(i)}\right\}$. There exist the relations

$$
\begin{equation*}
\sum_{j(i)} S_{i j}^{a} b_{i j}^{b}=4 v_{i} \delta^{a b}, \quad \sum_{j(i)} S_{i, j}^{a} \equiv 0, \tag{10}
\end{equation*}
$$

that provide the transformation of discrete equation (8) in the long-wavelength limit to the continuum equation

$$
\begin{equation*}
i \gamma^{a} \partial_{a} \psi=\epsilon \psi . \tag{11}
\end{equation*}
$$

Indeed, this is easily verified by taking into account the relation

$$
\begin{equation*}
\psi_{j}=\psi_{i}+e_{i j}^{a} \partial_{a} \psi_{i}, \tag{12}
\end{equation*}
$$
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that is satisfied with enough accuracy in the long-wavelength limit, i.e., for conventional modes. Here, $x^{a}$ are the Cartesian coordinates in the same orthogonal basis in which the components of the vectors $e_{i j}^{a}$ are specified. It is again seen that information on the positions of the vertices of the complex is completely lost in the long-wavelength limit; i.e., conventional long-wavelength modes lose information on the lattice structure. The eigenvalues of the modes of Dirac operator (11) are $\epsilon= \pm|k|$, where $k^{a}$ is the wavevector of a mode. Thus, the eigenvalues of the usual modes can be arbitrarily small.

The main result of works $[6,7]$ is that the theory under consideration involves two types of lattices. On the lattices of one type, fermion doubling occurs, whereas it is absent on the lattices of the other type. Let us present examples of these two types of lattices.

First, we consider a lattice on which fermion doubling occurs. For illustration, Fig. 1 shows a twodimensional lattice, but the consideration below is also valid for the multidimensional case. An analog of Eq. (8) on the two-dimensional lattice in the case of zeroth modes $(\epsilon=0)$ for the upper component of the Dirac field can be represented as

$$
\begin{equation*}
\sum_{j(i)}\left(z_{j+1}-z_{j-1}\right) \varphi_{j}=0 \longleftrightarrow \sum_{j(i)} z_{j}\left(\varphi_{j+1}-\varphi_{j-1}\right)=0 . \tag{13}
\end{equation*}
$$

Here, the index $j(i)$ changes by unity when passing to the neighboring vertex in the process of the successive motion along the boundary of the volume $v_{i}$, which, in the 2D case, consists of all triangles of the complex containing the vertex $a_{i} ; x_{j}$ and $y_{j}$ are the Cartesian coordinates of the vertex $a_{j}$; and $z_{j}=x_{j}+i y_{j}$ is its complex coordinate.

Let all the internal vertices of the complex have an even number of neighboring vertices. In addition, let the entire set of internal vertices be divided into a finite number of subsets (three for the case shown in Fig. 1: $\left\{a_{i}\right\},\left\{a_{i^{\prime}}\right\}$, and $\left\{a_{i{ }^{\prime \prime}}\right\}$ ) such that the system of equations for the zeroth mode given by Eq. (13) includes only the differences $\left(\psi_{j_{1}^{\prime}}-\psi_{j_{2}^{\prime}}\right),\left(\psi_{j_{1}^{\prime \prime}}-\psi_{j_{2}^{\prime 2}}\right)$, and ( $\Psi_{j_{1 \prime \prime}^{\prime \prime}}-\psi_{j_{2}^{\prime \prime}}$ ). It is important that the vertices are in the general positions. The fields $\psi_{j^{\prime}}, \psi_{j^{\prime \prime}}$, and $\psi_{j^{\prime \prime \prime}}$ are called the branches of the zeroth mode. In this case, Wilson fermion doubling evidently occurs (the boundary effect can be neglected at $\alpha_{0} \longrightarrow \infty$ ). Such an example is shown in
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Fig. 1, where the vertices belonging to three such subsets are marked by the symbols 0 and $\pm$. A nontrivial zeroth mode can be taken in the form $\varphi^{0}=c \neq 0$ and $\varphi^{ \pm}=[\exp ( \pm 2 \pi i / 3)] c$. Here, $\varphi^{0}$ and $\varphi^{ \pm}$are the field $\varphi$ at the vertices marked in Fig. 1 by the symbols 0 and $\pm$, respectively. This nontrivial mode is orthogonal to the trivial mode $\varphi_{i}=$ const (in the natural measure $\sum_{i} \bar{\psi}_{i} \psi_{i}$ on the regular lattice) and is correspondingly independent. In this example, there are three branches of the nontrivial zeroth mode.

Let us present a 2D lattice on which Wilson fermion doubling is absent. Figure 2 shows a fragment of such a lattice. The lattice in Fig. 2 differs from the lattice in Fig. 1 such that an odd number of edges converge at each internal vertex. In [1, 2], it was proved that Wilson fermion doubling is absent on such lattices and multidimensional analogs of such lattices were constructed.

Further, it is important that, according to the definition, the lattice allows "fermion doubling" if the discrete Dirac operator given by Eq. (8) allows two types of modes with eigenvalues approaching zero. ${ }^{1}$ The qualitative difference between them is as follows. The normalized modes of the first type, or normal modes, satisfy the conditions

$$
\left|\psi_{i}-\psi_{j}\right| \sim|\epsilon|\left|\psi_{j}\right| \sim|\epsilon| N^{-1 / 2},
$$

where $a_{i}$ and $a_{j}$ are the neighboring vertices, $\epsilon$ is the mode eigenvalue [see Eq. (8)], and $N$ is the number of the vertices of the complex. The normalized modes of the second type, or anomalous modes, for certain neighboring vertices whose number is comparable with the total vertices of the complex satisfy the conditions

$$
\begin{equation*}
\left|\psi_{i}^{\mathscr{A}}-\psi_{j}^{\mathscr{A}}\right| \sim\left|\psi_{j}^{\mathscr{A}}\right| \sim N^{-1 / 2} . \tag{14}
\end{equation*}
$$

[^0]The term fermion doubling is presented in the quotation marks, because anomalous soft modes, even if they exist on the lattice, cannot propagate in the continuum limit of the theory under consideration such as conventional soft modes. This is indicated by the long-wavelength behavior of the correlation functions of fields that describe separately conventional and anomalous modes. These correlation functions will be estimated below and these estimates are the result of this work.

We emphasize that the correlation functions of conventional and anomalous soft modes in the theories described in Section 1 behave similarly in the longwavelength limit. This means that these correlation functions decrease identically at large distances. This statement is easily verified for simple hypercubic lattices. Therefore, fermion doubling is really the doubling of the number of long-wavelength fermion states.

Relations (14) mean that anomalous modes generally change stepwise from a vertex to a neighboring vertex. Hence, the derivatives $\partial_{a} \psi_{i}^{\mathscr{L}}$ of anomalous modes also generally change stepwise from a vertex to a neighboring vertex. Otherwise, Eqs. (8) and (10) would provide the equation $i \gamma^{a} \partial_{a} \psi^{\mathscr{A}}=\epsilon \psi^{\triangleleft}$, where the left-hand side is continuous, while the right-hand side is discontinuous. Moreover, the derivatives of anomalous modes in various directions are incommensurable.

Further, we will show that the effective equation in the continuum limit that describes anomalous modes has the form

$$
\begin{equation*}
i \alpha^{a}(x) \partial_{a} g^{\mathscr{A}}(x)=\epsilon g^{\mathscr{A}}(x) \tag{15}
\end{equation*}
$$

where $\alpha^{a}(x)$ are random functions in the sense indicated below. Indeed, let $\psi_{s j}^{\mathscr{A P}(0)}, s=1,2, \ldots$, be a complete set of zeroth anomalous modes. ${ }^{2}$ Any linear combination of zeroth modes is evidently also a zeroth mode. For this reason, we seek a soft anomalous mode "growing" from zeroth anomalous modes in the form $\psi_{j}^{\mathscr{A}}=$ $\sum_{s} g_{s j}^{\mathscr{A}} \Psi_{s j}^{\mathscr{A}(0)}$, where the numerical field $g_{s j}^{\mathscr{A}}$ is slowly varying. To derive an equation for the field $g_{s j}^{\mathscr{A}}$, we substitute the expression for a soft anomalous mode into Eq. (8):

$$
\begin{gather*}
\frac{i}{4} \sum_{j(i)} S_{i j}^{a} \gamma^{a} \sum_{s^{\prime}}\left[\left(g_{s^{\prime} j}^{\mathscr{A}}-g_{s^{\prime} i}^{\mathscr{A}}\right)+g_{s^{\prime} i}^{\mathscr{A}}\right] \psi_{s^{\prime} j}^{\mathscr{A}(0)} \\
=\frac{i}{4} \sum_{j(i)} S_{i j}^{a} \gamma^{a} \sum_{s^{\prime}} \psi_{s^{\prime} j}^{\mathscr{A}(0)}\left(g_{s^{\prime} j}^{\mathscr{A}}-g_{s^{\prime} i}^{\mathscr{A}}\right)  \tag{16}\\
=\epsilon \mathrm{v}_{i} \sum_{s^{\prime}} g_{s^{\prime} i}^{\mathscr{A}} \psi_{s^{\prime} i}^{\mathscr{A}(0)} .
\end{gather*}
$$

[^1]The first equality in Eq. (16) follows from the fact that $\psi_{s j}^{\mathscr{A l}(0)}, s=1,2, \ldots$, are zeroth modes. According to the second equality in Eq. (16), the eigenvalue $\epsilon$ for slowly varying fields $g_{s i}^{s L}$ can be arbitrarily small. In this case, Eq. (16) is reduced to the form

$$
\begin{gathered}
\frac{i}{4 v_{i}} \sum_{s^{\prime}}\left[\sum_{j(i)}\left(\bar{\psi}_{s i}^{\mathcal{A}(0)} S_{i j}^{a} e_{i j}^{b} \gamma^{a} \psi_{s^{\prime} j}^{\mathcal{A}(0)}\right)\right] \partial_{b} g_{s^{\prime} i} \\
=\epsilon\left[\sum_{s^{\prime}} \bar{\Psi}_{s i}^{\mathcal{A}(0)} \psi_{s^{\prime} i}^{\mathcal{A}(0)}\right] g_{s^{\prime} i}^{\mathcal{A}} .
\end{gathered}
$$

The multiplication of this equation by the matrix $\left[\bar{\Psi}_{s i}^{\mathscr{A}(0)} \Psi_{s^{\prime} i}^{\mathscr{L}(0)}\right]^{-1}$ reduces it to Eq. (15), where

$$
\begin{align*}
& \alpha_{s s^{\prime}}^{a}=\frac{1}{4 v_{i}} \sum_{s^{\prime \prime}}\left[\bar{\Psi}_{s i}^{\mathcal{A}(0)} \Psi_{s^{\prime \prime}}^{\mathcal{A}(0)}\right]^{-1} \\
& \times\left[\sum_{j(i)}\left(\bar{\Psi}_{s^{\prime} i}^{\mathcal{A}(0)} S_{i j}^{a} e_{i j}^{b} \gamma^{a} \Psi_{s^{\prime} j}^{\mathcal{A}(0)}\right)\right] . \tag{17}
\end{align*}
$$

Thus, the operator on the right-hand side of Eq. (15) is a first-order differential operator with variable matrix coefficients that acts on a multicomponent function $g_{s}(x), s=1,2, \ldots$ Since Eq. (8) and effective equation (15) follow from Hermitian action (2) and Eq. (16), respectively, the operator on the left-hand side of Eq. (15) is Hermitian.

Quantities (17) are irregular functions that depend strongly and locally on the positions of the vertices of the complex. We demonstrate this for 2D gravity on a 2D complex when formulas are transparent. Let the vertex $a_{i}$ be at the origin; vertices $a_{j}, j=1,2,3,4$, be its nearest neighbors; and $e_{i j}^{a}=\left(x_{j}, y_{j}\right)$ be the Cartesian coordinates of the corresponding vertex. We assume that $\psi_{s k}^{\text {st }(0)}= \pm 1, \gamma^{1}=\sigma^{1}$, and $\gamma^{2}=\sigma^{2} .{ }^{3}$ In this case, if $\psi_{1}^{\mathscr{A}(0)}=\psi_{3}^{\mathscr{A}(0)}=-\psi_{2}^{\mathscr{A}(0)}=-\psi_{4}^{\mathscr{A}(0)}=1$, then

$$
\begin{align*}
& \sum_{j=1}^{4}\left(\bar{\Psi}_{s i}^{\mathcal{A}(0)} S_{i j}^{b} e_{i j}^{a} \gamma^{b} \Psi_{s^{\prime} j}^{\mathcal{A}(0)}\right) \sim\left(\left(x_{3}-x_{1}\right)\left(y_{4}-y_{2}\right)\right.  \tag{18}\\
& \left.\quad+\left(x_{4}-x_{2}\right)\left(y_{3}-y_{1}\right), 2\left(y_{3}-y_{1}\right)\left(y_{4}-y_{2}\right)\right)
\end{align*}
$$

It is seen that the components of vector (18) depend strongly on dynamical variables (fields $e_{i j}^{a}$ ) and this dependence is spatially local. It is important that the variables $\left\{e_{i j}^{a}\right\}$ in integral (4) in the theory under consideration can independently vary over a wide range without a change in the action. This statement is exact

[^2]in the continuum limit for the case where only longwavelength field modes with wavelengths much longer than the lattice step are taken into account [see Eq. (6), the preceding formulas, and $[6,7])$. Indeed, continuum action (6) is expressed in terms of the 1 -forms $\omega_{A m u}$ and $e_{\text {Amu }}$, which are determined from Eqs. (5). These 1forms obviously do not change [and thereby action (6) does not change] when the right-hand sides of Eqs. (5) vary with simultaneous corresponding variation in the differentials $d x_{A m i}^{\mu}$. The described invariance of the action is associated with the gauge invariance of the theory (which is also certainly exact on a lattice).

Thus, the components $\alpha^{a}(x)$ in Eq. (15) are functions of $x$ that depend strongly and locally on the integration variables $\left\{e_{8}\right\}$ in range (4).

Let these components be representable in the form

$$
\begin{equation*}
\alpha^{a}(x)=\beta^{a}(x)+\lambda \rho^{a}, \tag{19}
\end{equation*}
$$

where $\rho_{s s^{\prime}}^{a}$ is the constant matrix, $\lambda$ is the small numerical parameter, and all odd powers of $\beta(x)$ in the integrand in Eq. (4) are equal to zero:

$$
\begin{equation*}
\langle | \beta\left(x_{1}\right) \ldots \beta\left(x_{2 n+1}\right)\left\rangle_{e_{8}}=0, \quad n=0,1, \ldots\right. \tag{20}
\end{equation*}
$$

Points $x_{1}, \ldots, x_{2 n+1}$ can partially or completely coincide with each other. Averaging in Eq. (20) is performed by means of functional integral (4). The subscript $\left\{e_{\mathscr{E}}\right\}$ indicates that integration is performed only with respect to the variables $\left\{e_{g}\right\} .{ }^{4}$ We also assume that the parameter $\lambda$ is small so that the expansion in this parameter is meaningful. The last assumption is justified because, according to the above discussion, the quantities $\alpha(x)$ depend strongly and locally on the variables $\left\{e_{\text {g }}\right\}$, whereas action (2) depends only slightly on these variables.

When the problem of the $S$ matrix (which is meaningful only in the continuum limit) is solved in the theory under consideration, all $S$-matrix elements must be averaged over the variables $\left\{e_{\mathscr{E}}\right\}$ before the calculation of probabilities and cross sections. Therefore, if the vertices describing the interaction are universal (i.e., independent of the microstructure of the lattice not only for normal but also for anomalous modes), ${ }^{5}$ the propagators of the matter fields in such a theory must be averaged over the variables $\left\{e_{\S 8}\right\}$. Indeed, in this case, the diagrammatic technique can be obtained in this case as a result of the expansion in a functional differential operator acting on the transition amplitude for the matter fields in the quadratic (free) approximation against the background of the external field sources. In this case, the square transition amplitude must be averaged

[^3]
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with a weight over the variables $\left\{e_{\mathscr{8}}\right\}$ before the expansion in interaction.

It is necessary to obtain the propagator

$$
\begin{equation*}
\left\langle\psi^{\mathscr{A}} \bar{\psi}^{\mathscr{A}}\right\rangle_{e_{\mathscr{E}}}=\psi^{\mathscr{A}(0)}\left\langle\left(-i \alpha^{a} \partial_{a}\right)^{-1}\right\rangle_{e_{\mathscr{E}}} \bar{\Psi}^{\mathscr{A}(0)} \tag{21}
\end{equation*}
$$

that describes the propagation of anomalous modes. Thus, the problem is reduced to the study of the Green's function that corresponds to the operator on the lefthand side of Eq. (15) and is averaged over the variables $\left\{e_{\mathscr{8}}\right\}$ by taking into account condition (20): ${ }^{6}$

$$
\begin{equation*}
\left\langle\left(-i \alpha^{a} \partial_{a}\right)^{-1}\right\rangle_{e_{q}} . \tag{22}
\end{equation*}
$$

5. We first consider the case $\lambda=0$. To perform the necessary averaging in Eq. (22), we use the well-known formula

$$
\begin{equation*}
\mathscr{P} \frac{1}{\tau}=\frac{1}{2 i} \int_{0}^{+\infty} d s\left[e^{i s \tau}-e^{-i s \tau}\right] . \tag{23}
\end{equation*}
$$

This formula implies that $\tau \neq 0$ or $\tau^{-1} \neq \pm \infty$. Using Eq. (23), we represent operator (22) (for the case $\lambda=0$ before averaging over the variables $\left\{e_{\mathscr{C}}\right\}$ ) in the form

$$
\begin{equation*}
\langle x|\left(-i \beta^{a} \partial_{a}\right)^{-1}|y\rangle=\frac{1}{2 i} \int_{0}^{+\infty} d s\langle x|\left[e^{s \beta^{a} \partial_{a}}-e^{-s \beta^{a} \partial_{a}}\right]|y\rangle . \tag{24}
\end{equation*}
$$

This relation is meaningful for $x \neq y$, because its lefthand side is finite in this case. However, representation (24) is meaningless for $x=y$. Then, let us average the terms in the square brackets in Eq. (24) over the variables $\left\{e_{\mathscr{g}}\right\}$. In this case, it is only important that, owing to Eq. (20), the result of such averaging of each of these terms is a function of $( \pm s)^{2}=s^{2}$ but not of $( \pm s)$. Therefore, the terms in the square brackets in Eq. (24) cancel each other after the averaging over the variables $\left\{e_{\mathscr{E}}\right\}$ and thereby the propagator describing the propagation of anomalous modes is proportional to the $\delta$ function of the variable $x$ :

$$
\begin{equation*}
\left.\left\langle\langle x|\left(-i \beta^{a} \partial_{a}\right)^{-1} \mid y\right\rangle\right\rangle_{e_{\mathscr{g}}} \sim a \delta^{(4)}(x-y) . \tag{25}
\end{equation*}
$$

We remind the reader that $a$ is a certain constant that has the length dimension and is on the order of the effective lattice step.

[^4]We now estimate quantity (22) for nonzero $\lambda$ by taking into account that it can be expanded in the parameter $\lambda$. This problem is easily solved by using field theory methods. Figure 3 shows the sum of the diagrams that corresponds to quantity (22). The solid line and cross correspond to unperturbed propagator (25) and the operator $i \lambda \rho^{a} \partial_{a}$, respectively. Then, using the conventional diagrammatic technique rules, one can represent quantity (25) in the form of the series of diagrams shown in Fig. 3.

As a result, the $\delta$ function of the free propagator is "smeared" and the desired propagator describing the propagation of anomalous modes appears to be exponentially decreasing in the $x$ space:

$$
\begin{equation*}
\left\langle\left\langle\psi^{\mathscr{A}}(x) \bar{\Psi}^{\mathscr{A}}(y)\right\rangle\right\rangle_{e_{g}} \sim \exp \left[-\frac{|x-y|}{a \lambda}\right] . \tag{26}
\end{equation*}
$$

At the same time, according to Eq. (11), as the distance increases, the free propagator describing the propagation of normal modes in the $x$ representation decreases according to the power law

$$
\begin{equation*}
\left(i \gamma^{a} \partial_{a}\right)^{-1}(x, y)=\frac{\not x-\not x}{2 \pi^{2}\left((x-y)^{2}\right)^{2}} . \tag{27}
\end{equation*}
$$

Comparing Eqs. (26) and (27), we conclude that Wilson fermion doubling is absent in the theory under consideration even when the complex allows the existence of soft anomalous modes.
6. We briefly summarize the conclusions as follows.
(i) In [6, 7], simplicial complexes on which Wilson fermion doubling was absent, as well as complexes on which Wilson fermion doubling formally occurred, were presented.
(ii) On complexes that formally allow fermion doubling, this phenomenon is really absent because normal and anomalous fermion modes propagate differently in spacetime. Normal modes (in the long-wavelength limit) have definite energy and momentum. On the contrary, anomalous modes cannot have definite energy and momentum and their propagators decrease exponentially in spacetime at scales comparable with the characteristic lattice scale. Thus, the statements made in $[6,7]$ are significantly enhanced.

Certain general consequences of the above results are as follows.

Let us assume that one Weyl field is introduced on the lattice in case (ii) by introducing the projection operator $(1 / 2)\left(1 \pm \gamma^{5}\right)$ into the fermion action in Eqs. (2) and (3). Since the lattice fermion action is invariant under global $\gamma^{5}$ transformations and the lattice fermion measure is in addition invariant under local $\gamma^{5}$ transformations, the total fermion current is strictly conserved. However, this does not mean that each of the currents of normal and anomalous modes is conserved separately. On the contrary, it has been well known for a long time that, when $S$ matrix elements are calculated
by using causal Feynman propagators, the Weyl-field current is not conserved due to the gauge anomaly. This phenomenon is interpreted in the theory under consideration as the mutual transfer of the axial charge between normal and anomalous modes.

We also emphasize that the theory under consideration does not exclude the case where the axial charges of normal and anomalous modes are conserved separately (see [7]). This means that the axial anomaly is absent. Such a regime can be realized only in problems where the use of Feynman propagators is incorrect, for example, at the universe inflation stage when the problem of the $S$ matrix is meaningless.
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#### Abstract

In the geometry of the circular hydraulic jump, the velocity of the liquid in the interior region exceeds the speed of the capillary-gravity waves (ripplons), whose spectrum is "relativistic" in the shallow water limit. The velocity flow is radial and outward, and thus the relativistic ripplons cannot propagate into the interior region. In terms of the effective $2+1$ dimensional Painlevé-Gullstrand metric appropriate for the propagating ripplons, the interior region imitates a white hole. The hydraulic jump represents the physical singularity at the whitehole horizon. The instability of the vacuum in the ergoregion inside the circular hydraulic jump and its observation in recent experiments on superfluid ${ }^{4} \mathrm{He}$ by Rolley et al. [3] are discussed. © 2005 Pleiades Publishing, Inc.


PACS numbers: 04.70.-s, 67.40.Hf

## 1. INTRODUCTION

Starting with the pioneering acoustic black hole [1], there appeared many suggestions to simulate the black and white holes in various laboratory systems (see review paper [2] and the references therein). Here, we discuss the most perspective analog, which has been actually realized in recent experiments with superfluid ${ }^{4} \mathrm{He}$ [3]: the circular hydraulic jump in superfluid ${ }^{4} \mathrm{He}$ simulates the $2+1$ dimensional white hole for the surface waves with a "relativistic" spectrum in the shallow liquid.

In Section 2, we discuss the effective space-time emerging for the surface waves-ripplons-in the shallow water limit. In Section 3, we introduce the interaction of ripplons with the walls. The walls provide the absolute reference frame. In the region where the flow of the liquid with respect to this frame exceeds the Landau critical velocity for ripplon radiation, the surface of the liquid becomes unstable. For the relativistic ripplons, the boundary of this region serves as an analog of a black-hole or white-hole horizon. The instability of the liquid towards generation of ripplons inside the horizon is the main mechanism of the decay of this $2+$ 1 dimensional analog of a black or white hole. Similar instability of the vacuum inside an astronomical black hole is possible. In Section 4, we show that the hydraulic jump is the realization of the white hole horizon for the relativistic ripplons in normal liquids. In Section 5, the discussion is extended for the hydraulic jump in superfluids in relation to the recent experiment [3]. Some open questions require further investigations.

[^5]
## 2. EFFECTIVE METRIC FOR RIPPLONS

The general dispersion relation $\omega(\mathbf{k})$ for ripplonsthe waves on the surface of a liquid-is

$$
\begin{equation*}
M(k)(\omega-\mathbf{k} \cdot \mathbf{v})^{2}=\rho g+k^{2} \sigma . \tag{1}
\end{equation*}
$$

Here, $\sigma$ is the surface tension, $\rho$ is mass density of the liquids, $\rho g$ is the gravity force, and $\mathbf{v}$ is the velocity of the liquid along the surface. The quantity $M(k)$ is the $k$-dependent mass of the liquid that is forced into motion by the oscillating surface:

$$
\begin{equation*}
M(k)=\frac{\rho}{k \tanh k h}, \tag{2}
\end{equation*}
$$

where $h$ is the thicknesses of the layer of the liquid.
The spectrum (1) becomes "relativistic" in the shallow water limit $k h \ll 1, k \ll k_{0}$ :

$$
\begin{gather*}
(\omega-\mathbf{k} \cdot \mathbf{v})^{2}=c^{2} k^{2}+c^{2} k^{4}\left(\frac{1}{k_{0}^{2}}-\frac{1}{3} h^{2}\right),  \tag{3}\\
c^{2}=g h, \quad k_{0}^{2}=\rho g / \sigma .
\end{gather*}
$$

If the $k^{4}$ corrections are ignored, the spectrum of ripplons in the $k \longrightarrow 0$ limit is described by the effective metric [4]

$$
\begin{equation*}
g^{\mu \mathrm{v}} k_{\mu} k_{v}=0, \quad k_{\mu}=\left(-\omega, k_{x}, k_{y}\right) \tag{4}
\end{equation*}
$$

with the following elements

$$
\begin{equation*}
g^{00}=-1, \quad g^{0 i}=-v^{i}, \quad g^{i j}=c^{2} \delta^{i j}-v^{i} v^{j} . \tag{5}
\end{equation*}
$$

The interval describing the effective $2+1$ space-time in which ripplons propagate along geodesies and the
corresponding covariant components of the effective metric are

$$
\begin{gather*}
d s^{2}=g_{\mu v} d x^{\mu} d x^{\nu}, \quad g_{00}=-1+\frac{v^{2}}{c^{2}}, \\
g_{0 i}=-\frac{v^{i}}{c^{2}}, \quad g_{i j}=\frac{1}{c^{2}} \delta_{i j} . \tag{6}
\end{gather*}
$$

As distinct from the original acoustic metric introduced by Unruh [1], here $c$ is the speed of gravity waves. It is typically much smaller than the speed of sound, which allows us to avoid the different hydrodynamic instabilities inherent to the acoustic analogs of the horizon.

The spectrum (1) is valid for the prefect fluid, where dissipation due to friction and viscosity is neglected, and it must be modified when the dissipation is added. For the ripplons propagating at the interface between two superfluids, the dissipation leads to a simple extra term on the right-hand side of Eq. (1) $[5,6]$ :

$$
\begin{equation*}
M(k)(\omega-\mathbf{k} \cdot \mathbf{v})^{2}=\rho g+k^{2} \sigma-i \Gamma \omega . \tag{7}
\end{equation*}
$$

For the ripplons at the interface between ${ }^{3} \mathrm{He}-\mathrm{A}$ and ${ }^{3} \mathrm{He}-\mathrm{B}$, the friction parameter $\Gamma>0$ depends on the temperature and is proportional to $T^{3}$ at low $T$. The important property of the added dissipative term is that it introduces the reference frame of the horizontal wall. The $\omega$-dependence of the dissipative term in Eq. (7), which has no Doppler shift, implies that this spectrum is written in the frame of the wall. We may expect that, under some conditions, this description is applicable to the normal viscous liquid, where the phenornenological parameter $\Gamma$ is determined by the Reynolds number of the flowing liquid and probably depends on $\omega$ and $k$.

## 3. INSTABILITY IN THE ERGOREGION

If the non-zero $\Gamma$ is taken into account, from the spectrum $\omega(k)$ in Eq. (7), it follows that the instability to the formation of the surface waves occurs when the velocity $v$ of the flow with respect to the wall exceeds the critical velocity $v_{L}$. At $v=v_{L}$, the imaginary part Im $\omega\left(k_{c}\right)$ of the energy spectrum of the critical ripplon with momentum $k_{c}$ crosses zero and becomes positive; i.e., the attenuation of ripplons at $v<v_{L}$ due to dissipation transforms to amplification at $v>v_{L}[5,6]$. The critical velocity $v_{L}$ and the momentum of the critical ripplon $k_{c}$ do not depend on the friction parameter $\Gamma$. They are different in the "relativistic" and "non-relativistic" regimes:

$$
\begin{gather*}
v_{L}=c, \quad k_{c}=0, \text { if } h k_{0}<\sqrt{3},  \tag{8}\\
v_{L}=c \sqrt{2 / h k_{0}}, \quad k_{c}=k_{0}, \text { if } h k_{0} \geqslant 1 . \tag{9}
\end{gather*}
$$

In both regimes, the frequency of the critical ripplon is $\omega\left(k_{c}\right)=0$; i.e., the critical ripplon must be stationary in the wall frame.

The fact that the threshold velocity $v_{L}$ does not depend on $\Gamma$ demonstrates that the main role of the dissipative term is to provide the reference frame of the wall with which the liquid interacts. The flow of a superfluid liquid with respect to this reference frame does not experience any dissipation if its velocity is below $v_{L}$. The dissipation starts above the instability threshold when the surface of the liquid is perturbed; i.e., ripplons are radiated due to the interaction of the liquid with the wall. This indicates that the critical velocity of the flow with respect to the wall coincides with the Landau criterion for ripplon nucleation:

$$
\begin{equation*}
v_{L}=\min _{k} \frac{E(k)}{k}, \quad E(k)=\sqrt{\left(\rho g+\sigma k^{2}\right) / M(k)} . \tag{10}
\end{equation*}
$$

In the case of the interface between ${ }^{3} \mathrm{He}-\mathrm{A}$ and ${ }^{3} \mathrm{He}-\mathrm{B}$, the critical velocity of instability towards the growth of the critical ripplon has been measured in the nonrelativistic deep-water regime $h k_{0} \gg 1$ [7], and has been found in good agreement with the theoretical estimate of the Landau velocity (modified for the case of two liquids $[5,6]$ ) without any fitting parameter.

The region where the flow velocity $v$ exceeds $v_{L}$ represents the ergoregion, since, in the wall frame, the energy of the critical ripplon is negative in this region, $E(k)+\mathbf{k} \cdot \mathbf{v}<0$. For the relativistic ripplons, the ergore-gion-the region where $v$ exceeds $c$-is expressed in terms of the effective metric in Eq. (6): in the ergoregion the metric element $g_{00}$ changes sign and becomes positive. If the flow is perpendicular to the ergosurface (the boundary of the ergoregion), then the ergosurface serves as the event horizon for ripplons. It is the black hole horizon if the liquid moves into the ergoregion, since ripplons cannot escape from the ergoregion (if the nonrelativistic $k^{4}$ corrections to the spectrum are ignored). Correspondingly, if the liquid moves from the ergoregion, the boundary of the ergoregion represents the white hole horizon.

The discussed instability of the flow towards formation of ripplons in the supercritical region does not depend on whether the horizon is of a black hole or of a white hole. This mechanism also does not resolve between the ergosurface and the horizon. The instability comes from the interaction with the fixed reference frame and occurs in the region where the energy of the critical fluctuation is negative in this frame. Such a kind of instability is also called the Miles instability [8]. In principle, the Miles instability may take place behind the horizon of the astronomical black holes if there exists the fundamental reference frame related for example with Planck physics [5, 8]. It may lead to the decay of the black hole much faster than the decay due to Hawking radiation.

## 4. WHITE-HOLE HORIZON IN THE HYDRAULIC JUMP

The situation with a white hole horizon is achieved in the so-called hydraulic jump first discussed by Rayleigh in terms of the shock wave [9]. The circular hydraulic jump occurs when the vertical jet of liquid falls on a flat horizontal surface. The flow of the liquid at the surface exhibits a ring discontinuity at a certain distance $r=R$ from the jet (observation of noncircular hydraulic jumps with sharp corners has been reported in [10]). At $r=R$ there is an abrupt increase in the depth $h$ of the liquid (typically by an order of magnitude) and correspondingly a decrease in the radial velocity of the liquid. The velocity of the liquid in the interior region $(r<R)$ exceeds the speed of "light" for ripplons $v>c=$ $\sqrt{h g}$, while outside the hydraulic jump $(r>R)$ one has $v<c=\sqrt{h g}$. Since the velocity flow is radial and outward, the interior region imitates the "white-hole" region. The interval of the $2+1$ dimensional effective space-time in which the "relativistic" ripplons "live" is

$$
\begin{equation*}
d s^{2}=-c^{2} d t^{2}+(d r-v(r) d t)^{2}+r^{2} d \phi^{2} \tag{11}
\end{equation*}
$$

The similar $3+1$ dimensional space-time in general relativity, the so-called Painlevé-Gullstrand metric [11]

$$
\begin{gather*}
d s^{2}=-c^{2} d t^{2}+(d r-v(r) d t)^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right), \\
v^{2}(r)=\frac{2 G M}{r} \tag{12}
\end{gather*}
$$

is popular now in black hole physics (see [12] and the references therein).

In general relativity, the metric is continuous across the horizon. In our case, there is a real physical singularity at the white-hole horizon-the jump in the effective metric (6). However, the discussed mechanism of the Miles instability in the ergoregion (or behind the horizon) does not depend on whether the horizon, or ergosurface, is smooth or singular.

A similar condensed matter analog of the black-hole horizon with the physical singularity at the horizon has been also been discussed by Vachaspati [13]. At the boundary between two superfluids, the speed of sound (and, thus, the acoustic metric) has a jump: $c_{1} \neq c_{2}$. The acoustic black or white horizon occurs if the superfluid velocity of the flow through the phase boundary is subsonic in one of the superfluids but supersonic in the other one: $c_{1}<v<c_{2}$.

## 5. HYDRAULIC JUMP IN SUPERFLUIDS

The analogy between the instability of the surface inside the hydraulic jump and the instability of the vacuum behind the horizon can be useful only if the liquid simulates a quantum vacuum. For that, the liquid must be quantum, and its flow should not exhibit any friction in the absence of a horizon. That is why the full analogy could occur if one uses either a flow of quantum liquid
with a high Reynolds number, or a superfluid liquid that has no viscosity. Quantum liquids such as superfluid or normal ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ are good candidates.

The first observation of the circular hydraulic jump in superfluid liquid (superfluid ${ }^{4} \mathrm{He}$ ) was reported in [3]. The surface waves generated in the ergoregion (in the region inside the jump) were observed. The critical ripplon appeared to be stationary in the wall frame in agreement with the Miles instability towards ripplon radiation inside the ergoregion discussed in Section 3. This is the first experiment where the analog of the instability of the vacuum inside the horizon has been simulated. The growths of the critical ripplon is saturated due to the nonlinear effects, and then the whole pattern remains stationary (though not static). This is different from the case of the instability observed at the interface between ${ }^{3} \mathrm{He}-\mathrm{A}$ and ${ }^{3} \mathrm{He}-\mathrm{B}$, where the instability is not saturated and leads to the crucial rearrangement of the vacuum state: Quantized vortices penetrate into the ${ }^{3} \mathrm{He}-\mathrm{B}$ side from the ${ }^{3} \mathrm{He}-\mathrm{A}$, they partially screen the ${ }^{3} \mathrm{He}-\mathrm{B}$ flow and reduce its velocity back below the threshold for the ripplon formation [7].

Under the conditions of experiment [3], the hydraulic jump in the superfluid ${ }^{4} \mathrm{He}$ is very similar to that in the normal liquid ${ }^{4} \mathrm{He}$. The position $R$ of the hydraulic jump as a function of the temperature does not experience discontinuity at the superfluid transition. This suggests that quantized vortices are formed that provide mutual friction between the superfluid and normal components. As a result, even below the $\lambda$ point, the liquid moves as a whole, though with a lower viscosity because of the reduced fraction of the normal component.

To avoid the effect of the normal component, it would be desirable to reduce the temperature or to conduct similar experiments in a shallow superfluid ${ }^{3} \mathrm{He}$.

The advantage of superfluid ${ }^{3} \mathrm{He}$ is that, as distinct from superfluid ${ }^{4} \mathrm{He}$, vortices are not easily formed there: the energy barrier for vortex nucleation in ${ }^{3} \mathrm{He}-\mathrm{B}$ is about $10^{6}$ times bigger than the temperature [14]. In addition, in superfluid ${ }^{3} \mathrm{He}$, the normal component of the liquid is very viscous compared to that in superfluid ${ }^{4} \mathrm{He}$. In the normal state, the kinematic viscosity is $v \sim$ $10^{-4} \mathrm{~cm}^{2} / \mathrm{s}$ in liquid ${ }^{4} \mathrm{He}$, and $v \sim 1 \mathrm{~cm}^{2} / \mathrm{s}$ in liquid ${ }^{3} \mathrm{He}$. That is why in many practical arrangements the normal component in superfluid ${ }^{3} \mathrm{He}$ remains at rest with respect to the reference frame of the wall and, thus, does not produce any dissipation if the flow of the superfluid component is subcritical. One can also exploit thin films of a superfluid liquid where the normal component is fixed. The ripplons there represent the so-called third sound (recent discussion on the third sound propagating in superfluid ${ }^{3} \mathrm{He}$ films can be found in [15]). In 1999, Seamus Davis suggested using the third sound in superfluid ${ }^{3} \mathrm{He}$ for simulation of the horizons [16].

In normal liquids, it is the viscosity that determines the position $R$ of the hydraulic jump (see [17, 18]). The open question is what is the dissipation mechanism that determines the position $R$ of the white-hole horizon in a superfluid flow with a stationary or absent normal component when its viscosity is effectively switched off. Since there is no dissipation of the superfluid flow if its velocity is below $v_{L}$, one may expect that the same mechanism, which is responsible for dissipation in the presence of the horizon, also determines the position $R$ of the horizon. If so, the measurement of $R$ as function of the parameters of the system will give the information on various mechanisms of decay of a white hole. If the Miles vacuum instability towards ripplon radiation inside the horizon is saturated as in experiment [3], another mechanisms will intervene such as the blackhole laser [19], and even the quantum mechanical Hawking radiation of ripplons. The latter should be enhanced at the sharp discontinuous horizon of the hydraulic jump and maybe near the sharp corners of the noncircular (polygonal) hydraulic jump observed in [10].

It is also unclear whether it is possible to approach the limit of a smooth horizon without the shock wave of the hydraulic jump and whether it is possible to construct the inward flow of a liquid that would serve as an analog of the black hole horizon.
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#### Abstract

We report on the parton distribution functions (PDFs) determined from the NNLO QCD analysis of the world inclusive DIS data with account for the precise NNLO QCD corrections to the evolution equations kernel. The value of the strong coupling constant $\alpha_{s}^{\mathrm{NNLO}}\left(M_{\mathrm{Z}}\right)=0.1141 \pm 0.0014$ (exp.), in fair agreement with the one obtained using the earlier approximate NNLO kernel by van Neerven-Vogt. The intermediate bosons rates calculated in the NNLO using the obtained PDFs are in agreement with the latest Run II results. © 2005 Pleiades Publishing, Inc.
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The inclusion of the higher-order QCD corrections for most of the high-energy processes is important due to the value of the strong coupling constant $\alpha_{s}$ that is not small for realistic kinematics. This is also true for the deep-inelastic lepton-nucleon scattering (DIS) process, which provides valuable information about the structure of the nucleon. However, since the next-to-next-to-leading order (NNLO) corrections were completely calculated only lately, most often the analysis of the DIS data was performed in the next-to-leading (NLO) approximation or, at best, with the approximate NNLO evolution kernels derived in [1] on the basis of calculations [2, 3]. With the recently calculated exact expressions for the NNLO evolution kernels [4] one can improve the available extractions of the NNLO parton distribution functions (PDFs) based on the approximate evolution kernels by getting rid of the error due to the kernel uncertainty. Even so, consistent extraction of the NNLO PDFs from the global fits including the jet production data [5] is still unfeasible since the NNLO coefficient functions for the jet production process are not completely calculated. In this letter, we describe the NNLO PDFs obtained from the updated analysis of the world data on inclusive DIS process [6], where the NNLO coefficient functions are known and full account of the NNLO corrections is possible.

We use for the analysis the charged-leptons proton/deuteron data on the DIS cross sections collected in the SLAC-CERN-HERA experiments [7] with the cuts $Q^{2}>2.5 \mathrm{GeV}^{2}, W>1.8 \mathrm{GeV}$, and $x<0.75$ imposed in order to reject the kinematical regions problematic for the perturbative QCD (pQCD) and where the nuclear corrections are particularly big. The HERA data with $Q^{2}>300 \mathrm{GeV}^{2}$ were also cut off since they have a marginal impact on the precision of the PDFs obtained but complicate the analysis due to account of the $Z$ boson

[^6]contribution being required for these kinematics. The pQCD evolution input for the $u$-, $d$-, $s$-quarks and gluons at $Q_{0}^{2}=9 \mathrm{GeV}^{2}$ is
\[

$$
\begin{gather*}
x u_{V}\left(x, Q_{0}\right)=\frac{2}{N_{u}^{V}} x^{a_{u}}(1-x)^{b_{u}}\left(1+\gamma_{2}^{u} x\right),  \tag{1}\\
x u_{S}\left(x, Q_{0}\right)=\frac{A_{S}}{N_{S}} \eta_{u} x^{a_{s}}(1-x)^{b_{s u}},  \tag{2}\\
x d_{V}\left(x, Q_{0}\right)=\frac{1}{N_{d}^{V}} x^{a_{d}}(1-x)^{b_{d}},  \tag{3}\\
x d_{S}\left(x, Q_{0}\right)=\frac{A_{S}}{N^{S}} x^{a_{s}}(1-x)^{b_{s d}},  \tag{4}\\
x s_{S}\left(x, Q_{0}\right)=\frac{A_{S}}{N^{S}} \eta_{s} x^{a_{s}}(1-x)^{\left(b_{s u}+b_{s d}\right) / 2},  \tag{5}\\
x G\left(x, Q_{0}\right)=A_{G} x^{a_{G}}(1-x)^{b_{G}}\left(1+\gamma_{1}^{G} \sqrt{x}+\gamma_{2}^{G} x\right), \tag{6}
\end{gather*}
$$
\]

where the indices $V$ and $S$ correspond to the valence and sea distributions correspondingly. The normalization factors $N_{u, d}^{V}$ and $A_{G}$ are calculated from other parameters using the fermion number and momentum conservation. The value of the parameter $N_{S}$ is defined from the condition that $A_{S}$ gives the total momentum carried by the sea quarks. The value of $\eta_{s}$ is fixed at 0.42 . For the PDFs parameters obtained in our fit, this choice provides the value of the strange sea suppression factor equal to 0.41 at $Q_{0}^{2}=20 \mathrm{GeV}^{2}$, in agreement with the CCFR/NuTeV analysis of [8]. The $b$ - and $c$-quarks contributions are accounted for in the massive scheme with the $O\left(\alpha_{s}^{2}\right)$ correction of [9] included. For the lowest $Q / W$ data used in the fit, the power corrections are
important, and, therefore, we take into account the tar-get-mass correction by Georgi-Politzer [10] and the dynamical twist-4 terms in the structure functions $F_{2, T}$ parameterized in a model-independent way as the piece-linear functions of $x$.

The parameters of the PDFs obtained in the NNLO fit with their errors due to the statistical and systematical uncertainties in the data that are given in Table 1. These PDFs are comparable to the ones in [6] extracted using the approximate NNLO kernel within the errors due to the NNLO kernel uncertainty estimated in [1]. However, at small $x$ and $Q$, where the NNLO corrections are enhanced, the impact of the new calculations is nonnegligible. With the exact NNLO corrections, the QCD evolution of the gluon distribution at small $x$ gets weaker and as a result, at small $x / Q$, the gluon distribution obtained using the precise NNLO kernel is quite different from the approximate one. In particular, while the approximate NNLO gluon distribution is negative at $Q^{2}<1.3 \mathrm{GeV}^{2}$, the precise one remains positive even below $Q^{2}=1 \mathrm{GeV}^{2}$ (see Fig. 1). For the NLO case, the positivity of the gluons at small $x / Q$ is even worse than for the approximate NNLO case due to the approximate NNLO corrections that dampen the gluon evolution at small $x$ too; therefore, the account of the NNLO corrections is crucial in this respect (cf. discussion of [11]). The positivity of the PDFs is not mandatory beyond the leading order; however, it allows probabilistic interpretation of the parton model and facilitates modeling of the soft processes, such as the underlying events in the hadron-hadron collisions at high energies. The change of the gluon distribution at small $x / Q$ as compared to the fit with the approximate NNLO evolution is rather due the change in the evolution of the kernel than due to the shift in the fitted parameters of the PDFs. This is clear from the comparison of the exact NNLO gluon distribution to one obtained from the approximate NNLO fit and evolved to low $Q$ using the exact NNLO kernel (see Fig. 1). In the vicinity of the crossover of the gluon distribution to the negative values, its relative change due to the variation of the evolution kernel is quite big and, therefore, the further fixation of the kernel at small $x$ discussed in [12] can be substantial for the low $Q$ limit of the PDFs.

For the higher-mass kinematics at the LHC numerical impact of the NNLO, the kernel update is not dramatic. The change in the Higgs and W/Z boson production cross sections due to the more precise definition of the NNLO PDFs is comparable to the errors coming from the PDFs uncertainties. The NNLO predictions for the longitudinal DIS structure function $F_{L}$ at $x \sim 10^{-5}$ measured by the $H 1$ collaboration [13] also does not change too much since they are given by the Mellin convolution of PDFs with the coefficient functions and are defined by the gluon distribution at relatively big

Table 1. The PDFs parameters and $\chi^{2} /$ NDP obtained in the fit. The errors in the parameters are obtained by propagation of the statistical and systematical errors in the data

| Valence quarks: | $a_{u}$ | $0.724 \pm 0.027$ |
| :--- | :--- | :---: |
|  | $b_{u}$ | $4.0194 \pm 0.050$ |
|  | $\gamma_{2}^{u}$ | $1.04 \pm 0.35$ |
|  | $a_{d}$ | $0.775 \pm 0.073$ |
| Gluon: | $b_{d}$ | $5.15 \pm 0.15$ |
|  | $a_{G}$ | $-0.118 \pm 0.021$ |
|  | $b_{G}$ | $9.6 \pm 1.2$ |
|  | $\gamma_{1}^{G}$ | $-3.83 \pm 0.51$ |
|  | $\gamma_{2}^{G}$ | $8.4 \pm 1.7$ |
| Sea quarks: | $A_{S}$ | $0.1586 \pm 0.0089$ |
|  | $a_{s}$ | $-0.2094 \pm 0.0044$ |
|  | $b_{s d}$ | $5.6 \pm 1.2$ |
|  | $\eta_{u}$ | $1.12 \pm 0.11$ |
|  | $b_{s u}$ | $10.39 \pm 0.88$ |
|  |  | $2534 / 2274$ |

values of $x$. The obtained value of the strong coupling constant

$$
\alpha_{s}^{\mathrm{NNLO}}\left(M_{Z}\right)=0.1141 \pm 0.0014(\text { stat }+ \text { syst })
$$

is in fair agreement with $\alpha_{s}^{\mathrm{NNLO}}\left(M_{\mathrm{Z}}\right)=0.1143 \pm 0.0014$ (stat + syst) obtained in the fit of [6] with the approxi-


Fig. 1. The gluon distributions obtained in the different variants of the analysis (solid: the fit with the exact NNLO evolution; dashes: the fit with approximate NNLO evolution; dots: the approximate NNLO gluons evolved with the exact NNLO kernel; dashed-dots: the NLO fit).

Table 2. The NNLO inclusive rates (in nb) for the intermediate bosons production in the hadron-hadron collisions. The errors are due to the total PDFs uncertainties

|  | $W^{ \pm}$ | $Z$ |
| :--- | :---: | :---: |
| $\bar{p} p(1.96 \mathrm{TeV})$ | $26.11 \pm 0.44$ | $7.78 \pm 0.11$ |
| $p p(14 \mathrm{TeV})$ | $197.0 \pm 5.3$ | $57.7 \pm 1.5$ |

mate NNLO kernel and with the results of the exact NNLO analysis of the nonsinglet DIS data [14].

The errors in the PDFs parameters given in Table 1 are calculated as a propagation of the experimental errors for the data points used in the fit. We calculate these errors using the covariance matrix method [15] taking into account the statistical and systematic errors in the data and the correlations of the latter as well. We also take into account the theoretical errors due to the possible variations of the strange suppression factor $\eta_{s}$ and the $c$ quark mass $m_{c}$. For this purpose, we recalculate the error matrix for the PDF parameters with $\eta_{s}$ and $m_{c}$ released. Since the parameters $\eta_{s}$ and $m_{c}$ are not constraint by the charged-leptons inclusive DIS data, we confine their variation adding to the data sample two "measurements": $\eta_{s}=0.42 \pm 0.1$ and $m_{c}=1.5 \pm$ 0.25 GeV with the errors in these measurements representing our current understanding of the uncertainties in these parameters. In this approach, the theoretical


Fig. 2. The NNLO calculation of the $W / Z$ rates for run II at Fermilab compared to the data. The dotted lines give the uncertainty in the calculations due to errors in the PDFs; the error bars of the data points give the total error including the one due to the luminosity uncertainty. The branching ratios of the $W / Z$ lepton decays $\operatorname{Br}(W \longrightarrow l v)=0.107$ and $\operatorname{Br}(Z \longrightarrow l l)=0.034$ were applied.
errors are included into the total error in the PDFs and their correlations with other sources of the PDFs uncertainties are automatically taken into account. The NNLO PDFs grid for the range of $Q^{2}=0.8-2 \times$ $10^{8} \mathrm{GeV}^{2}$ and $x=10^{-7}-1$ with the total uncertainties in the PDFs supplied is available directly ${ }^{1}$ and through the LHAPDF library. ${ }^{2}$ The LO and NLO PDFs grids are also supplied to provide a tool for checking the sensitivity of different calculations to the QCD order of the PDFs.

The NNLO inclusive rates for the intermediate boson production at the FNAL $\bar{p} p$ collider and the LHC calculated using this grid and the code of [16] with the corrections of [17] are given in Table 2. The masses and widths of the $W / Z$ bosons were set as $M_{W}=$ $80.425 \mathrm{GeV}, M_{Z}=91.188 \mathrm{GeV}, \Gamma_{W}=2.124 \mathrm{GeV}, \Gamma_{Z}=$ 2.495 GeV , and the squared sine of the Weinberg angle $x_{W}\left(M_{Z}\right)=0.2312$, and the squared cosine of the Cabibbo angle $c_{C}=0.9498$ [18]. The errors quoted in Table 2 are due to the total uncertainty in the PDFs including the theoretical errors considered. The calculations are in agreement with the latest run II results of [19] within the errors (see Fig. 2). The errors in the data of run II are bigger than the ones in the calculations; therefore, the latter can be used for better calibration of the luminosity, which gives the main contribution to the measurements error.

In summary, we provide an update of the analysis of the world DIS inclusive data on the proton/deuteron targets with full account of the NNLO QCD corrections including the recent calculations of the exact NNLO evolution kernel. The value of $\alpha_{s}$ is in fair agreement with the earlier version of the fit based on the approximate NNLO kernels. With the exact NNLO corrections applied, we observe improvement in the positivity of the gluon distributions extrapolated to small $x$ and $Q$ : Now we have gluons positive up to $Q=1 \mathrm{GeV}$, i.e., throughout kinematical region where the parton model is applicable. The NNLO W/Z-bosons rates calculated using the PDFs obtained are in agreement with the recent run II results and can be used for better calibration of the Fermilab experiments in view of the uncertainty in the calculations due to PDFs that are smaller than the experimental ones. Since these PDFs are extracted from the data for one single process, they can be used for the quantitative studies of the PDFs universaly, which is an advantage as compared to the ones determined from the global fits.
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#### Abstract

The features of the Earth's dusty ionosphere are considered using as an example the summer polar mesosphere. The effect of the optical properties of microparticles on their heating and photoelectron emission under the action of solar radiation is analyzed in detail. Certain photochemical consequences of the presence of dust in the upper atmosphere are studied. In particular, it is shown that microparticles can noticeably reduce the concentration of water vapor in the upper atmosphere and this decrease in turn limits the particle sizes. The influence of the effect under consideration on the behavior of the charged component of the upper atmosphere is discussed. © 2005 Pleiades Publishing, Inc.


PACS numbers: 52.27.Lw, 92.60.Mt, 94.20.-y

The processes in a multicomponent plasma containing dust particles are attracting considerable attention at present [1-4]. Interest in dusty plasma is stimulated both by its great abundance in nature and by the significant (determining in some cases) effect of dust particles on the state of the medium where they are present. Microparticles may play an important role in the Earth's ionosphere. Dust particles enter the upper atmosphere of the Earth due to the bombardment by micrometeorites (which then burn at altitudes of $80-$ 100 km ) and due to the convective transfer of particles of soot of volcanic origin and/or due to aerosol from the lower atmosphere. The concentration of particles with a characteristic size of about several nanometers is thought to vary in a range of $10-10^{3} \mathrm{~cm}^{-3}$ in dependence on the season and the micrometeorite activity [5]. Under ordinary conditions, such particles do not significantly affect the state of the ionospheric plasma and the photochemistry of the upper atmosphere. However, in the summer polar mesosphere at altitudes near 8090 km , when the ambient air temperature is below 150 K and the water vapors present at these altitudes are supersaturated [6], the effect of the microparticles increases sharply (see, e.g., [7]). In this case, an important feature of the mesosphere is the presence of thin (compared to the atmosphere altitude scale) dust layers ${ }^{1}$ at altitudes of $80-85 \mathrm{~km}$ that are known as noctilucent clouds or NLCs and at altitudes of 85-95 km that are known as polar mesosphere summer echoes or PMSEs. Noctilucent clouds consist of submicron-sized particles of water ice (with possible dust inclusions) [8] and are easily seen by optical methods. Polar mesosphere summer echoes consisting of charged nanoparti-

[^8]cles cannot be observed by optical methods and are manifested as strong radio reflections observed with radars at frequencies between 50 and 1000 MHz [9]. The strong correlation between the observations of NLCs and PMSEs implies that they have a common origin. For this reason, NLCs and PMSEs are frequently considered together under the common term polar mesospheric clouds (PMCs).

In this work, a model is presented for describing dusty structures in the summer polar mesosphere. This model takes into account the effect of solar radiation on the heating and charging of microparticles and the segmentation of particles in the gravitational field and the changes in the water vapor concentration in the mesosphere that are consistent with the growth of particles.

Figure 1 shows the parameters of the summer polar mesosphere that are important for the physics of polar mesospheric clouds. The conditions for the growth of particles are satisfied for altitudes near $80-90 \mathrm{~km}$, where the local water vapors are supersaturated. Taking into account the presence of nanoparticles in the mesosphere, the most probable mechanism of the growth of particles is the heterogeneous nucleation on particles. The concentration of nanoparticles in the mesosphere is estimated as $n_{\text {PMC }} \sim 10-10^{3} \mathrm{~cm}^{-3}$ using data on the meteorite flux on the Earth that is $\sim 100$ ton/day. ${ }^{2}$ One of the key parameters is the illumination intensity of the mesosphere by solar radiation. The inset in Fig. 1 shows the characteristic spectra of solar radiation as functions of the altitude for a zenith angle of $85^{\circ}$ that is characteristic of the summer polar mesosphere. We note that short-wavelength radiation with wavelengths $\lambda \leq 170 \mathrm{~nm}$ (i.e., with photon energies $h \nu \geq 7.3 \mathrm{eV}$ )

[^9]almost does not penetrate to the mesosphere, being strongly absorbed at altitudes $H \approx 100 \mathrm{~km}$, except for the $\operatorname{Ly} \alpha(\lambda \approx 121 \mathrm{~nm})$ atomic-hydrogen line, which is noticeably suppressed but is present at PMC altitudes.

Particles absorbing solar radiation can be heated. The heating value depends on the reflective index and shape of a microparticle, the altitude, the solar zenith angle, etc. When the temperature of ice particles ${ }^{3}$ exceeds $\simeq 150 \mathrm{~K}$, they begin to be evaporated. This effect can be estimated from the balance equation for the temperature $T_{\mathrm{d}}$ of a dust particle (see, e.g., [10]). We write the balance equation in the form

$$
\begin{equation*}
P^{\mathrm{sol}}+P^{\mathrm{rad}}+P^{\mathrm{col}}=0 \tag{1}
\end{equation*}
$$

where $P^{\text {sol }}$ is the energy flux of solar radiation absorbed by the particle, $P^{\text {rad }}$ describes the thermal radiation of the microparticle, and $P^{\text {col }}$ describes the cooling of the dust particle due to collisions with neutrals. The expressions for $P^{\text {sol }}$ and $P^{\text {rad }}$ have the form

$$
\begin{aligned}
P^{\mathrm{sol}}= & \pi a^{2} h c \int \sigma_{\mathrm{abs}}(\lambda, a, m)\left(\Phi_{\lambda}^{\mathrm{sol}}\left(H, \alpha_{\mathrm{za}}\right)\right. \\
& \left.+\Phi_{\lambda}^{\mathrm{sca}}\left(H, \alpha_{\mathrm{za}}\right)\right) d \lambda / \lambda \\
P^{\mathrm{rad}}= & \pi a^{2} h c \int \sigma_{\mathrm{abs}}(\lambda, a, m) B_{\lambda}\left(T_{d}\right) d \lambda / \lambda
\end{aligned}
$$

where $\sigma_{\text {abs }}$ is the absorption efficiency (the cross section for the absorption of radiation by the dust particle of the radius $a$ normalized to $\pi a^{2}$ ), $m=n+i k$ is the complex refractive index of the microparticle material, $\alpha_{\mathrm{za}}$ is the solar zenith angle, $B_{\lambda}$ is the spectral flux of the thermal radiation from the particle, $\Phi_{\lambda}^{\text {sol/sca }}$ are the spectral fluxes of the direct (scattered by the atmosphere) solar radiation at the altitude $H, c$ is the speed of light, and $h$ is Planck's constant. The rate of the cooling of dust particles by neutrals is estimated by the expression $P^{\mathrm{col}} \approx$ $4 \pi a^{2} \alpha_{\mathrm{T}} n_{\mathrm{n}} v_{\mathrm{th}} k_{\mathrm{B}}\left(T_{\mathrm{d}}-T_{\mathrm{n}}\right)$, where $\alpha_{\mathrm{T}}$ is the coefficient (probability) of thermal accommodation (on the order of unity); $n_{\mathrm{n}}$ is the concentration of neutrals in the mesosphere ( $n_{\mathrm{n}} \sim 3 \times 10^{14} \mathrm{~cm}^{-3}$ at PMC altitudes); $v_{\text {th }}$ and $T_{\mathrm{n}}$ are the thermal velocity and temperature of neutrals, respectively; and $k_{\mathrm{B}}$ is the Boltzmann constant. The numerical solution of the transport equation for solar radiation in the Earth's atmosphere shows that $\Phi_{\lambda}^{\text {sol }}$ and $\Phi_{\lambda}^{\text {sca }}$ may be of the same order of magnitude at the mesosphere altitudes under the PMC conditions. We note that the contribution of the thermal radiation of the Earth to the balance equation for $T_{\mathrm{d}}$ can be disregarded.

The dependence of the absorption efficiency on the refractive index, size of a dust particle, and the radiation wavelength is complex. Figure 2 shows the absorption (scattering) efficiencies $\sigma_{\text {abs/sca }}$ calculated for $121-\mathrm{nm}$ radiation according to the Mie theory as functions of $a$

[^10]

Fig. 1. Parameters of the summer polar mesosphere such as the vertical profiles of the temperature $T_{\text {air }}$, the pressure of saturated water vapor over the ice surface $P_{\mathrm{s}}$, the partial pressure of water vapor $P_{\mathrm{w}}$, and the nanoparticle concentration. Water vapor is supersaturated at altitudes of 80 to 90 km , and, owing to this fact, nanoparticles grow and polar mesospheric clouds are formed. The inset shows the spectral flux of solar radiation $\Phi_{\lambda}^{\text {sol }}$ in the mesosphere vs. the altitude $h$. Radiation with $\lambda<170 \mathrm{~nm}$ almost does not penetrate (except for the Ly $\alpha$ hydrogen line) at mesosphere altitudes, being absorbed at altitudes $\approx 100 \mathrm{~km}$.
for spherical microparticles of various compositions. We note that $\sigma_{\text {abs }}$ for an ice-coated silicon particle differs slightly from $\sigma_{\text {abs }}$ for an ice particle. The inset shows the complex refractive index as a function of the photon energy for several compounds. We point to a very small imaginary part of the refractive index $k$ (which determines the absorption of radiation by a particle) in the optical range for ice particles. The values of $k$ for the other compounds under consideration are relatively large.

Figure 3 shows $\sigma_{\text {abs }}$ for microparticles of various compositions as a function of the photon energy $h \nu$ and particle size $a$. The noticeable absorption of solar radiation by submicron potassium is observed for photons with energies $\sim 1-3 \mathrm{eV}$, which easily penetrate to the mesosphere. At the same time, ice particles quite efficiently absorb short-wavelength ( $h \nu \geq 8 \mathrm{eV}$ ) and IR ( $h \nu \leq 0.5 \mathrm{eV}$ ) radiation. The results shown in the inset can be used to estimate the heating and charging mesospheric dust particles. It is convenient to introduce the dimensionless efficiency parameter $\eta(a, m)$ of the absorption of solar radiation energy by a particle as


Fig. 2. Optical properties of microparticles various composition as calculated using the Mie theory. The efficiencies of scattering $\sigma_{\mathrm{sca}}$ and absorption $\sigma_{\mathrm{abs}}$ of $121-\mathrm{nm}$ radiation versus the particle size $a$ for various microparticle materials: ice, iron, silicon, and ice-coated silicon (at the corresponding radius ratio $1: 2$ ). The known scaling is shown for small $a$ values ( $\sigma_{\mathrm{sca}} \propto a^{4}$ and $\sigma_{\mathrm{abs}} \propto a$ ). The inset shows the (solid lines) real and (dash-dotted line and dashed line for ice) imaginary parts of the complex refractive index $m$ vs. the photon energy for several compounds that can be present in a dust particle. The $m$ values for ice were obtained at a temperature of 130 K , which is close to the temperature of the summer polar mesosphere [12].
$\eta(a, m)=S_{0}^{-1} \int \sigma_{\text {abs }} F_{\lambda}^{0} d \lambda$, where $F_{\lambda}^{0}$ is the extra-atmospheric spectral energy flux ${ }^{4}$ and $S_{0} \approx 1366 \mathrm{~W} \mathrm{~m}^{-2}$ is the solar constant. For ice submicron-sized particles, $\eta$ increases almost linearly with the particle radius: $\eta(a=$ $0.025 \mu \mathrm{~m}) \simeq 10^{-4}$, whereas $\eta(a=0.8 \mu \mathrm{~m}) \simeq 3 \times 10^{-3}$. The estimate for the heating value $\Delta T_{\mathrm{d}}$ of such particles from the relation $\eta_{\text {ice }} S_{0} \approx P^{\text {col }}$ provides $\Delta T_{\mathrm{d}} \sim 3 \mathrm{~K}$; i.e., the heating of ice submicron particles in the mesosphere is insufficient for their evaporation. For particles consisting of potassium, the situation changes radically: in this case, $\eta_{\mathrm{K}} \sim 0.1-1$, the $\eta_{\mathrm{K}}$ value is maximal for particles with $a \approx 30 \mathrm{~nm}$ ( $\eta_{\mathrm{Fe}}$ for iron microparticles has a maximum for $a \simeq 150 \mathrm{~nm}$ ), and it is necessary to take into account the radiative cooling of such a particle. This circumstance determines the heating value $T_{\mathrm{d}} \simeq 270 \mathrm{~K}$. Figure 4 shows the dependence of $\Delta T_{\mathrm{d}}=$ $T_{\mathrm{d}}-T_{\mathrm{n}}$ on the parameter $\eta$ for certain altitudes at which PMCs are located. This dependence summarizes the above estimates. The inset shows the dependence $\eta(a)$ for certain compounds. These dependences make it possible to determine how microparticles of various

[^11]compositions are heated under the action of solar radiation in the mesosphere. The influence of the photoelectric effect on the charging of dust particles is discussed below.

The kinetic equation describing the evolution of the microparticle distribution function $f_{\mathrm{d}}(H, a \mathrm{v}, t)$ at the altitude $H$ has the form

$$
\begin{align*}
& \frac{\partial f_{\mathrm{d}}}{\partial t}+\frac{\alpha_{\mathrm{w}}}{4} m_{\mathrm{w}} v_{\mathrm{w}}^{T} \rho_{\mathrm{d}}\left(n_{\mathrm{w}}-n_{\mathrm{w}}^{s}\right) \frac{\partial f_{\mathrm{d}}}{\partial a}+\mathrm{v} \frac{\partial f_{\mathrm{d}}}{\partial H} \\
& +\left[g-\frac{\pi \rho c_{\mathrm{s}} a^{2} F_{\mathrm{d}}\left(v+v_{\mathrm{wind}}\right)}{m_{\mathrm{d}}}\right] \frac{\partial f_{\mathrm{d}}}{\partial v}=0 \tag{2}
\end{align*}
$$

Here, $\rho$ and $\rho_{\mathrm{d}}$ are the densities of air and microparticle material, respectively; $m_{d}$ is the microparticle mass; $\alpha_{w}$ is the probability of the accommodation of water molecules colliding with a dust particle ( $\alpha_{\mathrm{w}} \sim 1$ for supersaturated water vapors); $v_{\mathrm{w}}^{\mathrm{T}}$ is the thermal velocity of water molecules; $c_{\mathrm{s}}$ is the local speed of sound; $v_{\text {wind }}$ and $v$ are the vertical velocities of the wind and particle, respectively; $F_{\mathrm{d}}$ is the factor (on the order of unity) depending on the shape of a particle; and $n_{\mathrm{w}}$ and $n_{\mathrm{w}}^{\mathrm{s}}$ are the concentrations of water vapor and saturated water vapors in the mesosphere, respectively. The second term in the equation describes the growth/evaporation of ice microparticles in dependence on the water vapor saturation, and the last term in Eq. (2) describes the sedimentation/rise of a dust particle interacting with neutrals (neutral drag). In the summer polar mesosphere, the average velocity component (directed against gravity) of neutral gas is $\left\langle v_{\text {wind }}\right\rangle \simeq 1-10 \mathrm{~cm} / \mathrm{s}$.

The solution of kinetic equation (2), together with the following equation describing the content of water vapors,

$$
\begin{equation*}
\frac{\partial n_{\mathrm{w}}}{\partial t}+\frac{\partial \Gamma_{\mathrm{w}}}{\partial h}=-P_{\mathrm{w}}-n_{\mathrm{w}} L_{\mathrm{w}}-\pi \alpha_{\mathrm{w}} v_{\mathrm{w}} n_{\mathrm{w}}\left\langle a^{2} n_{\mathrm{d}}\right\rangle \tag{3}
\end{equation*}
$$

where $\Gamma_{\mathrm{w}}$ is the vertical diffusion flow of water vapors (see, e.g., [11]) and $P_{\mathrm{w}}$ and $L_{\mathrm{w}}$ are photochemical sources and sinks of water vapors in the mesosphere (the last term on the right-hand side describes the loss of water molecules on growing dust particles), determines the characteristic size of particles in the summer polar mesosphere. Figure 5 shows the time dependence of the characteristic size of the particle and the concentration of water vapors for various particle concentrations $n_{\mathrm{d}}$ at $v_{\text {wind }} \approx 5 \mathrm{~cm} / \mathrm{s}$. It is clearly seen that the growth of particles leads to a decrease in the water concentration in the mesosphere, which in turn limits the further growth of microparticles. Thus, for typical PMC parameters, the effect of the mesosphere dehydration in the dust cloud limits the size of the particles in dependence on their concentration at a level of $0.05-0.1 \mu \mathrm{~m}$. We note that the effect of the mesosphere dehydration under the PMC conditions was revealed in [13], where


Fig. 3. Efficiency $\sigma_{a b s}$ of the absorption of radiation by a microparticle consisting of (left panel) potassium and (right panel) ice vs. the photon energy and particle size. The inset shows the spectral fluxes of solar radiation: (solid line) extra-atmospheric $\Phi_{\lambda}^{0}$ and (dashed line) cumulative $\Phi(H, \lambda)=\int_{0}^{\lambda} \Phi_{\lambda} d \lambda$ at an altitude of 85 km .
the behavior of particles was simulated by molecular dynamics.

The recombination of the ionosphere plasma on the surface of microparticles can noticeably change the ionization properties of the summer polar mesosphere. Such an effect of dust particles on the ionization balance can be estimated from the system of the continuity equations for the electron concentration $n_{e}$, concentrations of simple $n_{i}^{\mathrm{s}}$ and cluster $n_{i}^{\mathrm{c}}$ positive ions, as well as for the charge $Z_{\mathrm{d}}^{a}$ of the microparticle with the radius $a$, which are written in the local approximation [14]:

$$
\begin{gather*}
\frac{\partial n_{e}}{\partial t}=q_{e}-\alpha_{s}^{\mathrm{rec}} n_{e} n_{i}^{\mathrm{s}}-\alpha_{\mathrm{c}}^{\mathrm{rec}} n_{e} n_{i}^{\mathrm{c}} \\
+\pi\left\langle v^{\text {photo }} a^{2} n_{\mathrm{d}}\right\rangle-\pi\left\langle v_{e} a^{2} n_{\mathrm{d}}\right\rangle \\
\frac{\partial n_{i}^{\mathrm{s}}}{\partial t}=q_{e}-\alpha_{s}^{\mathrm{rec}} n_{e} n_{i}^{\mathrm{s}}-\beta_{c} n_{i}^{\mathrm{s}}-\pi\left\langle v_{\mathrm{s}} a^{2} n_{\mathrm{d}}\right\rangle  \tag{4}\\
\frac{\partial n_{i}^{\mathrm{c}}}{\partial t}=\beta_{\mathrm{c}} n_{i}^{\mathrm{s}}-\alpha_{\mathrm{c}}^{\mathrm{rec}} n_{e} n_{i}^{\mathrm{c}}-\pi\left\langle v_{\mathrm{c}} a^{2} n_{\mathrm{d}}\right\rangle \\
\frac{\partial Z_{\mathrm{d}}^{a}}{\partial t}=v^{\text {photo }}+v_{\mathrm{s}}+v_{\mathrm{c}}-v_{e}
\end{gather*}
$$



Fig. 4. Heating $\Delta T_{\mathrm{d}}$ of a dust microparticle in the mesosphere at the altitudes of polar mesospheric clouds vs. the parameter $\eta(a, m)=S_{0}^{-1} \int \sigma_{\text {abs }}(a, m) F_{\lambda}^{0} d \lambda$, where $S_{0}=$ $\int F_{\lambda}^{0} d \lambda \approx 1366 \mathrm{~W} \mathrm{~m}^{-2}$ is the solar constant. The inset shows the dependence $\eta(a)$ for certain compounds.


Fig. 5. Time dependences of (dashed lines) the relative concentration $n_{\mathrm{w}}(t) / n_{\mathrm{w}}(0)$ of water vapors and (solid lines) the radius $a$ of a microparticle in the dust cloud for the particle concentrations $n_{d}=$ (1) 10 and (2) $100 \mathrm{~cm}^{-3}$.

Here, $\alpha_{s / c}^{\text {rec }}$ are the recombination coefficients for simple (cluster) ions; the terms $v_{j}(j=e, \mathrm{~s}, \mathrm{c})$ describe the losses of electrons, as well as simple and cluster ions, respectively, on dust particles; $\beta_{c}$ is the rate of the conversion of simple ions to cluster ions; and $\nu_{e}^{\text {photo }}$ describes the creation of photoelectrons when solar radiation is absorbed by a single particle with the radius $a$. The expression determining $v^{\text {photo }}$ has the form

$$
v^{\text {photo }}=\pi a^{2} \int_{0}^{\lambda_{\mathrm{w}}} \sigma_{\mathrm{abs}}(\lambda, a, m) \Phi_{\lambda}\left(H, \alpha_{z \mathrm{a}}\right) Y(\lambda, m, a) d \lambda, \text { (5) }
$$

where $\lambda_{\mathrm{w}}$ is the maximum (threshold) radiation wavelength for the photoelectric effect. For example, $\lambda_{\mathrm{W}}$ for ice, iron, sodium, potassium, aluminum, and silicon corresponds to a photon energy of $8.7,4.7,2.4,2.3,4.1$, and 4.85 eV , respectively. The photoelectron production probability $Y(\lambda, m, a)$ entering into Eq. (5) increases rapidly with the photon energy in the abovethreshold region $\left(\left|d \lambda / \lambda_{\mathrm{w}}\right| \leq 1\right)$ and is often estimated by the expression $Y(\lambda)=Y_{\infty}(1-\lambda / \lambda *)$ (see, e.g., [15]), which interpolates the experimental data. The characteristic values are $Y_{\infty} \sim 1$ and $\lambda^{*} \simeq \lambda_{\text {W }}$. It is worth noting that $Y$ increases when the size of a microparticle decreases. This dependence is explained by the fact that the photon mean free path $l_{v}$ in the matter is usually much longer than the electron mean free path $l_{e}$ and thereby experiments with bulky samples provide underestimated values $Y_{b}$ for the photoelectron yield, because some photoelectrons do not leave a sample. For $a \sim l_{e}$, the yield of photoelectrons may be higher than $Y_{b}$ by a factor of 2-3 [16]. We note that solar radiation with wavelengths $\lambda \leq 170 \mathrm{~nm}$ (i.e., with photon energies
$h v \geq 7.3 \mathrm{eV}$ ) is almost completely absorbed at altitudes above the mesosphere except for the $\operatorname{Ly} \alpha(\lambda \approx 121 \mathrm{~nm})$ atomic-hydrogen line. The damping of the Ly $\alpha$ line at PMC altitudes can be determined from Fig. 3. The ionization rate induced by the photoelectric effect on submicron ice particles can be estimated as $v_{\text {ice }}^{\text {photo }} \simeq$ $\pi a^{2} n_{\mathrm{d}} \sigma_{\mathrm{abs}} \Phi_{\mathrm{Ly} \mathrm{\alpha}} Y_{\mathrm{ice}}$. For $n_{\mathrm{d}} \sim 10^{2} \mathrm{~cm}^{-3}$ and $a \simeq 0.1 \mu \mathrm{~m}$ $v_{\text {ice }}^{\text {photo }} \sim 10-100 \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$, which is much higher than the equilibrium ionization rate $q_{e} \simeq \alpha^{\text {rec }} n_{e}^{2} \sim 0.1-10 \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$. We emphasize that even nanosized ice particles can make certain contribution to the ionization of the mesosphere, because $\sigma_{\text {abs }} \sim a$ (see Fig. 2). If a dust particle consists of potassium, the role of photoelectrons becomes decisive beginning with moderate concentrations of submicron particles $n_{\mathrm{d}} \sim 1 \mathrm{~cm}^{-3}$. Indeed, the cumulative flux of photons is $\Phi\left(\lambda_{\mathrm{W}}^{\mathrm{K}}\right) \sim 10^{17} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$; for such photons, $\sigma_{\text {abs }} \sim 0.1-1$ over a wide $a$ range and the photoemission rate induced by dust particles is very high, $v_{\mathrm{K}}^{\text {photo }} \simeq \pi\left\langle a^{2} n_{\mathrm{d}}(a) \sigma_{\text {abs }}(a) \Phi\left(\lambda_{\mathrm{W}}^{\mathrm{K}}\right) Y_{\mathrm{K}}\right\rangle \sim 10^{3} \mathrm{~cm}^{-3} \mathrm{~s}^{-1}$ even for small values $Y_{\mathrm{K}} \sim 10^{-4}$. Such a high rate of the formation of electrons gives rise to a number of interesting photochemical effects. The electron concentration in the cloud of such dust particles increases, whereas the concentration of ions (primarily cluster ions) decreases due to the enhancement of electron-ion recombination. It is remarkable that such a behavior of the charged component under the PMC conditions is observed experimentally (see, e.g., [9]). Microparticles additionally acquire a considerable positive charge, which easily gives rise to polar mesosphere summer echoes-radio reflections from the dusty layer.

Thus, the effect of the composition and optical properties of microparticles on the formation of dust layers in the mesosphere has been analyzed in detail. The parameters of the heating of dust particles and photoemission of electrons under the action of solar radiation have been determined. Certain photochemical consequences of the presence of dust in the upper atmosphere have been analyzed. In particular, it has been shown that microparticles may significantly reduce the concentration of water vapors in the upper atmosphere, and this decrease, in turn, limits the size of particles. It has been shown that the composition of microparticles can determine the ionization features of the summer polar mesosphere.

This work was supported in part by der Max-Planck Gesellschaft (Max Planck Society, Germany) and by the Australian Research Council.
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#### Abstract

The process of the generation and interaction of solitons in a circular wind-water tunnel is considered. It has been found that solitons with particle-like properties are formed in the channel under the action of a wind. In the presence of surfactants at the upper boundary or flotation, the phases of capillary and gravity-capillary waves are absent in the process of the soliton generation and the soliton formation time increases. © 2005 Pleiades Publishing, Inc.


PACS numbers: 91.10.Hm, 92.60.-e

Processes occurring in seas and oceans are caused to a great extent by the wave motion of water. Long waves such as tsunamis of seismic and meteorological origins (so-called meteotsunamis) provide a particularly strong effect on the dynamics. Meteotsunamis are tsunamis whose appearance nature is unclear [1]. In this work, we consider meteotsunamis caused by the action of a wind on the water surface, which can be described by the Korteweg-de Vries (KdV) equation with a right side, i.e., by the perturbed KdV equation. When investigating tsunami waves, the KdV equation $u_{t}-6 u u_{x}+$ $u_{x x x}=0$ is usually used. The solution of this equation is a solitary wave, the so-called KdV one-soliton solution:

$$
\begin{equation*}
u=-\frac{c}{2} \operatorname{sech}^{2}\left[\frac{\sqrt{c}}{2}(x-c t)\right] \tag{1}
\end{equation*}
$$

where $c$ and $h$ are the velocity and height of the solitary wave.

The current revival of interest in the KdV equation and its solutions in the form of cnoidal and solitary waves discovered by Russell [2] was begun with the work by Fermi, Pasta, and Ulam, who studied the problem of the appearance of thermal chaos in a chain of nonlinearly coupled oscillators. The absence of the energy thermalization (energy distribution over all modes), as well as the recurrence of the system to the initial state with one excited basic mode, was revealed. Later, this recurrence was called the Fermi-PastaUlam recurrence [3]. Those investigations were further continued in numerical experiments by Zabusky and Kruskal [4], who passed from the discrete problem in the form of a chain of pointlike oscillators to a continuous model. For convenience, they analyzed the evolution of waves on a closed circular trajectory for a plasma. The calculations showed that the initial sinusoidal profile of the wave is transformed in time to a chain of pulses propagating to the right. The largest pulse appeared to be on the extreme right, whereas the other
pulses retain their individuality and propagate with velocity proportional to their amplitudes. Each pulse can be approximately described by the solitary-wave solution of the KdV equation. Zabusky and Kruskal showed that the collision between pulses occurs such that the first pulse that has a large amplitude overtakes the other pulses and successively collides with each of them. In the process of these collisions, the pulses maintain their characteristics (height, width, and velocity). The only result of a collision is a phase shift: the larger pulse is shifted forward with respect to the situation before the interaction, whereas the lower pulse is shifted backward. Owing to such a particle-like behavior of the pulses, Zabusky and Kruskal called them "solitons" (from solitary waves).

More recently, solitons were studied by many researchers [5]. In particular, Berezin and Karpman [6] numerically showed that the initial perturbation decayed into four solitons and a low-amplitude shortwave packet. Gardner, Green, Kruskal, and Miura [7] obtained an analytical solution of the Cauchy problem for the KdV equation under an arbitrary initial condition. Hammack and Segur [8] conducted a series of experiments in a basin 31.6 m in length, 61 cm in depth, and 39.4 cm in width. A vertical plunger at one of the ends of the basin induced a rectangular-pulse perturbation of the water surface. As this pulse propagates, it decays into separate solitons.

Weidman and Maxworthy [9] experimentally studied the cases of strong and weak interactions between solitons. They applied the term weak interaction to a head-on collision between two counterpropagating solitons that occurs for a short time, whereas the term strong interaction was referred to a long-term collision between two pulses propagating in one direction. It was found that the phase shift of solitons due to interaction differs from the value calculated using the theory of solitary waves.

Renouard, Seabro-Santos, and Temperville [10] simulated the soliton solutions of the KdV equation in a $36 \times 0.55 \times 1.3-\mathrm{m}$ laboratory channel. They studied solutions of the problems of the reflection of a soliton from the channel wall, collision between two solitons, passage of a soliton over an obstacle in the form of an underwater mountain and vertical bank, and viscous damping of solitons.

The wind field effect on the development of meteotsunamis was analyzed by Pelinovskiĭ [1]. In order to describe this mechanism, the Reynolds equation was used. In addition to the convenient boundary conditions, the following condition of tangential stress continuity was imposed on the bottom and free surface of a viscous fluid:

$$
\begin{equation*}
\rho v_{t} \frac{\partial u}{\partial z}=T_{s} \quad(z=h), \quad \rho v_{t} \frac{\partial u}{\partial z}=T_{b} \quad(z=-h) \tag{2}
\end{equation*}
$$

Here, $v_{t}=v+K_{z}$, where $v$ is the molecular viscosity coefficient and $K_{z}$ is the turbulent viscosity coefficient. The surface stress $T_{s}$ is induced by the wind field and the bottom stress $T_{b}$ ensures the dissipation of the wave energy. The equation is closed by taking into account the continuity equation. The surface stress is usually parameterized as $T_{s} / \rho=c^{*} W|W|$, where $W$ is the wind velocity, $c^{*}$ is the constant factor, and the other symbols are commonly accepted. It is thought that tsunamis can be generated by inhomogeneities of the wind field, for example, in a typhoon.

Shulěkin [11] much contributed to the investigation of the wind effect on the wave generation. He created a circular tunnel with an outer diameter of 40 m and an inner diameter of 38 m . The height of the tunnel from the bottom to the roof was equal to 5.6 m . A wind was generated by fans placed on the roof at identical distances between them. Shuleǐkin found the equation of the family of curves to which the profiles of wind waves, including trochoidal waves, belong, but he did not study solitary waves as follows from [11].

According to the above brief review of experimental investigations of solitons in a fluid, solitons were usually induced by means of wavemakers. In such a situation, it is important to experimentally reveal the possibility of generating solitons by a wind. To this end, we carried out special investigations in a circular windwater tunnel (Fig. 1) with an outer diameter of 2.4 m , a width of 0.2 m , and a height of 0.4 m . As a result, a soliton arising under the action of the wind was found. Figure 2 a shows a photograph covering the entire period between two successive passages of the same soliton (the circular channel swept in time). The investigations were conducted using both video and a string wave recorder. Capillary, gravity-capillary, and surface gravity waves, which increase in time, are observed in the process of the development of the soliton under the action of the wing. Further, two solitons interacting with each other were formed from the entire variety of wind waves. When their amplitudes were comparable


Fig. 1.


Fig. 2. Photographs covering the entire period between two successive passages of the same soliton (the circular channel swept in time) in the (a) ordinary and (b) increased form.


Fig. 3. Interaction between two wind solitons in the circular wind-water tunnel as detected by a wave recorder.
with each other, solitons do not pass through each other, they approach each other to a minimum distance of about 70 cm (Fig. 3), and the first soliton after the interaction is shifted forward and the second (back) soliton lags behind the first at a distance of about 1.5 m . This behavior is due to a complex nonlinear interaction between solitons, which are stable localized "pulses" covering the entire water height from the surface to the bottom. In this case, the vertical component of the velocities of particles on the leading front of soliton 2
and the back front of soliton 1 are directed up- and downward, respectively. Such a counterpropagating motion can destroy the leading front of soliton 2 and reduce its amplitude and velocity. After such an interaction, the trailing soliton with the minimum amplitude grows under the action of the wind, its velocity increases, and it begins to overtake the first soliton. The growth of the second soliton increases the screening of the first soliton from the wind effect. As a result, the velocity of the second soliton continues to increase, whereas the velocity of the first soliton decreases slightly. Correspondingly, their repeated interaction occurs after the second soliton, as well as its velocity, decreases again and lags behind the first soliton to the extreme left position $(1.5 \mathrm{~m})$. Then, the entire cycle is repeated. Such a periodic interaction between two solitons can be observed for several minutes (one interaction cycle lasted about 20 s ) until the second soliton after a certain interaction lags so strongly (by more than half the tunnel length) that it appears to be ahead of the first soliton. (For convenience, we hold the enumeration of the solitons.) In this case, the first soliton moving behind the second soliton begins to screen the latter soliton whose velocity and amplitude appear to be lower than those of the first soliton. As a result, the first soliton with higher amplitude already passes through the second soliton rather than repulses from it. After double such interaction, only a small perturbation remains from the second soliton. This perturbation disappears after several interactions and one soliton remains. In the intervals of its motion, a weak wind excitement arises and is absorbed by the incident soliton. For illustration, Fig. 2b is drawn in an increased scale. As is seen, wind waves appear on the smooth fluid surface after the passage of the soliton. The amplitude of these waves increases until the passage of the second soliton that smoothes them. In this process, changes in the soliton parameters are not observed. A soliton arising at the fluid depth $H=11 \mathrm{~cm}$ and wind velocity $W_{a}=12 \mathrm{~m} / \mathrm{s}$ moves with a velocity of $1 \mathrm{~m} / \mathrm{s}$. The length of this soliton at the zero level is equal to 90 cm and its height is equal to 8 cm . After the disappearance of the wind, the soliton profile is smoothed at the initial stage of damping, becomes more symmetric, and almost coincides with the soliton profile calculated using the KdV theory.

In the presence of surfactants at the upper boundary, the process of the soliton formation changes due to the absence of capillary and gravity-capillary waves. Moreover, long gravity waves are generated whose amplitude increases with time, and the soliton formation occurs according to the above scheme. The soliton formation in the presence of floatation (e.g., ice pieces) occurs similarly. In the both cases, the duration of the soliton formation process increases approximately by an order of magnitude and can reach 1.5 h . In the both cases of the presence of surfactants and floatation that exceed the respective critical values, no soliton is formed. This result is important for understanding the
possibility of forming solitons (meteotsunamis) in the presence of oil films and broken ice on the surface of the ocean.

In conclusion, it is worth noting that the formation of solitons in the case under consideration occurs under shallow water conditions under close values of nonlinearity and dispersion. For this reason, solitons are stable. In deep water, wind can induce groups of waves and envelope solitons, which are unstable due to high dispersion. Figuratively speaking, a soliton is induced in shallow water, whereas a group of waves is generated in deep water.

The above consideration leads to the following conclusions.
(i) The phenomenon of the transformation of vari-ous-scale wind waves into a determined pulse in the form of a soliton has been found under laboratory conditions. This pulse exists until wind exists in the tunnel. The recurrence phenomenon is not observed. The observed process of the formation of a wave-wind soliton is important for not only the theory of solitary waves but also for the determination of the nature of socalled killer waves [11].
(ii) It has been shown that multiple interaction occurs between two wind solitons close in amplitude, which exhibit particle-like properties. In the case of different amplitudes, the larger soliton passes through the smaller soliton many times and this process gives rise to the disappearance of the latter. This interaction variant is present when, after the sequential collision, the smaller (rear) soliton lags so strongly (by more than half the tunnel length) that it appears ahead of the larger soliton.
(iii) It has been found that the development of a wind soliton in the presence of floatation begins with the generation of long surface gravity waves passing over the phase of capillary and gravity-capillary waves. When these waves are developed, the above mechanism of the soliton formation starts. A similar process of the soliton formation is observed in the presence of surfactants. In both these cases, the time of the soliton formation increases by an order of magnitude and reaches 1.5 h on average. No soliton is formed at the critical level of floatation and concentration of surfactants. This result is important for understanding the possibility of forming solitons in the form of meteotsunamis in the presence of the pollution of the ocean surface, particularly in the shelf zone, as well as in seas covered by broken ice.
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#### Abstract

The ferrimagnetic compounds $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-\chi}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$ of the double distorted perovskites $\mathrm{AC}_{3} \mathrm{~B}_{4} \mathrm{O}_{12}$ family exhibit a rapid increase of the ferromagnetic component in magnetization at partial substitution of square coordinated $\left(\mathrm{Mn}^{3+}\right)_{C}$ for $\left(\mathrm{Cu}^{2+}\right)_{C}$. In the transport properties, this is seen as a change of the semiconducting type of resistivity for the metallic one. The evolution of magnetic properties of $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-x}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$ is driven by strong antiferromagnetic exchange interaction of $\left(\mathrm{Cu}^{2+}\right)_{C}$ with $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$ coordinated octahedra. The competing interactions of $\left(\mathrm{Mn}^{3+}\right)_{C}$ with $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$ lead to the formation of noncollinear magnetic structures that can be aligned by magnetic fields. © 2005 Pleiades Publishing, Inc.


PACS numbers: 72.80.Ga, 75.10.-b, 75.47.Gk

Nowadays, along with continuing studies of colossal negative magnetoresistance in traditional manganesebased perovskites, this effect is actively investigated in more exotic systems such as Cu -doped spinels $\mathrm{FeCr}_{2} \mathrm{~S}_{4}$ or pyrochlore $\mathrm{Tl}_{2} \mathrm{Mn}_{2} \mathrm{O}_{7}$ [1, 2]. The final goal of these studies is a magnetoresistance of about a few percent at elevated temperatures. Among the most promising candidates for that are the double distorted perovskites of the general formula $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-x}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$. The rich physics of these compounds follows from multiple and competing interactions of different magnetoactive ions in different crystallographic positions.

These compounds belong to the structural type $\mathrm{AC}_{3} \mathrm{~B}_{4} \mathrm{O}_{12}$ of the cubic symmetry $\operatorname{Im} \overline{3}$ [3]. The A position is twelve-coordinated and can be occupied by any large size ion independent of its valence state (e.g., $\mathrm{Na}^{+}$, $\mathrm{Ca}^{2+}, \mathrm{Y}^{3+}$, or $\mathrm{Th}^{4+}$ ). The C position is square coordinated and is preferable for the Jahn-Teller ions (e.g., $\left.\mathrm{Cu}^{2+}, \mathrm{Mn}^{3+}\right)$. The B position is octahedrally coordinated and can be occupied by both $\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{4+}$ ions. The tilted corner sharing octahedra $\mathrm{BO}_{6}$ form the rigid perovskite framework while the $\mathrm{CO}_{4}$ squares are not connected to each other.

The magnetic and transport properties of the $\mathrm{AC}_{3} \mathrm{~B}_{4} \mathrm{O}_{12}$ compounds with various compositions were the subject of several experimental and theoretical studies [4-13]. At substitution of $\mathrm{Cu}^{2+}$ for $\mathrm{Mn}^{3+}$ in the C position, the Curie temperature within the $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-x}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$ family rapidly increases reaching $T_{C}=355 \mathrm{~K}$ in $\mathrm{CaCu}_{3} \mathrm{Mn}_{4} \mathrm{O}_{12}$ [6]. This process is accompanied by a

[^12]change of the manganese valence state in the B position from $\mathrm{Mn}^{3+}$ to $\mathrm{Mn}^{4+}$. In $\mathrm{Ca}\left(\mathrm{Cu}_{2.5} \mathrm{Mn}_{0.5}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$, a noncollinear magnetic structure was established in neutron scattering measurements [11, 12]. It was found that the magnetic moments of $\mathrm{Cu}^{2+}$ in the C position are oriented antiparallel to the magnetic moments of $\mathrm{Mn}^{3+} / 4+$ in the B position, while the magnetic moments of $\mathrm{Mn}^{3+}$ in the C position are tilted from this alignment. The evolution of the physical properties within the $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-x}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$ family with the increase of the copper content is not fully investigated. In particular, the mechanisms responsible for the formation of collinear or noncollinear magnetic structures are not clarified yet. In this work, we report on a comparative study of two isostructural compounds $\mathrm{CaCuMn} \mathrm{C}_{6} \mathrm{O}_{12}$ and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ whose properties, in a sense, differ qualitatively.

In this study, the magnetization, the specific heat, and the resistivity were investigated on ceramic samples of the title compounds. The samples were obtained by aerosol spray pyrolysis of nitrate solutions with subsequent annealing at $850^{\circ} \mathrm{C}$ for 48 hours. The magnetization up to 5 T in the temperature range $2-350 \mathrm{~K}$ was measured by an MPMS Quantum Design magnetometer. The magnetization in fields up to 50 T was measured in a pulsed field facility. The specific heat was measured in a quasi-diabatic relaxation type Termis calorimeter in the temperature range $5-273 \mathrm{~K}$. The resistivity was measured using a standard four-probe method.

The temperature dependences of the magnetization $M$ in $\mathrm{CaCuMn}{ }_{6} \mathrm{O}_{12}$ (1) and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2) taken at $H=0.1 \mathrm{~T}$ are shown in Fig. 1. Both curves present fer-


Fig. 1. Temperature dependence of magnetization of $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}(1)$ and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}(2), H=0.1 \mathrm{~T}$.
romagnetic-like upturns at $T_{C 1}=190 \mathrm{~K}$ and $T_{C 2}=295 \mathrm{~K}$ for the former and latter compounds, respectively. As is shown for $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$, a ZFC-FC hysteresis of magnetization is observed.

The field dependences of the magnetization in $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$ (1) and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2) measured at $T=5 \mathrm{~K}$ in a pulsed magnetic field are shown in Fig. 2. These dependences differ qualitatively. In both compounds, the magnetization rapidly increases in a weak magnetic field reaching values of about $15 \mu_{\mathrm{B}}$ per formula unit. However, for a further increase of the magnetic field, $M_{1}$ continuingly rises, while $M_{2}$ saturates. $M_{1}$ saturates at about 45 T reaching a value of about $20 \mu_{\mathrm{B}}$ per formula unit.

The temperature dependences of the specific heat C in $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$ (l) and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2) are shown in Fig. 3. The $C$ vs. $T$ dependences are in good correspondence with the $M$ vs. $T$ dependences. At $T<T_{C 1}, C_{1}$ clearly exceeds $C_{2}$, which indicates the dominance of the magnetic specific heat contribution in $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$. At $T>T_{C 1}$, the opposite situation is realized; i.e., $C_{2}$ exceeds $C_{1}$. In this temperature range, the magnetic specific heat contribution exists only in $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$. The $C / T$ vs. $T^{2}$ dependences shown in the inset to Fig. 3 indicate that the specific heat of $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ includes the electronic contribution $C_{\text {el }}=$ $\gamma T$ shown with a black line unlike that of $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$. The value of $\gamma=0.164 \mathrm{~J} / \mathrm{mol} \mathrm{K}^{2}$ was used to estimate the charge carriers concentration, which amounts at low temperatures to $\sim 10^{19} \mathrm{~cm}^{-3}$.

Most clearly, the difference in the physical properties of $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}(1)$ and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2) is seen in the temperature dependences of resistivity shown in Fig. 4. While the $\rho_{1}$ vs. $T$ dependence is of the semiconducting type, the $\rho_{2}$ vs. $T$ dependence is of the metallic type. The $\log \rho_{1}$ vs. $1 / T$ dependence in $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$


Fig. 2. Magnetization curves of $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$ (1) and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2) at $T=5 \mathrm{~K}$.
shown in the inset to Fig. 4 indicates that the activation energy for current carriers changes from 60 meV at $T>$ $T_{C 1}$ to 40 meV at $T<T_{C 1}$. The magnetic phase transition at $T_{C 2}$ is well pronounced in the $\rho_{2}$ vs. $T$ dependence. Note that the absolute values of resistivity of these compounds differ by several orders of magnitude.

Thus, the comparison of $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$ and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ indicates that the compound with higher copper content possesses a higher Curie temperature and a lower saturation magnetization. Besides, these two compounds differ in the type of conductivity that is semiconducting in the former compound and metallic in the latter compound.

To treat these observations, one has to consider the exchange interactions between the various magnetic ions in the $C$ and $B$ positions and the magnetic interactions within the $B$ position. The simplest situation is realized, evidently, in the parent compound of this family $\mathrm{CaMn}_{7} \mathrm{O}_{12}$, which orders predominantly antiferromagnetically at $T_{N}=49 \mathrm{~K}$ [14]. Taking into account the rather low value of $T_{N}$, one can assume that the magnetism in this compound is suppressed by a weak overlap of the magnetoactive orbitals of $\left(\mathrm{Mn}^{3+}\right)_{C}$ and $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$ and by the competition of the superexchange and double exchange interactions of $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$.

The substitution of $\left(\mathrm{Mn}^{3+}\right)_{C}$ for $\left(\mathrm{Cu}^{2+}\right)_{C}$ leads to a rapid increase of a ferromagnetic component in magnetization. Apparently, the strongest exchange interaction in $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-x}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$, which dominates the magnetic behavior in these compounds, is an antiferromagnetic interaction between $\left(\mathrm{Cu}^{2+}\right)_{C}$ and $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$ ions. This follows both from the existing experimental data [11, 12] and from the ab initio calculations [10]. The explanation of the strength of this interaction follows directly from the crystal and electronic structure in these systems. For the $\mathrm{Cu}^{2+}$ ions in square coordina-


Fig. 3. Temperature dependence of specific heat in $\mathrm{CaCuMn} \mathrm{O}_{12}$ (1) and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2).
tion, the active hole orbital is the $d_{x 2-y 2}$. This orbital has a rather strong overlap with the $p_{x}, p_{y}$ orbitals of the $\mathrm{O}^{2-}$ ions, which in turn overlap with the $d_{x z}, d_{y z}$ orbitals of $t_{2 g}$ manifold of $(\mathrm{Mn})_{B}$ with the hopping matrix element $t_{p d \pi}$. The angle $(\mathrm{Cu})_{C}-\mathrm{O}-(\mathrm{Mn})_{B}$ equal to the $109^{\circ}$ bond in $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$ and the $110^{\circ}$ bond in $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ is not far from a $90^{\circ}$ one. Thus, the exchange path gives rather strong antiferromagnetic coupling according to the Goodenough-KanamoriAnderson rules. It is very similar to $90^{\circ} t_{2 g}-e_{g}$ exchange.
One can estimate $J \sim t_{p d \sigma}^{2} t_{p d \sigma}^{2} / \Delta^{2}\left(\Delta+\Delta^{\prime}+U_{p}\right)$, where $\Delta$ is the charge-transfer energy from oxygen to Mn or Cu (which is smaller), and $\Delta^{\prime}$ is the charge-transfer energy to another ion (if $\Delta$ is $\mathrm{O}^{\prime}-\mathrm{Mn}$ excitation, then $\Delta^{\prime}$ is that for $\mathrm{O}-\mathrm{Cu})$. All the other exchange processes between $C$ and $B$ sites are smaller. In the compounds studied, one should also discuss the $e_{g}-e_{g}$ exchange $(\mathrm{Cu})_{C}-\left(\mathrm{Mn}^{3+}\right)_{B}$ as well as the different contributions due to the pairs $\left(\mathrm{Mn}^{3+}\right)_{C}-\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$. It is difficult to calculate quantitatively these processes, since they depend on the type of $e_{g}$ occupation in $\left(\mathrm{Mn}^{3+}\right)_{B}$. Due to the almost square coordination of $\left(\mathrm{Mn}^{3+}\right)_{C}$, one can conclude that the electron at the $e_{g}$-levels of $\left(\mathrm{Mn}^{3+}\right)_{C}$ would occupy the $d_{z 2}$ orbital. In any case, such an analysis shows that there are different contributions to the exchange $\left(\mathrm{Mn}^{3+}\right)_{C}-\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$, which have a tendency to cancel one another, so that the resulting exchange is difficult to predict, and one can expect it to be relatively small.

There remains the exchange interactions between $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$. Again, in a localized picture, one would have different contributions ( $t_{2 g}-t_{2 g}, t_{2 g}-e_{g}, e_{g}-e_{g}$ ), which, for the $\mathrm{Mn}_{B}-\mathrm{O}-\mathrm{Mn}_{B}$ angle of about $142^{\circ}$ (almost half-way between $180^{\circ}$ and $90^{\circ}$ exchange), are difficult to establish. The comparison with the situation


Fig. 4. Temperature dependence of resistivity of $\mathrm{CaCuMn} \mathrm{C}_{6} \mathrm{O}_{12}$ (1) and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$ (2). The inset: the resistivity of $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$ in logarithmic scale versus inverse temperature.
in ferromagnetic pyrochlore manganite such as $\mathrm{Tl}_{2} \mathrm{Mn}_{2} \mathrm{O}_{7}$, in which the $\mathrm{Mn}-\mathrm{O}-\mathrm{Mn}$ angle is comparable and all the Mn are $\mathrm{Mn}^{4+}$, shows that even $t_{2 g}-t_{2 g}$ exchange for this geometry may be ferromagnetic, all the more so for the $e_{g}$ contribution that would exist for $\left(\mathrm{Mn}^{4+}\right)_{B}-\left(\mathrm{Mn}^{3+}\right)_{B}$ pairs. Thus, in general, we should expect ferromagnetic interactions in the $B$ sublattice, even in a picture of localized electrons. However, probably even more important is the ferromagnetic coupling within the $B$ sublattice due to the double exchange mechanism. Apparently, the systems considered are either metallic or at least small gap semiconductors, and their conductivity is definitely due to $e_{g}$-electron hopping through the $(\mathrm{Mn})_{B}$ sublattice. It should be noted that the double exchange interaction may be not the main mechanism of the ferro-, or rather ferrimagnetic behavior of these systems as argued by Zeng [5], it may even be antiferromagnetic. It is mainly the $\left(\mathrm{Cu}^{2+}\right)_{C}-(\mathrm{Mn})_{B}$ antiferromagnetic super-exchange that forces the spins of the $(\mathrm{Mn})_{B}$ ions to be parallel.

Thus, the resulting picture is the following: in $\mathrm{Ca}\left(\mathrm{Cu}_{x} \mathrm{Mn}_{3-x}\right) \mathrm{Mn}_{4} \mathrm{O}_{12}$, there exist a rather strong $\left(\mathrm{Cu}^{2+}\right)_{C}-(\mathrm{Mn})_{B}$ antiferromagnetic exchange and substantial ferromagnetic $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$ coupling. $\left(\mathrm{Mn}^{3+}\right)_{C}$ are coupled to $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$ by much weaker interaction, the sign of which is difficult to determine. This treatment seems to be consistent with the main experimental observations: the spins of the Cu sublattice are aligned antiparallel to those of $(\mathrm{Mn})_{B}$, and $(\mathrm{Mn})_{C}$ may be canted with respect to the total magnetization in small fields [11, 12]. The latter can be easily rotated to the direction parallel to the field and to total magnetization (determined by the $(\mathrm{Mn})_{B}$ sublattice) in relatively weak fields.

Apparently, in $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$, the saturation $M_{s}=$ $15 \mu_{\mathrm{B}}$ /f.u. is reached already at low fields $\sim 1 \mathrm{~T}$, so that
in this system either the spins of $\left(\mathrm{Mn}^{3+}\right)_{C}$ are oriented parallel to the spins of $(\mathrm{Mn})_{B}$ from the very beginning or at least may have extremely weak coupling and be easy to rotate.

In $\mathrm{CaCuMn}_{6} \mathrm{O}_{12}$, the magnetization quickly reaches the same value at low fields $\sim 1 \mathrm{~T}$, after which it slowly approaches saturation of about $20 \mu_{\mathrm{B}}$ /f.u. Therefore, one can expect the gradual rotation of $\left(\mathrm{Mn}^{3+}\right)_{C}$ spins in this system: there are more of them, and one can assume that their coupling to $(\mathrm{Mn})_{B}$ is somewhat stronger. In any case, the magnetic field of about 45 T seems to be sufficient to orient magnetic moments of both types of Mn ferromagnetically but definitely not enough to flip the $\mathrm{Cu}^{2+}$ spin, which remains antiparallel to the net magnetization. These considerations are consistent with the results of the ab initio calculations, where the antifer-romagnetic exchange $\left(\mathrm{Cu}^{2+}\right)_{C^{-}}$ $\left(\mathrm{Mn}^{4+}\right)_{B}$ was estimated to be 300 K [10].

In conclusion, it is found that two isostructural compounds of the $\mathrm{AC}_{3} \mathrm{~B}_{4} \mathrm{O}_{12}$ family, namely, $\mathrm{CaCuMn} \mathrm{O}_{6} \mathrm{O}_{12}$ and $\mathrm{CaCu}_{2} \mathrm{Mn}_{5} \mathrm{O}_{12}$, possess drastically different thermodynamic and kinetic properties. The former compound is a semiconductor with a basically noncollinear magnetic structure, while the latter compound is a metal with a presumably collinear magnetic structure. The main role in the magnetism of Cu -substituted double distorted manganites belongs to antiferromagnetic exchange interaction between $\left(\mathrm{Cu}^{2+}\right)_{C}$ and $\left(\mathrm{Mn}^{3+} / \mathrm{Mn}^{4+}\right)_{B}$. This is because the magnetoactive $e_{g}$ orbital of copper through oxygen $p_{x}, p_{y}$ orbitals have the strongest overlap with the manifold of the $t_{2 g}$ orbitals of manganese. The low values of the coercive force in these compounds provide rather high negative magne-
toresistance in sponge ceramics due to the intergranular tunneling in a wide temperature range.

This work was supported by the Russian Foundation for Basic Research (project nos. 03-02-16108 and 04-03-32183). The work of D. Khomskii was supported by SFB 608.
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#### Abstract

A qualitative analysis of spin-dependent tunneling in ferromagnetic metal-insulator-ferromagnetic metal junctions is performed using the WKB approximation and a parabolic band model. It is shown that, as distinct from other tunneling characteristics, only electrons moving at large angles in the plane of the tunnel barrier contribute to the magnetoresistance. The cause of the rapid decrease in the junction magnetoresistance upon applying a bias voltage across the junction is ascertained. It is shown that this cause is attributed to the mirror character of tunneling and remains valid within the framework of more complicated models. © 2005 Pleiades Publishing, Inc.


PACS numbers: 73.40.-c, 75.70.-i

## 1. INTRODUCTION

Magnetoresistive properties in ferromagnetic metal-insulator-ferromagnetic metal (FM-I-FM) tunnel junctions were discovered as early as in 1975 [1]; however, intensive studies of them were initiated only twenty years later, after a technology was developed for manufacturing such junctions that retained these properties at room temperature [2]. During the subsequent decade, significant efforts were made to understand the main processes responsible for the occurrence of the junction magnetoresistance. The simple models [1, 3] were superseded by sophisticated theoretical constructions [4, 5]. However, in my opinion, in spite of the achieved agreement between the theoretical and experimental data, further advances in the area under study are restrained by the absence of a qualitative model in which the causes of the variation of the magnetoresistance upon varying the potential barrier parameters and the drop in the potential barrier upon applying a bias voltage across the tunnel junction are understood.

In this work, using the WKB approximation and a parabolic band model, I sought to obtain the simplest expression for the junction magnetoresistance based on which the main phenomena that occur upon tunneling between two ferromagnetic metals could be analyzed qualitatively.

The applicability of the approximations selected for studying spin-dependent tunneling was convincingly proved in $[6,7]$, where junction magnetoresistance values close to those observed experimentally were obtained at rather reasonable values of the barrier parameters. The band structure parameters used in this
case for ferromagnetic iron electrodes were $E_{F_{1}}=$ 2.25 eV and $m_{1}=1.27 m$ for the spin-up band (subscript 1) and $E_{F_{2}}=0.35 \mathrm{eV}$ and $m_{2}=1.36 m$ for the spin-down band (subscript 2) and were obtained from first-principles calculations. For the sake of simplicity, the effective electron mass in the insulating layer and in both of the electrode bands in my model was set equal to the free electron mass $m$.

## 2. JUNCTION MAGNETORESISTANCE AT ZERO BIAS VOLTAGE

Consider that tunneling is elastic and has a mirror character; that is, in the transition from the initial to final electrode, an electron conserves its total energy $E$ and the transverse component of the quasi-momentum $k_{\|}$.

A remarkable feature of the model under consideration is that, as distinct from the Julliere model [1], a difference between the densities of states at the Fermi level for the spin-up bands $N_{1}^{\uparrow}\left(E_{F}\right)$ and the spin-down bands $N_{2}^{\downarrow}\left(E_{F}\right)$ cannot give rise to the occurrence of the tunnel magnetoresistance. Actually, according to Harrison [8], the current flowing through the potential barrier $\phi(z)$ from a nondegenerate band can be represented as

$$
\begin{equation*}
J(V)=\frac{e}{4 \pi^{2} h} \int_{-\infty}^{\infty} d E\left(f_{L}-f_{R}\right) \int d S P\left(E, k_{\|}, V\right) \tag{1}
\end{equation*}
$$

where $S$ is the projection of the constant-energy surface
$E=$ const onto the plane of the barrier $d S=d^{2} k_{\|} ;$

$$
P\left(E, k_{\|}, V\right)=\exp \left(-\frac{2}{\hbar} \int_{z_{L}}^{z_{R}} \sqrt{2 m\left(\varphi(z, V)-E+E_{\|}\right)}\right) d z
$$

is the probability of electron tunneling through the barrier in the WKB approximation; $f_{L}$ and $f_{R}$ are the FermiDirac distribution functions of the left-hand and righthand electrodes, respectively; and $z_{R}$ and $z_{L}$ are the turning points on different sides of the barrier. The above equation contains no one-dimensional electron densities of states $N_{L}\left(E_{z}\right) \propto\left(\partial E / \partial k_{z}\right)^{-1}$ and $N_{R}\left(E_{z}\right) \propto\left(\partial E / \partial k_{z}\right)^{-1}$ associated with the motion along axis $z$ perpendicular to the plane of the tunnel barrier. The two-dimensional densities of states $N_{L}\left(E_{\|}\right)$and $N_{R}\left(E_{\|}\right)$, which appear in Eq. (1) upon the change of variable from $d S$ to $d E_{\|}$, also cannot be responsible for the occurrence of magnetoresistance if only because these values in our model are not only constant but also equal to each other. Actually,

$$
\begin{equation*}
N\left(E_{\|}\right)=\frac{1}{(2 \pi)^{2}} \frac{\partial S}{\partial E_{\|}} \tag{2}
\end{equation*}
$$

where $S$ is the area enclosed by the equipotential curve $E_{\|}=$const. With a quadratic law of dispersion, $d S=$ $2 \pi k_{\|} d k_{\|}=2 \pi m d E_{\|} / \hbar^{2}$ and $N_{1}\left(E_{\|}\right)=N_{2}\left(E_{\|}\right)=m / 2 \pi \hbar^{2}$.

It turns out that the occurrence of the junction magnetoresistance in the case under consideration is due to a difference between the Fermi radii $k_{F_{1}}$ and $k_{F_{2}}$, as a result of which the areas of summation over $S$ in Eq. (1) at different orientations of the magnetization can significantly differ. Assuming that the temperature $T=0$ in Eq. (1) and differentiating this equation with respect to the bias voltage $V$, it can be found that the differential conductance of the tunneling junction $\sigma(V)=d I / d V$ at zero voltage takes the form

$$
\begin{equation*}
\sigma(0)=\frac{e^{2}}{4 \pi^{2} h} \int d S P\left(E_{F_{L}}, k_{\|}, 0\right) \tag{3}
\end{equation*}
$$

In order to determine the area of integration in the presented equation, it is necessary to project the Fermi surfaces of the left-hand and right-hand electrodes onto the plane of the tunnel barrier and to find the overlap area of these projections.

In the case of elastic tunneling, an electron passing from the initial to final electrode retains the orientation of its spin. This fact leads to the existence of two independent parallel tunneling channels in tunnel junctions formed by two ferromagnetic metals. It will be considered that an antiparallel configuration is accomplished in the absence of a field in the junctions under study. In this configuration, the magnetization vectors of the ferromagnetic electrodes are oppositely directed. Then, when an electron that belongs to the spin-up band
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Fig. 1. (a) Overlap of the projections of Fermi surfaces onto the plane of the tunnel junction in $1 \longrightarrow 2$ and $2 \longrightarrow 1$ channels at the antiparallel configuration of the magnetizations of electrodes. (b) Overlap of projections of Fermi surfaces onto the plane of the tunnel junction in $1 \longrightarrow 1$ and $2 \longrightarrow 2$ channels at the parallel configuration. (c) Area of the Fermi surface on which electrons that contribute to the junction magnetoresistance $\operatorname{JMR}(0)$ at $V(0)$ are located. The ring determined by the radii $k_{F_{1}}$ and $k_{F_{2}}$ is the projection of this area onto the plane of the tunnel junction.
passes to the opposite side of the junction, it will find itself in the spin-down band. This channel will be designated by indices $1 \longrightarrow 2$, and its conductance will be denoted as $\sigma_{12}(V)$. Along with this channel, at the antiparallel configuration, there is a $2 \longrightarrow 1$ channel in which an electron initially belonging to the band with a
low Fermi energy $E_{F_{2}}$ and a smaller radius $k_{F_{2}}$ (spindown band) finds itself in the band with a higher Fermi energy $E_{F_{1}}$ and a larger radius $k_{F_{1}}$ (spin-up band). It is seen in Fig. 1a that the overlap area of the constantenergy surfaces $E=E_{F_{1}}$ and $E=E_{F_{2}}$ is the same in both cases: $S_{12}=S_{21}=\pi k_{F_{2}}^{2}$. Therefore, in the calculation of the tunnel conductance $\sigma^{\uparrow \downarrow}=\sigma_{12}+\sigma_{21}$, summation is carried out over two circles of the small radius $k_{F_{2}}$.

At the parallel configuration of the magnetizations, which is accomplished in the magnetic field $H>H_{s}$ ( $H_{s}$ is the saturation field), electrons from the spin-up band tunnel into the spin-up band $(1 \longrightarrow 1$ channel $)$ and electrons from the spin-down band find themselves in the spin-down band $(2 \longrightarrow 2$ channel). The summation area in the calculation of the conductance $\sigma^{\uparrow \uparrow}=$ $\sigma_{11}+\sigma_{22}$ consists of the large ( $S_{11}=\pi k_{F_{1}}^{2}$ ) and small ( $S_{22}=\pi k_{F_{2}}^{2}$ ) circles (Fig. 1b). The difference between the tunnel conductivities in the field $\sigma^{\uparrow \uparrow}$ and outside the field $\sigma^{\uparrow \downarrow}$ appears because the total summation area in the former case is larger than in the latter by the ring area $S_{\mathrm{RING}}=S_{11}-S_{12}=\pi\left(k_{F_{1}}^{2}-k_{F_{2}}^{2}\right) \propto E_{F_{1}}-E_{F_{2}}$. In other words, the unbalance of electrons responsible for the occurrence of the junction magnetoresistance at zero voltage arises because of the particles whose transverse quasi-momentum components lie inside the ring $k_{F_{2}} \leq k_{\|} \leq k_{F_{1}}$. This ring and the region of the Fermi surface in which these electrons are located are shown in Fig. 1c. In this figure, it is seen that all these electrons move in the plane of the barrier at an angle $\theta>\theta_{\text {min }}=$ $\arcsin \left(\sqrt{E_{F_{1}} / E_{F_{2}}}\right)$.

By definition, the junction magnetoresistance (JMR) equals
$\operatorname{JMR}(V)=\frac{\sigma^{\uparrow \uparrow}(V)-\sigma^{\uparrow \downarrow}(V)}{\sigma^{\uparrow \uparrow}(V)}=\frac{\sigma_{11}(V)-\sigma_{12}(V)}{\sigma_{11}(V)+\sigma_{22}(V)}$.
With the assumption that $V=0$, Eq. (3) leads to the following equation for the junction magnetoresistance at zero voltage:

$$
\operatorname{JMR}(0)=\frac{\int_{\left(s_{1}-s_{2}\right)} P\left(E_{F_{1}}, k_{\|}, 0\right) d S}{\int_{\left(S_{1}\right)} P\left(E_{F_{1},}, k_{\|}, 0\right) d S+\int_{\left(S_{2}\right)} P\left(E_{F_{2}}, k_{\|}, 0\right) d S}
$$

After the change of variables from $d S$ to $d E_{z}$, the equation for the junction magnetoresistance at zero voltage
containing only one-dimensional integrals is obtained

$$
\begin{equation*}
\operatorname{JMR}(0)=\frac{\int_{0}^{E_{F_{1}}-E_{F_{2}}} P\left(E_{z}, 0\right) d E_{z}}{\int_{0}^{E_{F_{1}}} P\left(E_{z}, 0\right) d E_{z}+\int_{0}^{E_{F_{2}}} P\left(E_{z}, 0\right) d E_{z}} \tag{6}
\end{equation*}
$$

In this case, it was taken into account that $d E=0$ in the summation over the Fermi surface and, hence, $d E_{\|}=$ $d E_{z}$, from which $d S=d k_{\|}^{2} \propto d E_{\|}=d E_{z}$. If it is assumed that in Eq. (6) $P\left(E_{z}, 0\right)=$ const, which is true for a $\delta$-shaped potential barrier, the highest possible value will be obtained $\operatorname{JMR}_{\delta \text {-barrier }}(0)=\left(E_{F_{1}}-E_{F_{2}}\right) /\left(E_{F_{1}}+\right.$ $\left.E_{F_{2}}\right)$. For the band parameters used in this paper, $\operatorname{JMR}_{\delta-\text { barrier }}(0)=76.5 \%$. For comparison, note that, for a barrier with a height of 3.5 eV and a thickness $d=$ $10 \AA$, this value is almost three times lower and equals 25.6\%.

The analysis carried out above leads to a nontrivial conclusion emphasizing the singularity of the characteristic under study. At zero voltage, the junction magnetoresistance differs from zero only because of the contribution of electrons whose angle of incidence $\theta$ on the plane of the tunnel junction exceeds the minimum value $\theta>\theta_{\min }$. While the current-voltage characteristic $I(V)$, the differential tunnel conductance $\sigma(V)=d I / d V$, and the higher derivatives $d^{n} I / d V^{n}-V$ are formed mainly because of electrons moving perpendicularly to the plane of the tunnel junction, the junction magnetoresistance is determined by electrons moving at large angles to the plane of the barrier. It is these electrons that are of main importance in studying JMR. The contribution from electrons normally incident on the plain of the barrier is present only in the denominator of Eq. (5); that is, such electrons can affect the value of the junction magnetoresistance but are not the cause of the appearance of JMR.

## 3. JUNCTION MAGNETORESISTANCE AT FINITE BIAS VOLTAGES

One of the characteristic features that distinguish tunneling into ferromagnetic metals from tunneling into common metals is that the Fermi energies of ferromagnetic electrodes are low and usually are significantly lower than the potential barrier height. The properties of tunnel junctions with low Fermi energies were studied in detail in [9], where it was shown that, in the case when the Fermi energy of the initial electrode exceeds the Fermi energy of the final electrode, the equation for the tunnel current somewhat differs from the standard one [10] in that the lower limit of integration over the energy $E_{z}$ differs from zero. The point is that, in this case, part of electrons possessing a large
transverse component of the quasi-momentum $k_{z}>k_{F_{2}}$ cannot satisfy the conditions of mirror tunneling. With regard to the results obtained in [9], contributions to the tunnel current from various channels of FM-I-FM junctions at zero temperature $T=0$ can be written in the form

$$
\begin{align*}
I_{m n}(V) & =K\left[\int_{E_{F_{m}}-e V}^{E_{F_{m}}}\left(E_{F_{m}}-E_{z}\right) P\left(E_{z}, V\right) d E_{z}\right.  \tag{7}\\
& \left.+e V \int_{L_{m n}(V)}^{E_{F_{m}}-e V} P\left(E_{z}, V\right) d E_{z}\right]
\end{align*}
$$

where $K=2 \pi e m / h^{3}$, and $P\left(E_{z}, V\right)$ is the tunnel barrier penetrability. The lower limit $L_{m n}(V)$ differs from zero only for the $1 \longrightarrow 2$ channel

$$
L_{m n}(V)=\left\{\begin{array}{l}
0, \quad m \geq n  \tag{8}\\
\left(E_{F_{1}}-E_{F_{2}}-e V\right) \\
\times \Phi\left(E_{F_{1}}-E_{F_{2}}-e V\right), \quad m<n
\end{array}\right.
$$

where $\Phi\left(E_{F_{1}}-E_{F_{2}}-e V\right)$ is the step Heaviside function.

Differentiating Eq. (6) with respect to the voltage $V$ gives equations for the differential conductivities of various channels

$$
\begin{gather*}
\sigma_{m n}(V)=K\left[\int_{E_{F_{m}}-e V}^{E_{F_{m}}}\left(E_{F_{m}}-E_{z}\right) \frac{\partial P}{\partial V} d E_{z}\right. \\
+e \int_{L_{m n}(V)}^{E_{F_{m}}-e V}\left(P(V)+V \frac{\partial P}{\partial V}\right) d E_{z}  \tag{9}\\
\left.+e^{2} V P\left(E_{\min }, V\right) \Phi\left(E_{\min }\right) \delta_{m-1, n}\right]
\end{gather*}
$$

where $E_{\min }=E_{F_{1}}-E_{F_{2}}-e V$, and $\delta_{m n}$ is the Kronecker symbol. Substituting Eq. (9) into Eq. (4) gives

$$
=\frac{\int_{0}^{E_{\min }} e\left(P\left(E_{z}, V\right)+V \frac{\partial P}{\partial V}\right) d E_{z}-e^{2} V P\left(E_{\min }, V\right)}{\sigma_{11}(V)+\sigma_{22}(V)} \Phi\left(E_{\min }\right)
$$

It is evident in Fig. 2 that the model under consideration correctly describes the drop in the magnetoresistance observed experimentally with increasing voltage


Fig. 2. Junction magnetoresistance vs. the bias voltage across the junction for the barrier parameters (solid line) $\varphi=3.5 \mathrm{eV}, d=10 \AA$; (dotted line) $\varphi=3.5 \mathrm{eV}, d=12 \AA$; and (dashed line) $\varphi=2.5 \mathrm{eV}, d=12 \AA$.
across the junction. Moreover, the calculated curves exhibit a negative region in which, after attaining minimum values, these curves increase gradually, approaching zero, and reach zero stepwise at the bias voltage $e V_{0}=E_{F_{1}}-E_{F_{2}}$. The presented curves demonstrate that increasing the height and decreasing the thickness of the barrier not only result in an increase in the absolute values of the magnetoresistance at points $V=0$ and $V=V_{0}$ but also make its drop more flattened. In other words, with a $\delta$-shaped barrier, both the value and the behavior of the magnetoresistance are optimal. In this case, the probability of tunneling $P\left(E_{z}, V\right)$ in Eq. (9) can be considered to be constant and the dependence of the magnetoresistance on the voltage is transformed into a straight line

$$
\begin{gather*}
\mathrm{JMR}_{\delta \text {-barrier }}(V) \\
=\frac{E_{F_{1}}-E_{F_{2}}-2 e V}{E_{F_{1}}+E_{F_{2}}} \Phi\left(E_{F_{1}}-E_{F_{2}}-e V\right) \tag{11}
\end{gather*}
$$

which intersects the abscissa axis at the point $V_{0} / 2$ and attains the maximum absolute values $|\mathrm{JMR}|_{\max }=\left(E_{F_{1}}-\right.$ $\left.E_{F_{2}}\right) /\left(E_{F_{1}}+E_{F_{2}}\right)$ at the boundaries of the interval ( $0, V_{0}$ ).

While the electrons responsible for the appearance of $\operatorname{JMR}(0)$ at zero voltages lie on an area of the Fermi surface (Fig. 1c), such electrons at finite voltages are arranged inside the region formed by the constantenergy surfaces $E=E_{F_{1}}$ and $E=E_{F_{1}}-e V$ and two


Fig. 3. Spherical layer in the reciprocal space of the spin-up band determined by the inequalities $E_{F_{1}}-e V<E<E_{F_{1}}$ and $0<E_{z}<E_{F_{1}}-E_{F_{2}}-e V$ is the $\operatorname{JMR}(V)$ formation region. Only electrons whose states are located inside the presented region contribute to the junction tunnel resistance.
planes $E_{z}=0$ and $E_{z}=E_{F_{1}}-E_{F_{2}}-e V$. This region will be called the $\operatorname{JMR}(V)$ formation region (Fig. 3). It is because of the contribution $\sigma_{\text {JMR }}(V)$ introduced by the electrons of this region to the conductance of the $1 \longrightarrow 1$ channel that the difference between $\sigma_{11}(V)$ and $\sigma_{12}(V)$ standing in the numerator of Eq. (4) differs from zero

$$
\begin{equation*}
\operatorname{JMR}(V)=\frac{\sigma_{\mathrm{JMR}}(V)}{\sigma_{11}(V)+\sigma_{22}(V)} \tag{12}
\end{equation*}
$$

The tunneling current created by electrons lying in a certain region of the reciprocal space can be represented as an integral over this space whose integrand is a product of the particle flux density from an infinitely small volume $d^{3} k$ by the tunneling probability. Because the latter value is constant for a $\delta$-shaped barrier, the current in this case is simply proportional to the particle flux density $W(V)$ and $\sigma_{\mathrm{JMR}}(V) \propto \partial W / \partial V$. Therefore, the cause for the decrease in the junction magnetoresistance with increasing bias voltage across the junction is attributed to the topology of the $\operatorname{JMR}(V)$ formation region. Note that the volume of this region $Q$ varies in a nonmonotonic way $Q(V)=$ $(\sqrt{2 m})^{3} e V \sqrt{E_{F_{1}}-E_{F_{2}}-e V} / \hbar^{3}$, because there are two factors affecting $Q$ : the first factor leading to an increase is associated with an increase in the cross section of the region under consideration with the plane $k_{z}=0$, and the second one decreasing $Q$ is due to a reduction of the distance between the planes $k_{z}=0$ and $k_{z}=\sqrt{2 m\left(E_{F_{1}}-E_{F_{2}}-e V\right)} / \hbar$. The flux density $W(V)$ of the electrons lying in the $\operatorname{JMR}(V)$ formation region also varies in a nonmonotonic way with increasing $V$. It can be easily found, because the section of the JMR region with the plane $k_{z}=$ const is a ring whose area $2 \pi m e V / \hbar^{2}$ is independent of the place of the section. Taking into
account that the number of electron states on this ring is proportional to $\mathrm{eV} /(2 \pi)^{2}$, one finds that

$$
W \propto \int_{0}^{E_{F_{1}}-E_{F_{2}}-e V} e V k_{z} d k_{z} \propto e V\left(E_{F_{1}}-E_{F_{2}}-e V\right)
$$

The above analysis indicates that, in the case under study, the JMR region is organized in such a way that the flux created by the particles lying inside the region varies according to a quadratic law, increasing at $e V<$ $\left(E_{F_{1}}-E_{F_{2}}\right) / 2$ and decreasing at $e V>\left(E_{F_{1}}-E_{F_{2}}\right) / 2$. Because of this, the conductance $\sigma_{\mathrm{JMR}}(V)$ and, hence, the quantity under study $\mathrm{JMR}_{\delta \text {-barrier }}$ in the entire range of voltages [0, $E_{F_{1}}-E_{F_{2}}$ ] decreases by the linear law $\mathrm{JMR}_{\delta \text {-barrier }}(V) \propto \sigma_{\text {JMR }} \propto \partial W / \partial V \propto E_{F_{1}}-E_{F_{2}}-e V$.

The cause by which the behavior of the curves in Fig. 2 differs from the linear law given by Eq. (11) is associated with the fact that the tunneling probability for potential barriers with finite parameters increases exponentially. At low bias voltages $V$, this growth is small; however, it starts to play a dominant role at large voltages: the conductance $\sigma_{\text {JMR }}$ ends its decrease due to a decrease in the derivative of the flux density $\partial W / \partial V$ and, along with the value under study, starts to grow.

## CONCLUSIONS AND SUMMARY

Up to the present day, the Julliere model [1] has been the only qualitative model of spin-dependent tunneling in FM-I-FM tunnel junctions. A difference between the electron densities of states at the level of Fermi bands with different orientations of spins serves as the cause for the appearance of the junction tunnel resistance in this model. The Julliere model gives the values of the junction magnetoresistance that agree by the order of magnitude with the values measured experimentally. However, this model cannot explain the drop observed experimentally in the JMR with increasing bias voltage across the junction. This drop was a subject of detailed investigations in many theoretical and experimental works [3]; however, in spite of considerable efforts spent in this direction, no common opinion on this issue has been elaborated so far.

The main advantage of the model considered in this work is that it is quasi-three-dimensional, while the Julliere model, as well as an overwhelming majority of the other works devoted to this issue, is essentially onedimensional. Because of this, the proposed model contains an additional cause for the occurrence of the junction tunnel magnetoresistance that has not been considered previously. This cause is due to the mirror character of the tunneling and is an inherent property of the tunnel structures under study. It turns out that, because of features of the band structure of ferromagnetic metals, the number of electrons participating in tunneling in FM-I-FM junctions at the parallel polarization
always exceeds the corresponding number at the antiparallel polarization. These electrons are located in a certain region of the reciprocal space that is organized in such a way that the derivative of their flux density $\partial W / \partial V$ decreases linearly with increasing voltage $V$. It is this circumstance that is a qualitative cause for the drop of JMR at small bias voltages, where the change in the barrier penetrability is small and it may be considered that the quantity under study JMR $\propto \partial W / \partial V$. The subsequent growth of the junction magnetoresistance is related to the fact that the exponentially growing penetrability of the tunnel barrier starts to play a dominant role in its behavior as $V$ increases.

In conclusion, the effect of the approximation used in this work on the obtained results will be discussed.

As was shown in many works, the use of more complicated models than WKB leads to a dispersion of the tunnel barrier penetrability $P\left(E_{z}, E_{\|}, V\right)$ at which electrons with nonzero values of $k_{\|}$possess a larger probability than electrons with small transverse momenta (see, for example, [5, 11]). This fact can only improve the workability of the proposed approach. While the necessary twenty or thirty percent of the JMR(0) value is attained in the WKB approximation only at high and thin barriers and chiefly at a small value of $E_{F_{2}}$, these restrictions are removed at the dispersion indicated above.

The rejection of the parabolic band model will lead to the fact that the JMR formation region depicted in Fig. 3 will have a more complicated shape. However, the very fact of its existence is due to the mirror character of tunneling and is independent of the approxima-
tions used. Therefore, there is every reason to believe that the variation rate of its volume will also determine the form of the dependence of JMR on $V$ in the cases when the dispersion law differs from a parabolic one.

I am grateful to M.A. Belogolovskiĭ, Yu.V. Medvedev, and V.M. Svistunov for useful comments and discussion of the results of this work.
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#### Abstract

Thermally activated negative photoconductivity is observed in $p-\mathrm{GaAs}^{2} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}:$ Be heterostructures under illumination with red light at temperatures below 6 K . As the temperature decreases, the concentration and mobility of 2 D holes in the quantum well drop sharply, particularly under uniaxial compression. The phenomenon is quantitatively described under the assumption that a layer of deep donor-like traps with a low thermal activation barrier $E_{\mathrm{B}}=3.0 \pm 0.5 \mathrm{meV}$ exists at a distance of about 7 nm from the heterojunction and that this barrier does not change with strain. Presumably, the traps may be the $p$-type dopant Be atoms diffusing from the active layer and occupying interstitial positions. © 2005 Pleiades Publishing, Inc.


PACS numbers: $73.40 . \mathrm{Hb}$

Negative photoconductivity may occur in various heterostructures, including $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x}$ As with both $p$ - [1,2] and $n$-type [3] conductivities and different layer configurations, at various temperatures (from liquid helium to room temperature) under illumination with various wavelengths. Unlike the much-investigated positive delayed photoconductivity in $n$-GaAs/ $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}:$ Si with deep DX centers [4], the negative photoconductivity was given no unique interpretation: in some cases, it was attributed to the spatial separation of electron-hole pairs under illumination [5] while, in other cases, to the presence of deep donor centers [1]. Presumably, the nature of this phenomenon may be different depending on the specific situation.

This paper reports on the observation of a thermally activated negative photoconductivity (TANP) in $p$ $\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ :Be heterostructures at temperatures below 6 K . The TANP dramatically increases under uniaxial compression: under a pressure of $P=4.4 \mathrm{kbar}$, the resistivity of the samples becomes 200 times as great as the dark resistivity at $P=0$ at the same temperature of 1.5 K . The rather low temperature of the transition to the TANP state and the sharp increase in resistivity attract particular interest in studying the unusual behavior of the system.

We investigated the transport characteristics of 2D holes in the quantum well (QW) at the $p$-GaAs $/ \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}:$ Be heterojunction, namely, their resistivity, concentration, and mobility, both in the dark and under illumination with a red light-emitting diode (LED), in the temperature range from 1.5 to 20 K . To
study the effect of an additional perturbation on the 2D holes in the QW, we applied uniaxial compression up to 4.4 kbar.

A single $p-\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}: \mathrm{Be}$ heterostructure was grown at the University of Copenhagen from molecular-beam epitaxy on a GaAs substrate in the [001] direction with the following layer sequence: a $0.7-\mu \mathrm{m}$ buffer layer, a $48-\mathrm{nm}$ undoped $\mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ spacer, a $40-\mathrm{nm}$ active layer of Be -doped ( $1 \times 10^{24} \mathrm{~m}^{-3}$ ) $\mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$, and a $10-\mathrm{nm}$ capping layer of Be-doped $\left(1 \times 10^{24} \mathrm{~m}^{-3}\right)$ GaAs. Samples with the dimensions of $0.5 \times 0.8 \times 3.0 \mathrm{~mm}$ were split off from a disk along the [110] direction, and a mesa in the Hall configuration along the $[1-10]$ direction was etched in the central part of every sample. At the temperature $T=1.5 \mathrm{~K}$, the 2D hole concentration in the dark was $p=3.1 \times 10^{15} \mathrm{~m}^{-2}$, and their mobility was $\mu=7.0 \mathrm{~m}^{2} /(\mathrm{V}$ s). The uniaxial compression up to $P=4.4$ kbar was applied along the [110] direction by the method described in [6]. For illuminating the samples, we used a red LED with the characteristic photon energy $h v=1.96 \mathrm{eV}$. Illumination with far-red $(h v=1.65 \mathrm{eV})$ and infrared light $(h v=$ 1.35 eV ) did not lead to the appearance of negative photoconductivity.

At a temperature of 1.5 K , when the sample is illuminated with the red LED, its conductivity $\rho_{x x}$ increases several times and then remains constant. However, after the diode is turned off, the resistivity slowly relaxes to the dark resistivity value. The photoresistivity exhibits a thermal-activation behavior, which becomes much more pronounced under uniaxial deformation (Fig. 1). The temperature dependence of the dark resistivity


Fig. 1. Temperature dependences of (1) resistivity in the dark at $P=0$ and (2-7) under illumination at $P=(2) 0$, (3) 1.7 , (4) 2.9 , (5) 3.8 , (6) 4.2 , and (7) 4.4 kbar . The insets show the dependences for $P=$ (a) 0 and (b) 2.1 kbar (open circles) in the dark and (closed circles) under illumination.
(curve 1 in Fig. 1, insets (a) and (b)) is of a metallic character. As one can see from Fig. 1 (insets (a) and (b)), the difference between the dark and illuminated states vanishes at $T \geq 6 \mathrm{~K}$, and the $\rho_{x x}(T)$ dependences
obtained for the illuminated and dark states coincide both under pressure and at $P=0$.

The hole concentration $p$ in the QW and its temperature dependence $p(T)$ were measured by the Hall effect and verified by the Shubnikov-de Haas oscillations and the quantum Hall effect. The numerical values of concentration that were calculated for the dark and metastable TANP states from the Hall effect and the quantum effects coincide within the experimental error of $2-3 \%$. This confirms that the measured Hall concentration $p$ is only associated with 2D holes in the QW. Figure 2a shows the temperature dependences of concentration, $p(T)$, obtained in the illuminated state under different pressures. These dependences exhibit the following characteristic features: (i) the $p(T)$ dependence is much weaker than the $\rho_{x x}(T)$ dependence; (ii) as in the case of $\rho_{x x}(T)$, the difference between the concentrations in the dark and under illumination vanishes at $T \geq$ 6 K , except for the slight positive photoconductivity in the GaAs layer; (iii) the shape of the $p(T)$ dependence is the same for different pressures; and (iv) $p(T)$ evidently tends to saturation at the lowest temperatures, and the difference between the dark concentration and the saturation concentration is the same for different pressures. Under uniaxial compression, the concentra-


Fig. 2. Temperature dependences of the (a) concentration and (b) mobility of 2D holes as measured (open points) in the dark and (closed points) under illumination for various uniaxial compressions. The solid lines in panel (a) are numerical fits. In panel (b), the dashed line shows the calculation for the dark state at $P=0$; the solid and dotted lines refer to the calculations for $P=0$ and 3.4 kbar, respectively.


Fig. 3. (a) Band structure at the $p-\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ : Be heterojunction and (inset) a schematic representation of the thermal activation barrier that illustrate the TANP effect: nonequilibrium electrons above the Fermi level are shown by hatching, HH 1 is the hole subband of the ground state, and $D D T$ are deep donor-like traps. (b) Dependences $F(1 / T)$ for the determination of the thermal activation barrier $E_{\mathrm{B}}$.
tion of 2D holes in the QW decreases approximately as $d p / d P \approx-0.2 \times 10^{15} \mathrm{~m}^{-2} / \mathrm{kbar}$ for both illuminated and dark states. From Fig. 2a, one can see that the temperature dependence of 2D hole concentration in the dark is virtually absent, which is typical of $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ in this temperature region.

The resistivity $\rho=1 /$ ep $\mu$ and the Hall coefficient $R=$ $1 / p e$ ( $\mu$ is the Hall mobility and $e$ is the electron charge) were measured with the same temperature and pressure, which allowed us to calculate the mean Hall mobility $\mu$. Its temperature dependences for $P=0$ and for a uniaxial compression of 3.4 kbar are shown in Fig. 2b. Under illumination, the feature of the $\mu(T)$ dependence is a maximum at $T=6 \mathrm{~K}$, which corresponds to the transition to the TANP state, and a sharp drop in mobility at $T<6 \mathrm{~K}$, whereas in the dark, the mobility of 2D holes monotonically increases.

As is seen in Fig. 2a, the combined effect of illumination and pressure leads to rather small hole concentrations ( $p=4.0 \times 10^{14} \mathrm{~m}^{-2}$ ). For such concentrations, in similar $p$-type $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1_{-}} \mathrm{As}$ structures (although at temperatures below 1.5 K ), a metal-insulator transition due to the appearance of a strong elec-tron-electron interaction was observed (see, e.g., [7]). Therefore, despite the relatively high temperature $T>$ 1.5 K of our measurements, it is necessary to analyze the results in terms of the temperature dependence of
conductivity $\sigma$ at a constant 2D carrier concentration $p$ in the QW, as it was done in [7], where the transition to the dielectric state was revealed. The series of dependences $\sigma(p)$ at $T=$ const, which are easily obtained from the data of Figs. 1 and 2a, shows a metal-type growth of conductivity with decreasing temperature for a fixed 2D hole concentration in the QW for the whole range of measured concentrations $p$ from $3.2 \times 10^{15} \mathrm{~m}^{-2}$ to $4 \times 10^{14} \mathrm{~m}^{-2}$. In [7], where the measurements were performed in the temperature interval $1.6-0.26 \mathrm{~K}$, a similar behavior was observed above the critical concentration of the metal-insulator transition $p_{K}=5 \times$ $10^{14} \mathrm{~m}^{-2}$. The fact that the temperature dependences of resistivity shown in Fig. 1 cannot be described by an exponential function also testifies against the presence of the metal-insulator transition.

Thermal activation regions in the dependences $\rho(T)$ and $n(T)$ were also observed earlier in studying the phenomenon of delayed photoconductivity of $n$-GaAs/AlGaAs:Si heterostructures with deep DX centers [9]: they occurred in the temperature region where $k T$ was comparable to the energy barrier between the ground state and the excited state of a DX center. Therefore, in the subsequent analysis of our results, it is reasonable to use the assumption [1] that $p$ - $\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}:$ Be contains deep donor-like traps (Fig. 3a).

The red radiation with $h v=1.96 \mathrm{eV}$, which was used in our experiments, cannot lead to direct electron transitions from the valence band to the conduction band in $p-\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ with the band gap $E_{G}=2.1 \mathrm{eV}$ at liquid helium temperatures. However, because of the band discontinuity at the heterojunction, which may reach 0.25 eV at the valence band top, such transitions are possible from the aforementioned deep traps (Fig. 3a). Lying near the heterojunction slightly below the equilibrium Fermi level $E_{F}^{0}$, these traps are neutral before the illumination is turned on. Under the effect of light, electrons are excited to the conduction band and, under the effect of the electric field at the heterojunction, fall into the QW, where they recombine with 2D holes. This leads to a decrease in their concentration (which was observed in the experiment) and, hence, to a nonequilibrium Fermi energy $E_{F}^{h}$ (Fig. 3a). The ionized states of deep donor-like traps in the spacer can be considered as holes that tunnel back into the QW when the light is turned off and, thus, take part in the relaxation process observed in the experiment.

To take into account the thermal activation effects, we follow the theory of deep donor centers and introduce a barrier between the ground state of a deep trap $D_{0}$ and the excited state $D_{+}$due to the illumination (Fig. 3a). Only after a nonequilibrium electron existing to the right of the barrier (Fig. 3a) is trapped by the excited state $D_{+}$near the heterojunction will the initial state $D_{0}$ be restored. For this purpose, the electron should overcome the effective barrier $E_{C}=E_{B}-\Delta$, whose value varies depending on the hole concentration in the QW (see Fig. 3a). For the metastable illuminated state, the detailed balance principle can be represented in the form

$$
\begin{equation*}
g\left(N_{D_{0}}-n^{*}\right)=n^{*} / \tau \tag{1}
\end{equation*}
$$

where $g$ is the optical generation rate, $N_{D_{0}}$ is the twodimensional concentration of deep traps, $\tau$ is the time of trapping of nonequilibrium electrons at the $D_{+}$level, and $n^{*}=p_{d}-p$ determines the number of excited centers and is equal to the concentration of nonequilibrium electrons behind the barrier ( $p_{\mathrm{d}}$ is the initial 2D hole concentration in the dark). The barrier $E_{\mathrm{B}}$ is measured with respect to the Fermi level $E_{F}^{0}$, and the Fermi energy $E_{F}^{h}$ is calculated from the concentration of lighter 2D holes in the spin-split subband [9] in the parabolic approximation.

In the approach developed for analyzing the kinetic phenomena in materials with DX centers, the time constant characterizing the multiphoton capture of nonequilibrium electrons is expressed as [4]

$$
\begin{equation*}
\tau=\frac{1}{\sigma v_{e} n^{*}}, \tag{2}
\end{equation*}
$$

where $\sigma=\sigma_{\infty} \exp \left(-E_{B} / k T\right)$ describes the capture cross section at finite temperature and $v_{e}$ is the velocity of nonequilibrium electrons. In our case, $v_{e}=v_{F}^{h}=A p^{1 / 2}$ ( $A=$ const and $v_{F}^{h}$ is the Fermi velocity of holes in the QW). For our calculations, instead of $E_{\mathrm{B}}$, we should use the effective barrier $E_{C}=E_{\mathrm{B}}-\Delta$, where $\Delta$ represents the variation of $E_{F}^{h}$ from $E_{F}^{0}$ (Fig. 3a); in the isotropic parabolic approximation, $\Delta=B n^{*}$ ( $B$ is a constant involving the effective hole masses from [9]). As a result, the dynamic equilibrium condition given by Eq. (1) can be reduced to the form

$$
\begin{equation*}
C\left(N_{D_{0}}-n^{*}\right)=n^{*^{2}} p^{1 / 2} \exp \left(-\frac{E_{\mathrm{B}}-\Delta}{k T}\right), \tag{3}
\end{equation*}
$$

where $C=g / \sigma_{\infty} A=$ const. The estimate $N_{D_{0}}=1.9 \times$ $10^{15} \mathrm{~m}^{-2}$ is obtained from Fig. 2a: if the dependences $p(T)$ exhibit saturation tending to $p=p_{\text {sat }}$ at the lowest temperature, this means that all of the states $N_{D_{0}}$ are excited and their number is equal to $N_{D_{0}}=n^{*}=p_{d}-$ $p_{\text {sat }}$ It should be noted that this value is the same for all of the pressure values given in Fig. 2a. Taking the logarithm of Eq. (3), grouping the terms, and substituting $\Delta=B n^{*}$, we obtain the expression

$$
\begin{equation*}
f\left(n^{*}, T\right)=\ln \left(\frac{\left(N_{D_{0}}-n^{*}\right)}{n^{*} p^{1 / 2}}\right)-\frac{B n^{*}}{k T}=-\ln C-\frac{E_{B}}{k T}, \tag{4}
\end{equation*}
$$

where the function $f\left(n^{*}, T\right)$ is calculated from experimental data. Plotting its dependence on $1 / T$ (Fig. 3b), we determine the barrier height from its slope: $E_{\mathrm{B}}=$ $3.0 \pm 0.5 \mathrm{eV}$. Within the aforementioned error, this value is the same for all pressure values indicated in Fig. 2a.

A numerical fitting of Eq. (3) to the experimental dependence $p(T)$ (the solid lines in Fig. 2a) with the use of two fitting parameters $C$ and $E_{\mathrm{B}}$ shows that the best result is achieved for $E_{\mathrm{B}}=6 \mathrm{meV}$. This value also is the same for all of the pressure values indicated in Fig. 2a. The relatively low sensitivity of the fitting curves in Fig. 2a to the value of the parameter $E_{\mathrm{B}}$ testifies in favor of the first method of its determination, although the results obtained with the two methods are in satisfactory agreement. The small height of the thermal activation barrier accounts for the fact that the TANP is only observable at liquid helium temperatures.

Another transport characteristic that determines the TANP effect is the mobility (Fig. 2b), which strongly decreases at temperatures below 6 K , especially under uniaxial compression. If the concentration and the effective mass of 2D holes in the QW are known for all temperatures within the interval under study, we can numerically estimate the contribution of different scattering mechanisms to the mean mobility $\mu$ that was


Fig. 4. Contributions of different scattering mechanisms to the inverse mobility in the TANP state for holes (a) $m_{0}$ and (b) $m_{1}$ at $P=$ 0 and the scattering efficiency $1 / \mu_{D D T}$ by ionized traps of holes with masses (c) $m_{0}$ and (d) $m_{1}$ under pressures $P=(1) 0$, (2) 2.1 , and (3) 3.4 kbar .
determined experimentally. According to the Mattisen rule, we have

$$
\begin{equation*}
\frac{1}{\mu}=\frac{1}{\mu_{R I}}+\frac{1}{\mu_{B I}}+\frac{1}{\mu_{A}}+\frac{1}{\mu_{R S}}+\frac{1}{\mu_{P E}} \tag{5}
\end{equation*}
$$

where $\mu_{R I}, \mu_{B I}, \mu_{A}, \mu_{R S}$, and $\mu_{P E}$ are associated with the scattering by remote impurities (RI), background impurity (BI), acoustic phonons (A), and roughness of the heterojunction (RS), respectively, and with the piezoelectric scattering (PE). In our calculations, we used the approximations and formulas from [10], which were derived for a 2D electron gas at low temperatures; the value of $\mu_{R S}$ was calculated according to [11]. It should be noted that, in the TANP state, an additional term appears on the right-hand side of Eq. (5): $1 / \mu_{D D T}$ This term is associated with the scattering by positively charged deep ionized donor-like traps, which occur behind the barrier. Therefore, the value of $1 / \mu_{D D T}$ is calculated in the same way as the value of $1 / \mu_{R I}$.

The energy spectrum of 2D holes in a triangular QW at the heterojunction in $p$-GaAs/AlGaAs is nonparabolic, and, in the samples under study with the total 2D hole concentration $p=3.1 \times 10^{15} \mathrm{~m}^{-2}$, is determined by two groups of carriers in the spin-split subbands $S_{0}$ and $S_{1}$ with effective masses $m_{0}^{*}$ and $m_{1}^{*}$. The values of these masses and their dependence on the total 2D hole concentration in the QW were determined according to [9]. Hence, the Mattisen rule was applied to each of the groups of holes separately, and, in the mean mobility $\mu$
determined experimentally, the hole mobilities in the two subbands were distinguished:

$$
\begin{equation*}
\mu=\frac{p_{0} \mu_{0}+p_{1} \mu_{1}}{p_{0}+p_{1}} \tag{6}
\end{equation*}
$$

where the total hole concentration in the two subbands is $p=p_{0}+p_{1}, \mu_{0}=\tau / m_{0}^{*}, \mu_{1}=\tau / m_{1}^{*}$, and $\tau$ is the relaxation time associated with the specific scattering mechanism in Eq. (5). In determining the individual concentrations $p_{0}$ and $p_{1}$ in the subbands, we had to use the parabolic approximation $p_{0} / p_{1}=m_{0}^{*} / m_{1}^{*}$ in spite of the nonparabolic dispersion law of the valence band.

The numerical calculation of the contributions of different scattering mechanisms to the inverse mobility was carried out for the dark and illuminated states at $P=0$ and under uniaxial compression in the whole temperature range under study. The calculations demonstrate the significance of the contributions from all of the scattering mechanisms to the mean mobility; they show a good agreement with experimental data (Fig. 2b) and suggest the following conclusions:
(i) In the dark, the monotone increase in the scattering by acoustic phonons with temperature at virtually invariable other mechanisms in the low-temperature region leads to a common monotone dependence $\mu(T)$ in Fig. 2b (the dashed line).
(ii) Under illumination, the superposition of two main scattering mechanisms, $1 / \mu_{A}$ and $1 / \mu_{D D T}$, with different temperature dependences (Figs. 4a and 4b) leads to the formation of a characteristic maximum in the dependence $\mu(T)$ (Fig. 2b). The inflection with a small
additional minimum observed at 4 K in the dependence corresponding to $P=0$ under illumination is caused by the effect of other scattering mechanisms (Fig. 4c), which are characterized by finite values and different temperature dependences in this temperature region.
(iii) Under illumination, the scattering by deep ionized traps predominates below 6 K (Figs. 4a and 4b) and strongly increases under uniaxial compression (Figs. 4c and 4d). The physical reason for the growth of $1 / \mu$ with increasing pressure and decreasing temperature is directly related to the decrease in the 2D hole concentration in the QW and, hence, the screening of positively charged states. At temperatures $T>6 \mathrm{~K}$, in the absence of TANP, the mobility under uniaxial compression is determined by the considerable change in the anisotropy of the energy spectrum of $p$ $\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ [12], which was ignored in the numerical calculations.

Evidently, the number of excited deep traps $D^{+}=$ $p_{d}-p$, as well as their positions and distribution in the spacer, determine the quantity $1 / \mu_{D D T}$. We considered different types of the distribution of ionized traps from the active layer to the spacer, and the distance of the distribution front from the heterojunction served as the fitting parameter. All of the calculated dependences shown in Figs. 2b and 4 refer to a rectangular distribution of the ionized states of deep traps in the spacer with the edges of the distribution lying at a distance of 748 nm from the heterojunction. This distribution may only serve as an estimator.

Since, according to calculations, the distribution of the deep traps begins not from the heterojunction but from the active layer, we can expect that the traps arise as a result of the well-known diffusion of $p$-type dopant Be atoms from the active layer. This assumption is supported by [13], where, in Be -doped $\mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$, the presence of deep levels associated with interstitial $\mathrm{Be}_{i}$ was revealed. In addition, the spectroscopy of deep levels in $p-\mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ with $p$-type Be impurity [14] indicated a series of deep traps with hole emission activation energies of $0.14,0.4$, and 0.46 eV . One of these values, namely, 0.14 eV , is suitable for describing the deep donor-like traps revealed in our experiments.

Summarizing the results, we formulate the following conclusions. In $p$ - $\mathrm{GaAs} / \mathrm{Al}_{0.5} \mathrm{Ga}_{0.5} \mathrm{As}$ with $p$-type Be impurity in the active layer, under illumination with a red LED, we observed a thermally activated negative photoconductivity. The effect appears at anomalously low temperatures $T<6 \mathrm{~K}$ and is accompanied by a drastic decrease in both concentration and mobility of 2D
holes in the QW. The decrease in concentration can be quantitatively described by the model with deep donorlike traps lying near the heterojunction below the Fermi level if we introduce the barrier $E_{\mathrm{B}}=3.0 \pm 0.5 \mathrm{meV}$ between the ground state of the traps and the state excited by the illumination. Numerical calculations show that the decrease in mobility at $T<6 \mathrm{~K}$ is related to the scattering by positively charged excited deep states. The number of such states increases as the temperature decreases, and, to a first approximation, they occur in the spacer at a distance of 7-48 nm from the heterojunction. Presumably, these states may be represented by $\mathrm{Be}_{i}$ interstitial atoms diffusing into the spacer from the active layer.
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#### Abstract

It is shown that the harmonic librations (oscillations) of the principal axis of the electric field gradient tensor in "cages" of liquids, glasses, ferroliquids, and other "soft" systems qualitatively change the shape of the Mössbauer spectra of the quadrupole hyperfine structure. In addition to an effective decrease in the quadrupole coupling constant in the fast-libration limit, nuclear quadrupole resonance is predicted, which must be manifested in the Mössbauer spectra at the libration frequency that is approximately equal to the quadrupole splitting of spectral lines. By analogy with nuclear magnetic resonance, simple analytical expressions are derived, which describe resonance Mössbauer spectra in terms of the effective quadrupole coupling constant and the resonance splitting constant for the main lines. The observed features of the formation of quadrupole hyperfine structure spectra can be manifested in the Mössbauer spectra of soft matter and must be taken into account in analysis of experimental data. © 2005 Pleiades Publishing, Inc.


PACS numbers: 33.45.+x, 61.43.-j, 76.80.+y, 78.30.Cp

Normal liquids or glasses can be treated as ensembles of small particles (molecules) that are in constant intense motion due to which they collide with neighboring particles. On average, collisions lead to the reversal of the trajectories of particles so that they effectively move in a "cage" formed by the neighboring particles with a certain characteristic time $\tau_{1}$. Such a process is called librations. Particles can sometimes change positions and begin to oscillate in new cages. Such a structural relaxation or diffusive motion is characterized by its mean time $\tau_{\mathrm{r}}$. It is usually supposed that these two types of motions have comparable characteristic times and the particles undergo continuous diffusion.

However, for low temperatures, it is expected that $\tau_{\mathrm{r}} \gg \tau_{1}$ and, at least in a short time, each particle undergoes almost harmonic oscillations around the principal axis of the anisotropic tensor of inertia of a molecule. Such a model of harmonic librations is widely used when analyzing the spectra of nuclear quadrupole resonance ( NQR ), and it has long been known that librations mainly determine the temperature dependence of the frequency of NQR [1]. Recently, such a model was successfully applied to describe inelastic neutron scattering in supercooled water [2]. We note that the time scale of harmonic librations is specified by the angular frequency of the free rotation of molecules, which is determined by the principal values of the tensor of inertia and characteristic collision time, so that the amplitude of harmonic librations can generally be arbitrary.

On the basis of the above grounds, we are going to consider a model of librations in soft matter in the form
of harmonic oscillations around one of the principal axes of the anisotropic tensor of inertia and to derive equations for describing Mössbauer spectra in the presence of quadrupole hyperfine interaction characteristic of liquids [3]. We will consider only axisymmetric quadrupole hyperfine interaction for $M 1$ transitions between excited (e) and ground (g) nuclear states with the spins $I_{e}=3 / 2 \longrightarrow I_{g}=1 / 2$, as well as the chaotic distribution of the orientations of the molecular axes and an unpolarized source of gamma radiation.

We assume that the principal axis $z^{\prime}$ of the electric field gradient tensor on a nucleus composes a certain angle $\theta$ with the easy libration axis $z$ (Fig. 1). In this case, the harmonic librations of the molecule lead to the periodic reorientation of the principal axis of the electric field gradient tensor with the harmonic variation in the azimuth angle $\phi$ :

$$
\begin{equation*}
\phi(t)=\phi_{0} \sin (\Omega t+\Delta), \tag{1}
\end{equation*}
$$



Fig. 1. Model of molecular librations with the oscillating principal axis of the electric field gradient tensor.
where $\phi_{0}, \Omega$, and $\Delta$ are the amplitude, frequency, and phase of the librations.

Taking the $z$ axis as the quantization axis, one can represent the Hamiltonian of the axisymmetric quadrupole hyperfine interaction in the form

$$
\begin{equation*}
\hat{H}(t)=q\left[\hat{I}_{z^{\prime}(t)}^{2}-\frac{1}{3} I(I+1)\right], \tag{2a}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\frac{3 e Q V_{z z}}{4 I(2 I-1)} \tag{2b}
\end{equation*}
$$

is the quadrupole coupling constant, $Q$ is the quadrupole moment of the nucleus, $V_{z z}$ is the principal value of the electric field gradient tensor, and the $z^{\prime}$ axis periodically changes its direction according to Eq. (1). For quadrupole hyperfine interaction (2), the ground nuclear state with the spin $I_{g}=1 / 2$ appears to be degenerate and, correspondingly, Hamiltonian (2) in the molecular coordinate system can be represented in the matrix form only for an excited nuclear state in the basis of the $z$ projections of the nuclear $\operatorname{spin} I_{e}=3 / 2$ :

$$
\hat{H}^{(e)}(t)=\frac{q}{4}\left(\begin{array}{cccc}
1+3 \cos 2 \theta & 2 \sqrt{3} \sin 2 \theta e^{i \phi} & \sqrt{3}(1-\cos 2 \theta) e^{2 i \phi} & 0  \tag{3}\\
2 \sqrt{3} \sin 2 \theta e^{-i \phi} & -(1+3 \cos 2 \theta) & 0 & \sqrt{3}(1-\cos 2 \theta) e^{2 i \phi} \\
\sqrt{3}(1-\cos 2 \theta) e^{-2 i \phi} & 0 & -(1+3 \cos 2 \theta) & -2 \sqrt{3} \sin 2 \theta e^{i \phi} \\
0 & \sqrt{3}(1-\cos 2 \theta) e^{-2 i \phi} & -2 \sqrt{3} \sin 2 \theta e^{-i \phi} & 1+3 \cos 2 \theta
\end{array}\right) \text {, }
$$

where $\phi \equiv \phi(t)$.
In order to derive formulas for calculating the absorption spectra in this model, one can use the results obtained in [4-6], where the theory of Mössbauer spectra was developed for the case of the hyperfine magnetic field $\mathbf{H}_{\mathrm{hf}}(t)$ that acts on the nucleus and periodically varies along an arbitrary time trajectory. This theory was used to calculate the absorption spectra of nanostructured magnetic alloys under the action of an external rf field.

The form of Eqs. (24) and (25) in [5] shows that they can be used to describe the Mössbauer absorption spectra for an arbitrarily hyperfine interaction that periodically varies in time along an arbitrarily determined trajectory. In the case of axisymmetric quadrupole hyperfine interaction (2) with allowance for the degeneration of the ground state of the nucleus, a chaotic distribution of the orientations of the molecular axes, and an unpolarized gamma-radiation source, the expression for the absorption spectrum acquires the simpler form

$$
\begin{gather*}
\sigma(\omega)=\frac{\sigma_{0} \Gamma_{0}}{2 T_{l}\left(2 I_{e}+1\right)} \operatorname{Re} \int_{0}^{T_{l}} d t_{0} \\
\times \int_{t_{0}}^{t_{0}+T_{l}} \operatorname{Tr}\left\{\frac{\exp \left[i \tilde{\omega}\left(t-t_{0}\right)\right]}{\hat{I}-\exp \left(i \tilde{\omega} T_{l}\right) \hat{G}^{(e)}\left(t_{0}, t_{0}+T_{l}\right)} \hat{G}^{(e)}\left(t_{0}, t\right)\right\} d t \tag{4}
\end{gather*}
$$

where $T_{l}=2 \pi / \Omega$ is the period of librations, $\hat{I}$ is the identity matrix, and

$$
\begin{equation*}
\hat{G}^{(e)}\left(t_{0}, t\right)=\hat{T} \exp \left\{-i \int_{t_{0}}^{t} d t^{\prime} \hat{H}^{(e)}\left(t^{\prime}\right)\right\} \tag{5}
\end{equation*}
$$

is the evolution operator for the excited nuclear state. Using Eqs. (3)-(5), one can calculate a Mössbauer spectrum for the arbitrary model parameters $q, \theta, \phi_{0}$, and $\Omega$. Details of the optimization of the corresponding procedure of calculation by Eqs. (4) and (5) can be found in [6].


Fig. 2. Mössbauer absorption spectra in the case of the librations of the principal axis of the electric field gradient tensor in the plane $\theta=90^{\circ}$ for various amplitudes $\phi_{0}$ (left part) in the limit of fast librations ( $\Omega \gg q$ ) and (right part) at the frequency $\Omega=2 q$. Here and below, $q=10 \Gamma_{0}$ and the dashed line shows the position of one of the lines of the static quadrupole doublet.

Figure 2 shows the most typical Mössbauer spectra for the orientation of the principal axis of the electric field gradient tensor, which is perpendicular to the axis of librations, i.e., for in-plane oscillations $\left(\theta=90^{\circ}\right)$. The left part of Fig. 2 shows the evolution of the shape of the absorption spectrum with varying the amplitude $\phi_{0}$ of librations in the fast-oscillation limit when $\Omega \gg q$. In the absence of librations, the static Mössbauer spectrum constitutes a standard quadrupole line doublet with a splitting of $2 q$, which is a superposition of only two Lorentzian lines of the natural width due to the degeneration of the excited nuclear state in the spin projection $\left|m_{e}\right|$ :

$$
\begin{equation*}
\sigma(\omega)=-\frac{\sigma_{0} \Gamma_{0}}{4} \operatorname{Im}\left(\frac{1}{\omega-q+i \frac{\Gamma_{0}}{2}}+\frac{1}{\omega+q+i \frac{\Gamma_{0}}{2}}\right) \tag{6}
\end{equation*}
$$

As the amplitude of librations in this limit increases, the effective averaging of the quadrupole hyperfine interaction is observed with a smaller splitting $2 \bar{q}$ of the doublet lines. The effective constant $\bar{q}$ of the quadrupole hyperfine interaction is easily estimated by considering the librations of the principal axis in the plane and passing to another coordinate system with the quantization axis in the plane of oscillations (Fig. 3).

Further, we perform the orthogonal transformation of the basis states to the new basis:

$$
\begin{equation*}
|i\rangle=\hat{A}\left|m_{e}\right\rangle \tag{7a}
\end{equation*}
$$

where the matrix elements of the transformation $\hat{A}$ have the form

$$
\begin{align*}
& |1\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{3}{2}\right\rangle+i\left|-\frac{3}{2}\right\rangle\right) \\
& \left.|2\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{1}{2}\right\rangle-i\left|-\frac{1}{2}\right\rangle\right)\right],  \tag{7b}\\
& \left.|3\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{3}{2}\right\rangle-i\left|-\frac{3}{2}\right\rangle\right)\right] . \\
& \left.|4\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{1}{2}\right\rangle+i\left|-\frac{1}{2}\right\rangle\right)\right] .
\end{align*}
$$

In the new basis, Hamiltonian (3) acquires the form of the block matrix

$$
\hat{H}^{(e)}(t)=\left(\begin{array}{cc}
\hat{H}^{\prime}(t) & 0  \tag{8}\\
0 & \hat{H}^{\prime *}(t)
\end{array}\right)
$$

where, in the limiting case of small oscillations $\left(\phi_{0} \ll 1\right)$ with the accuracy to the terms quadratic in $\phi_{0}$,

$$
\hat{H}^{\prime}(t)=q\left(\begin{array}{cc}
1-\frac{3}{2} \phi_{0}^{2} \sin ^{2}(\Omega t+\Delta) & \sqrt{3} \phi_{0} \sin (\Omega t+\Delta)  \tag{9}\\
\sqrt{3} \phi_{0} \sin (\Omega t+\Delta) & -\left(1-\frac{3}{2} \phi_{0}^{2} \sin ^{2}(\Omega t+\Delta)\right.
\end{array}\right) .
$$

In the limit of fast librations $(\Omega \gg q)$, the averaging of the off-diagonal matrix elements of effective Hamiltonian (9) over the oscillation period yields zero, whereas the averaging of its diagonal matrix elements leads to the effective decrease in the constant of the quadrupole hyperfine interaction:

$$
\begin{equation*}
\bar{q}=q\left(1-\frac{3}{4} \phi_{0}^{2}\right) . \tag{10}
\end{equation*}
$$

We note that, in the limit of fast librations $(\Omega \gg q)$ with a large amplitude ( $\phi_{0} \gg 1$ ), the effective constant of the quadrupole interaction asymptotically approaches a natural limit that is determined by the complete vanishing of the off-diagonal matrix elements of initial Hamiltonian (3) after averaging

$$
\begin{equation*}
\bar{q}=\frac{1+3 \cos 2 \theta}{4} q . \tag{11}
\end{equation*}
$$

In this case, $\bar{q}=-q / 2$ for fast librations in the plane $\theta=$ $90^{\circ}$, whereas the effective constant $\bar{q}$ is equal to zero for librations at the "magic" angle $\theta=54.7^{\circ}$. At the same time, the shape of the Mössbauer spectrum in the limiting case of fast librations $(\Omega \gg q)$ is determined by Eq. (6), where $q$ is replaced by $\bar{q}$.

The evolution of the shape of Mössbauer spectra in the model used for librations shows an additional qualitative effect that is expected in spectra when the oscillation frequency is close to the quadrupole splitting:

$$
\begin{equation*}
\Omega \approx 2 q \tag{12}
\end{equation*}
$$

As is seen in the right series of spectra in Fig. 2, Mössbauer spectra under condition (12) exhibit the splitting of each of the lines of the static quadrupole doublet (6) and the value $\delta$ of this splitting increases with the amplitude $\phi_{0}$ of the librations. The calculations show that the effect is of a resonance character, which is shown in Fig. 4, where the symmetric resonance splitting of each of the quadrupole doublet lines disappears
at a small detuning of the frequency $\Omega$ of librations from the exact resonance frequency.

In order to reveal the physical nature of this resonance effect, we consider the limiting case of small oscillations ( $\phi_{0} \ll 1$ ) in the plane $\theta=90^{\circ}$, which are described by the effective Hamiltonian given by Eq. (9). It is easy to see that this Hamiltonian formally describes the NMR with the effective nuclear spin $I=$ $1 / 2$ in a strong static magnetic field $\mathbf{h}_{0}$ along the $z$ axis and a weak oscillating field $\mathbf{h}_{1}(t)$ that is linearly polarized along the $x$ axis. Following the standard procedure accepted in NMR spectroscopy, one can suppose that the oscillating field $\mathbf{h}_{1}(t)$ is the superposition of the right and left circularly polarized components $\mathbf{h}_{1}(t)$ only one of which can induce resonance (see, e.g., [7]). In this case, the effective Hamiltonian of quadrupole hyperfine interaction (9) can be represented in the form
$\hat{H}^{\prime}(t)=h_{0} \hat{I}_{z}^{\prime}+h_{1}\left(\hat{I}_{x}^{\prime} \cos (\Omega t+\Delta)+\hat{I}_{y}^{\prime} \sin (\Omega t+\Delta)\right),(13)$ where the intensities of the effective magnetic fields are determined by the parameters of the model of librations

$$
\begin{gather*}
h_{0}=2 \bar{q},  \tag{14a}\\
\bar{q}=\left(1-\frac{9}{16} \phi_{0}^{2}\right) q,  \tag{14b}\\
h_{1}=\sqrt{3} \phi_{0} q . \tag{14c}
\end{gather*}
$$

Hamiltonian (13) evidently describes the Zeeman interaction of the effective nuclear spin $\mathbf{I}^{\prime}$ with the effective magnetic field $\mathbf{h}_{0}+\mathbf{h}_{1}(t)$, which rotates at a small angle to the $z$ axis with the frequency $\Omega$. The theory of Mössbauer spectra for this case was developed in [8]. In complete analogy with the results of those works, it is possible to pass to the coordinate system rotating about the $z$ axis with the frequency $\Omega$ by means of unitary transformations using elementary operators of the rotation about the $z$ axis:

$$
\begin{equation*}
\hat{U}(t)=e^{-i \Omega \hat{\Omega}_{z} t} . \tag{15}
\end{equation*}
$$

Using these operators, one can perform integration with respect to time in evolution operator (5):

$$
\begin{equation*}
\hat{G}^{(e)}\left(t_{0}, t\right)=\hat{U}^{+}\left(t_{0}\right) e^{-i\left(t-t_{0}\right) \hat{H}} \hat{U}(t), \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\tilde{H}}^{\prime}=\left(h_{0}-\Omega\right) \hat{I}_{z}^{\prime}+h_{1} \hat{I}_{x}^{\prime} \tag{17}
\end{equation*}
$$

is the time-independent Hamiltonian of the effective Zeeman interaction in the rotating coordinate system.

Then, following the procedure described in [5, 8], it is easy to represent an analytical solution for the absorption spectrum in the form

$$
\begin{equation*}
\sigma(\omega)=-\frac{\sigma_{0} \Gamma_{0}}{4} \operatorname{Im} \sum_{m^{\prime} \tilde{m}^{\prime}} \frac{\left|\left\langle m^{\prime} \mid \tilde{m}^{\prime}\right\rangle\right|^{2}}{\omega-\tilde{h} \tilde{m}^{\prime}-\Omega m^{\prime}+i \Gamma_{0} / 2} . \tag{18}
\end{equation*}
$$



Fig. 3. Model of in-plane oscillations of the principal axis of the electric field gradient tensor.


Fig. 4. Mössbauer spectra in the case of the small in-plane ( $\theta=90^{\circ}$ ) librations ( $\phi_{0}=0.1$ ) of the principal axis of the electric field gradient near the nuclear quadrupole resonance.

Here, $m^{\prime}$ is the projection of the effective spin $\mathbf{I}^{\prime}$ onto the $z$ axis and $\tilde{m}^{\prime}$ is the projection of $\mathbf{I}^{\prime}$ onto the $\tilde{z}^{\prime}$ axis that lies in the $(x, z)$ plane and is inclined to the $z$ axis at the angle $\tilde{\theta}$ ' such that

$$
\begin{equation*}
\tan \tilde{\theta}^{\prime}=\frac{h_{1}}{h_{0}-\Omega} \tag{19}
\end{equation*}
$$

and the effective magnetic field, which is directed along the $\tilde{z}^{\prime}$ axis in the rotating coordinate system, is given by the expression

$$
\begin{equation*}
\tilde{h}=\sqrt{\left(h_{0}-\Omega\right)^{2}+h_{1}^{2}} \tag{20}
\end{equation*}
$$

We remind that Eq. (18) is valid only in the limiting case of small librations ( $\phi_{0} \ll 1$ ) in the plane $\theta=90^{\circ}$ and near resonance, which is determined by the more exact condition

$$
\begin{equation*}
\Omega=h_{0}=2 \bar{q} . \tag{21}
\end{equation*}
$$



Fig. 5. Mössbauer spectra in the case of the small librations ( $\phi_{0}=0.2$ ) of the principal axis of the electric field gradient tensor at various angles $\theta$ in the exact nuclear quadrupole resonance determined by Eqs. (21) and (26).

According to Eq. (18), the absorption spectrum in this case is the superposition of four Lorentzian lines of natural width whose intensity is determined by the mutual orientation of the $z$ and $\tilde{z}$ axes. Simple analysis of Eqs. (18)-(20) shows that, at exact resonance, when condition (21) is satisfied, the Mössbauer spectrum is the superposition of four Lorentzian lines of the natural width:

$$
\begin{gather*}
\sigma(\omega)=-\frac{\sigma_{0} \Gamma_{0}}{8} \\
\times \operatorname{Im}\left(\frac{1}{\omega-(\bar{q}-\delta)+i \frac{\Gamma_{0}}{2}}+\frac{1}{\omega-(\bar{q}+\delta)+i \frac{\Gamma_{0}}{2}}\right.  \tag{22}\\
\left.+\frac{1}{\omega+(\bar{q}-\delta)+i \frac{\Gamma_{0}}{2}}+\frac{1}{\omega+(\bar{q}+\delta)+i \frac{\Gamma_{0}}{2}}\right)
\end{gather*}
$$

In this case, the position of the spectral lines is determined by both the effective constant of quadrupole interaction (14b) and the resonance splitting value

$$
\begin{equation*}
\delta \equiv h_{1}=\sqrt{3} \phi_{0} q . \tag{23}
\end{equation*}
$$

According to Eq. (20), when the frequency of librations is slightly detuned from resonance frequency
(21), the symmetric resonance splitting of each line of the quadrupole doublet almost disappears, which is clearly seen in Fig. 4.

It is interesting to analyze the manifestation of the NQR, which is described above, for the librations of the principal axis of the electric field gradient tensor at the arbitrary angle $\theta$. As is seen in Fig. 1, small librations ( $\phi_{0} \ll 1$ ) in the first approximation are also oscillations in a plane, but the principal axis of the electric field gradient tensor in this case oscillates in the ( $y, z^{\prime}$ ) plane with the effectively smaller amplitude:

$$
\begin{equation*}
\phi^{\prime}(t, \theta)=\phi_{0}^{\prime}(\theta) \sin (\Omega t+\Delta) \tag{24a}
\end{equation*}
$$

where $\phi^{\prime}(t, \theta)$ is the azimuth angle in the $\left(y, z^{\prime}\right)$ plane and

$$
\begin{equation*}
\phi_{0}^{\prime}(\theta)=\phi_{0} \sin \theta . \tag{24b}
\end{equation*}
$$

Then, one can return to the coordinate system with the quantization axis lying in the plane of librations (see Fig. 3) and rewrite Eqs. (9), (10), and (13)-(23), where $\phi_{0}$ should be replaced by $\phi_{0}^{\prime}(\theta)$ for small librations ( $\phi_{0} \ll 1$ ) of the principal axis of the electric field gradient tensor at the arbitrary angle $\theta$. In particular, in the limit of fast librations $(\Omega \gg q)$, the effective constant of the quadrupole hyperfine interaction acquires the form [rather than (10)]

$$
\begin{equation*}
\bar{q}=q\left(1-\frac{3}{4} \phi_{0}^{2} \sin ^{2} \theta\right) \tag{25}
\end{equation*}
$$

Concerning the resonance effects, we note that the Mössbauer absorption spectrum for small librations ( $\phi_{0} \ll 1$ ) of the principal axis of the electric field gradient tensor at the arbitrary angle $\theta$ is described by Eq. (18) near resonance (21), where

$$
\begin{gather*}
\bar{q}=q\left(1-\frac{9}{16} \phi_{0}^{2} \sin ^{2} \theta\right),  \tag{26a}\\
\delta \equiv h_{1}=\sqrt{3} \phi_{0} \sin \theta q \tag{26b}
\end{gather*}
$$

Correspondingly, the Mössbauer spectrum in exact resonance (21) is described by Eq. (22) with effective constants given by Eqs. (26).

Figure 5 shows the resonance shapes of Mössbauer spectra for the small librations ( $\phi_{0}=0.2$ ) of the principal axis of the electric field gradient tensor at various angles to the axis of librations. These spectra were calculated by general formula (4). It is clearly seen that the characteristics of the resonance splitting for various angles $\theta$ are well reproduced by simple expressions (26).

Thus, the harmonic librations of the principal axis of the electric field gradient tensor in cages of the liquid lead to the specific transformation of Mössbauer absorption spectra, in which the qualitatively different natures of rotational motions in such materials can be manifested. All qualitative effects observed in Mössbauer spectra in the framework of the above model for
oscillations of the principal axis of the electric field gradient tensor about an arbitrary axis at an arbitrary angle are described in terms of the effective constant of the quadrupole hyperfine interaction and the resonance splitting of the main lines of the quadrupole doublet. The corresponding simple analytical expressions can be effectively used to analyze experimental Mössbauer spectra in liquids.

It is necessary to emphasize that all the above specific forms of the quadrupole hyperfine structure can be observed in Mössbauer spectra in liquids only when the stochastic relaxation processes are slower than the characteristic period of the librations. However, even if the features predicted above for the formation of the quadrupole hyperfine structure are not pronounced in spectra due to the superposition of partial components corresponding to different time trajectories of the molecular angular momentum or due to relaxation effects, the traces of the predicted specific forms can be manifested in experimental Mössbauer spectra and should be taken into account when analyzing these spectra.

We point to the fundamental difference between the predicted NQR in gamma resonance spectra and the well-known physical NQR method, which is widely applied, in particular, for the detection of explosive and drug substances in airports. In the latter method, resonance is observed in the presence of the external rf magnetic field, whose frequency is tuned to the quadrupole splitting value (12) [9]. A similar realization of NQR is also possible in Mössbauer spectroscopy and resonance effects for the case of magnetic hyperfine interaction (an analog of NMR), which are similar in manifestation (splitting of lines) and are well known and even observed in the spectra of soft magnetic materials under the action of the rf field [5, 10]

For the possibility of observing the predicted NQR in the distinct form, it is necessary to ensure the situation where the principal axis of the electric field gradient tensor undergoes small oscillations with a given frequency and at a given angle due to the external excitation. In this case, choosing the corresponding characteristics of the external excitation, one can realize the conditions necessary for observing the reso-
nance forms of Mössbauer spectra shown in Figs. 2, 4, and 5.

This study was supported by the Russian Foundation for Basic Research (project no. 05-02-16297) and the European Synchrotron Radiation Facility (contract no. ESRF-074-2005). I am sincerely grateful to I. Sergeev, who works at the European Synchrotron Radiation Facility, for fruitful discussions of the problem of rotational dynamics in "liquids."
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#### Abstract

Photoreflectance spectra of selectively doped $\mathrm{GaAs} / \mathrm{AlGaAs}$ heterostructures are studied under the conditions of direct current flow along the structure layers. Using a model developed for the spectra, variations of the internal transverse electric fields are calculated for longitudinal current flow. It is proved experimentally that even a weak heating of electrons in such structures leads to a spatial redistribution of electrons in the direction transverse to the heterostructure layers. © 2005 Pleiades Publishing, Inc.


PACS numbers: $73.40 . \mathrm{Kp}, 78.40 . \mathrm{Fy}, 78.66 . \mathrm{Fd}$

Advances in the manufacturing technology and methods for the precision diagnostics of semiconductor heterostructures with selective doping made from the beginning of the 1980s and up to the present allow for the development of unique fast-response field-effect transistors based on GaAs/AlGaAs, InGaAs/AlGaAs, $\mathrm{GaN} / \mathrm{AlGaN}$, and other heterostructures [1-4]. In spite of the diversity of the investigations of selectively doped heterostructures, the question of the behavior of electrons at the passage of a high-density current in such structures remains open [5]. The heating of electrons in selectively doped heterostructures was studied theoretically in many papers [5-7], in which it was shown that charge carriers heated by a longitudinal electric current can spatially move from a high-conductivity region of the heterostructure (channel) to lowconductivity layers. This charge transfer was related to the regions of negative differential conductivity experimentally observed in the current-voltage characteristics (CVCs) of heterostructures [5]. However, measurements of CVCs cannot provide detailed information on the variation of the electron states and the band diagram of the heterostructure upon heating of charge carriers. To solve this problem, we propose using the modulation reflectance techniques [8-10], which allow the built-in electric fields and characteristic band-structure energies to be measured. Modulation reflectance spectra also contain information on both free and bound (exciton and impurity) electron states.

This paper reports on a photoreflectance study of the variations of the electron energy states and the band diagram of a selectively doped $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}(x \approx 0.2)$
heterostructure under conditions of charge carrier heating. The heterostructure was grown by molecular beam epitaxy and consisted of a $100-\AA$ A cap layer of undoped GaAs (region 1 in Fig. 1), a $600-\AA$ layer of doped $n$-AlGaAs ( $N_{D} \approx 0.7 \times 10^{18} \mathrm{~cm}^{-3}$ ) (regions 2 and 3), a $100-\AA$ spacer layer of undoped AlGaAs (region 4), a $1-\mu \mathrm{m}$ buffer layer of undoped GaAs (regions $5-7$ ), and a GaAs/AlGaAs technological superlattice grown on a semi-insulating GaAs substrate. The heterostructure band diagram is schematically shown in Fig. 1. The sample length and width were 10 and 3 mm , respectively. The measurements for this sample were carried out at room temperature. The heating of the carriers was carried out by a direct electric current passing along the heterostructure layers (along the $Y$ axis, Fig. 1) through


Fig. 1. Profile of the conduction band (CB) bottom and the valence band (VB) top of the active part of the studied heterostructure, $E_{\mathrm{F}}$ is the Fermi level.


Fig. 2. Arrangement of fibers and a sample with contacts when measuring the photoreflectance spectra with a current. The diameter of the $F 1, F 2$, and $F 3$ fibers was $300 \mu \mathrm{~m}$.
indium ohmic contacts formed on the sample surface. The electric power dissipated in the sample $P_{\mathrm{dc}}$ varied from 0 to 110 mW with the current varied from 0 to 10 mA . In this range of the external current, regions with a negative differential conductivity were absent in the CVC of the studied sample.

To measure the photoreflectance (PR) spectra [911], the sample was illuminated with probe light of constant intensity with the photon energies $\hbar \omega$ near the characteristic energy features of the heterostructure layers and the pump light of modulated intensity with the quantum energies $h \nu$ larger than the bandgap width of the structure semiconductor layers. The probe light from an incandescent lamp passed through an optical filter and was supplied to the sample using multimode optical fiber $F 1$. Radiation from a helium-neon laser with the energy $h \nu=1.96 \mathrm{eV}(\lambda=632.8 \mathrm{~nm})$ was used as the pump light. It was supplied to the sample using the same fiber $F 3$. The pump light intensity was modulated by a mechanical chopper with a frequency of 2 kHz . The areas on the sample surface illuminated with the probe and pump lights were spatially matched (Fig. 2). The probe light reflected from the sample was directed to fiber $F 2$. The intensity of the probe light reflected from the sample had a constant $I(\omega)$ and a variable $\Delta I(\omega)$ component. The exit aperture of fiber $F 2$ was matched to the entrance aperture of the spectrometer. At the spectrometer exit, the spectral components of the probe light were detected by a photodiode. The pump light with an intensity of $\sim 1 \mathrm{~W} / \mathrm{cm}^{2}$ generated nonequilibrium electrons and holes in both the GaAs and AlGaAs layers. It is known that the light reflectance $R(\omega)$ of semiconductors in the spectral range of energies in the vicinity of the fundamental absorption edge $\hbar \omega \sim E_{g}$ depends on the strength of the built-in electric field [12]. Modulation of the pump light led to a modification of the internal electric fields and, as a result, to modulation of the probe light reflectance $\Delta R(\omega)$. The relative change in the reflected light intensity $\Delta I(\omega) / I(\omega)$ proportional to $\Delta R(\omega) / R(\omega)$ was measured at the pump light modulation frequency using synchronous detection.


Fig. 3. Experimental photoreflectance spectra: (a) without a current, (b) at the electric power dissipated in the sample $P_{\mathrm{dc}}=12 \mathrm{~mW}$, and (c) a model photoreflectance spectrum at $P_{\mathrm{dc}}=12 \mathrm{~mW}$.

The PR spectrum measured in the absence of a current is presented in Fig. $3 a$. In this spectrum, features can be distinguished in the region of energies $E 1.38$ 1.48 eV in the vicinity of the GaAs bandgap energy


Fig. 4. Experimental photoreflectance spectra for energies $E \sim \operatorname{GaAs} E_{g}$ at various values of $P_{\mathrm{dc}}$ from 0 to 60 mW .


Fig. 5. Example of the model photoreflectance spectrum at $P_{\mathrm{dc}}=12 \mathrm{~mW}$ : contribution to the photoreflectance spectrum from (a) various GaAs layers and (b) AlGaAs layers. The numbering of layers is given according to Fig. 1. A comparison of (points) the measured photoreflectance spectrum and (solid lines) the model spectrum is shown above.
$\left(E_{g}=1.4273 \mathrm{eV}\right)$. These features characterize several GaAs layers. The features in the region of energies 1.6$1.8 \mathrm{eV}\left(E_{g}=1.67 \mathrm{eV}\right)$ are due to the AlGaAs layer.


Fig. 6. Calculated changes in the internal (transverse) electric fields $F_{5}, F_{6}$, and $F_{4}$ in heterostructure regions 5,6 , and 4 at various values of the electric power $P_{\mathrm{dc}}$ dissipated in the sample. The numbering of regions is given according to Fig. 1. The computational error in the determination of the internal fields was $5 \%$.

Passing a longitudinal electric current along the sample layers substantially changes the PR spectra, see Figs. $3 b$ and 4. It is seen in the figures that the spectrum in the region of energies $1.38-1.48 \mathrm{eV}$ is clearly separated into two parts: in the left-hand side of the spectrum at the energy $E<\operatorname{GaAs} E_{g}$, a characteristic oscillation changes its width and amplitude with increasing current power; in the right-hand side of the spectrum at the energy $E>G a A s E_{g}$, additional oscillations appear, whose amplitude also changes. No notable changes in the region of energies $1.6-1.8 \mathrm{eV}$ of the PR spectrum are observed upon passing a current. Even from a qualitative comparison of the PR spectra in these energy ranges, a conclusion can be made that electrons in the GaAs layers are spatially redistributed upon heating by a current.

A physical model was developed to describe in detail the measured PR spectra, in which two main mechanisms were considered [10, 13, 14]: (1) the builtin electric fields in the GaAs layers with fields 1,5, and 6 (Fig. 1) and in the AlGaAs layers with fields 2-4 are changed because of the redistribution of heated electrons; (2) the binding energy of free excitons in layer 7 of the GaAs is changed by heated electrons. Conventional analytical expressions and parameters were used directly in the calculations of the PR spectra [15-18]. An example of the model PR spectrum at the electric power dissipated in the sample $P_{\mathrm{dc}}=12 \mathrm{~mW}$ is demonstrated in Fig. $3 c$ and Fig. 5. The values of the built-in fields calculated from the model PR spectra at a longitudinal current flow of different power in sample layers


Fig. 7. Band diagram of the sample with an additional superlattice in the GaAs buffer layer (region 5).


Fig. 8. Experimental photoreflectance spectra for the heterostructure with an additional superlattice (a) in the absence of a current and (b) at the electric power dissipated in the sample $P_{\mathrm{dc}}=160 \mathrm{~mW}$.

4-6 are shown in Fig. 6. The internal fields in layers 1 , 2 , and 3 remain virtually unchanged with the current and are equal in absolute value to 30,165 , and $14 \mathrm{kV} / \mathrm{cm}$, respectively. The binding energy of free excitons decreases from $4.1 \pm 0.1 \mathrm{meV}$ without current to $3.6 \pm 0.1 \mathrm{meV}$ at $P_{\mathrm{dc}}=60 \mathrm{~mW}$. The heating of free electrons and excitons lead to insignificant heating of the lattice, which was $\Delta T \sim 5 \mathrm{~K}$ at $P_{\mathrm{dc}}=60 \mathrm{~mW}$. Thus, it is evident from the results obtained that, upon charge carrier heating, electrons pass from the AlGaAs layer (layer 4) and the GaAs channel (layer 5) in the depth of the GaAs buffer layer (layers 6, 7), leading to a modification of exciton states [14]. It should be emphasized that the insignificant changes in the PR spectra in the range of energies in the vicinity of $\mathrm{AlGaAs} E_{g}$ are most likely due to the fact that the weakly heated electrons from the GaAs channel cannot overcome the barrier in the AlGaAs conduction band and leave the heating region into the depth of the GaAs buffer.

To study the effect of the heated electrons on the doped AlGaAs layer, analogous, selectively doped $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ heterostructures $(x \approx 0.12)$ with an additional superlattice in the GaAs buffer layer were studied. The superlattice was located at a distance of $225 \AA$ from the active interface [10]. The band diagram of such a heterostructure is schematically shown in Fig. 7. To enhance the heating of electrons, the measurements of the PR spectra of this sample with a longitudinal current flow were performed at a temperature of 77 K .

The experimental PR spectrum without a current is presented in Fig. 8a. The GaAs bandgap energy was 1.51 eV . The peak at an energy of 1.506 eV was due to the modulation of exciton states in region 6 of the GaAs buffer layer (Fig. 7) by the pump light. The modulation of excitons in quantum wells (region 5 in Fig. 7) and built-in fields in GaAs layers 1 and 4 leads to the formation of spectral features in the energy range $1.52-$ 1.63 eV . The spectral features in the energy range $1.66-$ 1.72 eV are due to the modification of the internal fields in AlGaAs layers 2 and 3. It is evident in Fig. $8 b$ that the PR spectrum of this heterostructure also substantially changes in the entire measured energy range upon passing a longitudinal current. In the range of energies in the vicinity of $\mathrm{AlGaAs} E_{g}(1.67 \mathrm{eV})$, the simply shaped peak of the PR spectrum is split into two types of oscillations with different periods and amplitudes. This is connected with an increase in the internal fields in regions 2 and 3 of the AlGaAs layer, that is, with charge carrier transfer in the direction transverse to the heterostructure layers. This behavior of the PR spectrum allowed us to separate experimentally two values of the measured built-in fields (on the right and on the left) in the AlGaAs layer (regions 2 and 3 in Fig. 7). Thus, it is seen that each heterostructure exhibits its own features of the heating of charge carriers, which are reliably detected by the light modulation reflectance techniques.

Note, in conclusion, that we experimentally confirmed charge carrier transfer in the real space for selectively doped $\mathrm{GaAs} / \mathrm{AlGaAs}$ heterostructures. It is shown that weak heating of electrons significantly affects the heterostructure band diagram even at room temperature.

This work was supported in part by the Russian Foundation for Basic Research, project no. 03-0216942.
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#### Abstract

Details of the problem of "vertical" transitions between discrete levels of 2D electrons on the surface of liquid (solid) dielectrics in the presence of a gas over this surface (their own vapors or artificially produced combinations such as solid hydrogen-gaseous helium) are discussed. The structure of the interaction of an electron with a gaseous medium, where the so-called scattering length appears to depend on the gas density, is determined. The role of Van der Waals forces, which attract gas atoms to the dielectric surface, is shown. A notion of quasi2 D electron bound states on gas atoms is introduced. The experimental data concerning the effect of the gas on the frequencies of optical transitions for 2D electrons over the surface of solid hydrogen are discussed using this information. © 2005 Pleiades Publishing, Inc.


PACS numbers: 67.55.Ig

The concept of a quantum computer and the discussed possibility of its realization by using 2 D electrons over helium have renewed interest in optical transitions between discrete electron levels on the surface of liquid (solid) dielectrics (see, e.g., [1, 2]). In view of this circumstance, it is reasonable to discuss phenomena accompanying "vertical" excitation of 2D electrons. The pressure effect is one of them. The nonzero gas pressure changes the transition frequencies in a discrete electron system embedded in a gas if it gives rise to different shifts of the ground and high-lying levels. Selective "gas-induced" shifts of levels, which were known for atomic systems as early as since works [35], occur in loose 2D electron states on the flat liquidvapor interface. However, the causes of gas selection are different. The contact effect of the gas on deep electron levels is negligible in atomic systems. It is expected only for high-lying semiclassical states with a scale estimated in the so-called optical approximation, where the shift $W_{0}$ is determined by the expression [3-5]

$$
\begin{equation*}
W_{0}=\frac{2 \pi \hbar^{2} a_{0}}{m} n_{\mathrm{g}} . \tag{1}
\end{equation*}
$$

Here, $m$ is the free-electron mass, $n_{\mathrm{g}}$ is the average gas density, and $a_{0}$ is the so-called scattering length (the $s$ component of the scattering amplitude). This effect is manifested only in optical media involving transitions from the ground state to high levels located near the edge of the continuous spectrum (for details, see [3-5]).

The localization scale of loose 2D electron states over the liquid (solid) dielectric differs from the atomic. As a result, the ground and high-lying 2D states are "embedded" in the gaseous medium almost equiproba-
bly [at least in the optical approximation given by Eq. (1)]. Although gas shifts of electron levels exist, they are identical in the optical approximation. The distances between levels do not change and, as a result, the pressure does not affect optical frequencies. The selectivity of the interaction of 2D electrons with the gaseous medium is manifested beyond the framework of the optical approximation. In this case, the vertical localization of 2D electrons in the ground state on the length $\lambda_{1}$, which is noticeably less than the structural characteristic of the gas $R \propto n_{\mathrm{g}}^{-1 / 3}$, is important. The 2D pressure effect becomes noticeable if

$$
\begin{equation*}
\lambda_{1} \leq R, \text { and } \lambda_{l} \geq R \text { for } l>1, \quad R=n_{\mathrm{g}}^{-1 / 3} \tag{2}
\end{equation*}
$$

Here, $\lambda_{1}$ and $\lambda_{l}$ are the localization lengths of the electron wave function over the substrate in the ground and excited states, respectively, and $n_{\mathrm{g}}$ is the average gas density.

Thus, the pressure effect in the "flat" case can be observed without involving high-lying electron levels, which are necessarily involved for observing the pressure effect in atomic optics. However, conditions (2) that allow the operation with the minimum numbers of the electron state must be satisfied.

The scenario given by Eq. (2) was realized in the elegant experiments reported in $[6,7]$, where the authors, by varying substrates, showed that the pressure effect is almost insignificant [conditions (2) are strongly violated] for 1-2 transitions at the vapor-liquid helium interface. The gas effect is slightly manifested at the vapor-liquid neon interface. Conditions (2) are satisfied for the combination vapor-solid hydrogen (deute-


Fig. 1. Energy $W_{0}$ vs. $R=n_{\mathrm{g}}^{-1 / 3}$, where $n_{\mathrm{g}}$ is the gas density, for the boundary conditions $\psi(a)=0$ and $d \psi /\left.d r\right|_{r=R}=$ 0 . The constant $a$ is chosen so that the energy $W$ is equal to zero for a reasonable $n_{\mathrm{g}}$ value corresponding to the liquid state of hydrogen. In this way, the scale of the scattering length $a_{0}\left(n_{\mathrm{g}}\right)$ is uniquely determined (see Fig. 2).
rium) or solid $\mathrm{H}_{2}+$ gaseous helium, and the pressure effect is distinctly observed. For hydrogen,

$$
\begin{equation*}
d \omega_{12} / d n_{\mathrm{g}}<0, \quad \hbar \omega_{12}=\left|\Delta_{2}-\Delta_{1}\right| \tag{3}
\end{equation*}
$$

and for the $\mathrm{H}_{2}+\mathrm{He}$,

$$
\begin{equation*}
d \omega_{12}^{*} / d n_{\mathrm{g}}>0, \quad \hbar \omega_{12}^{*}=\left|\Delta_{2}^{*}-\Delta_{1}^{*}\right|, \tag{4}
\end{equation*}
$$

where $\Delta_{l}$ and $\Delta_{l}^{*}$ are the 2D electron levels over solid hydrogen or in gaseous helium, respectively (the solid + gaseous $\mathrm{H}_{2}$ combination is allowed by the phase diagram of hydrogen; the $\mathrm{H}_{2}+$ gaseous helium pair is realized at temperatures quite low for gaseous $\mathrm{H}_{2}$, when hydrogen vapor is almost frozen, whereas gaseous helium can exist over hydrogen).

The authors of $[6,7]$ did not attach particular importance to the specificity of the interaction of the ground 2D electron state with the gas. This specificity, as well as results represented by Eqs. (3) and (4), should be interpreted. Inequality (4) seems to be natural (the interaction energy of electrons with dense helium is positive), whereas the inequality for the case of $\mathrm{H}_{2}$ is paradoxical: solid $\mathrm{H}_{2}$, as well as helium, repulses electrons from its bulk (which explains the presence of 2D electron states at the solid-vapor interface), whereas gaseous $\mathrm{H}_{2}$ attracts them [which explains the negative sign of derivative (3)]. This paper is devoted to the detailed discussion of the above problems.

1. We begin with the problem of the interaction energy $W_{0}$ of a low-energy electron with a gaseous medium. The optical approximation given by Eq. (1) is conventional in this case. The definition of $W$ given by

Eq. (1) is valid if the interaction of electrons with atoms is contact:

$$
\begin{equation*}
V_{0}\left(\mathbf{r}-\mathbf{R}_{\mathbf{i}}\right)=\frac{2 \pi \hbar^{2} a_{0}}{m} \delta\left(\mathbf{r}-\mathbf{R}_{\mathbf{i}}\right), \tag{5}
\end{equation*}
$$

where $\mathbf{r}$ and $\mathbf{R}_{\mathbf{i}}$ are the radius-vectors of the electron and given atom, respectively, and $a_{0}$ is the effective amplitude of the electron scattering by a single atom, which depends slightly on the gas density. However, in the problem under consideration, there is the polarization attraction

$$
V(r)=\left\{\begin{array}{l}
V_{0}, \quad r \leq a  \tag{6}\\
-\alpha e^{2} / 2 r^{4}, \quad r>a
\end{array}\right.
$$

for which the introduction of the scattering length is problematic (see $[8,9]$ ) and the coordinate dependence can hardly be treated as short-range. Here, $\alpha$ and $a$ are the polarizability and radius of the atom, respectively. The potential $V(r)$ given by Eq. (6) is too rough for the accurate calculation of the binding energy of an extra electron with the neutral atom in noble gases (see, e.g., [10]). The basic inaccuracy is associated with the necessity of simulating the boundary condition for the electron wave function on the atomic surface with radius $a$ that excludes the fall of a particle onto the attractive center and allows the reduction of the problem of electron localization to a single-particle problem. The importance of the problem of boundary conditions is seen at least from the fact that the helium atom, whose atomic polarization $\alpha$ is minimal among noble gases, binds the extra electron with the binding energy $\sim 0.06 \mathrm{eV}$, whereas other representatives of this series with much larger $\alpha$ values have no bound states (for more details, see [10]). The single-electron formalism proposed in [11] qualitatively takes into account this circumstance. This formalism is based on the solution of the wave equation in the Wigner-Seitz spherical cell with a given atom at its center and with the boundary conditions for the wave function $\psi(r)$ that allow the transition of an electron from one cell to another, as well as the specificity of the behavior of the electron near the atom (whether or not this atom forms a negative ion). As a result, one can determine the electron energy $W$ in the cell and, comparing it with $W_{0}$ given by Eq. (1), find the gas-density dependence of the effective scattering length $a_{0}$. Such a plan was realized in [11] for the inert-gas family. Similar calculations for hydrogen $\mathrm{H}_{2}$ in the model that do not imply the localization on a single $\mathrm{H}_{2}$ molecule are shown in Figs. 1 and 2 (any data on $\mathrm{H}_{2}^{-}$are absent in comprehensive book [10] devoted to various negative ions; moreover, a version with the electron wave function vanishing on the sphere with radius $a$ of the central atom of the Wigner cell is least favorable for the appearance of the negative part in the electron energy $W\left(n_{\mathrm{g}}\right)$; thereby, the results shown in Figs. 1 and 2 are lower estimates). The value $\alpha=$
$5.52 a_{\mathrm{B}}^{3}$ is taken from [12]. The choice of the effective radius $a$ of the $\mathrm{H}_{2}$ molecule is used to fit the zero point of the energy $W$ to the liquid hydrogen density. The range of the negative $a_{0}$ values, which is necessary for correct interpretation of the data reported in [6, 7], is marked by the arrows in Fig. 2.
2. An important detail that enabled the authors of [6, 7] to explain their observation is the absence of the gas effect on the ground state of the electron over the hydrogen substrate and its presence for level 2 [see comments to Eqs. (1) and (2)]. However, the gas density $n_{\mathrm{g}}(z)$ is noticeably increased near the substrate. In the framework of the scenario accepted in [6, 7], it is necessary to analyze this difficulty.

The local increase in $n_{\mathrm{g}}(z)$ is caused by the Van der Waals forces between gas atoms and the substrate. In the classical approximation,

$$
\begin{equation*}
n_{\mathrm{g}}(z)=n_{\mathrm{g}} \exp \left(f \Omega / T z^{3}\right), \quad \Omega \simeq 4 \pi a^{3} / 3 \tag{7}
\end{equation*}
$$

where $n_{\mathrm{g}}$ is the average gas density far from the substrate, $f$ is the Van der Waals energy (on the order of $20 \mathrm{~K}), \Omega$ is the volume of one gas atom, and the $Z$ axis is directed along the normal to the substrate with the positive direction corresponding to the gas phase.

The combination of the energies

$$
\begin{gather*}
V(z)=W_{0}(z)+V_{\mathrm{im}}(z), \quad V_{\mathrm{im}}(z)=-\Lambda / z, \\
\Lambda=(\epsilon-1) e^{2} / 4(\epsilon+1), \tag{8}
\end{gather*}
$$

where $\epsilon$ is the dielectric constant of the dielectric (its value for hydrogen is taken from [13]) and $W_{0}(z)$ is the energy given by Eq. (1) with $n_{\mathrm{g}}(z)$ specified by Eq. (7) (and with the possible dependence of $a_{0}$ on $n_{\mathrm{g}}$ ), is responsible for the localization of electrons near the dielectric surface. In contrast to the vacuum limit with the sharp boundary, this energy has no singularity and, correspondingly, the pure "hydrogen" approximation for wave functions and eigenenergies becomes nonoptimal. It is clear that the gas inhomogeneity shifts the electron to the region $z>0$; i.e., the electron localization degree decreases compared to the hydrogen limit. The shift can be estimated by determining the position of the minimum of the potential $V(z)$ given by Eq. (8):

$$
\begin{equation*}
z_{\min }^{2}=\frac{6 \pi \hbar^{2} a_{0}}{m} n_{g} \frac{f \Omega}{\Lambda T} . \tag{9}
\end{equation*}
$$

According to this expression, $z_{\min }$ is on the order of several angstroms.

Perturbation of Eq. (8) can be approximately taken into account by the known method \{introduction of a nonsingular potential $U(z)$ by analogy with [14]\}:

$$
V(z)=\left\{\begin{array}{l}
V_{0}, \quad z<0  \tag{10}\\
-\Lambda /\left(z+z_{\min }\right), \quad z>0,
\end{array}\right.
$$



Fig. 2. Scattering length $a_{0}$ vs. $R=n_{\mathrm{g}}^{-1 / 3}$ as determined due to the comparison of the energy $W_{0}$ plotted in Fig. 1 and the energy $W_{0}$ given by Eq. (1). The arrows show the region of negative $a_{0}$ values that is necessary for the correct interpretation of the experimental data reported in [6, 7].
where $z_{\min }$ is determined from Eq. (9), $V_{0}>0$ is the electron energy in the condensed phase, and this energy is assumed to be independent of the gas density. The $z_{\text {min }}$ value is usually chosen by fitting the experimental frequencies of optical transitions between 2D electron levels over the liquid (see [14]). In the case under consideration, $z_{\text {min }}$ is given and the level shifts are determined by the formula

$$
\begin{equation*}
\Delta_{l}=\Delta_{l}^{o}+\left.\frac{\hbar^{2}}{2 m}\left[z_{\min }-\left(\frac{\hbar^{2}}{2 m V_{0}}\right)^{1 / 2}\right]\left(d f_{l} / d z\right)^{2}\right|_{z=0} \tag{11}
\end{equation*}
$$

The derivatives $d f_{l} /\left.d z\right|_{z=0}$ decrease as $l$ increases. Therefore, the optical frequencies must decrease at $z_{\min } \neq 0$. This dependence is qualitatively clear, because the layer $z_{\text {min }} \neq 0$ effectively shifts the electron from the main substrate. The contribution of channel (11) will be taken into account when constructing the general dependence $\omega_{12}\left(n_{g}\right)$ for hydrogen. However, it is evidently insensitive to the sign of $a_{0}$.
3. Thus, we have discussed approximations in the description of the interaction of an electron located far from the liquid-vapor interface with the gaseous medium [this interaction is given by Eq. (4) with $a_{0}$ taken from data shown in Fig. 2] and revealed how the 2D electron responds to the Van der Waals compression of the gas near the liquid-vapor interface. Now, let us discuss why the ground state of the 2D electron undergoes specific interaction with the gaseous medium as compared to a similar interaction far from the interface. We remind the reader that, if the electron-gas interaction is described by Eq. (1) even with the renormalized scattering length, the first-order corrections to the energies of the ground $(l=1)$ and excited $(l>1)$ levels are identical under the condition that the gas density is constant right up to the interface. The interaction energy


Fig. 3. Energy $W_{1}\left(z_{0}, n_{g}\right)$ of the electron ground state in the cylindrical cell specified by Eqs. (12) and (13) vs. the position $z_{0}$ of the central atom. The extremum is clearly seen at the point $z_{0}=z_{0}^{*}$.


Fig. 4. Pressure effect (the gas-density effect on vertical transitions) for the 1-2 transition in the 2D electron system at the (solid hydrogen-its own vapor) interface as obtained by (dashed line) disregarding and (solid line) taking into account the gas-density dependence of the ground state energy of the 2D electron (for details, see the main text). The experimental points are taken from $[6,7]$ and $a_{0} \simeq$ $-1.4 a_{\mathrm{B}}$ under the experimental conditions described in [6, 7].
can be extracted from the corresponding integrals and the resulting expressions have the normalization form identical for all electron states.

In alternative terms of cells, which are also naturally used near the boundary, qualitatively new circumstances affecting the formation of the cell structure appear. First, its periphery must have the cylindrical shape according to the boundary conditions. Second, under the condition $\lambda_{1} \leq R$, the central atom is not equiprobably distributed along the entire $Z$ axis (as in the optical approximation); rather, it is located with a well-defined probability at a finite distance $z_{0}$ that
approximately coincides with the maximum of the $z$ component of the electron wave function. The latter statement is not evident and must be proved in the framework of the proposed model.

We should formally solve the wave equation for the electron [with the wave function $\psi(\rho, z)$, where $\rho$ is the 2 D radius along the substrate surface] in the field of the image forces $V_{\mathrm{im}}(z)$, which are specified by Eqs. (8) and hold it near the surface with the dielectric constant $\varepsilon=$ $\varepsilon_{\mathrm{H}_{2}}=1.2936$, and the polarization potential $V\left(z-z_{0}, \rho\right)$ (6) of the atom located at height $z_{0}$ over the surface:

$$
\begin{equation*}
V_{\text {total }}(z, \rho)=-\frac{\alpha e^{2}}{2\left(\left(z-z_{0}\right)^{2}+\rho^{2}\right)^{2}}+V_{\mathrm{im}}(z) \tag{12}
\end{equation*}
$$

The boundary conditions

$$
\begin{gather*}
\left.\psi\right|_{z=0}=0,\left.\quad \psi\right|_{z=h}=0,\left.\quad \psi\right|_{\left(z-z_{0}\right)^{2}+\rho^{2}=a^{2}}=0 \\
\left.\frac{\partial \psi}{\partial \rho}\right|_{\rho=R_{\mathrm{c}}}=0, \quad R_{\mathrm{c}}=n_{g}^{-1 / 3} / \sqrt{\pi} \tag{13}
\end{gather*}
$$

have the "spherical" form on the gas atom with the center at the point $\left(z=z_{0}, \rho=0\right)$ and the cylindrical structure on the outer surfaces of the cell (the cylinder height $h=z_{0}+2 R_{\mathrm{c}}$, where $R_{\mathrm{c}}$ is the cylinder radius, is high enough for the wave function of the ground state in the image-force field to almost vanish at $z=h$ ).

The total energy of the electron at a given gas density (i.e., at a given $R_{\mathrm{c}}$ value) as a function of the parameter $z_{0}$ has a deep minimum at $z_{0}=z_{0}^{*}$ correlating with the position of the maximum of the unperturbed electron wave function $\psi_{1}(\rho, z)$ over the dielectric surface in the absence of the gas. The presence of such an extremum that depends slightly on $R_{\mathrm{c}}$ is illustrated in Fig. 3 for two values of this radius. Supposing that the gas atom is mainly located at this extremum, we unambiguously determine the minimum electron energy $W_{1}\left(z_{0}^{*}\right.$, $n_{\mathrm{g}}$ ) as a function of the gas density.

Thus, we have determined the characteristic shift energy $W_{l}\left(n_{\mathrm{g}}\right)$ of high-lying levels, which is estimated in the optical approximation by Eq. (1), the energy $W_{1}\left(z_{0}^{*}, n_{\mathrm{g}}\right)$ following from the numerical solution of the problem given by Eqs. (12) and (13) with the position of the central atom of the cell at the point $z_{0}$ corresponding to the energy extremum in Fig. 3, and the Van der Waals shifts of the levels, which are given by Eq. (11). Using this information, one can construct the frequency shift $\omega_{21}\left(n_{\mathrm{g}}\right)$ applicable for comparison between the theory and data reported in [6, 7]:

$$
\begin{equation*}
\omega_{21}\left(n_{g}\right)=\left(\delta \Delta_{21}^{0}+\delta \Delta_{21}^{V d W}+\delta \Delta_{2}-\delta \Delta_{1}\right) / \hbar \tag{14}
\end{equation*}
$$

Here, $\delta \Delta_{21}^{0}$ is the initial difference between the electron energy levels in the absence of the gas; $\delta \Delta_{21}^{V d W}=\Delta_{2}$ $\Delta_{1}$, where $\Delta_{1}$ and $\Delta_{2}$ are given by Eq. (11); $\delta \Delta_{2}$ is the
optical-approximation shift of level 2 ; and $\delta \Delta_{1}$ is the shift of level 1 in the model described by Eqs. (12) and (13).

Figure 4, which illustrates the final results, shows the shift of the 1-2 transition frequency (dashed line) as calculated in optical approximation (1) for level 2 with the scattering length shown in Fig. 2 when the gas perturbation of level 1 is disregarded and (solid line) as calculated by taking into account the gas correction of the ground-state energy of the 2D electron through the solution of the wave problem given by Eqs. (12) and (13). In both cases, the slope $d \omega_{12} / d n_{\mathrm{g}}<0$ and the effect magnitude correlate with the data reported in [6, 7]. This correlation indicates that the interpretation of causes of the negativity of the scattering length and the selection mechanism in the interaction of 2D electrons with gas atoms is qualitatively correct. The numerical difference between the slopes of the dashed and solid lines can be reduced by additionally varying the boundary conditions on the Wigner-Seitz cell surface. These details will be discussed elsewhere.

## SUMMARY

Details of the pressure effect for optical transitions in the system of 2D electrons at the solid hydrogen-gas interface have been discussed. This phenomenon is linear in the interaction of the electron with gas atoms and thereby provides information on the sign of the amplitude of electron scattering by a single atom. The effect becomes observable if 2D electron states selectively interact with the gaseous medium. For relatively shallow 2D electron levels at the interface between two media, the nature of selectivity requires a special consideration beyond the optical approximation given by Eq. (1). In our interpretation, the selectivity is primarily determined by the structure of the Wigner-Seitz cell for electrons far from the phase interface and on its surface. In the former case, this structure is spherically symmetric with a separate hydrogen atom at the cell center and the minimum energy $W_{0}\left(n_{\mathrm{g}}\right)$ shown in Fig. 1. The cell near the interface under the condition $\lambda_{1} \ll R$ has the form of a cylinder with radius $R_{\mathrm{c}}$ and the height $h=z_{0}+$ $R_{\mathrm{c}}$ with the central atom located on the cylinder axis at the point $z_{0}=z_{0}^{*}$, where the energy $W_{1}\left(z_{0}, n_{\mathrm{g}}\right)$ shown in

Fig. 3 is minimal. The behavior of the minimum energy $W_{1}\left(z_{0}^{*}, n_{\mathrm{g}}\right)=\delta \Delta_{1}$ differs from the behavior of the energy $W\left(n_{\mathrm{g}}\right)=\delta \Delta_{2}$ shown in Fig. 1. The difference $W\left(n_{\mathrm{g}}\right)-W_{1}\left(z_{a}^{*}, n_{\mathrm{g}}\right)$ is shown in Fig. 4 as the difference between the frequencies $\omega_{21}\left(n_{g}\right)$ given by Eq. (14). The above formalism provides additional capabilities for improving the agreement between the theory and experiment that will be discussed in a more detailed work.
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[^0]:    ${ }^{1}$ It is certainly assumed that the sizes of the lattice (i.e., the number of its simplexes) tend to infinity.

[^1]:    ${ }^{2}$ Zeroth modes satisfy Eq. (8) with zero right-hand sides.

[^2]:    ${ }^{3}$ Solutions of such a type for zeroth modes were presented in $[6,7]$ on corresponding complexes.

[^3]:     the problem under consideration.
    ${ }^{5}$ This is the case in theories on a regular lattice with action (1). When this condition for interaction of anomalous modes is violated, the notion of Wilson fermion doubling is likely meaningless.

[^4]:    ${ }^{6}$ It is necessary to point to a functional difference of this computational procedure from that used in problems of the localization of particles in random potentials. The physical difference between these situations is that the parameters characterizing the randomness of a potential in the latter case are not dynamical degrees of freedom, whereas the positions of the vertices of the complex are dynamical variables.

[^5]:    ${ }^{\text {II }}$ The text was submitted by the author in English.

[^6]:    ${ }^{\text {II }}$ The text was submitted by the author in English.

[^7]:    ${ }^{1}$ http://sirius.ihep.su/@~alekhin/pdfa02
    ${ }^{2}$ http://durpdg.dur.ac.uk/lhapdf/

[^8]:    ${ }^{1}$ The characteristic vertical scale of such layers is $0.1-1 \mathrm{~km} \ll$ $H_{\mathrm{A}} \approx 7.5 \mathrm{~km}$, where $H_{\mathrm{A}}$ is the height scale in the mesosphere.

[^9]:    ${ }^{2}$ The distribution of meteorites of sizes $a$ is close to the power law $\propto \alpha^{-n}$; centimeter-sized bodies primarily precipitate.

[^10]:    ${ }^{3}$ Hereinafter, the term ice is used for water ice.

[^11]:    ${ }^{4}$ The main contribution to the heating of microparticles comes from radiation of the optical and near IR ranges that is almost not absorbed in the mesosphere.

[^12]:    ${ }^{I T}$ The text was submitted by the authors in English.

