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#### Abstract

A method of integral equation is stated and applied in the analysis of the characteristic and noncharacteristic modes in 3D weak-guiding inhomogeneous optical waveguides. The dispersion curves for the modes of diffused channel waveguides are studied near the critical conditions in absorbing media. The accuracy of recovering the permittivity profile in a channel waveguide from the far-field radiation of the fundamental mode is estimated. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Most optical waveguides are weak-guiding; that is, the permittivity of their interior is close to that of the environment [1, 2]. The key equation in the theory of such waveguides is the scalar equation [3]

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial \xi^{2}}+\frac{\partial^{2} \psi}{\partial \eta^{2}}-V^{2} b \psi=-V^{2} f(\xi, \eta) \psi \tag{1}
\end{equation*}
$$

Here, $\psi$ is the transverse component of the electric field of the waveguide mode; the complex permittivity $\varepsilon(x$, $y)$ is represented as $\varepsilon(x, y)=\varepsilon_{s}+\Delta \varepsilon_{0} f(\xi, \eta)$, where $\varepsilon_{s}$ and $\Delta \varepsilon_{0}$ are, respectively, complex and real constants, $f(\xi, \eta)$ is a complex function satisfying the condition $f(\xi, \eta) \longrightarrow 0$ at $\rho=\sqrt{\xi^{2}+\eta^{2}} \longrightarrow \infty, \xi=x M^{-1}, \eta=y M^{-1}$, and $M$ is the scale factor characterizing the transverse dimension of a waveguide; $V=k_{0} M \sqrt{\Delta \varepsilon_{0}}$, where $k_{0}=$ $2 \pi \lambda_{0}^{-1}$ is the free-space wave number; and $b=\gamma \Delta \varepsilon_{0}^{-1}$, where $\gamma=h^{2} k_{0}^{-2}-\varepsilon_{s}$ and $h$ is the mode propagation constant.

With appropriately chosen boundary conditions at infinity, Eq. (1) is the eigenfunction and eigenvalue problem. It can be solved with a number of numerical and analytical techniques [3, 4]. To date, the modes of circularly symmetric waveguides have been studied most extensively [3]. Waveguides of other types are usually investigated by variational and net methods [4]. However, these methods are totally inapplicable to noncharacteristic modes, while in the case of characteristic modes (eigenmodes), they fail under near-critical conditions and when the mode fields are calculated away from the waveguide. ${ }^{1}$ Basically, problems such as finding conditions for the single-mode regime, the optimization of optical sensors, and the solution of inverse

[^0]problems in integrated optics and fiber optics can be solved by the method of integral equation over area [3, 6, 7]. However, to date, this method was applied only to the eigenmodes of homogeneous waveguides with step real functions $f(\xi, \eta)[3,6,7]$. In this work, we develop a version of the method of integral equation that can be applied to the study of various modes in inhomogeneous waveguides described by complex functions $f(\xi, \eta)$.

## THE METHOD OF INTEGRAL EQUATION

Let a function $f(\xi, \eta)$ be analytical in a rectangular region $G$ with the boundaries $\xi= \pm \alpha$ and $\eta= \pm \beta$ and take negligibly small values outside this region. Therefore, we can put $f(\xi, \eta) \equiv 0$ outside $G$ and deal with a nonuniformly filled rectangular waveguide. Consider first the eigenmodes of such a waveguide. The fields of these modes are quadratically integrable functions $[2,5]$ that allow for the representation in the form of the Fourier integral

$$
\begin{equation*}
\psi(\xi, \eta)=\int_{\Gamma_{1}} \exp (-i k \xi) \hat{\psi}(k, \eta) d k \tag{2}
\end{equation*}
$$

where the contour of integration $\Gamma_{1}$ coincides with the real axis of the complex plane $k$.

Substituting (2) into (1) yields an inhomogeneous ordinary differential equation for the function $\hat{\psi}(k, \eta)$. Its solution in view of the requirement $\lim _{|\eta| \rightarrow \infty} \hat{\psi}(k, \eta)=0$ results in the relationship

$$
\begin{align*}
\psi(\xi, \eta) & =V^{2}(4 \pi)^{-1} \int_{\Gamma_{l}} d k(i \lambda)^{-1} \iint_{G} f\left(\xi^{\prime}, \eta^{\prime}\right) \psi\left(\xi^{\prime}, \eta^{\prime}\right)  \tag{3}\\
& \times \exp \left[i k\left(\xi^{\prime}-\xi\right)-i \lambda\left|\eta^{\prime}-\eta\right|\right] d \xi^{\prime} d \eta^{\prime} .
\end{align*}
$$



Fig. 1. Contours of integration $\Gamma_{l}$ on the complex plane.

Here, $l=1, \lambda=\sqrt{-V^{2} b-k^{2}}$,

$$
\begin{align*}
& \operatorname{Re} \lambda<0 \quad \text { for } \quad \operatorname{Im} b<0  \tag{4}\\
& \operatorname{Re} \lambda>0 \quad \text { for } \quad \operatorname{Im} b>0  \tag{5}\\
& \operatorname{Im} \lambda<0 \quad \text { for } \quad \operatorname{Im} b=0 \tag{6}
\end{align*}
$$

The cuts of the functions $\lambda(k)$ are shown in Fig. 1 by wavy lines. They start at the branch points $k= \pm k_{\mathrm{b}}\left(k_{\mathrm{b}}=\right.$ $\lambda(0))$ and run along the lines $\operatorname{Im} k=(\operatorname{Re} k)^{-1} V^{2} \operatorname{Im} b$, which are labeled 1,2 , and 3 according to conditions (4)-(6) (line 3 coincides with the imaginary axis). According to (4)-(6), $\operatorname{Im} \lambda<0$ in the real axis; hence, the outer integral in (3) converges.

Expression (3) is an integral equation for the function $\psi(\xi, \eta)$ inside $G$ and at the same time a computational formula for the mode field outside the waveguide. Changing the order of integration in (3) and taking advantage of the Macdonald function in the form

$$
\begin{gather*}
K_{0}(V \sqrt{b} R)=-0.5 i \int_{-\infty}^{\infty} \lambda^{-1}  \tag{7}\\
\times \exp \left[i k\left(\xi^{\prime}-\xi\right)-i \lambda\left|\eta^{\prime}-\eta\right|\right] d k
\end{gather*}
$$

(where $R=\sqrt{\left(\xi^{\prime}-\xi\right)^{2}+\left(\eta^{\prime}-\eta\right)^{2}}$ ), we come to the well-known integral equation given, for example, in [6]. As applied to inhomogeneous waveguides, statement (3), however, seems to be preferable, since it does not involve the integration of singular function (7). One more advantage of such a statement is that there is no need to select an appropriate branch of the Macdonald function in describing the noncharacteristic modes of the waveguide. Yet, in this case, Eq. (3) needs some modification. In fact, for the noncharacteristic modes, conditions (4) and (5) should be replaced by [5]

$$
\begin{align*}
& \operatorname{Re} \lambda<0 \quad \text { for } \quad \operatorname{Im} b>0  \tag{8}\\
& \operatorname{Re} \lambda>0 \quad \text { for } \quad \operatorname{Im} b<0 \tag{9}
\end{align*}
$$

Then, condition $\operatorname{Im} \lambda>0$ will be fulfilled in the region between curves 2 (Fig. 1) in the case of (8) or between curves 1 in the case of (9). As a result, with the real axis retained as the contour of integration in (2) and (3), we come to the divergent integral over the variable $k$. This is quite natural because the noncharacteristic mode fields (nonrepresentable in terms of the standard Fourier integral [5]) grow with distance from the waveguide. To obviate this difficulty, (2) and (3) must involve integrals along the contours $\Gamma_{2}$ and $\Gamma_{3}$ that do not coincide with the real axis.

The contour $\Gamma_{2}$, which is parallel to the real axis at $|k| \longrightarrow \infty$ and envelops the branch points as shown in Fig. 1, meets condition (9). On this contour, $\operatorname{Im} \lambda<0$ at $|k| \longrightarrow \infty$, which provides the existence of the righthand part of Eq. (3). If the field varies as $\exp (i \omega t)$, this equation thus stated describes outgoing modes, since its solutions satisfy Eq. (1) and have the form of waves leaving the waveguide. To make sure of it, let us suppose that Eq. (3) is valid. Differentiating it, we obtain

$$
\begin{aligned}
& \frac{\partial^{2} \psi}{\partial \xi^{2}}+\frac{\partial^{2} \psi}{\partial \eta^{2}}-V^{2} b \psi=\int_{\Gamma_{2}} F(k, \eta) \exp (-i k \xi) d k \\
& F(k, \eta)=-\frac{V^{2}}{2 \pi} \int_{-\infty}^{\infty} f(x, \eta) \psi(x, \eta) \exp (i k x) d x
\end{aligned}
$$

Here, $F(k, \eta)$ is an integer function of $k$ such that $F(k$, $\eta)=O\left(k^{-1}\right)$ at $|\operatorname{Re} k| \longrightarrow \infty$ [8]. Thus, the contour $\Gamma_{2}$ in the above expression allows for a deformation toward the real axis, which, according to the Fourier theorem [8], means that expression (1) is fulfilled identically. To estimate the behavior of the function $\psi(\xi, \eta)$ outside the waveguide, we will take into account that expression (3) can be represented as [9]

$$
\begin{align*}
\psi(\xi, \eta)= & \frac{V^{2} \exp \left(-i k_{\mathrm{b}} \rho\right)}{\sqrt{8 \pi i k_{\mathrm{b}} \rho}} \iint_{G} f\left(\xi^{\prime}, \eta^{\prime}\right) \psi\left(\xi^{\prime}, \eta^{\prime}\right)  \tag{10}\\
& \times \exp \left[i\left(\frac{\xi^{\prime} \xi}{\rho}+\frac{\eta^{\prime} \eta}{\rho}\right)\right] d \xi^{\prime} d \eta^{\prime}
\end{align*}
$$

for $\left|k_{b} \rho\right| \longrightarrow \infty$ and $l=1,2$, and 3 .
The mode behavior mentioned above is a consequence of (10) and also of the inequalities $\operatorname{Re} k_{\mathrm{b}}>0$ and $\operatorname{Im} k_{\mathrm{b}}>0$, which result from (9). Note that $\operatorname{Im} k_{\mathrm{b}}<0$ when conditions (4)-(6) are met. According to (10), this means that the characteristic mode fields decay away from the waveguide.

The contour $\Gamma_{3}$ in Fig. 1 meets inequalities (8). At $|k| \longrightarrow \infty$, this contour runs parallel to the real axis and provides the condition $\operatorname{Im} \lambda<0$. The adequacy of the associated integral equation to Eq. (1) is proved as above. In our case, from (10) and inequalities $\operatorname{Re} k_{\mathrm{b}}<0$ and $\operatorname{Im} k_{\mathrm{b}}>0$, which result from (8), it follows that the noncharacteristic mode fields under consideration
approach the waveguide from infinity. Such modes do not have a clear physical meaning [5]. At the same time, their consideration is helpful in elucidating the critical conditions for characteristic modes (see below).

Numerical solutions to the integral equations stated above will be sought by the method of quadratures; i.e., the integral over space variables in (3) is replaced by the finite sum [10]. The waveguide cross section is covered by a rectangular net of equidistant lines with the coordinates

$$
\begin{aligned}
& \xi_{i}=i \Delta \xi \quad\left(i=0, \ldots, \pm m ; \Delta \xi=\alpha m^{-1}\right) \\
& \eta_{j}=j \Delta \eta \quad\left(j=0, \ldots, \pm n ; \Delta \eta=\beta n^{-1}\right) .
\end{aligned}
$$

As a result, the region $G$ will be partitioned into $2 m \times 2 n$ rectangles of sides $\Delta \xi$ and $\Delta \eta$. Now we make a linear interpolation of the product $\Phi(\xi, \eta)=f(\xi$, $\eta) \psi(\xi, \eta)$ within each of the rectangles by the rule

$$
\begin{gather*}
\Phi(\xi, \eta)=\Phi_{0}+\Phi_{\xi}^{\prime}\left(\xi_{-}-\xi_{0}\right)+\Phi_{\eta}^{\prime}\left(\eta-\eta_{0}\right), \\
\Phi_{0}=0.25\left[\Phi\left(\xi_{i}, \eta_{j}\right)+\Phi\left(\xi_{i+1}, \eta_{j}\right)\right. \\
\left.+\Phi\left(\xi_{i}, \eta_{j+1}\right)+\Phi\left(\xi_{i+1}, \eta_{j+1}\right)\right], \\
\Phi_{\xi}^{\prime}=(2 \Delta \xi)^{-1}\left[\Phi\left(\xi_{i+1}, \eta_{j}\right)+\Phi\left(\xi_{i+1}, \eta_{j+1}\right)\right.  \tag{11}\\
\left.\quad-\Phi\left(\xi_{i}, \eta_{j}\right)-\Phi\left(\xi_{i}, \eta_{j+1}\right)\right], \\
\Phi_{\eta}^{\prime}=0.5(\Delta \eta)^{-1}\left[\Phi\left(\xi_{i}, \eta_{j+1}\right)+\Phi\left(\xi_{i+1}, \eta_{j+1}\right)\right. \\
\left.\quad-\Phi\left(\xi_{i}, \eta_{j}\right)-\Phi\left(\xi_{i+1}, \eta_{j}\right)\right],
\end{gather*}
$$

where $\xi_{0}=0.5\left(\xi_{i+1}+\xi_{i}\right)$ and $\eta_{0}=0.5\left(\eta_{j+1}+\eta_{j}\right)$.
With (11), space integrals in (3) will take the form of a linear combination of the functions $\psi(\xi, \eta)$ at nodes of interpolation. Thus, assuming that $\xi$ and $\eta$ in (3) equal $\xi_{\mu}(\mu=0, \ldots, \pm m)$ and $\eta_{v}(v=0, \ldots, \pm n)$ and introducing the combined indices $\kappa=(m-\mu+1)(2 n+1)+v-n$ and $\sigma=(m-i+1)(2 n+1)+j-n$, we arrive at the set of homogeneous algebraic equations

$$
\begin{equation*}
\sum_{\sigma=1}^{N} M_{\kappa \sigma} X_{\sigma}=0 \quad(\kappa=1,2, \ldots, N) \tag{12}
\end{equation*}
$$

Here, $N=(2 m+1)(2 n+1), X_{\sigma}=\psi\left(\xi_{i}, \eta_{j}\right), i=m-$ $\operatorname{Int}\left(\sigma(2 n+1)^{-1}\right)$ (the operator Int means the separation of the integer part of a number), and $j=\sigma+n-(2 n+$ 1) $(m+1-i)$. The values $M_{\text {кб }}$ are represented by the sum of three integrals:

$$
\begin{equation*}
\int_{\Gamma_{l}} \lambda^{-1} D_{1} D_{2} d k, \quad \int_{\Gamma_{l}} \lambda^{-1} S_{1} D_{2} d k, \quad \int_{\Gamma_{l}} \lambda^{-1} D_{1} S_{2} d k \tag{13}
\end{equation*}
$$

where

$$
\begin{gathered}
D_{1}=(i k)^{-1}\left(E_{1}^{(1)}-E_{1}^{(0)}\right), \\
S_{1}=-U(i-\mu) k^{-2}\left[\left(A_{1}-1\right) E_{1}^{(1)}-\left(A_{1}+1\right) E_{1}^{(0)}\right]
\end{gathered}
$$

$$
\begin{gathered}
D_{2}=-(i \lambda)^{-1}\left(E_{2}^{(1)}-E_{2}^{(0)}\right), \\
S_{2}=U(v-j-1) \lambda^{-2}\left[\left(A_{2}-1\right) E_{2}^{(1)}+\left(A_{2}+1\right) E_{2}^{(0)}\right], \\
A_{1}=0.5 i k \Delta \xi, \quad A_{2}=-0.5 i \lambda \Delta \eta, \\
E_{1}^{(l)}=\exp \left[2 A_{1}(I+l)\right], \quad E_{2}^{(l)}=\exp \left[2 A_{2}(J+l)\right], \\
I=(i-\mu) U(i-\mu)+(\mu-i-1)[1-U(i-\mu)],
\end{gathered}
$$

$J=(v-j-1) U(v-j-1)+(j-v)[1-U(v-j-1)]$, $U(x)=1$ at $x \geq 0$ and $U(x)=0$ at $x<0$.

It is easy to check that the integrands in (13) are continuous functions and their absolute values (at $|k| \longrightarrow \infty$ ) are on the order of $|k|^{-2}$. Therefore, integrals (13) converge uniformly and can be readily calculated numerically.

The key point in solving set (12) is finding the complex values of the spectral parameter $b$ at which the determinant of the matrix $M(\operatorname{det} M)$ vanishes. Note in this respect that the transition from conditions (4) and (5) to (8) and (9), respectively, causes the deformation of the contours of integration in (3) without crossing the branch points of the function $\lambda(k)$ (Fig. 1). It follows that at $V \neq 0, \operatorname{det} M$ is an analytical function of the complex variable $b$ everywhere except the singular point $b=0$ (at $V^{2} b=0$, the two branch points of the function $\lambda(k)$ merge together with the result that integrals (13) become divergent). Thus, the method of contour integration is efficient for solving the transcendental equation $\operatorname{det} M=0$ [11].

As follows from calculations, the rank of the matrix $M$ equals $N-1$ if $\operatorname{det} M=0$. This allows us to express all the components of the vector $X$ through one of them, i.e., to calculate the spatial distribution of the mode field. Note also that the accuracy of solving Eq. (3) by the method of quadratures has the same order of magnitude as the accuracy of replacing the space integral in (3) by the finite sum [10]. Upon the interpolation of (11), the latter accuracy is a small of the order of $[\max (\Delta \xi, \Delta \eta)]^{2}$. This fact can be used to cut the size of calculation (see below).

## ANALYSIS OF CHANNEL WAVEGUIDES NEAR THE CRITICAL CONDITIONS

Since Eq. (3) refers to the mode field in the interior of the waveguide, our approach ignores the field values away from the waveguide, which are usually difficult to take into account in variational and net methods. Because of this, the method of integral equation is efficient in studying the mode behavior near the critical conditions. Studies of this kind for circular and elliptic transparent homogeneous waveguides were performed in [6, 7]. However, the consideration of inhomogeneous guiding media with absorption is a topical problem. The conversion of characteristic modes to noncharacteristic ones has also been insufficiently explored. In

Table 1. Calculated values of $b$ vs. discretization $m$ of the guiding region

| $V$ | $m$ | $\operatorname{Re} b \times 10^{3}$ | $\operatorname{Re} b_{0} \times 10^{3}$ | $\operatorname{Im} b \times 10^{3}$ | $\operatorname{Im} b_{0} \times 10^{3}$ |
| :---: | ---: | :---: | :---: | :---: | :---: |
| 2.550 | 8 | -3.337 | -2.047 | 3.278 | 1.576 |
|  | 16 | -2.370 | -2.019 | 2.001 | 1.591 |
|  | 24 | -2.175 | -2.016 | 1.773 | 1.592 |
|  | 32 | -2.105 | -2.016 | 1.694 | 1.593 |
|  | 40 | -2.073 | -2.016 | 1.658 | 1.593 |
|  | 48 | -2.055 | - | 1.638 | - |
| 8.650 | 1.565 | 4.457 | -0.1003 | -0.1363 |  |
|  | 8 | 3.734 | 4.583 | -0.1273 | -0.1358 |
|  | 24 | 4.206 | 4.595 | -0.1320 | -0.1358 |
|  | 32 | 4.376 | 4.597 | -0.1337 | -0.1358 |
|  | 40 | 4.456 | 4.597 | -0.1344 | -0.1358 |
| 48 | 4.499 | - | -0.1348 | - |  |
|  | 8 | 91.96 | 103.9 | -0.3018 | -0.3327 |
| 16 | 100.9 | 104.2 | -0.3250 | -0.3334 |  |
|  | 24 | 102.8 | 104.2 | -0.3297 | -0.3336 |
|  | 32 | 103.4 | 104.2 | -0.3314 | -0.3336 |
|  | 40 | 103.7 | 104.2 | -0.3322 | -0.3336 |
|  | 48 | 103.9 | - | -0.3326 | - |

this section, these points are highlighted by an example of inhomogeneous optical channel waveguides.

Channel waveguides incorporated into the surface layer of insulators are used in many integrated optical devices [1]. They feature a large (in comparison with $\Delta \varepsilon_{0}$ ) jump of the permittivity at their surface [1]. Because of this, the modes of these waveguides are described (within the scalar approximation) by the odd (relative to the axis $\eta_{=}=0$ ) eigenfunctions of Eq. (1) subject to $f(\xi,-\eta)=f(\xi, \eta)[12,13]$.


Let us consider a diffused channel waveguide with

$$
\begin{align*}
& f(\xi, \eta)=0.5(1+i \delta) \exp \left(-\eta^{2}\right)  \tag{14}\\
& \times[\operatorname{erf}(\xi+0.5 \phi)-\operatorname{erf}(\xi-0.5 \phi)]
\end{align*}
$$

where $\delta$ and $\phi$ are real parameters. The former is responsible for absorption, and the latter is the relative width of a diffusate strip [1].

The bounds of the region $G$ will be $\beta=2.5$ and $\alpha$ satisfying the condition
$[\operatorname{erf}(\alpha+0.5 \phi)-\operatorname{erf}(\alpha-0.5 \phi)][2 \operatorname{erf}(0.5 \phi)]^{-1}=\exp \left(-\beta^{2}\right)$.
With such a choice, the properties of the nonuniformly filled rectangular waveguide are practically indistinguishable from those of a waveguide described by function (14) throughout the space. Since function (14) is even, set (12) is applicable only to the values of $\psi\left(\xi_{i}, \eta_{j}\right)$ in the fourth quadrant. In this case, the dimension of set (12) equals $N=(m+1)(n+1)$. Results that follow were found by solving this set for $m=n$.

In analytically estimating the $\phi$ dependence of the critical values of $V\left(V_{\mathrm{c}}\right)$, it is of interest to consider the limiting case $\phi \longrightarrow 0$ in function (14) [14]. By virtue of the asymptotic expansion

$$
\begin{gather*}
0.5[\operatorname{erf}(\xi+0.5 \phi)-\operatorname{erf}(\xi-0.5 \phi)] \\
\quad=\Phi(\sqrt{\pi})^{-1} \exp \left(-\xi^{2}\right)+O\left(\phi^{3}\right) \tag{15}
\end{gather*}
$$

we arrive (for $\phi \longrightarrow 0$ ) at Eq. (1) where

$$
\begin{equation*}
f(\xi, \eta)=(1+i \delta) \exp \left(-\rho^{2}\right) \tag{16}
\end{equation*}
$$

Table 1 and Fig. 2 show the solutions to the equation $\operatorname{det} M=0$ subject to (16) and $\alpha=\beta=2.5$. Table 1 illustrates the dependence of the roots of the equation $\operatorname{det} M=0$ on the parameter $m$ of discretization of the guiding region for $\delta=-0.001$ and values of $V$ that are near-critical for the fundamental waveguide mode. The value $V=2.55$ corresponds to the noncharacteristic mode (case (8)); $V=2.65$, to the characteristic one.


Fig. 2. Dependences $b(V)$ near the critical conditions for (a) the fundamental and (b) first higher modes of the channel waveguide. For $\operatorname{Re} b(V): \delta=0(1)$ and $\pm 10^{-3}(2)$; for $\operatorname{Im} b(V): \delta=0(3,4),-10^{-3}(5)$, and $10^{-3}(6)$.

According to Table 1, the convergence of the results near the critical conditions is relatively slow. In this situation, it is reasonable to take advantage of the abovementioned quadratic dependence of the calculation accuracy on the step of discretization of the guiding region:

$$
\begin{equation*}
b(m)=b_{0}+\mathrm{Cm}^{-2}+O\left(m^{-3}\right), \tag{17}
\end{equation*}
$$

where $b(m)$ is the zero of $\operatorname{det} M$ corresponding to the parameter of discretization $m, b_{0}=b(\infty)$, and $C$ is a constant.

Ignoring the small $O\left(m^{-3}\right)$ in (17), we have

$$
\begin{equation*}
b_{0}=b\left(m_{1}\right)+m_{2}^{2}\left[b\left(m_{2}\right)-b\left(m_{1}\right)\right]\left(m_{2}^{2}-m_{1}^{2}\right)^{-1} . \tag{18}
\end{equation*}
$$

The values of $b_{0}$ calculated by (18) for $m_{1}=m$ and $m_{2}=m+8$ are listed in Table 1. It is seen that expression (18) yields a reliable estimate of $b_{0}$ if $m$ is sufficiently small. This expression becomes still more efficient if $V$ deviates significantly from the critical value. In Table 1, this is indicated by the data corresponding to function (14) when $\phi=2, \delta=-0.001$, and $V=3.486$ (this waveguide will be studied in greater detail in the next section).

To verify the data obtained, we note that the modes of a radially symmetric waveguide that is described by functions (16) at $\rho<\beta$ and by $f(\xi, \eta) \equiv 0$ at $\rho>\beta$ allow for an independent calculation by the Runge-Kutta method [3]. It yields $b=b_{1}=-2.044 \times 10^{-3}+i 1.622 \times$ $10^{-3}$ at $V=2.55$ and $b=b_{2}=4.561 \times 10^{-3}-i 1.357 \times 10^{-4}$ at $V=2.65$. These values are close to those given in the table. The small discrepancy between them are due to the use of different domains where $f(\xi, \eta) \equiv 0$, since the solution of the equation $\operatorname{det} M=0$ subject to $f(\xi, \eta) \equiv 0$ and $\rho>\beta$ yields values of $b_{0}$ coincident with $b_{1}$ and $b_{2}$ to the decimal place mentioned above (for appropriate $V$ and $m_{1} \geq 32$ ).

Figure 2 shows the behavior of the $b(V)$ curves near the critical conditions for the fundamental, $\Psi_{11}$, and the first higher, $\psi_{21}$, modes of a channel waveguide (the subscripts 1 and 2 refer to the number of maxima of the function $|\psi(\xi, \eta)|$ along the axes $0 \xi$ and $0 \eta$ for $\eta>0)$. The curves depicted were calculated with relationship (18) for $m_{1} \geq 24$ and $m_{2}=m_{1}+8$.

First, consider the dependences $b(V)$ for $\delta \neq 0$. Their shape implies that the real and imaginary parts of $b$ vanish at different $V$. Therefore, $\operatorname{since} \operatorname{det} M$ is an analytical function of $b$ and $V$ at $b \neq 0$ and $V \neq 0$, the solution to the equation $\operatorname{det} M=0$ represents a continuous dependence $b(V)$. This means, in particular, that characteris-tic-to-noncharacteristic mode conversion takes place continuously. As follows from (4), (5), (8), and (9), the transition occurs at $V=V_{\mathrm{c}}$, where $V_{\mathrm{c}}$ is a root of the equation $\operatorname{Im} b\left(V_{c}\right)=0$. From Fig. 2, it follows that the characteristic mode ( $V>V_{\mathrm{c}}$ ) and noncharacteristic mode $\left(V<V_{\mathrm{c}}\right)$ are fast $(\operatorname{Re} b<0)$. This statement is valid for both $\delta>0$ and $\delta<0$, since the change of the sign of

Table 2. Critical values of $V$ for the fundamental and first higher modes of the channel waveguide

| $\phi$ | $\delta$ | $V_{\mathrm{c}}^{(11)}$ | $\bar{V}_{\mathrm{c}}^{(11)}$ | $V_{\mathrm{c}}^{(21)}$ | $\bar{V}_{\mathrm{c}}^{(21)}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0 | 4.905 | 4.881 | 8.169 | 8.169 |
| 0.5 | $\pm 10^{-3}$ | 4.901 | 4.875 | 8.092 | 8.094 |
| 1 | 0 | 3.520 | 3.451 | 5.776 | 5.777 |
| 1 | $\pm 10^{-3}$ | 3.516 | 3.447 | 5.722 | 5.723 |
| 0.5 | 0 | 2.941 | 2.819 | 4.714 | 7.717 |
| 0.5 | $\pm 10^{-3}$ | 2.937 | 2.815 | 4.671 | 4.673 |

$\delta$ changes only the sign of $\operatorname{Im} b$, leaving the value of $\operatorname{Re} b$ the same (Fig. 2). Formally, this is explained by the fact that the solutions to Eqs. (1) and (3) found for the opposite signs of $\delta$ in (14) and (16) are complex conjugate functions that have different physical meanings. With $\delta<0$, a characteristic mode becomes physically impossible when passing from the range $V>V_{\mathrm{c}}$ to the range $V<V_{\mathrm{c}}$ (case (8)), while with $\delta>0$, it transforms into a leaky mode that can be observed experimentally. The latter situation may take place both in absorbing media (if environmental losses exceed those in the guiding channel) and in an amplifying waveguide.

The case $\delta=0$ is singular, since $b=0$ for $V=V_{\mathrm{c}}$ [6]. As was already noted, the matrix elements of set (12) become singular for $b=0$; therefore, a rigorous calculation of appropriate $V_{\mathrm{c}}$ calls for the development of a special algorithm [6]. A simpler way, however, is to estimate $V_{\mathrm{c}}$ by extrapolating the curve $\operatorname{Re} b(V)$, which can be calculated in the ranges $V\left\langle V_{\mathrm{c}}\right.$ and $\left.V\right\rangle V_{\mathrm{c}}$ corresponding to $|\operatorname{Re} b| \geq d>0$. The validity of such an extrapolation follows from Fig. 2, where $d=10^{-5}$. Here, the dependence $\operatorname{Re} b(V)$ for $V<V_{\mathrm{c}}$ refers to two noncharacteristic modes described by complex conjugate functions $\psi(\xi, \eta)$.

From the above consideration, we can conclude that the functions $V_{\mathrm{c}}(\delta)$ are even and reach maxima at $\delta=0$. In particular, according to Fig. 2, $V_{\mathrm{c}}( \pm 0.001)=2.589$ and $V_{\mathrm{c}}(0)=2.592$ for the mode $\psi_{11}$ and $V_{\mathrm{c}}( \pm 0.001)=$ 4.299 and $V_{\mathrm{c}}(0)=4.339$ for the mode $\psi_{21}$. This is also valid for model (14), as demonstrated by Table 2, where the critical values of $V$ for various $\phi$ and $\delta$ are listed. Here, $V_{c}^{(\mu v)}$ stands for $V_{c}$ for the mode $\psi_{\mu \nu}$ of a waveguide with the function $f(\xi, \eta)$ like (14). The value of $V_{\mathrm{c}}^{(\mu \nu)}$ is found from the dependence $b(V)$ following the above scheme:

$$
\begin{equation*}
\bar{V}_{\mathrm{c}}^{(\mu \mathrm{v})}=V_{\mathrm{c}}^{(0)} \sqrt{\phi^{-1} \sqrt{\pi}} \tag{19}
\end{equation*}
$$

where $V_{\mathrm{c}}^{(0)}$ is $V_{\mathrm{c}}$ for the mode $\psi_{(\mu v)}$ of a waveguide with the function $f(\xi, \eta)$ like (16).

Expression (19) represents an asymptotic approximation to $V_{\mathrm{c}}^{(\mu v)}$ that follows from relationships (1) and (14)-(16). As follows from Table 2, it is quite an appropriate estimator of the single-mode conditions for $\phi \leq 1.5$.

## RECONSTRUCTION OF THE CHANNEL WAVEGUIDE PERMITTIVITY PROFILE

The solution of the inverse problem, i.e., the reconstruction of the permittivity profile $\Delta \varepsilon(x, y)=\varepsilon(x, y)-$ $\varepsilon_{s}$ in inhomogeneous optical waveguides, is vital for designing waveguides with desired properties [1, 15, 16]. Among the $\Delta \varepsilon(x, y)$ reconstruction methods currently available, those where the spatial intensity distribution of the fundamental mode is measured are the most efficient. In these methods, the transverse component of the electric field of the mode $\psi(x, y)$ is recovered and then substituted into (1) to give a formula for directly computing $\Delta \varepsilon(x, y)[15,16]$. A technique for implementing such a procedure as applied to planar waveguides with $\varepsilon(x, y)=\varepsilon(y)$ was suggested in [17]. It is based on the measurement of the mode intensity angular distribution in the far-field zone with the subsequent determination of $\varepsilon(y)$ by the analytic continuation technique. In this section, we apply the method of integral equation to estimate the efficiency of the analytic approach for 3D waveguides.

Let the fundamental mode of an optical waveguide placed in the half-space $z<0$ be emitted from the end face (the plane $z=0$ ) of the waveguide into the halfspace $z>0$ filled with a homogeneous medium with a wave number $k_{a}$. The emission intensity is recorded by a photodetector array placed in the plane $z=L$. Assume that the cross section of the waveguide has two axes of symmetry: $x=0$ and $y=0$ (in the case of a channel waveguide placed in the domain $y>0$, the axis of symmetry $y=0$ is provided by a mirror surface brought into contact with the waveguide surface [17]). Then, if the mode is polarized along the $0 x$ axis, we have (within the scalar approximation of the electric field components) $[15,16]$

$$
\begin{equation*}
\left.E_{x}\right|_{z=+0}=D \psi(x, y), \quad E_{y} \equiv 0 \tag{20}
\end{equation*}
$$

where $D$ is a constant.
For transparent media subject to (20) and $L \longrightarrow \infty$, the measured intensity $S$ of the mode is given by $[15,16]$

$$
\begin{gather*}
S(k, \varphi)=\left(\sqrt{1-k^{2}}\right)^{3}\left(1-k^{2} \sin ^{2} \varphi\right)[\hat{\psi}(k, \varphi)]^{2}  \tag{21}\\
\hat{\psi}(k, \varphi)=\sqrt{s} \int_{-\infty}^{+\infty} \int \psi(x, y)  \tag{22}\\
\times \exp \left[i k k_{a}(x \cos \varphi+y \sin \varphi)\right] d x d y
\end{gather*}
$$

Here, $\hat{\psi}(k, \varphi)$ and $\psi(x, y)$ are real functions normalized so that $\max [S(k, \varphi)]=1, k=\sin \theta, \theta$ and $\varphi$ are the angles of the spherical coordinate system that are related to the Cartesian coordinates of the point of observation as $x_{0}=$ $r_{0} \cos \varphi$ and $y_{0}=r_{0} \sin \varphi, r_{0}=k L\left(\sqrt{1-k^{2}}\right)^{-1}$, and the factor $s$ is defined by the mode evenness condition $\psi(x, y)=s \psi(x,-y)$.

Some modification of the results of [17] in view of relationships (1), (21), and (22) yields the reconstruction formulas

$$
\begin{gather*}
\Delta \varepsilon(x, y)=\gamma+\left(k_{a} k_{0}^{-1}\right)^{2} R_{2} R_{1}^{-1} \\
R_{1}=\sum_{l=0}^{p} u_{l} \sum_{i=0}^{r} C_{i}\left(\varphi_{l}\right) I_{i l}, \quad R_{2}=\sum_{l=0}^{p} u_{l} \sum_{i=0}^{r} C_{i}\left(\varphi_{l}\right) I_{i+1 l} \\
I_{i l}=\int_{0}^{\infty} \exp \left[-\alpha\left(\varphi_{l}\right) k^{2}\right] k^{2 i-0.5(s+3)} H\left(k, \varphi_{l}\right)  \tag{23}\\
\quad \times\left[k^{2}+\left(k_{0} k_{a}^{-1}\right)^{2} \gamma\right]^{-1} d k \\
H(k, \varphi)= \\
\cos \left(k k_{a} x \cos \varphi\right)\left[(1-s) \sin \left(k k_{a} y \sin \varphi\right)\right. \\
\\
\left.+(1+s) \cos \left(k k_{a} y \sin \varphi\right)\right]
\end{gather*}
$$

$u_{0}=u_{p}=0.5 ; u_{l}=1(l=1,2, \ldots, p-1)$; and the parameters $C_{i}\left(\varphi_{l}\right), \alpha\left(\varphi_{l}\right)$, and $\gamma$ are found by minimizing the sum

$$
U=\sum_{l=0}^{p} \sum_{j=0}^{q} W_{l j}\left[\hat{\psi}\left(k_{j}, \varphi_{l}\right)-\hat{\psi}_{r}\left(k_{j}, \varphi_{l}\right)\right]^{2}
$$

by the gradient method. Here, $W_{l j}=1$ at $S\left(k_{j}, \varphi_{l}\right) \geq \bar{S}$ or $W_{l j}=0$ at $S\left(k_{j}, \varphi_{l}\right)<\bar{S}, \varphi_{l}=0.5 \pi l p^{-1}$, and $k_{j}=j a q^{-1}$. The constants $\bar{S}, a, p$, and $q$ depend on the dynamic range of intensity measurement, photodetector array dimension, and experimental sample size. The functions $\hat{\psi}\left(k_{j}, \varphi_{l}\right)$ are expressed through experimentally found values of $S\left(k_{j}, \varphi_{l}\right)$ in view of (21):

$$
\begin{aligned}
\hat{\Psi}_{r}(k, \varphi)= & \exp \left[-\alpha(\varphi) k^{2}\right]\left[k^{2}+\left(k_{0} k_{a}^{-1}\right)^{2} \gamma\right]^{-1} \\
& \times \sum_{i=1}^{r} C_{i}(\varphi) k^{2 i-0.5(s+3)}
\end{aligned}
$$

where the parameter $r$ characterizes the order of reduction of the infinite product when the Fourier transform of the mode field is represented through its complex zeros [17].

It should be noted that expression (23) is strict (within the scalar approximation) only if $q>r+1+$ $0.5(1-s), r \longrightarrow \infty, p \longrightarrow \infty$, and $L \longrightarrow \infty$ [17]. Actually, however, $r, p, q$, and $L$ are finite. This introduces systematic errors in the reconstruction. The errors can be estimated with the method of integral equation. In
this case, the function $S(k, \varphi)$ is first calculated for finite $L$ for a waveguide with a known $\Delta \varepsilon(x, y)$ distribution, and then reconstructed function (23) is compared with the initial (known) distribution.

With regard for (1) and (20), as well as the fact that the function $E_{x}(x, y, z)$ in the domain $z>0$ obeys the Helmholtz equation and satisfies Sommerfeld radiation condition, we find

$$
\begin{gather*}
S(k, \varphi)=\left(k_{0} M\right)^{4}\left(\Delta \varepsilon_{0} L\right)^{2} k_{a}^{-3} \\
\times \operatorname{Im}\left\{\left[\int_{G} f(\xi, \eta) \psi(\xi, \eta) A\left(M \xi-x_{0}, M \eta-y_{0}, L\right) d \xi d \eta\right]^{*}\right. \\
\times \iint_{G} f(\xi, \eta) \psi(\xi, \eta)\left[\exp \left(-i k_{a} r_{1}\right) \zeta^{-2} r_{1}^{-3}\right.  \tag{24}\\
\times\left(1-i k_{a} r_{1}+\left(M \xi-x_{0}\right)^{2} r_{1}^{-2}\left(3+3 i k_{a} r_{1}-k_{a}^{2} r_{1}^{2}\right)\right) \\
\left.\left.-(2 \zeta)^{-1} \int_{0}^{\infty} \exp (-\zeta \tau)(B(\tau)+B(-\tau)) d \tau\right] d \xi d \eta\right\}
\end{gather*}
$$

where the asterisk means complex conjugation,

$$
\begin{gathered}
A(x, y, z)=(2 \zeta)^{-1} \int_{0}^{\infty} \exp (-\tau \zeta) \\
\zeta=[K(x, y, z+i \tau)+K(x, y, z-i \tau)] d \tau, \\
\zeta \sqrt{k_{a}^{2}+k_{0}^{2} \gamma}, \quad r_{1}=\sqrt{\left(M \xi-x_{0}\right)^{2}+\left(M \eta-y_{0}\right)^{2}+L^{2}}, \\
K(x, y, z)=z r_{0}^{-3} \exp \left(-i k_{a} r_{0}\right)\left(1+i k_{a} r_{0}\right), \\
r_{0}=\sqrt{x^{2}+y^{2}+z^{2}}, \\
B(\tau)=\exp \left(-i k_{a} r_{2}\right) r_{2}^{-3}\left\{1+i k_{a} r_{2}\right. \\
-(L+i \tau)^{2} r_{2}^{-2}\left(3+3 i k_{a} r_{2}-k_{a}^{2} r_{2}^{2}\right) \\
+\left(\zeta r_{2}\right)^{-2}\left[3+3 i k_{a} r_{2}-k_{a}^{2} r_{2}^{2}-\left(\left(M \xi-x_{0}\right)^{2}\right.\right. \\
\left.+(L+i \tau)^{2}\right) r_{2}^{-2}\left(15+15 i k_{a} r_{2}-6 k_{a}^{2} r_{2}^{2}-i k_{a}^{3} r_{2}^{3}\right) \\
+\left(M \xi-x_{0}\right)^{2}(L+i \tau)^{2} r_{2}^{-4}\left(105+105 i k_{a} r_{2}\right. \\
\left.\left.-45 k_{a}^{2} r_{2}^{2}-10 i k_{a}^{3} r_{2}^{3}+k_{a}^{4} r_{2}^{4}\right]\right\}, \\
r_{2}=\sqrt{\left(M \xi-x_{0}\right)^{2}+\left(M \eta-y_{0}\right)^{2}+(L+i \tau)^{2} .}
\end{gathered}
$$

Expression (24) is rigorous and involves the integration of the function $\psi(\xi, \eta)$ over the region $G$ alone, for which Eq. (3) was stated. At $L \longrightarrow \infty$, this expression passes to (21) where


Fig. 3. Reconstruction of the function $\Delta \varepsilon(x, y)$ for the channel waveguide. $x=0(1-5)$ and $2.2 \mu \mathrm{~m}(6-10)$. $(1,6)$ Exact functions. Reconstructed functions are shown for $L=\infty$ $(2,7), 5(3,8), 1(4,9)$, and $0.5 \mathrm{~cm}(5,10)$.

$$
\begin{equation*}
\hat{\psi}(k, \varphi)=\Delta \varepsilon_{0} M^{2} \sqrt{s}\left[\gamma+\left(k_{a} k_{0}^{-1}\right)^{2} k^{2}\right]^{-1} \tag{25}
\end{equation*}
$$

$\times \iint_{G} f(\xi, \eta) \psi(\xi, \eta) \exp \left[i k k_{a} M(\xi \cos \varphi+\eta \sin \varphi)\right] d \xi d \eta$.
The equivalency of (22) and (25) follows from Eq. (1).

The reconstruction of the function $\Delta \varepsilon(x, y)$ for a sin-gle-mode $\left(\lambda_{0}=0.6328 \mu \mathrm{~m}\right)$ channel waveguide with $f(\xi, \eta)$ of type (14) and $\phi=2, M=1.57 \mu \mathrm{~m}, \Delta \varepsilon_{0}=0.05$, and $\delta=0$ is presented in Fig. 3. The curves were obtained by calculating $S\left(k_{j}, \varphi_{l}\right)$ from (24) at $L \neq \infty$ and from (21) and (25) at $L=\infty$. The integrals over the region $G$ were calculated with the values of the function $\psi(\xi, \eta)$ found at the nodes of interpolation by solving set (12) for $m=n=48$ (in this case, $\operatorname{Imb}=0$ and the dependence $\operatorname{Re} b(m)$ coincides with that given in Table 1). In the calculations, $r=3, a=0.5, p=20, q=25$, and $\bar{S}=10^{-6}$. The correct reconstruction of $\Delta \varepsilon(x, y)$ is observed at $L \geq 1 \mathrm{~cm}$. In the limit $L=\infty$, the function recovered is virtually indistinguishable from the exact function, indicating that the description of the mode field by the method of integral equation is accurate.

## CONCLUSION

We showed that the method of integral equation is adequate in analyzing the properties of the characteristic and noncharacteristic modes of inhomogeneous optical waveguides. With this method, one can not only find the critical conditions and estimate errors involved in the solution to the inverse problem but also study polarization effects and effects of leakage observed in
anisotropic media, which are asymptotically described with Eq. (1) [2, 12, 13, 18, 19].
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#### Abstract

A method of controlling the duration of pulses of intense molecular beams is suggested. The idea of the method is the shortening of an initial molecular beam pulse by producing a pressure shock in front of a solid surface through which the beam passes. Experiments on shortening $\mathrm{H}_{2}, \mathrm{He}, \mathrm{SF}_{6}, \mathrm{SF}_{6} / \mathrm{H}_{2}(1 / 10)$, and $\mathrm{SF}_{6} / \mathrm{He}(1 / 10)$ molecular beam pulses are reported. The parameters of the beams incident on, and transmitted through, the surface are studied. The gas density in the initial beam and in the pressure shock before the surface is estimated. The intensity and duration of shortened molecular pulses are found as a function of the initial intensity, angle of incidence, and the diameter of a hole on the surface through which the beam passes. It is established that the duration of the shortened beam decreases greatly with increasing incident intensity and decreasing hole diameter. It is shown that intense pulsed $\mathrm{H}_{2}, \mathrm{He}^{2}, \mathrm{SF}_{6}, \mathrm{SF}_{6} / \mathrm{H}_{2}(1 / 10)$, and $\mathrm{SF}_{6} / \mathrm{He}(1 / 10)$ molecular beams with a pulse duration of $\leq 10-15 \mu \mathrm{~s}$ and an extent of $\leq 1-2 \mathrm{~cm}$ can be generated with the method suggested. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Intense ( $\geq 10^{20}$ molecules/(sr s)) pulsed molecular beams are used in theoretical and applied investigations, such as the study of chemical reactions, elastic and inelastic collisions, molecule-surface interaction, etc. [1]. In recent years, they have also been widely employed in laser spectroscopy and photochemistry [2,3], as well as in the laser separation of isotopes [4,5]. The most commonly used way of generating intense molecular beams is their extraction by means of skimmers from dynamically cooled jets produced by pulsed nozzles [6]. The basic parameters of pulsed beams are beam intensity and velocity, pulse duration, and the spread of molecule velocities in a beam (the extent of gas cooling).

There are several types of nozzles producing pulsed molecular beams [6]. Among those employed most extensively are (1) solenoid-controlled nozzles (an automobile fuel injector is an example), (2) piezoelectrically controlled nozzles, and (3) nozzles of the current loop type [6, 7]. Nozzles of the first type generate pulses with a duration from several hundreds of microseconds to several milliseconds; those of the second type generate pulses of duration from $100 \mu \mathrm{~s}$ to 10 ms . Nozzles of the current loop type usually generate pulses of duration from 30-40 to $150 \mu \mathrm{~s}$. It was reported, however, that molecular beams with pulses as short as $\cong 7 \mu \mathrm{~s}$ can be produced by these nozzles [8].

The generation of short ( $\leq 20 \mu \mathrm{~s}$ ) pulses requires a sophisticated nozzle design and a high energy ( $\geq 20 \mathrm{~J}$ ) to provide rapid nozzle opening [6]. At the high energies necessary to actuate the nozzle, it cannot operate with a high pulse repetition rate without cooling. Moreover, the service life of such nozzles is greatly cut com-
pared with those operating under normal conditions. Yet short (in space and time) molecular beams are necessary for many experiments, especially for those where beam molecules are excited and then dissociate under the action of intense laser beams [9, 10]. In [11], we outlined a simple method of shortening intense pulsed molecular beams down to $\leq 10 \mu$ s. In this way, we give a detailed description of this method and discuss at length the shortening of intense pulsed molecular beams by producing a pressure shock before the solid surface.

## EXPERIMENTAL

In the method suggested, a pressure shock [12-14] is produced by the interaction of an initial molecular beam with a solid surface. The pressure shock serves as a gas-dynamic shutter. The essence of the method is clarified in Fig. 1. An intense ( $\geq 10^{20}$ molecules/(sr s)) wide-aperture (divergence $\omega \cong 0.05 \mathrm{sr}$ ) pulsed molecular beam is incident on a solid surface (a thin ( $\cong 100 \mu \mathrm{~m}$ ) metallic plate) with a hole of diameter $2-3 \mathrm{~mm}$ at its center. Upon the interaction of the intense supersonic molecular beam with the plate, a pressure shock with a characteristic size on the order of the mean molecule free path [12, 13] forms before the plate [15, 16].

When the beam intensity is low (the molecule initial concentration in the beam $N_{\text {in }} \leq 3 \times 10^{14} \mathrm{~cm}^{-3}$ ), the pressure shock is absent [17, 18]. In this case, the incident beam, propagating inside a solid angle that depends on the area of the hole and the nozzle-to-surface spacing, passes completely through the hole. Molecules reflected from the surface decrease its intensity only slightly. If, however, the incident beam (pulse) intensity


Fig. 1. Experimental scheme: (1) pulsed nozzle; (2) incident beam; (3) surface; (4) pressure shock; (5) transmitted beam; (6) pyroelectric detector; (7) travel; and (8) to turbomolecular pump.


Fig. 2. Time evolution of the molecular beam pulse $\left(\mathrm{SF}_{6} / \mathrm{He}=1 / 10\right)$ passing through a hole of diameter $h_{0}=$ 2 mm in a plate for various pressures over the nozzle. The nozzle-to-surface and nozzle-to-detector spacings are 68 and 143 mm , respectively. The gas pressure over the nozzle is (a) 0.15 , (b) 0.6 , and (c) $1.5 \mathrm{~atm} . U$ is the signal from the pyroelectric detector.
is sufficiently high ( $I_{\text {in }} \geq 10^{20}$ molecules/(sr s) or $I_{\text {in }} \geq$ $10^{15} \mathrm{~cm}^{-3}$ ), only the front low-intensity part of the beam passes through the hole, while the remaining highintensity part of the pulse is completely scattered ("absorbed") by a pressure shock forming before the surface. As a result, the initial molecular pulse shortens significantly. Here, one can draw the analogy to shortening an optical, for example, laser pulse by initiating optical breakdown at the focus of a lens or a telescope, where the tail of the pulse is completely absorbed by the resulting plasma.

In our experiments, we used a nozzle of the current loop type [7]. The hole diameter was 0.75 mm . The time it took for the nozzle to be half open varied within $50-100 \mu \mathrm{~s}$ depending on the gas pressure and composition over the nozzle. The gas pressure over the nozzle was varied from $\cong 0.1$ to 7 atm . The cross section of the nozzle was a cone with an apex angle of $15^{\circ}$ and a height of 35 mm . The vacuum chamber where the molecular beam was generated was evacuated to a pressure of $\cong 1 \times 10^{-6}$ torr with a turbomolecular pump. The number of molecules effusing from the nozzle per pulse was a function of the gas pressure and composition over the nozzle. In our experiments with $\mathrm{SF}_{6}$, this value varied from $\cong 3 \times 10^{15}$ to $\cong 1 \times 10^{17}$ molecules/pulse. The method for measuring the number of molecules in a pulse is described in detail elsewhere [17, 18].

In the experiments, we studied the duration and intensity of shortened molecular pulses as functions of the incident beam intensity and hole diameter, as well as measured the molecule mean velocity and the molecule velocity spread in a shortened pulse. The measurements were made with the time-of-flight method that uses a pyroelectric detector with a time resolution of 3$5 \mu \mathrm{~s}$ as a molecular beam detector $[19,20]$. The pyroelectric detector design is described in [21]. The time-of-flight method spectra of the molecules were taken at various distances from the nozzle. From these spectra, we determined the beam velocity and molecule velocity spread in the beams.

## RESULTS AND DISCUSSION

1. Time evolution of shortened beam pulses. The experiments were carried out with $\mathrm{SF}_{6}, \mathrm{H}_{2}, \mathrm{He}$, $\mathrm{SF}_{6} / \mathrm{H}_{2}(1 / 10), \quad \mathrm{SF}_{6} / \mathrm{He}(1 / 10)$, and $\quad \mathrm{SF}_{6} / \mathrm{CH}_{4}(1 / 10)$ molecular beams. In all the cases, a substantial shortening ( 2 to 7 times) of the initial molecular pulse was observed. Figure 2 shows the time evolution of the $\mathrm{SF}_{6} / \mathrm{He}=1 / 10$ molecular beam (the time-of-flight method molecular spectrum) passing through the hole in the plate as the pressure over the nozzle is increased. The nozzle-to-surface spacing is 68 mm ; the nozzle-todetector spacing, 143 mm . When the pressure over the nozzle is low ( $p \leq 0.15 \mathrm{~atm}$ ), i.e., when the incident beam intensity is low and a pressure shock is absent [17, 18], the molecular beam passes through the hole without shortening (Fig. 2a). As the pressure grows to the point where the pressure shock before the surface arises, the incident beam pulse shortens (Fig. 2b). As the incident beam intensity (pressure over the nozzle) grows further, the pulse becomes still shorter (Fig. 2c) and a secondary pulsed beam due to the pressure shock [22-24] appears.

As the nozzle-detector spacing increases, the signal induced by the secondary beam was found to decay much faster than the signal induced by the primary beam (Fig. 3). This is mainly attributable to two reasons. The first is the quadratic (for heavily cooled beams)
dependence of the signal on the detector-beam source spacing: the source of the secondary beam is closer to the detector; hence, its signal decays faster as the spacing increases. Second, the gas in the secondary beam is cooled to a much lesser extent than in the shortened primary beam. Therefore, the signal of the secondary beam decays faster also because this beam has a larger spread in the molecule velocities. At distances $x \geq 173$ mm from the nozzle ( $\geq 105 \mathrm{~mm}$ from the plate), the signal from the secondary beam is more than one order of magnitude weaker than that due to the primary beam.

To suppress the formation of the secondary beam, the plate was rotated so that it made an angle $\alpha=60^{\circ}-70^{\circ}$ with the incident beam. In this case, the gas pressure and density in the oblique pressure shock generated before the plate were much smaller (the density was roughly $1 / \cos ^{2} \alpha$ times smaller) than in the normal pressure shock $[12,14]$. As a result, the intensity of the secondary beam turned out to be negligibly small compared with that of the shortened primary beam. Figure 4 shows the dependence of the intensities of the shortened primary and secondary molecular beams $\left(\mathrm{H}_{2}\right)$ on the angle the incident beam makes with the surface. The secondary beam intensity is seen to drop sharply with increasing angle of incidence. This is to a great extent associated with the decrease in the gas pressure and density in the pressure shock. Note that at large angles of incidence ( $\alpha \geq 75^{\circ}$ ), when the condition $1 / \cos ^{2} \alpha \cong M_{\text {in }}$ ( $M_{\text {in }}$ is the Mach number for the initial beam) is met, a pressure shock at the surface does not form [12-14] and the incident beam does not shorten.
2. Duration of the shortened pulse vs. the gas pressure over nozzle and hole diameter. It was found that the higher the incident beam intensity and the smaller the diameter of the hole, the shorter the beam. For an incident beam intensity $I_{\text {in }} \geq 10^{21}-$ $10^{22}$ molecules/(sr s) ( $N_{\text {in }} \geq 10^{16} \mathrm{~cm}^{-3}$ ), the duration of a molecular beam pulse passing through a hole of diameter 2 mm was found to be $\leq 10-15 \mu \mathrm{~s}$.

Figure 5 demonstrates the dependence of the duration of the $\mathrm{H}_{2}$ molecular beam on the gas pressure over the nozzle. The incident beam of duration $\cong 78 \mu \mathrm{~s}$ strikes the plate at an angle $\alpha \cong 65^{\circ}$. As follows from Fig. 5, at pressures $p \leq 0.15 \mathrm{~atm}$, the pulse does not shorten, while at pressures between 4 and 5 atm , the duration of the transmitted pulse is $\leq 10-12 \mu$ s.

The dependence of the duration of the $\mathrm{H}_{2}$ molecular pulse passing through a hole of diameter 2 mm on the angle of incidence is presented in Fig. 6 (curve 1). As the angle increases, the effective diameter of the hole is seen to decrease (in proportion to $\cos \alpha$, curve 2). Therefore, this dependence can also be viewed as the dependence of the pulse duration on the hole diameter. The pulse passing through the hole shrinks with decreasing diameter. This is because the time taken to form a pressure shock decreases with decreasing area of the hole through which the molecules pass. At $\alpha \geq$


Fig. 3. Amplitude ratio of the signals induced in the detector by the shortened initial and secondary $\mathrm{H}_{2}$ molecular beams vs. nozzle-to-detector spacing. The conditions are the same as in Fig. 2.


Fig. 4. Intensity ratio of the shortened initial and secondary $\mathrm{H}_{2}$ molecular beams vs. angle on incidence. $P_{\mathrm{H}_{2}}=2.4 \mathrm{~atm}$. The conditions are the same as in Fig. 2.


Fig. 5. Duration of the $\mathrm{H}_{2}$ molecular beam pulse vs. gas pressure over the nozzle. The angle of incidence on the plate is $\alpha \cong 65^{\circ}$. The conditions are the same as in Fig. 2.
$60^{\circ}-70^{\circ}$, the pulse duration depends on the angle of incidence only slightly, presumably because of the rapid decay of the pressure shock at the surface.

In [11], measured data for the molecular beam intensity, pulse duration, and molecule mean velocity, as well as data for velocity spreads in the beams, were


Fig. 6. Duration of the $\mathrm{H}_{2}$ molecular beam pulse vs. angle of incidence on the plate. The conditions are the same as in Fig. 2.
reported for the case of an $\mathrm{SF}_{6} / \mathrm{He}=1 / 10$ molecular beam passing through holes of different diameters. The nozzle-surface spacing was 68 mm . It was established that the pulse duration decreases substantially with decreasing hole diameter. Simultaneously, the beam mean velocity and the molecule velocity spread in the beam increase. Our results, including those for the other molecular beams (see table), are in full agreement with the results of early experiments. The mean velocity grows because more and more energetic molecules pass through the hole as the pulse shortens. The increase in the velocity spread is associated with the enhanced scattering of the beam by molecules reflected from the surface and hole walls. In the shortened pulse, the velocity spread was $1.5-2.0$ times greater than in the incident one. At the same time, it also follows from the table that the gas in the shortened pulse was rather cold (the Mach number was $M \cong v / \Delta v=5-8$ ). The durations
of the $\mathrm{SF}_{6}$ and $\mathrm{SF}_{6} / \mathrm{He}(1 / 10)$ molecular beams passing through holes of diameter 1.7 and 2.0 mm , respectively, were $\leq 8 \mu$ s immediately behind the surface.
3. Gas density in the incident beam and pressure shock. Note first of all that the gas density in a pressure shock depends on the ratio $\gamma=c_{p} / c_{v}$, where $c_{p}$ and $c_{v}$ are the specific heats at constant pressure and volume, respectively. For a gas with a constant specific heat, the ultimate increase in the density in a normal pressure shock is defined by the ratio $\rho_{\text {sh }} / \rho_{\text {in }}=(\gamma+1) /(\gamma-1)$, where $\rho_{\text {in }}$ and $\rho_{\text {sh }}$ are the gas densities in the incident beam and in the pressure shock, respectively. Therefore, in the case of molecules with a low $\gamma$, a rather dense pressure shock arises at the surface $[16,17]$ (for example, in the case of $\mathrm{SF}_{6}, \gamma \cong 1.1$ at $T \cong 300 \mathrm{~K}$ [25] and $\rho_{\text {sh }} / \rho_{\text {in }} \approx 21$ ), which significantly shortens the initial pulse but at the same time generates an intense secondary beam. For a higher value of $\gamma$ (for He and $\mathrm{H}_{2}, \gamma \cong$ 1.66 and 1.4 , respectively [25]), the ultimate increase in the gas density in a pressure shock is much smaller ( $\rho_{\text {sh }} / \rho_{\text {in }} \approx 4$ and 6 , respectively). A pressure shock at the surface is of moderate density in this case. Hence, the secondary beam intensity is much lower than in the case of $\mathrm{SF}_{6}$.

The ratio $N_{\mathrm{sh}} / N_{\mathrm{in}}$, where $N_{\mathrm{sh}}$ and $N_{\text {in }}$ are the molecule concentration in the pressure shock and in the initial (primary) beam, respectively, can roughly be taken equal to the ratio $\Delta x_{\mathrm{b}} / \Delta x_{\mathrm{sh}}$, where $\Delta x_{\mathrm{b}}$ is the spatial extent of the incident beam and $\Delta x_{\text {sh }}$ is the shock front width; that is, $N_{\text {sh }} / N_{\text {in }} \cong \Delta x_{\mathrm{b}} / \Delta x_{\text {sh }}$. For $\mathrm{SF}_{6}, \Delta x_{\mathrm{b}} \cong 4.6 \mathrm{~cm}$ and $\Delta x_{\mathrm{sh}} \cong 3 \mathrm{~mm}[17,18]$. Therefore, $N_{\mathrm{sh}} \cong 15 N_{\mathrm{in}}$. For a $\mathrm{SF}_{6}$ pressure over the nozzle of 1 atm , the number of effusing molecules per pulse is $N_{\mathrm{b}} \cong 3.5 \times 10^{16}$ molecules/pulse

Measured parameters of the initial and shortened molecular beams

| Gas composition |  |  | Initial beam |  |  |  |  | Shortened beam |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | pulse duration, $\mu \mathrm{s}$ | $\mathrm{v}, \mathrm{m} / \mathrm{s}$ | $\Delta v, m / s$ | $v / \Delta v$ |  | pulse duration, $\mu \mathrm{s}$ | $\mathrm{v}, \mathrm{m} / \mathrm{s}$ | $\Delta v, \mathrm{~m} / \mathrm{s}$ | $v / \Delta v$ | relative intensity $\mathrm{I}_{\text {sh }} / \mathrm{I}_{\text {in }}$ |
| $\mathrm{H}_{2}$ | 2.0 | 143 | 91 | 2140 | 345 | 6.2 | 2 | 27 | 2400 | 480 | 5 | 0.06 |
|  | 2.7 | 173 | 95 | 2330 | 333 | 7 | 1 | 30 | 2500 | 580 | 4.3 | 0.10 |
| $\mathrm{SF}_{6} / \mathrm{CH}_{4}(1 / 10)$ | 3.1 | 173 | 82 | 855 | 111 | 7.5 | 2.2 | 47 | 917 | 170 | 5.4 | 0.07 |
| $\mathrm{SF}_{6}$ | 5.8 | 113 | 112 | 480 | 51 | 9.5 | 2 | 34 | 545 | 78 | 7 | 0.11 |
| $\mathrm{SF}_{6} / \mathrm{He}(1 / 10)$ |  |  |  |  |  |  | 1.5 | 25 | 585 | 90 | 6.5 | 0.08 |
|  | 0.8 | 113 | 92 | 860 | 98 | 8.8 | 1.7 | 43 | 1100 | 144 | 7.7 | 0.11 |
|  | 2.8 | 143 | 78 | 980 | 105 | 9.3 | 2 | 23 | 1095 | 240 | 4.6 | 0.09 |

[24]. The primary beam volume was estimated at $V_{\mathrm{b}} \cong$ $14 \mathrm{~cm}^{3}[17,24]$. Hence, $N_{\text {in }} \cong 2.5 \times 10^{15} \mathrm{~cm}^{-3}$ and $N_{\text {sh }} \cong$ $3.8 \times 10^{16} \mathrm{~cm}^{-3}$.
4. Beam scattering in the pressure shock. Let us estimate the beam attenuation due to scattering in the pressure shock by an example of the $\mathrm{SF}_{6}$ molecular beam, whose parameters have been studied in detail $[17,18]$. We will use the following expression for the molecular beam intensity passing through the pressure shock:

$$
\begin{equation*}
I_{\mathrm{sh}}(t)=I_{\mathrm{in}}(t) \exp \left[-\sigma N_{\mathrm{sh}}(t) \Delta x_{\mathrm{sh}}(t)\right] \tag{1}
\end{equation*}
$$

Here, $I_{\mathrm{in}}(t)$ is the incident beam intensity, $\sigma$ is the interaction cross section for $\mathrm{SF}_{6}$ molecules, $N_{\mathrm{sh}}(t)$ is the molecule concentration in the pressure shock, and $\Delta x_{\text {sh }}(t)$ is the extent (width) of the pressure shock at the surface. Note at once that relationship (1) is valid when the gas pressure is low and the molecules experience single collisions. In our case, this is true only at the initial stage of shock formation. Nevertheless, this relationship can apparently be applied as a rough estimator of the beam intensity at which the beam is nearly completely scattered in the shock. As was shown above, at an $\mathrm{SF}_{6}$ pressure over the nozzle of 1 atm , the molecule concentration in the shock is $N_{\text {sh }} \cong 3.8 \times 10^{16} \mathrm{~cm}^{-3}$ and $\Delta x_{\text {sh }} \cong 3 \mathrm{~mm}[17,18]$. If it is assumed that the interaction cross section for $\mathrm{SF}_{6}$ equals the gas-kinetic cross section of this molecule ( $\sigma \cong 2.4 \times 10^{-15} \mathrm{~cm}^{2}$ [26]), the exponent in relationship (1) will be $\left(N_{\mathrm{sh}} \sigma \Delta x_{\mathrm{sh}}\right) \cong 28$. Consequently, an $\mathrm{SF}_{6}$ molecular beam of such an intensity will be completely scattered in the pressure shock. Only the frontmost part of the pulse, in which the intensity is more than one order of magnitude lower than that mentioned above and the exponent is still within several unities, can pass through the beam-generated pressure pulse. The passage of precisely this portion of the pulse was observed in our experiments. Note that the intensity of the initial $\mathrm{SF}_{6}$ molecular beam in our experiments was $I_{\text {in }} \geq 7 \times 10^{21}$ molecules/(sr s). The intensities of the $\mathrm{H}_{2}$ and He beams were roughly one order of magnitude higher for the same pressures over the nozzle as for $\mathrm{SF}_{6}$. Therefore, although the shortened beams obtained in the experiment were one or even two orders of magnitude less intensive than the initial ones, their intensities still remained relatively high.

## CONCLUSION

We showed that the duration of a molecular beam passing through a solid surface can be controlled by producing a pressure shock before the surface. With this approach, molecular beams with a pulse duration of $\leq 10-15 \mu$ s and a spatial extent of $\leq 1-2 \mathrm{~cm}$ were obtained. If the pulses are sufficiently short, one succeeds in exciting (dissociating) almost all the beam molecules by a laser beam, thereby significantly
improving the efficiency of the laser action on the molecular beam $[9,10]$.

For molecules with a low parameter $\gamma$ (e.g., for $\mathrm{SF}_{6}$ ), the detrimental side effect of the shortening method is the generation of a rather intense secondary beam from the forming shock pulse. To suppress the secondary beam, it is reasonable either to use low-intensity incident beams (when the pressure over the nozzle is low) or to expand the nozzle-surface spacing (when the gas density in the pressure shock is low [16, 17]). If the molecules have a high value of $\gamma\left(\mathrm{H}_{2}, \mathrm{He}\right.$, as well as $\mathrm{SF}_{6}$ $+\mathrm{H}_{2}$ and $\mathrm{SF}_{6}+\mathrm{He}$ mixtures), the secondary beam is absent, as was shown experimentally. In this case, molecular beams with a pulse duration of $\leq 10 \mu$ s are easy to generate with our approach.

Note that in [27] the pulses of nitrogen molecular beams were shortened from 1.5 ms to $150-300 \mu \mathrm{~s}$ by scattering the beams in a background gas produced by the front portion of the pulse in the vacuum chamber. The molecular beams were generated with a solenoiddriven pulsed nozzle (automobile fuel injector).
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#### Abstract

The variation of the shape of a drop immersed in an immiscible liquid under the action of an electric field is calculated. The charge is transferred both by ohmic current through the interface and by the convective component over the interface. A solution quadratic in the parameter that is the ratio of the electric pressure to the capillary pressure is analyzed. Conditions where the drop transforms into a spheroid that is prolate or oblate along the electric field vector are found. An experimental study of the drop deformation by electric forces is carried out. © 2002 MAIK "Nauka/Interperiodica",


## INTRODUCTION

The basic result of theoretical and experimental investigations into the deformation of a drop exposed to an electric field is that the drop takes the shape of a prolate or oblate spheroid or does not change its shape at all, depending on the relationship between the permittivity, conductivity, and viscosity of the medium inside and outside it. The theoretical description of this phenomenon is carried out by constructing electrohydrodynamic (EHD) models. In models [1-4], the statement of the problem of drop deformation does not use the boundary condition relating the surface charge density to the discontinuity of the electric induction at the interface. This is a serious disadvantage of these models from the electrohydrodynamics standpoint. Instead of this condition, the equality of the ohmic currents at the interface is used, while the effect of the permittivity shows up only through interfacial electric tensions. Nevertheless, such models describe adequately the drop deformation in a number of drop-environment liquid systems. For example, they predict correctly the deformation sign in highly viscous dielectric liquids [1, 2]. As a rule, the drop takes the shape of an oblate spheroid when the environment is of higher conductivity. Otherwise, the drop is extended along the field direction [2]. The objective of this paper is to construct a model that would allow us to elucidate the limits of applicability of the approximations used in [1-4] and to describe the behavior of systems that cannot be analyzed within this scheme. Our model takes into consideration the surface charge kinetics in an ordinary layer, which, in the general case, involves the variation of the charge with time, surface convection, and ohmic currents toward the moving interface. Physically, a charge relationship can be derived from the balance of charge flows with allowance for interface deformation [5]. A more general approach to the derivation of an equation describing the evolution of the surface charge is
averaging the equation of conservation of space charge near the interface. In [6], a charge equation for the problem of a fluctuating double electric layer was derived. Here, we consider a steady-state problem for an ordinary layer with regard for the surface convection of charges [7].

## STATEMENT OF THE PROBLEM

An equation of charge transfer must meet the definition of surface charge density $\sigma$ in electrodynamics. The density $\sigma$ is introduced by averaging the equation $\operatorname{div} \mathbf{D}=\rho_{e}$ along the direction normal to the interface in such a way [8] that

$$
\begin{equation*}
D_{n e}-D_{n i}=\sigma, \quad \sigma=\int_{f-h}^{f+h} \rho_{e} d N \tag{1}
\end{equation*}
$$

where $\mathbf{D}$ is the electric induction, $\rho_{e}$ is the space charge density, $d N$ is a length element in the normal direction, and $N=f$ is the equation of interface. The unit vector of the normal $\mathbf{n}$ to the interface is directed from medium $i$ to medium $e$, and the lower and upper limits of integration refer to liquids $i$ and $e$, respectively.

Let us integrate the equation of conservation of space charge in the orthogonal coordinate system $q_{1}$, $q_{2}, q_{3}$ where the coordinates $q_{1}$ and $q_{2}$ form an orthogonal grid on the interface $q_{3}=f\left(q_{1}, q_{2}, t\right)$. Then, taking into account (1), we obtain [7]

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\sigma \sqrt{g_{0}}\right) & +\frac{\partial}{\partial q_{1}}\left(\sigma V_{1} \sqrt{g_{11}}\right)+\frac{\partial}{\partial q_{2}}\left(\sigma V_{2} \sqrt{g_{22}}\right)  \tag{2}\\
& +\sqrt{g_{0}}\left(\lambda_{e} E_{n e}-\lambda_{i} E_{n i}\right)=0,
\end{align*}
$$

where $g_{i i}$ are the metric tensor elements for the surface $q_{3}=f\left(q_{1}, q_{2}, t\right) ; i=1,2$; and $g_{0}=g_{11} g_{22}$.

The elements $g_{i i}$ are defined as

$$
g_{i i}=\left(\frac{\partial x}{\partial q_{i}}\right)^{2}+\left(\frac{\partial y}{\partial q_{i}}\right)^{2}+\left(\frac{\partial z}{\partial q_{i}}\right)^{2} ; \quad i=1,2
$$

where

$$
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)\left(q_{1}, q_{2}, q_{3}=f\left(q_{1}, q_{2}, t\right)\right)
$$

In our case, the metric coefficients coincide with the definition of the surface metric induced by the space metric [9]. In particular, in the spherical coordinate system $r, \Theta, \phi$, the coordinates $\Theta, \phi$ form an orthogonal grid on the body of revolution $r=f(\Theta, t)$. The length element on such a surface has the form

$$
\begin{gather*}
d s^{2}=g_{11} d \Theta^{2}+g_{22} d \phi^{2}  \tag{3}\\
=\left(f^{2}+f^{\prime 2}\right) d \Theta^{2}+f^{2} \sin ^{2} \Theta d \phi^{2}
\end{gather*}
$$

Here, $f^{\prime}=\partial f / \partial \Theta$.
Consider the steady-state axisymmetric problem of the shape of a drop suspended in a liquid that is immiscible with the drop in a uniform electric field. The origin of the spherical coordinate system is located at the drop center. In the absence of the electric field, the drop is a sphere with a radius $r_{0}$. The angle $\Theta$ is measured from the field vector $E_{0}$. The drop radius depends only on the angle $\Theta$. We assume that the translational motion of the drop is absent and the electric current in the liquids flows in the absence of the space charge.

Let us introduce the dimensionless variables marked by bars for the radius, pressure, field strength, electric potential, and surface charge as follows:

$$
\begin{aligned}
& \bar{r}=\frac{r}{r_{0}}, \quad \bar{p}=\frac{p r_{0}}{T}, \quad \bar{V}=\frac{\mu_{e}+\mu_{i}}{\varepsilon_{e} \varepsilon_{0} E_{0}^{2} r_{0}} V \\
& \bar{E}=\frac{E}{E_{0}}, \quad \bar{\varphi}=\frac{\varphi}{E_{0} r_{0}}, \quad \bar{\sigma}=\frac{\sigma}{\varepsilon_{e} \varepsilon_{0} E_{0}}
\end{aligned}
$$

where $E=-\nabla \varphi ; \mu_{e, i}, \varepsilon_{e, i}$, and $\lambda_{e, i}$ are the viscosity, permittivity, and conductivity of the liquids; $T$ is the surface tension; and $\varepsilon_{0}$ is the dielectric constant. The subscripts $i$ and $e$ refer to the liquids inside and outside the drop, respectively.

The dimensionless set of equations has the form

$$
\begin{gather*}
\nabla p_{e, i}=\alpha M_{e, i} \Delta \mathbf{V}_{e, i}, \quad \nabla \cdot \mathbf{V}_{e, i}=0, \quad \Delta \varphi_{e, i}=0 \\
r=f: V_{r}=V_{\Theta} \frac{d f}{f d \Theta}  \tag{5}\\
\alpha \beta \frac{d}{d \Theta}\left(\sigma V_{\Theta} f \sin \Theta\right) \\
+\left(\lambda E_{n e}-E_{n i}\right) f^{2} \sqrt{1+\frac{f^{\prime 2}}{f^{2}}} \sin \Theta=0 \tag{6}
\end{gather*}
$$

where

$$
\lambda=\frac{\lambda_{e}}{\lambda_{i}}, \quad \alpha=\frac{\varepsilon_{e} \varepsilon_{0} E_{0}^{2} r_{0}}{T}, \quad \beta=\frac{\varepsilon_{e} \varepsilon_{0} T}{\lambda_{i}\left(\mu_{i}+\mu_{e}\right) r_{0}},
$$

and $\Delta$ is Laplacian.
Here, the impenetrability equation for a steady-state axisymmetric flow degenerates into condition (5), which defines the interface as a current surface. Relationship (6) is charge equation (2) at the interface $r=$ $f(\Theta)$ with metric coefficients (3). Hereafter, bars over the dimensionless values are omitted. Equations (4)-(6) are supplemented by the following boundary conditions at the interface $r=f(\Theta)$ :

$$
\begin{gather*}
{\left[V_{\Theta}\right]=0, \quad\left[V_{r}\right]=0, \quad[\varphi]=0}  \tag{7}\\
E_{n e}-\varepsilon E_{n i}=\sigma  \tag{8}\\
{[p] \mathbf{n}-\alpha[M \Pi]} \\
=-K \mathbf{n}+\alpha\left(E_{n e} \mathbf{E}_{e}-\varepsilon E_{n i} \mathbf{E}_{i}-\left(E_{e}^{2}-\varepsilon E_{i}^{2}\right) \mathbf{n} / 2\right)  \tag{9}\\
r \longrightarrow \infty: \varphi \longrightarrow-r \cos \Theta
\end{gather*}
$$

Here, $[A]=A_{e}-A_{i}$ denotes a discontinuity in the value of $A$.

The curvature $K$ and the normal and tangential components $\Pi_{n}$ and $\Pi_{\tau}$ of the viscous stress vector $\Pi$ are respectively given by

$$
\begin{gathered}
K=\left(\frac{1}{f}+\frac{d^{2}}{d \Theta^{2}} \frac{1}{f}\right) /\left(1+\frac{f^{\prime^{2}}}{f^{2}}\right)^{3 / 2} \\
-\frac{1}{\sin \Theta} \frac{d}{d \Theta}\left(\frac{\cos \Theta}{f}\right) /\left(1+\frac{f^{\prime 2}}{f^{2}}\right)^{1 / 2}, \\
\Pi_{n}=\left(\tau_{r r}-2 \frac{f^{\prime}}{f} \tau_{r \Theta}+\frac{f^{\prime 2}}{f^{2}} \tau_{\Theta \Theta}\right) /\left(1+\frac{f^{\prime 2}}{f^{2}}\right), \\
\Pi_{\tau}=\left(\tau_{r \Theta}\left(1-\frac{f^{\prime 2}}{f^{2}}\right)+\left(\tau_{r r}-\tau_{\Theta \Theta}\right) \frac{f^{\prime}}{f}\right) /\left(1+\frac{f^{\prime 2}}{f^{2}}\right),
\end{gathered}
$$

where $\tau_{i j}$ are the components of the viscous stress tensor in the spherical coordinate system. The dimensionless parameters in (4)-(9) are $\varepsilon=\varepsilon_{i} / \varepsilon_{e}, \mu=\mu_{i} / \mu_{e}, M_{i}=$ $\mu /(\mu+1)$, and $M_{e}=1 /(\mu+1)$.

The interaction between the electric and hydrodynamic fields in our self-consistent problem can be represented as follows. The discontinuity of the electric induction is expressed, according to (8), in terms of the surface charge density. The surface charge density $\sigma$ is found during the solution of the problem, this parameter, according to (6), relating the liquid tangential velocity at the interface to the electric fields. Dynamic boundary condition (9), in its turn, also considers the pressure and surface tension. Equation (5) defines the drop boundary (unknown in advance). In the general case, vortex motion arises inside the drop and in the environment. In some cases, the liquid may be stagnant. At the uncharged interface between perfect dielectrics
or at the free surface of a perfect conductor, tangential electric forces do not arise and the problem allows for a static solution in which the drop shape is determined from the balance between the forces normal to the interface [10]. We seek a solution to set (4)-(9) in the form of the expansion in powers of the parameter $\alpha$ :

$$
\begin{gathered}
f(\Theta)=1+\alpha f_{1}(\Theta)+\alpha^{2} f_{2}(\Theta)+\ldots \\
\sigma(\Theta)=\sigma_{0}(\Theta)+\alpha \sigma_{1}(\Theta)+\alpha^{2} \sigma_{2}(\Theta)+\ldots
\end{gathered}
$$

$\Phi(r, \Theta)=\Phi^{(0)}(r, \Theta)+\alpha \Phi^{(1)}(r, \Theta)+\alpha^{2} \Phi^{(2)}(r, \Theta)+\ldots$, where $\Phi$ stands for $p, V$, or $\varphi$.

Expanding the boundary conditions in the parameter $\alpha$, which also enters into $f$, and collecting terms with the same powers of $\alpha$, we get problems formulated on the surface $f=1$ in each of the approximations. General problem (4)-(9) will be solved up to the second approximation. The zeroth approximation formally corresponds to the absence of the electric field ( $E_{0}=0$ ). In this approximation, the drop has the constant radius $f=1$ and the difference between the pressure inside it and the ambient pressure is equal to the capillary pressure $p_{i}^{(0)}=2$. Since the next approximations are formulated on the surface $f=1$, we can use general solutions for a sphere. A solution to the hydrodynamic problem in the Stokes approximation has the form [11]

$$
\begin{gather*}
p_{i}=\mathrm{const}+M_{i} \sum_{n}(2 n+2)(2 n+3) a_{n} \omega_{n}, \\
p_{e}=\operatorname{cosnt}+M_{e} \sum_{n} 2 n(n-1) b_{n} \pi_{n}, \\
\mathbf{V}_{i}=\sum_{n} a_{n}\left((n+3) r^{2} \nabla \omega_{n}-2 n r \omega_{n}\right)  \tag{10}\\
\\
+\sum_{n}(n+1) c_{n} \nabla \omega_{n}, \\
\mathbf{V}_{e}=\sum_{n} b_{n}\left((2-n) r^{2} \nabla \pi_{n}+2(n+1) r \pi_{n}\right)-\sum_{n} n d_{n} \nabla \pi_{n}, \\
\pi_{n}=r^{-n-1} P_{n}(\eta), \quad \omega_{n}=r^{n} P_{n}(\eta),
\end{gather*}
$$

where $P_{n}(\eta)$ is the Legendre polynomial and $\eta=\cos \Theta$.
Similarly, the general solution to the Laplace equation for the potential has the form

$$
\begin{equation*}
\varphi_{e}=-r \cos \Theta+\sum_{n} B_{n} P_{n} / r^{n+1}, \quad \varphi_{i}=\sum_{n} C_{n} P_{n} r^{n} \tag{11}
\end{equation*}
$$

Here, $a_{n}, b_{n}, c_{n}, d_{n}, B_{n}$, and $C_{n}$ are constants.

## RESULTS OF CALCULATION

Set (4)-(9) in the first approximation has the form

$$
\nabla p_{i, e}^{(1)}=M_{i, e} \Delta \mathbf{V}_{i, e}^{(0)}, \quad \operatorname{div} \mathbf{V}_{i, e}^{(0)}=0, \quad \Delta \varphi_{i, e}^{(0)}=0
$$

with the boundary conditions on the surface $f=1$

$$
\begin{gather*}
V_{\Theta i}^{(0)}=V_{\Theta e}^{(0)}, \quad V_{r i}^{(0)}=V_{r e}^{(0)}=0,  \tag{12}\\
\lambda E_{r e}^{(0)}-E_{r i}^{(0)}=0, \quad E_{r e}-\varepsilon E_{r i}=\sigma_{0},  \tag{13}\\
\varphi_{i}^{(0)}=\varphi_{e}^{(0)}, \quad r \longrightarrow \infty: \varphi_{e}^{(0)} \longrightarrow-r \cos \Theta, \\
{\left[M\left(\frac{1}{r} \frac{\partial V_{r}^{(0)}}{\partial \Theta}+\frac{\partial V_{\Theta}^{(0)}}{\partial r}-\frac{V_{\Theta}^{(0)}}{r}\right)\right]=\sigma_{0} E_{\Theta}^{(0)},}  \tag{14}\\
{\left[p^{(1)}-2 M \frac{\partial V_{r}^{(0)}}{\partial r}\right]=\frac{d}{d \eta}\left(1-\eta^{2}\right) \frac{d f_{1}}{d \eta}+2 f_{1}} \\
+\frac{E_{r e}^{(0) 2}-E_{\Theta e}^{(0) 2}-\varepsilon\left(E_{r i}^{(0) 2}-E_{\Theta i}^{(0) 2}\right)}{2} .
\end{gather*}
$$

Using representations (10) and (11), we find the following solution to this problem:

$$
\begin{gather*}
p_{i}^{(1)}=14 M_{i} U r^{2} P_{2}(\eta)+\text { const }, \\
p_{e}^{(1)}=4 M_{e} U P_{2}(\eta) / r^{3}+\text { const, } \\
V_{r i}^{(0)}=2 U\left(r^{3}-r\right) P_{2}(\eta), \\
V_{\Theta i}^{(0)}=U\left(3 r-5 r^{3}\right) \sin \Theta \cos \Theta, \\
V_{r e}^{(0)}=2 U\left(\frac{1}{r^{2}}-\frac{1}{r^{4}}\right) P_{2}(\eta),  \tag{15}\\
V_{\Theta e}^{(0)}=-2 U \frac{1}{r^{4}} \sin \Theta \cos \Theta, \\
\varphi_{e}^{(0)}=-\left(r+\frac{\lambda-1}{2 \lambda+1} \frac{1}{r^{2}}\right) \cos \Theta, \\
U=\frac{9 \lambda(1-\lambda \varepsilon)}{10(2 \lambda+1)^{2}}, \quad \sigma_{0}=3 \frac{1-\lambda \varepsilon}{2 \lambda+1} \cos \Theta .
\end{gather*}
$$

It should be noted that boundary condition (13) is not used in solving the problem in the first approximation and serves only for the determination of the density $\sigma_{0}$. Two conditions (13) and (14), which state the fields in classical electrodynamics, are replaced in this approximation by conditions (12) and (14). As is seen from charge equation (6), such a situation takes place at $\alpha \beta \ll 1$. Therefore, the linear approximation is valid only in the limiting cases of highly viscous media or of a high-conductivity drop. The first-order contribution to the drop radius is given by

$$
\begin{gather*}
f_{1}=F P_{2}(\eta)=\frac{3}{4(2 \lambda+1)^{2}}\left(1+\lambda^{2}-2 \lambda^{2} \varepsilon\right.  \tag{16}\\
\left.+\frac{3}{5} \lambda(1-\lambda \varepsilon) \frac{3 \mu+2}{\mu+1}\right) P_{2}(\eta) .
\end{gather*}
$$

The condition $F>0$ corresponds to the transformation of the drop into a spheroid extended along the field direction. When $F<0$, the drop takes the shape of an oblate spheroid [2,3].

In the next approximation, the separation of terms of the same order with respect to $\alpha$ relates quadratic terms in $p$ and $f$ with linear terms of the other functions. In the second-order approximation, the problem is stated in the same manner; however, now the charge equation includes the convective term unlike the first approximation. A solution to the electric problem has the form

$$
\begin{gathered}
\varphi_{i}^{(1)}=A_{1} r \cos \Theta+A_{2} r^{3} P_{3}, \\
\varphi_{e}^{(1)}=A_{3} \frac{\cos \Theta}{r^{2}}+A_{4} \frac{P_{3}}{r^{4}}, \\
A_{1}=W+\frac{18}{5} \frac{\lambda(\lambda-1)}{(2 \lambda+1)^{2}} F, \quad A_{2}=4 W \frac{2 \lambda+1}{4 \lambda+3}, \\
W=\frac{12}{5} \beta U \frac{1-\lambda \varepsilon}{(2 \lambda+1)^{2}}, \\
A_{3}=A_{1}-\frac{6}{5} \frac{(\lambda-1)(2 \lambda+1)}{(2 \lambda+1)^{2}} F, \\
A_{4}=A_{2}-\frac{9}{5} \frac{\lambda-1}{(2 \lambda+1)^{2}} F .
\end{gathered}
$$

Using expansion (10), we determine the pressures and velocities:

$$
\begin{gathered}
p_{e}^{(2)}=\frac{M_{e}}{r^{3}}\left(4 B_{1} P_{2}+\frac{56}{5} B_{2} \frac{P_{4}}{r^{2}}\right), \\
p_{i}^{(2)}=M_{i} r^{2}\left(14 B_{5}+22 B_{6} r^{2} P_{4}\right), \\
V_{r e}^{(1)}=\frac{2 P_{2}}{r^{2}}\left(B_{1}+\frac{B_{3}}{r^{2}}\right)+\frac{2 P_{4}}{r^{4}}\left(2 B_{2}+\frac{B_{4}}{r^{2}}\right), \\
V_{\Theta e}^{(1)}=\frac{2 \sin \Theta \cos \Theta}{r^{4}}\left(B_{3}+\frac{1}{3}\left(B_{2}+\frac{B_{4}}{r^{2}}\right)\left(7 P_{2}-1\right)\right), \\
V_{r i}^{(1)}=2 P_{2}\left(B_{5} r^{3}+B_{7} r\right)+2 P_{4}\left(2 B_{6} r^{5}+B_{8} r\right), \\
V_{\Theta i}^{(1)}=-\sin \Theta \cos \Theta\left(5 B_{5} r^{3}+3 B_{7} r\right. \\
\left.+\frac{7}{3}\left(B_{6} r^{5}+\frac{5}{4} B_{8} r^{3}\right)\left(7 P_{2}-1\right)\right),
\end{gathered}
$$

The coefficients $B_{n}$ are related to each other by the following relationships:

$$
\begin{gathered}
B_{1}=3 F U-\frac{6}{35} F U G-\frac{3}{5} F U \frac{14 \lambda+1}{2 \lambda+1} \\
-\frac{3}{70} W \frac{40 \lambda^{2}(2 \varepsilon-1)+54 \varepsilon \lambda-130 \lambda-69}{(2 \lambda+1)(4 \lambda+3)}, \\
B_{2}=\frac{23}{21} F U-\frac{10}{21} W \frac{6 \varepsilon \lambda+4 \lambda-3}{4 \lambda+3}, \\
\frac{B_{1}+B_{3}}{2}=\frac{B_{1}+B_{5}}{5}=-\frac{B_{1}+B_{7}}{3}=\frac{2 B_{2}+B_{4}}{17} \\
=\frac{B_{2}+B_{6}}{3}=\frac{2 B_{2}+B_{8}}{6}=-\frac{1}{7} F U .
\end{gathered}
$$

Taking into account the first and second approximations, we come to the following expression for the latitude dependence of the drop radius:

$$
\begin{equation*}
f=1+\alpha A_{12} P_{2}+\alpha^{2}\left(A_{20}+A_{22} P_{2}+A_{24} P_{4}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{gathered}
A_{22}=\frac{79-94 \lambda}{35(2 \lambda+1)} F^{2}+\frac{1}{4}\left(5+3 G-\frac{6}{35} G^{2}\right) F U \\
+\frac{W}{14}\left(\frac{20 \varepsilon \lambda^{2}+116 \lambda^{2}+24 \varepsilon \lambda+251 \lambda+114}{(2 \lambda+1)(4 \lambda+3)}\right. \\
\left.+\frac{3(5+G)}{20} \frac{80 \varepsilon \lambda^{2}-40 \lambda^{2}+54 \varepsilon \lambda-130 \lambda-69}{(2 \lambda+1)(4 \lambda+3)}\right), \\
A_{24}=\frac{26}{35} F^{2}+\frac{1}{15}\left(1-\frac{11}{21} G\right) F U \\
+\frac{W}{21}\left(2 \frac{3 \varepsilon \lambda-12 \lambda+16}{4 \lambda+3}+\frac{9+G}{3} \frac{6 \varepsilon \lambda+4 \lambda-3}{4 \lambda+3}\right), \\
A_{20}=-\frac{F^{2}}{5}, \quad G=M_{i}-M_{e}=\frac{\mu-1}{\mu+1} .
\end{gathered}
$$

Here, $A_{12}=F$ and $A_{20}$ is a constant found from the condition of drop volume constancy. The terms in (17) that are proportional to $F^{2}$ and $F U$ coincide with data in [4]. The contribution of charge surface convection is allowed for by the parameter $W$. Figures 1-3 show the dependences of the coefficients $A_{k j}$ in relationship (17) on the relative conductivity $\lambda$ for various $\mu, \beta$, and $\varepsilon$. As is seen in Fig. 1, the $\mu$ dependence of $A_{12}$ is weak; for $A_{22}$ and $A_{24}$, the character of this dependence is the same. Comparing the coefficients $A_{k j}$ shows that the contribution of the second approximation may exceed the term linear in $\alpha$ by several orders. Such a behavior of the coefficients is due to the fact that series (17) is virtually a two-parametric expansion in $\alpha$ and $\beta$. Here, the procedure of determining the coefficients is performed up to the term linear in $\beta$, which is the basic


Fig. 1. Coefficient $A_{12}$ as a function of the relative conductivity $\lambda$. Solid lines, $\mu=0.01$; dashed lines, $\mu=100 . \varepsilon=$ (1) 0.1 , (2) 0.5 , (3) 2 , and (4) 10 .


Fig. 3. Coefficient $A_{24}$ as a function of $\lambda$ at $\mu=1$. The notation is the same as in Fig. 2.
term of the expansion at certain values. The drop remains spherical if $\lambda \varepsilon=1$ and $F=0$; that is, if the conditions $\varepsilon=1$ and $\lambda=1$ are fulfilled simultaneously.

Let us define the degree of drop deformation as

$$
\begin{equation*}
R=\frac{r_{1}}{r_{2}}, \tag{18}
\end{equation*}
$$

where $r_{1}=f(\Theta=0)$ and $r_{2}=f(\Theta=\pi / 2)$ are the lengths of the drop semiaxes in the longitudinal and transverse directions with respect to the field vector, respectively.

The case $R>1$ corresponds to a prolate spheroid; $R<1$, to an oblate one.

Figure 4 shows the dependences of the drop deformation $R$ on the field strength for various $\varepsilon, \lambda, \mu$, and $\beta$. These curves were constructed in the range $0 \leq \alpha \leq \alpha_{k}$, where $\alpha_{k}$ is the maximum value of $\alpha$ at which the curve $f(\Theta)$ remains convex. By a convex curve, we mean a closed curve that lies in full on one side of a tangent to it at any point. Such a choice of the $\alpha$ range follows


Fig. 2. Coefficient $A_{22}$ as a function of $\lambda$ at $\mu=1$. Solid lines, $\beta=0.01$; dashed lines, $\beta=100$. ( $1-4$ ) The same as in Fig. 1.


Fig. 4. Variation of the drop deformation with electric field strength. $\lambda=10$ and $\mu=10$. The notation is the same as in Fig. 2.
from observations that the drop remains stable as long as its shape is ellipsoidal and takes a dumbbell-like shape at the instant of disintegration [2, 12]. The parameter $\beta$ prevents drop compression. From Fig. 4, as $\beta$ grows, the drop compression decreases and under certain conditions the drop becomes extended.

Qualitatively, such an effect can be explained by convective charge transfer over the drop surface largely from the equator to the poles. When surface charge convection is absent ( $\beta=0$ ), the deformation is related to the flow inside the drop as follows [2,3]. At $\lambda \varepsilon \ll 1$, the liquid near the interface, according to (15), flows from the equator to the poles. At the same time, the function $F$ in relationship (16) is positive; that is, the spheroid is extended along the field. When $\lambda \varepsilon \gg 1$, the flow is directed from the poles to the equator, the function $F<$ 0 , and the spheroid is oblate. If $\beta>0$, then, according to (7), the gradient of the convective flux of the charges coincides with the direction of fastest increase of the ohmic current, which reaches a maximum near the


Fig. 5. Same as in Fig. 4. Solid curves are the results of calculation. ( $\square$ ) CO in PMPS, $r_{0}=0.15 \mathrm{~mm}, \varepsilon=1.9, \mu=1.18$, $\lambda=6.7 \times 10^{-3}$, and $\beta=0.36$; ( $\square$ ) water in PMPS, $r_{0}=0.5-$ $0.8 \mathrm{~mm}, \varepsilon=30, \mu=8.4 \times 10^{-4}, \lambda=10^{-6}$, and $\beta=10^{-3}$; ( $\mathbf{(})$ PMPS in CO, $r_{0}=0.25 \mathrm{~mm}, \varepsilon=0.527, \mu=0.85, \lambda=$ 150 , and $\beta=56.5$.
poles. Thus, one can conclude that surface charge convection causes an additional liquid motion from the equator toward the poles regardless of the drop deformation.

For $0.01 \leq \mu \leq 100,0.02 \leq \varepsilon \leq 50,10^{-3} \leq \lambda \leq 10^{3}, \beta \leq$ 1000 , and $\alpha \leq \alpha_{j k}$, the drop deformations calculated are within $0.5 \leq R \leq 2$.

## EXPERIMENTAL

The experimental study of drop deformation was carried out in a rectangular cell with the base area $4 \times$ 4 cm and an adjustable height of up to 2 cm . The side walls were made of glass, and a direct voltage from 0 to

Table 1. Properties of the liquids

| Liquid | $\rho_{e, i}, \mathrm{~g} / \mathrm{cm}^{3}$ | $\mu_{e, i}, \mathrm{p}$ | $\varepsilon_{e, i}$ | $\lambda_{e, i}, \Omega^{-1} \mathrm{~m}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: |
| PMPS | 1.1 | 11.9 | 2.69 | $1.43 \times 10^{-12}$ |
| CO | 0.97 | 14 | 5.1 | $2.1 \times 10^{-10}$ |
| BO | 0.87 | 0.73 | 1.9 | $6.0 \times 10^{-12}$ |
| TO | 0.88 | 0.67 | 2.36 | $9.46 \times 10^{-12}$ |
| Water | 1.0 | 0.01 | 81 | $10^{-6}$ |

Table 2. Interfacial tension, dyn/cm

| Liquid | Liquid |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |
| PMPS | $\times$ | 1.2 | 0.14 | 0.16 |
| CO |  | $\times$ | 0.6 | 0.72 |
| BO |  |  | $\times$ | - |
| TO |  |  |  | $\times$ |



Fig. 6. Same as in Figs. 4 and 5. (1-4) PMPS in CO, $\varepsilon=$ $0.527, \mu=0.85$, and $\lambda=150$. (1) $\beta=0$; (2) $\square, r_{0}=0.3 \mathrm{~mm}$ and $\beta=47.8$; (3) $\square, r_{0}=0.2 \mathrm{~mm}$ and $\beta=71.7$; (4) $\mathbf{\Delta}, r_{0}=$ 0.9 mm and $\beta=159$; (5) PMPS in CO, $r_{0}=0.05 \mathrm{~mm}, \varepsilon=$ $1.3, \mu=16.3, \lambda=4.3$, and $\beta=28$; (6) BO in PMPS, $r_{0}=$ $0.05 \mathrm{~mm}, \varepsilon=0.74, \mu=0.061, \lambda=0.23$, and $\beta=8.8$.

10 kV was applied to the metallic base. The liquid drop under study was injected into a liquid inside the cell through a glass capillary $0.010-0.005 \mathrm{~cm}$ in diameter. A pair of immiscible liquids was chosen from organic and mineral oils, organosilicon polymer polymethylphenylsiloxane (PMPS), and water. In the experiment, we measured the density, viscosity, permittivity, conductivity, and interfacial tension of the liquid pair. The drop image was photographed with the help of a long-focus optical system and a pulsed light source (pulse duration 1 ms ). The drop size was measured using photographs magnified 50 to 100 times. The measurement error for $\rho_{i, e}, \mu_{i, e}, \varepsilon_{i, e}$, and potential (field strength) did not exceed $1 \%$; for the conductivity, $15 \%$. The interfacial tension was measured by the hanging drop method or by the method of capillary rise with an accuracy of $\approx 5 \%$. The properties of the liquids are presented in Table 1, and the interfacial tensions for several pairs of the liquids are listed in Table 2. Except for the bobbin oil-castor oil pair, the other liquids are practically mutually insoluble. The surface tension in the water-PMPS and water-castor oil systems equaled 38 and $18 \mathrm{dyn} / \mathrm{cm}$, respectively.

Figures 5 and 6 show the dependences of the drop deformation on the field strength for various pairs of liquids (the drop is named first): castor oil (CO) in PMPS, water in PMPS, and PMPS in CO. Symbols in the figures are data points; the curves, results of calculation obtained using relationship (18). According to approximation (16) linear with respect to $\alpha$, the reversal of the drop-environment combination reverses the extension/flattering deformation when the product $\lambda \varepsilon$ considerably differs from unity, as, for example, for the PMPS-CO combination (Fig. 5, curves 1,3 ). This turns out to be valid when the parameter $\beta$ is far from its critical values. Figure 6 demonstrates the dependences of
$R$ on $\alpha$ for PMPS drops in CO with drop initial radii of $0.03,0.02$, and 0.009 cm (curves 2-4, respectively). It is seen that the compression of the drop decreases as its radius decreases. This effect is more pronounced for the PMPS-bobbin oil (BO) combination with a drop radius of 0.005 cm . Within the experimental error, the PMPS-BO and BO-PMPS combinations demonstrate only extension (Fig. 6, curves 5, 6). Similar behavior is observed for the PMPS-turbine oil (TO) and BO-CO combinations.

The calculations of the drop shape were carried out under the assumption that the drop deformation is small (formally for $\alpha<1$ ). At the same time, a number of theoretical curves plotted to $\alpha_{k}$ and several data points extend into the range $\alpha>1$ (Figs. 4-6). Such a situation takes place when $F<1, U<1$, and $\beta \ll 1$. In this case, the expansion of the drop radius contains the parameter $\alpha$ only in the combinations $\alpha F$ and $\alpha U$. Therefore, the radius of convergence of the power series for $f$ in $\alpha$ may be greater than unity.

In Fig. 5, the errors of data points for one of the curves are shown. The measurement error for $R$ does not exceed $1 \%$, and the parameter $\alpha$ calculated from the measured values of $E_{e}, r_{0}$, and $T$ has an error of $\approx 7 \%$. In the moderate deformation range, the agreement between the experimental and theoretical data is satisfactory. However, at $R \approx 1$, as in [2], the experimental deformations systematically exceed the calculated data.

The calculated curves in the figures are plotted up to the critical value of $\alpha_{k}$ corresponding to the ultimate convexity of the drop shape. The experimental values of $\alpha_{k}$ coincide with the calculated ones within the experimental error for the pairs of liquids considered. In general, the determination of $\alpha_{k}$ should be carried out within the problem of stability of the steady-state solution with regard for various mechanisms of drop stability loss [12-17]. The hypothesis for the stability of convex shapes used by us implies the development of a neck on the critical spheroid. In particular, a flattened drop in the critical field contracts most intensely along the line passing through the poles, transforming into a toroidal body. Observations, which are in complete agreement with data reported in [2], indicate that the final shape is not a torus but a bell-shaped figure, which disintegrates because of complicated motions.

If the drop is extended, one can expect its partition into two parts at the neck formed at the spheroid equator. Such a disintegration, accompanied by the emergence of satellite droplets, was observed in our experiments.

Under certain conditions, the disintegration is preceded by the ejection of jets (or individuals droplets) from the poles for an extended drop or of a fan-like jet from the equatorial region for an oblate spheroid. For example, in our calculations, the water drop disintegrates into two parts in air ( $\lambda=0, \varepsilon=81, \mu \gg 1$, and $\beta \gg 1$ ) at $\alpha_{k}=0.329$ and $R=1.74$. However, in a weaker


Fig. 7. Shape of a PMPS drop in castor oil. The field vector is parallel to the plane of the photograph and directed vertically. $E_{0}=$ (a) 0 , (b) $2.5 \times 10^{5}$, and (c) $3.5 \times 10^{5} \mathrm{~V} / \mathrm{m}$.
field at $\alpha_{k}=0.21$, the ejection of droplets from the poles is observed. This is due to the excitation of higher harmonics of capillary perturbations in regions of the highest field strength [10, 18]. At the same time, in the water-PMPS and water-CO systems, the ejection of droplets is absent: the drop splits into two roughly equal parts. The same was observed in [2] for a water drop in a medium with a viscosity that was one order of magnitude higher.

Figure 7 displays the photos of drops in the PMPSCO system. An initially spherical drop falls in lighter castor oil (Fig. 7a). Under the action of the electric field, it transforms into an oblate spheroid. At a certain field strength, a sharp edge appears at the equator from which the drop liquid flows out (Fig. 7b). The stronger the field, the more intense the outflow (Fig. 7c). In the latter case, a structure similar to a ring wake vortex forms. When carrying out the experiments, we did not select pairs of liquids with neutral buoyancy, because convection in the cell intensifies with growing field strength. From the deflection of the fan-like jet from the horizontal in Figs. 7b and 7c, one can conclude that convection has a minor effect in this case in comparison with the effect of the gravitational field. A similar transformation of a drop was observed in [2] in a much more viscous system. However, in [2], in a constant field the liquid outflow did not occur, while in a variable field, the ejection of individual droplets from the equatorial region of the spheroid, rather than a continuous fan-like jet, was observed.

## CONCLUSION

The models that do not allow for the motion of the charge along the interface between liquids derive the
dependences of the drop shape only on the conductivity, permittivity, and viscosity of the liquids. Experimental data for highly viscous liquids with a total viscosity of hundreds of poises confirm these results [1, 2]. At the same time, in low-viscous emulsions of weakly conducting liquids, the extension or compression of the drop along the field direction depends considerably on its size. This discrepancy is explained by the fact that these models use a truncated equation for surface charge transfer, which takes into account only the ohmic current through the interface. Convective charge transfer causes additional liquid flows, which act on the drop unilaterally, preventing its compression. The finer the drop, the higher the probability of finding the extension of an emulsion drop in a strong electric field virtually irrespective of other parameters of weakly conducting liquids. The assumption that the spheroid retains the convex shape up to the critical field strength at which the drop disintegrates into equal parts is in good agreement with observations.
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#### Abstract

The reverse current range of a Knudsen diode with surface ionization is studied under overneutralized conditions in the presence of electron emission from the collector. The difficulty of the problem is associated with the need to consider three particle flows: ions and electrons from the emitter and electrons from the collector. This work consists of two parts. In the first part, the potential distributions and $I-V$ characteristics for plasma regimes, where the potential distribution has a quasi-neutrality portion, are calculated. In the second, the diode with a small electrode spacing, where the near-electrode potential jumps overlap, is investigated. The asymptotic behavior of the current under high negative voltages is examined. Data obtained are compared with the classical Langmuir results for the diode with two opposing electron and ion flows. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The study of a Knudsen diode with surface ionization (SIKD) in the presence of electron emission from the collector is of great importance. The electron emission may greatly affect the properties of thermionic converters (TCs) filled with a Cs-Ba compound, where a hot barium-covered collector offers a high emissivity. Furthemore, finding the self-consistent potential distributions in a three-flow SIKD may reveal intriguing physical effects. In [1-4], SIKDs were studied without considering the emission from the collector. The first attempt to take the emission into account was made in [5]. However, the calculations were performed only for some arbitrarily selected conditions.

A basic parameter of an SIKD is the degree of neutralization

$$
\begin{equation*}
\gamma=\frac{n_{\mathrm{i}}^{+}(0)}{n_{\mathrm{e}}^{+}(0)}, \tag{1}
\end{equation*}
$$

where $n_{\mathrm{i}}^{+}(0)$ and $n_{\mathrm{e}}^{+}(0)$ are the concentrations of ions and electrons emitted from the collector immediately on its surface. Recently [6, 7], the method for computing potential distributions (PDs) in an SIKD has been suggested, and the $I-V$ characteristics of the device in the presence of electron emission from the collector in underneutralized conditions ( $\gamma<1$ ) have been analyzed. In the calculations, it was assumed that the emission
from the collector is unrestricted; that is, the electron flow into the plasma is defined by the potential barrier near the collector rather than by its work function. It has been shown [6] that, under negative voltages in the underneutralized regime, the PD has a minimum near the collector (i.e., a virtual anode arises), while the PD near the emitter is monotonic. Also, in the underneutralized regime, the saturation current in the reverse branch of the $I-V$ characteristic has been found to be proportional to the saturation current in the forward branch, with the proportionality coefficient being small (about 0.2) [7]. In this work, we study the PDs and $I-V$ characteristics in the reverse current range under overneutralized conditions ( $\gamma>1$ ). In this case, unlike the underneutralized regime, the PDs are more complicated: they are no longer monotonic near the emitter.

This work consists of two parts. In the first part, as in [6, 7], the analysis is performed for plasma conditions, where the potential distribution has a quasi-neutrality portion (potential plateau). The results are compared with experimental data for Cs-Ba-filled TCs. In the second part, an SIKD with a small electrode spacing, where the near-electrode potential jumps overlap, is studied. In this case, electron emission from the emitter can be neglected if $\gamma$ is high and one can consider only two opposing flows of unlikely charged particles: ions from the emitter and electrons from the collector. The asymptotic behavior of the current at small electrode spacings and high negative voltages is investi-
gated. These data are compared with the classical Langmuir results for the problem of two opposing flows of electrons and ions [8].

## CALCULATION METHOD

We assume that the diode operates under overneutralized conditions and that the emission from the collector is unrestricted. Then, at moderate negative voltages, the PD has a minimum in the electron-enriched near-collector region; that is, a virtual anode (VA) forms [6]. However, unlike underneutralized conditions, the PD between the emitter and the top of the electron VA is nonmonotonic: because of the excess of the ion space charge near the emitter, a potential maximum arises, which may be called a virtual cathode (VC) by analogy with the VA.

The potential diagram for this case is depicted in Fig. 1. The distance from the emitter is measured in terms of the Debye length $\lambda_{D}=\left[k T_{\mathrm{E}} /\left(4 \pi e^{2} n_{\mathrm{e}}^{+}(0)\right)\right]^{1 / 2}$, and the potentials, emitter and collector work functions, and applied voltage are expressed through $k T_{\mathrm{E}} / e$ ( $e$ is the charge of an electron, $k$ is the Boltzmann constant, and $T_{\mathrm{E}}$ is the emitter temperature). The associated dimensionless parameters are as follows: $\zeta$ is the distance to the emitter; $\eta$, potential; $\chi_{\mathrm{E}}$, emitter work function; $\chi_{\mathrm{C}}$, collector work function; and $u$, applied voltage. The potential diagram exhibits three characteristic potentials: plasma potential $\eta_{\mathrm{p}}$, potential at the top of the electron VA $\eta_{m}$, and that at the top of the ionic $\mathrm{VC} \eta_{M}$.

As in [6], the concentrations of the particles at the point with the potential $\eta$ can be represented as

$$
\begin{gather*}
n_{\mathrm{i}}=n_{\mathrm{i}}^{+}(0) F_{1}\left(\eta, \eta_{M}\right), \quad n_{\mathrm{eE}}=n_{\mathrm{e}}^{+}(0) F_{\mathrm{eE}}\left(\eta, \eta_{m}\right)  \tag{2}\\
n_{\mathrm{eC}}=n_{\mathrm{e}}^{-}\left(\eta_{m}\right) F_{\mathrm{eC}}\left(\eta, \eta_{m}, \Theta\right)
\end{gather*}
$$



Fig. 1. Potential diagram for an SIKD under overneutralized conditions and negative voltages in the presence of electron emission from the collector. $\eta_{m}$, potential at the top of the electron VA; $\eta_{M}$, potential at the top of the ionic VC; $\eta_{\mathrm{p}}$, plasma potential; $\chi_{\mathrm{E}}$, emitter work function; $\chi_{\mathrm{C}}$, collector work function; and $u$, applied voltage.

Here, the subscripts $E$ and $C$ indicate the place where the particles originate, $\Theta=T_{\mathrm{E}} / T_{\mathrm{C}}$ ( $T_{\mathrm{C}}$ is the collector
temperature), and $n_{\mathrm{e}}^{-}\left(\eta_{m}\right)$ is the concentration of electrons emitted from the collector at the point with the potential $\eta_{m}$ (the top of the VA). Under the assumption that the particles are emitted with the semi-Maxwellian velocity distribution functions, the functions $F$ in the interval between the points with the potentials $\eta_{M}$ and $\eta_{m}$ have the form

$$
\begin{gather*}
F_{\mathrm{i}}\left(\eta, \eta_{M}\right)=\exp \left(-\eta_{M}\right) \operatorname{exers}\left(\eta_{M}-\eta\right), \\
F_{\mathrm{eE}}\left(\eta, \eta_{m}\right) \\
=\left\{\begin{array}{l}
2 \operatorname{exers}(\eta)-\exp \left(\eta_{m}\right) \operatorname{exers}\left(\eta-\eta_{m}\right), \quad \eta>0 \\
2 \exp (\eta)-\exp \left(\eta_{m}\right) \operatorname{exers}\left(\eta-\eta_{m}\right), \quad \eta<0, \\
F_{\mathrm{eC}}\left(\eta, \eta_{m}, \Theta\right)=\operatorname{exers}\left[\Theta\left(\eta-\eta_{m}\right)\right], \\
\operatorname{exers}(x)=\exp (x)(1-\operatorname{erf}(\sqrt{x})), \\
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-t^{2}\right) d t
\end{array},\right. \tag{3}
\end{gather*}
$$

Formulas (3) can also be used for finding the concentrations in regions I and II in the potential diagram (Fig. 1), which are adjacent to the electrodes. Specifically, in region I, the electron concentration is found directly by these formulas, while in region II, the ion concentration is found by formula (3) for $F_{\mathrm{eE}}$ at $\eta<0$ if $\eta$ is replaced by $-\eta$ and $\eta_{m}$, by $-\eta_{m}$. The expression for the concentration of collector electrons in region II is given by
$F_{\mathrm{eC}}^{\mathrm{II}}\left(\eta, \eta_{m}, \Theta\right)=2 \exp \left[\Theta\left(\eta-\eta_{m}\right)\right]-\operatorname{exers}\left[\Theta\left(\eta-\eta_{m}\right)\right]$.
In [6], two conditions for finding the potentials $\eta_{p}$ and $\eta_{m}$ were used at $\gamma<1$ : the plasma quasi-neutrality condition and the condition of vanishing total charge on the outer part of the ionic VA (between the points with the potentials $\eta_{\mathrm{p}}$ and $\eta_{m}$ ). In the region where the PD is monotonic, the total charge vanishes along with the integral of the concentration over the potential. The result of integration of the function $F_{\mathrm{i}(\mathrm{e})}$ over the interval $\left(\eta_{1}, \eta\right)$ will be denoted as

$$
\begin{equation*}
G_{\mathrm{i}(\mathrm{e})}\left(\eta, \eta_{1} ; \ldots\right)=\int_{\eta_{1}}^{\eta} F_{\mathrm{i}(\mathrm{e})} d \eta^{\prime} \tag{5}
\end{equation*}
$$

where the ellipsis stands for other arguments of the function $G_{\mathrm{i}(\mathrm{e})}$ (sometimes they will be omitted). For the integral of the total concentration over this interval, we have
$G\left(\eta, \eta_{1}\right)=\gamma G_{\mathrm{i}}\left(\eta, \eta_{1}\right)-\beta G_{\mathrm{eC}}\left(\eta, \eta_{1}\right)-G_{\mathrm{eE}}\left(\eta, \eta_{1}\right) ;(6)$
therefore, a set of equations for the characteristic potentials can be written as

$$
\begin{align*}
& \gamma A_{1}+\beta B_{1}+C_{1}=0, \\
& \gamma A_{2}+\beta B_{2}+C_{2}=0,  \tag{7}\\
& \gamma A_{3}+\beta B_{3}+C_{3}=0 .
\end{align*}
$$

Here $\beta=n_{\mathrm{e}}^{-}\left(\eta_{m}\right) / n_{\mathrm{e}}^{+}(0)$,

$$
\begin{align*}
& A_{1}= F_{\mathrm{i}}\left(\eta_{\mathrm{p}}, \eta_{M}\right)=\exp \left(-\eta_{M}\right) \operatorname{exers}\left(\eta_{M}-\eta_{\mathrm{p}}\right), \\
& B_{1}=-F_{\mathrm{eC}}\left(\eta_{\mathrm{p}}, \eta_{m}, \Theta\right)=-\operatorname{exers}\left[\Theta\left(\eta_{\mathrm{p}}-\eta_{m}\right)\right], \\
& C_{1}=-F_{\mathrm{eE}}\left(\eta_{\mathrm{p}}, \eta_{m}\right) \\
&= \exp \left(\eta_{m}\right) \operatorname{exers}\left(\eta_{\mathrm{p}}-\eta_{m}\right)-2 \exp \left(\eta_{\mathrm{p}}\right), \\
& A_{2}=-G_{\mathrm{i}}\left(\eta_{\mathrm{p}}, \eta_{M}\right)=\exp \left(-\eta_{M}\right)\left[\operatorname{Ir}\left(\eta_{M}-\eta_{\mathrm{p}}\right)-1\right], \\
& B_{2}=G_{\mathrm{eC}}\left(\eta_{\mathrm{p}}, \eta_{M} ; \eta_{m}, \Theta\right) \\
&= \frac{1}{\Theta}\left\{\operatorname{Ir}\left[\Theta\left(\eta_{\mathrm{p}}-\eta_{m}\right)\right]-\operatorname{Ir}\left[\Theta\left(\eta_{M}-\eta_{m}\right)\right]\right\},  \tag{8}\\
& C_{2}= G_{\mathrm{eE}}\left(\eta_{\mathrm{p}}, \eta_{M} ; \eta_{m}\right)=2\left[\exp \left(\eta_{\mathrm{p}}\right)-\operatorname{Ir}\left(\eta_{M}\right)\right] \\
&-\exp \left(\eta_{m}\right)\left[\operatorname{Ir}\left(\eta_{\mathrm{p}}-\eta_{m}\right)-\operatorname{Ir}\left(\eta_{M}-\eta_{m}\right)\right], \\
& A_{3}=G_{\mathrm{i}}\left(\eta_{\mathrm{p}}, \eta_{m} ; \eta_{M}\right) \\
&= \exp \left(-\eta_{M}\right)\left[\operatorname{Ir}\left(\eta_{M}-\eta_{m}\right)-\operatorname{Ir}\left(\eta_{M}-\eta_{\mathrm{p}}\right)\right], \\
& B_{3}=-G_{\mathrm{eC}}\left(\eta_{\mathrm{p}}, \eta_{m} ; \Theta\right)=\frac{1}{\Theta}\left\{1-\operatorname{Ir}\left[\Theta\left(\eta_{\mathrm{p}}-\eta_{m}\right)\right]\right\}, \\
& C_{3}=-G_{\mathrm{eE}}\left(\eta_{\mathrm{p}}, \eta_{m}\right) \\
&= \exp \left(\eta_{m}\right)\left[\operatorname{Ir}\left(\eta_{\mathrm{p}}-\eta_{m}\right)+1\right]-2 \exp \left(\eta_{\mathrm{p}}\right),
\end{align*}
$$

To calculate $G_{\mathrm{i}(\mathrm{e})}$, we use the formula

$$
\begin{gather*}
\int_{\eta_{1}}^{\eta} \operatorname{exers}\left(\eta^{\prime}\right) d \eta^{\prime}=\operatorname{Ir}(\eta)-\operatorname{Ir}\left(\eta_{1}\right),  \tag{9}\\
\operatorname{Ir}(x)=\operatorname{exers}(x)+2 \sqrt{x / \pi} .
\end{gather*}
$$

Unlike $\gamma$, the parameter $\beta$ in (7) is not independent. It is related to the external parameters $\chi_{\mathrm{E}}, \Theta$, and $u$ through the relationship

$$
\begin{equation*}
\beta=\Theta^{-3 / 2} \exp \left[\left(\eta_{m}-u\right) \Theta-\chi_{\mathrm{E}}(\Theta-1)\right], \tag{10}
\end{equation*}
$$

which is readily found if we assume that the VA emits electrons like an electrode with the effective work function $\chi_{C}^{*}=\chi_{E}-\eta_{m}+u$ (Fig. 1) and the temperature $T_{\mathrm{C}}$. In this case, it is sufficient to express the concentrations $\eta_{\mathrm{e}}^{-}\left(\eta_{m}\right)$ and $n_{\mathrm{e}}^{+}(0)$ entering into the definition of $\beta$ through the corresponding emission current densities $j_{\mathrm{e}}^{-}\left(\eta_{m}\right)$ and $j_{\mathrm{e}}^{+}(0)$ and take advantage of the Richardson equation. Simultaneously, it is easy to derive a formula
for the density of the electron current through the diode:

$$
\begin{equation*}
\frac{j}{j_{\mathrm{e}}^{+}(0)}=\exp \left(\eta_{m}\right)-\frac{\beta}{\sqrt{\Theta}} . \tag{11}
\end{equation*}
$$

Here, the first and second terms are the contributions of emitter and collector electrons, respectively, to the current. Formulas (10) and (11) coincide with the corresponding formulas in [6].

In calculating the $I-V$ characteristic for a given degree of neutralization $\gamma$ as the parameter defining a point in the $I-V$ curve, it is suitable to specify the potential $\eta_{m}$ at the top of the electron VA. Set (7) can be viewed as a set of linear equations for $\gamma$ and $\beta$. With this in mind, to find $\eta_{M}$ and $\eta_{\mathrm{p}}$ for given $\gamma_{0}$ and $\eta_{m}$, one can proceed as follows. Let us prescribe, along with $\eta_{m}$, a tentative value of $\eta_{M}$. Then, from the compatibility condition for the set of linear equations

$$
\operatorname{det}\left|\begin{array}{lll}
A_{1} & B_{1} & C_{1}  \tag{12}\\
A_{2} & B_{2} & C_{2} \\
A_{3} & B_{3} & C_{3}
\end{array}\right|=0
$$

one can find the plasma potential $\eta_{p}$, and the solution of the set yields the values of $\gamma$ and $\beta$. The value of $\gamma$ found differs, as a rule, from $\gamma_{0}$. Therefore, to solve the problem for a given $\gamma_{0}$, it is necessary to repeat the above procedure by varying $\eta_{M}$ until $\gamma$ coincides with $\gamma_{0}$. In other words, this procedure defines $\gamma$ as a function of $\eta_{M}$, and $\eta_{M}$ is found by numerically solving the equation $\gamma\left(\eta_{M}\right)-\gamma_{0}=0$. The solution to this equation, as well as the solution to Eq. (12), can be found, for example, by the chord method. The voltage at the desired point in the $I-V$ characteristic is found by the formula

$$
\begin{equation*}
u=\eta_{m}-\frac{1}{\Theta}\left[\ln (\beta)+\frac{3}{2} \ln (\Theta)+\chi_{\mathrm{E}}(\Theta-1)\right], \tag{13}
\end{equation*}
$$

which is readily derived from (10), and the electron current is calculated directly from formula (11).

The parameters corresponding to the point $\alpha$ in the $I-V$ characteristic where $\eta_{\mathrm{p}}=\eta_{m}$, i.e., where the electron current vanishes, will be marked by the subscript $\alpha$. In [6], a method allowing one to analytically relate the parameters $\beta$ and $\eta_{\mathrm{p}}$ at the point $\alpha$ was described. It uses the fact that, in the layer $\left(\eta_{p}, \eta_{m}\right)$, there always (in particular, when $\eta_{p} \longrightarrow \eta_{m}$ ) exists a point $\eta^{*}$ where the derivative of the total charge density with respect to the potential vanishes. Applying this expedient to overneutralized conditions, one can readily show that the relation between the parameters $\beta_{\alpha}$ and $\eta_{\alpha}$ remains the same as in the underneutralized regime:

$$
\begin{equation*}
\beta_{\alpha}=\frac{\exp \left(\eta_{\alpha}\right)}{\sqrt{\Theta}} . \tag{14}
\end{equation*}
$$

Obviously, the formulas for $u_{\alpha}$ and $j_{\alpha}$ also remain valid:

$$
\begin{gather*}
u_{\alpha}=\left(\eta_{\alpha}-\chi_{E}\right)\left(1-\frac{1}{\Theta}\right)-\frac{1}{\Theta} \ln \Theta, \\
\frac{j_{\alpha}}{j_{\mathrm{e}}^{+}(0)}=\exp \left(\eta_{\alpha}\right)\left(1-\frac{1}{\Theta}\right) . \tag{15}
\end{gather*}
$$

These formulas follow from (11), (13), and (14). However, unlike the underneutralized regime, where the parameter $\eta_{\alpha}$ is found only from the quasi-neutrality condition, in our case it is found simultaneously from the first two equations of set (7), which at the point $\alpha$ take the form

$$
\begin{gather*}
\gamma \exp \left(-\eta_{M \alpha}\right) \operatorname{exers}\left(\eta_{M \alpha}-\eta_{\alpha}\right)-\exp \left(\eta_{\alpha}\right)\left(1+\frac{1}{\sqrt{\Theta}}\right)=0 \\
\gamma \exp \left(-\eta_{M \alpha}\right)\left[\operatorname{Ir}\left(\eta_{M \alpha}-\eta_{\alpha}\right)-1\right] \\
+\Theta^{-3 / 2} \exp \left(\eta_{\alpha}\right)\left\{1-\operatorname{Ir}\left[\Theta\left(\eta_{M \alpha}-\eta_{\alpha}\right)\right]\right\}  \tag{16}\\
+2\left[\exp \left(\eta_{\alpha}\right)-\operatorname{Ir}\left(\eta_{M \alpha}\right)\right] \\
-\exp \left(\eta_{\alpha}\right)\left[1-\operatorname{Ir}\left(\eta_{M \alpha}-\eta_{\alpha}\right)\right]=0 .
\end{gather*}
$$

An algorithm for the numerical solution of set (16) is similar to that for the solution of set (7).

It should be noted that for the calculation of the $I-V$ characteristic in the plasma regime, the characteristic potentials in the PD will suffice. However, if necessary, the entire PD can be constructed for any point in the $I-$ $V$ curve, i.e., as was described in [6]. The absolute value of the electric field strength at a point $\eta$ is known: $|\varepsilon|=$ $\left[-2 G\left(\eta, \eta_{1}\right)\right]^{1 / 2}$, where $G\left(\eta, \eta_{1}\right)$ is the integral of concentration (6) over the potential from the potential $\eta_{1}$ at the point with $\varepsilon=0$ (the top of the VC or VA) to the potential $\eta$. It should be emphasized that the function $G\left(\eta, \eta_{1}\right)$ thus defined is always negative. From the


Fig. 2. Potential distribution for $\chi_{\mathrm{E}}=15, \Theta=2$, and $u=-20$. $\gamma=10$ (1), 100 (2), and 1000 (3). Corresponding points I-III are shown in Fig. 4.
known field strength and using the relationship $\varepsilon=$ $-d \eta / d \zeta$, one finds the dependences $\zeta(\eta)$, i.e., the PD in the monotonicity ranges. For example, for the region between the top of the VA and the potential plateau, we have

$$
\begin{equation*}
\zeta_{m}-\zeta=\int_{\eta_{m}}^{\eta}\left[-2 G\left(x, \eta_{m}\right)\right]^{-1 / 2} d x \tag{17}
\end{equation*}
$$

## RESULTS OF CALCULATIONS

With the approach described above, we performed the calculations for three values of the parameter $\gamma$ in the range of negative voltages $\left(u<u_{\alpha}\right)$ (Figs. 2-6). Figure 2 exemplifies the potential distributions; Figs. 3 and 4, the dependences of the potentials at the characteristic points and the voltage dependence of the electron current. At the point $\alpha$, the current is always positive but goes to the range of reverse currents as the voltage deviates slightly from this point.

As follows from Fig. 4, the reverse current in the vicinity of the point $\alpha$ grows sharply with voltage magnitude. Subsequently, the growth of the current slows down markedly and the curves tend to saturation. At high $|u|$, the reverse current is more than twice as high as the emission current of the emitter $j_{\mathrm{e}}^{+}(0)$ and is virtually independent of $\gamma$. Since at $\gamma>1$ the forward saturation current coincides with $j_{\mathrm{e}}^{+}(0)$, the basic result of the calculation can be stated in the following way: The reverse saturation current under overneutralized conditions in the presence of electron emission from the collector is proportional to the forward saturation current, with the proportionality factor being about 2 . Note that the proportionality between the reverse and forward saturation currents was also observed in the underneutralized regime [7], but the proportionality factor was found to be about 0.2. The fact that the ratio of the reverse and forward saturation currents at $\gamma>1$ exceeds that at $\gamma<1$ by one order of magnitude can be used to identify the operating conditions of the SIKD.

Let us compare our results with those obtained earlier for a nonemitting collector (for details, see [3]). If the electron emission from the collector is absent, the collector potential $\eta_{\mathrm{C}}$ is negative, and $\gamma>1$, the PD has an ionic VC (as in Fig. 1) but the electron VA is absent. In [3], detailed calculations for the underneutralized regime were performed and the principle of symmetry was stated. According to this principle, if the potential and charged particle concentration distributions are known for given $\gamma$ and $\eta_{\mathrm{C}}$, the corresponding distributions for the degree of neutralization $1 / \gamma$ and collector potential $-\eta_{\mathrm{C}}$ are found by substituting $-\eta$ for $\eta$ and commuting the subscripts referring to the particles. In particular, the distribution of the ion concentration and the ion current density under overneutralized conditions coincide with those of the electron concentration


Fig. 3. Voltage dependences of the characteristic potentials $\eta_{M}$ (solid lines) and $\eta_{\mathrm{p}}$ (dashed lines) for $\gamma=10$ (1), 100 (2), and 1000 (3).
and electron current density in the underneutralized regime.

The voltage dependences of the ion current $j_{\mathrm{i}}^{0}$ [in units of $\left.j_{\mathrm{e}}^{+}(0)\left(m_{\mathrm{e}} / m_{\mathrm{i}}\right)^{1 / 2}\right]$ that were obtained by using data in [3] (see also [9]) and the principle of symmetry are shown in Fig. 5a by dashed curves. The ionic current grows appreciably at voltages from 0 to several units of $k T_{\mathrm{E}} / l$ because of the increase in emitter electron concentration (and, consequently, the additional neutralization of the ion charge near the VC) due to electron reflection from the potential jump at the collector. The ion current is saturated after all the electrons have been reflected. This effect also shows up in the voltage dependences of the ionic current in the absence of the emission from the collector (solid lines in Fig. 5a).

Roughly, the reverse current vs. voltage dependence in the presence of the emission from the collector can be found within a simple model assuming that the collector electrons have no effect on the ionic current from the emitter and the electron current from the collector $j_{\mathrm{eC}}$ and the ionic current are related as

$$
\begin{equation*}
\frac{j_{\mathrm{eC}}}{j_{\mathrm{i}}}\left(\frac{m_{\mathrm{e}}}{m_{\mathrm{i}}}\right)^{1 / 2}=1 \tag{18}
\end{equation*}
$$

This relationship approximates the equality condition for the total charges in the spacing between the virtual electrodes. Substituting $j_{\mathrm{i}}^{0}$ into (18) yields $j_{\mathrm{eC}}$, which equals the reverse current at high negative voltages: $j=j_{\mathrm{i}}^{0}\left(m_{\mathrm{i}} / m_{\mathrm{e}}\right)^{1 / 2}$. For $\gamma=10$, the dependence of $j / j_{\mathrm{e}}^{+}(0)$ on $u$ is depicted in Fig. 5 b by the dashed line. For comparison, the result of the self-consistent calculation is also shown. In Fig. 6, the dependence of $\left(j_{\mathrm{e}} / j_{\mathrm{i}}\right)\left(m_{\mathrm{e}} / m_{\mathrm{i}}\right)^{1 / 2}$ on $u$ obtained by the self-consistent cal-


Fig. 4. Voltage dependences of the electron current for $\gamma=$ 10 (1), 100 (2), and 1000 (3). $\chi_{\mathrm{E}}=15$ and $\Theta=2$; dashed lines depict associated asymptotic limits.
culation (solid curve) is presented. At intermediate $|u|$, the curve runs much below unity. At the same time, as follows from Fig. 5a, $j_{\mathrm{i}}$ exceeds $j_{\mathrm{i}}^{0}$ at these $|u|$. In finding the electron current, both effects compensate each other; as a result, the model suggested adequately describes the behavior of the reverse current (Fig. 5b).

We stress that the behavior of the curves in Figs. 4 and 5 , which were obtained in the presence of electron emission from the collector, reflects (1) the penetration of collector electrons into the emitter region and their


Fig. 5. (a) Voltage dependences of the ion current with (solid curves) and without (dashed curves) emission from the collector (in both cases, the zero voltage is placed at the point $\alpha$ ). $\chi_{\mathrm{E}}=15, \Theta=2 . \gamma=10(1), 100(2)$, and 1000 (3). (b) Voltage dependence of the electron current for $\gamma=10$. Solid curve, exact calculation; dash-and-dot line, approximate calculation with using the ion current and relationship (18) without considering emission from the collector.


Fig. 6. Voltage dependence of the ratio between the electron current from the collector and the ion current from the emitter. Solid curve, exact calculation for $\gamma=10$; dashed line, model representation.


Fig. 7. Experimental dependence of the reverse saturation current $I_{\mathrm{r}}$ on the forward saturation current $I_{\mathrm{f}}$ under overneutralized operating conditions of the SIKD. Dots, experimental data; solid line, processing of the experimental data by the least squares method.
effect on the neutralization of the ionic space charge near the emitter and (2) the effect of emitter electrons on the passage of ions into the near-collector region and the neutralization of the electron charge near the collector.

It should also be noted that the approximate equations for the current coincide, at high voltages, with the zeroth-order equations used in finding asymptotic solutions at $u \longrightarrow \infty$ (see Appendix, Eqs. (A2), (A3)). Therefore, the approximate calculation yields an accurate value of the reverse saturation current.

As follows from Fig. 4, the electron current declines slowly with increasing $\gamma$ when $\gamma>10$. With data in [9] used to find the ultimate (at $u \longrightarrow \infty$ ) value of the ion current, we obtain the saturation electron current values $2.54,2.46$, and 2.41 for $\gamma=10,100$, and 1000 , respectively. These asymptotic values of the electron current are shown by dashed lines in Fig. 4. It can be shown (see Appendix) that the electron current asymptotically tends to two if $\gamma \longrightarrow \infty$.

On the other hand, Fig. 3 implies that the VC must disappear, i.e., the ion current must become saturated, when $\gamma$ decreases to some critical value $\gamma^{*}$. Hence, at $\gamma<\gamma^{*}$, the electron current must decrease. It is shown in the Appendix (Fig. 8) that $\gamma^{*}=2.47$ for $|u|=\infty$. In the transition region ( $\gamma<2.47$ ), the PD changes and calls for special investigation.

Note that $\chi_{C}$ does not appear in the formulas for calculating the $I-V$ characteristics and finding the characteristic points in the PD and, thereby, does not affect the PD. This is, however, true until the value of $\chi_{C}$ becomes too small. Indeed, a decrease in $\chi_{\mathrm{C}}$ for a given $u$ causes the collector potential $\eta_{\mathrm{C}}$ to rise. If $\eta_{\mathrm{C}}$ exceeds $\eta_{M}$, ions near the collector partially reflect and formulas (3) for $F_{\mathrm{i}}$ become incorrect. The work function $\chi_{\mathrm{C}}$ at which $\eta_{C}=\eta_{M}$ is found from the equality $\chi_{\mathrm{C}}=\chi_{\mathrm{E}}+u-\eta_{M}$ (Fig. 1). Substituting the values of $u$ and $\eta_{m}$ at the point $\alpha$ into this equality yields the minimal collector work function for which ions a fortiori will not reflect from the collector region for any $u<u_{\alpha}$. For example, for $\gamma=$ $10, \chi_{\mathrm{E}}=15$, and $\Theta=2$, the minimal value of $\chi_{\mathrm{C}}$ turns out to be 5.3.

## COMPARISON WITH EXPERIMENT

The asymptotic behavior of the analytical $I-V$ characteristics was confirmed experimentally. The experiments were performed in $\mathrm{Cs}-\mathrm{Ba}$-filled TCs with the setup described in [10]. The results of the experimental study under overneutralized conditions at moderate (to 2000 K ) emitter temperatures were published in [11].

In the experiments, the collector temperature was kept at a relatively high level (1000-1300 K). The presence of Ba allowed us to vary the emitter work function (and, hence, the parameter $\gamma$ ) over a wide range. The high temperature and the low work function of the collector provided unrestricted electron emission from the collector. At the same time, ion emission from the col-
lector was negligibly small. Thus, the experiments imitated conditions used in the calculations.

In the experiments, we varied the emitter temperature, as well as the cesium and barium vapor pressure, and recorded the $I-V$ characteristics. From the $I-V$ curves, we determined the forward, $I_{\mathrm{f}}$, and reverse, $I_{\mathrm{r}}$, currents. It was found that if the electron emission from the emitter under overneutralized conditions is increased severalfold (e.g., by increasing the emitter temperature), the reverse current increases roughly by the same factor.

To determine the proportionality coefficient between the forward and reverse saturation currents, the experimental values of these currents were plotted as data points in the plane $\left(I_{\mathrm{f}}, I_{\mathrm{r}}\right)$ (Fig. 7). The proportionality coefficient found by linearly approximating the experimental $I_{\mathrm{r}}$ vs. $I_{\mathrm{f}}$ dependence with the least squares method was equal to $1.9 \pm 0.3$. This value is in reasonable agreement with the calculated asymptotic limit $j^{0}$ of the reverse current: for the range of $\gamma$ considered, $j^{0} / j_{\mathrm{e}}^{+}(0) \approx 2.5$ (see Fig. 4 and Appendix). The value of $I_{\mathrm{r}} / I_{\mathrm{f}}$ found experimentally is somewhat less than the calculated value, possibly because the data points were taken at voltages lower than 10 V , where the asymptotic behavior of the current is not quire clear. High reverse voltages could not be used, since the TC might pass into the arc regime. Moreover, data points corresponding to small $\gamma$ (close to $\gamma^{*}$ ) could decrease the current ratio.

Thus, in this work we elaborated a method of selfconsistent calculation of the potential distribution and $I-V$ characteristics under overneutralized conditions of SIKD operation in a range of reverse currents. It was shown that the potential distribution has an ionic virtual cathode near the emitter and an electron virtual anode near the collector. The calculations of the potential distribution and $I-V$ branch in the range of reverse currents (at $u<u_{\alpha}$ ) for several values of the degree of neutralization were performed. For overneutralized conditions, the calculated reverse saturation current was found to exceed the forward saturation current by a factor of 2.5 in a wide range of $\gamma$. This is in good agreement with the experimental data. The fact that the ratio of the reverse and forward saturation currents under overneutralized conditions exceeds that in the underneutralized regime by one order of magnitude can be used for experimentally identifying SIKD operating conditions. In the case of a large electrode spacing, the $I-V$ characteristic is constructed by solving a set of transcendental equations (7) and finding the potentials at points with a zero electric field. In the regions of monotonicity, the potential distribution was calculated only for greater clarity. The situation is quite different when the spacing is small. In this case, the plasma region disappears, the electrode regions overlap, and the $I-V$ characteristic can be constructed only if the complete potential distribution is known. An SIKD with three particle flows and


Fig. 8. $\gamma$ dependence of the zeroth-order approximation parameters (1) $\eta_{M}^{0}$ and (2) $\eta_{\mathrm{p}}^{0}$.
a small electrode spacing will be considered in part II of this work.
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## APPENDIX

## Asymptotic Behavior of Electron Current under High Negative Voltages

Consider the potential evolution at $u \longrightarrow-\infty$. In this case, clearly, $\eta_{m} \longrightarrow-\infty$. An asymptote will be found under the assumption that a quasi-neutrality plateau in the potential distribution exists, i.e., that the electrode spacing is small. Using the asymptotic behavior of the functions exers $(x)$ and $\operatorname{Ir}(x)$ in set (4) at $\eta_{m} \longrightarrow-\infty$ (namely, $\operatorname{exers}(x) \sim 1 / \sqrt{\pi x}, \operatorname{Ir}(x) \sim 2 \sqrt{x / \pi}+1 / \sqrt{\pi x}$ at $x \longrightarrow \infty$ ), one can show that $\eta_{M}, \eta_{\mathrm{p}}, \beta$, and $j$ are expanded in the small parameter $\omega=1 / \sqrt{-\eta_{m}}$ :

$$
\begin{align*}
\eta_{M} & =\eta_{M}^{0}+\eta_{M}^{1} \omega+\ldots \\
\eta_{\mathrm{p}} & =\eta_{\mathrm{p}}^{0}+\eta_{\mathrm{p}}^{1} \omega+\ldots  \tag{A1}\\
\beta & =\beta^{0}+\beta^{1} \omega+\ldots \\
j & =j^{0}+j^{1} \omega+\ldots
\end{align*}
$$

Then, in the zeroth-order expansion in $\omega$, we have the following set of equations for $\eta_{M}, \eta_{\mathrm{p}}$, and $\beta$ :

$$
\begin{gather*}
\gamma \exp \left(-\eta_{M}^{0}\right) \operatorname{exers}\left(\Delta \eta^{0}\right)-2 \exp \left(-\eta_{\mathrm{p}}^{0}\right)=0 \\
\gamma \exp \left(\eta_{M}^{0}\right)\left[\operatorname{Ir}\left(\Delta \eta^{0}\right)-1\right]-2\left[\operatorname{Ir}\left(\eta_{M}^{0}\right)-\exp \left(\eta_{\mathrm{p}}^{0}\right)\right]=0 \\
\beta^{0}=\gamma \sqrt{\Theta} \exp \left(-\eta_{M}^{0}\right) \tag{A2}
\end{gather*}
$$



Fig. 9. $\gamma$ dependence of the (1) zeroth-order current $j^{0}$ and (2) coefficient $j^{1}$ by $\omega$ in the first-order correction to the current.
where $\Delta \eta^{0}=\left(\eta_{M}^{0}-\eta_{p}^{0}\right)$. The zeroth-order approximations for $\eta_{M}^{0}$ and $\eta_{p}^{0}$ are found from the first two equations of set (A2). It is interesting that these equations coincide with equations for overneutralized conditions in the absence of electron emission from the collector [3] at high negative values of $u$, i.e., under ion current saturation conditions. This is because the concentration of electrons emitted from the collector is negligibly small in the plateau region and near the emitter when $|u| \longrightarrow \infty$. Thus, finding $\eta_{M}^{0}$ and $\eta_{\mathrm{p}}^{0}$ is reduced to using the results of the problem solved previously.

Once $\eta_{M}^{0}$ and $\eta_{p}^{0}$ have been found, the parameter $\beta^{0}$ is determined from the third equation of set (A2). With formula (11), we obtain a zeroth-order expression for the electron current:

$$
\begin{equation*}
j^{0^{\prime}}=\left|\frac{j^{0}}{j_{\mathrm{e}}^{+}(0)}\right|=\frac{\beta^{0}}{\sqrt{\Theta}}=\gamma e^{-\eta_{M}^{0}} \tag{A3}
\end{equation*}
$$

It is easy to check that (A3) is equivalent to (18), i.e., that asymptotic relationship (18) is exact. The $\gamma$ dependences of $\eta_{M}^{0}$ and $\eta_{\mathrm{p}}^{0}$ are depicted in Fig. 8. It is seen that $\eta_{M}^{0}$ is a nearly linear function of $\ln (\gamma)$ and vanishes at $\gamma=\gamma^{*}=2.47$. In addition, the slope of this linear dependence is close to unity. Then, from (A3) it follows that the current $j^{01}$ must be almost independent of $\gamma$ and be close to $\gamma^{*}$. This is illustrated in Fig. 9 (curve 1 ). In a wide range of $\gamma, j^{0} \approx 2.5$. Note also that, according to Fig. $8, \gamma^{*}$ is the lower limit of the degree of neutralization below which the solution with an ionic VC is absent at high negative voltages.


Fig. 10. Voltage dependences of the current in various approximations for $\gamma=10$ : (1) exact solution, (2) $j_{\text {as }}$ (calculation by formula (A7)), and (3) asymptotic limit $j^{0}$.

From set (A2) at $\gamma \longrightarrow \infty$, one can find analytical asymptotic formulas for the parameters of the zerothorder approximation:

$$
\begin{gather*}
\eta_{M}^{0} \sim \ln \gamma, \quad \eta_{\mathrm{p}}^{0} \sim-\frac{1}{2} \ln (\ln \gamma)  \tag{A4}\\
j^{0}(\gamma)=\gamma \exp \left(-\eta_{M}^{0}\right) \longrightarrow 2
\end{gather*}
$$

Thus, if the degree of neutralization is infinitely large, the ratio of the reverse and forward saturation currents equals two. It should be noted, however, that this ratio tends to saturation (i.e., to two) very slowly (Fig. 8) and actually the saturation is never reached.

After tedious transformations, we find for the coefficients by $\omega$ in (A1)

$$
\begin{gather*}
\eta_{M}^{1}=\frac{\beta^{0}}{\sqrt{\pi} \Theta} \frac{\left(p_{2}-p_{1}\right)}{d}, \quad \eta_{p}^{1}=\frac{\beta^{0}}{\sqrt{\pi} \Theta} \frac{\left(q_{1}-q_{2}\right)}{d} \\
\beta^{1}=\gamma \exp \left(-\eta_{M}^{0}\right)  \tag{A5}\\
\times\left[\frac{\sqrt{\Theta}}{2}-\sqrt{\Theta} \eta_{M}^{1}-\frac{\sqrt{\Theta}}{2} \operatorname{Ir}\left(\Delta \eta^{0}\right)-\sqrt{\pi} \Theta \exp \left(\Delta \eta^{0}\right)\right] \\
\text { where } d=q_{1} p_{2}-q_{2} p_{1}, \\
q_{1}=-\gamma / \sqrt{\pi \Delta \eta^{0}} \exp \left(-\eta_{M}^{0}\right) \\
p_{1}=-\gamma\left[\operatorname{exers}\left(\Delta \eta^{0}\right)-1 / \sqrt{\pi \Delta \eta^{0}}\right] \\
\quad \times \exp \left(-\eta_{M}^{0}\right)-2 \exp \left(-\eta_{M}^{0}\right) \\
q_{2}=\frac{1}{\Delta \eta^{0}}\left[\exp \left(-\eta_{M}^{0}\right)\left(1-\operatorname{Ir}\left(\Delta \eta^{0}\right)\right)\right. \\
\left.\quad+\operatorname{exers}\left(\Delta \eta^{0}\right)-2 \operatorname{exers}\left(\eta_{M}^{0}\right)\right]
\end{gathered} \begin{gathered}
p_{2}=\frac{1}{\Delta \eta^{0}}\left[-\gamma \exp \left(-\eta_{M}^{0}\right) \operatorname{exers}\left(\Delta \eta^{0}\right)+2 \operatorname{exers}\left(\eta_{M}^{0}\right)\right]
\end{gather*}
$$

From (11), using the value of $\beta^{1}$, we find for the coefficient by $\omega$ in current expansion (A1)

$$
\begin{equation*}
j^{1^{\prime}}=\left|\frac{j^{1}}{j_{\mathrm{e}}^{+}(0)}\right|=\frac{\beta^{1}}{\sqrt{\Theta}} . \tag{A6}
\end{equation*}
$$

The function $j^{1}(\gamma)$ is shown in Fig. 9 (curve 2). It is seen that, unlike $j^{00}, j^{1}$ significantly depends on $\gamma$. Figure 10 demonstrates the exact solution $j$, asymptotic dependence (first-order approximation) $j_{\mathrm{as}}=j^{0}+j^{1} \omega$, and the asymptotic limit $j^{0}$. The first-order approximation gives a slightly overestimated value of the current. However, as an estimate, this value can be used even at relatively low reverse voltages.
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#### Abstract

A Knudsen diode with surface ionization under overneutralized conditions is studied in the range of reverse current. The electrode spacing is assumed to be small, which causes the potential jumps near the electrodes to overlap. The asymptotic behavior of the current under high negative voltage is investigated. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

This paper continues our study of a Knudsen diode with surface ionization (SIKD) in the case of unrestricted electron emission from the collector under overneutralized conditions, that is, at degrees of neutralization $\gamma=n_{\mathrm{i}}^{+}(0) / n_{\mathrm{e}}^{+}(0)>1$ (where $n_{\mathrm{i}(\mathrm{e})}^{+}(0)$ is the concentration of ions (electrons) leaving the emitter (collector) immediately on the electrode surface). The diode involves three flows of particles: electrons and ions from the emitter and electrons from the collector.

In the first part of this work [1], we considered an SIKD with a large electrode spacing, where the potential distribution exhibits a quasi-neutrality region (potential plateau) and the potential varies within the narrow near-electrode regions. The potential distribution (PD) and $I-V$ characteristics in the range of reverse currents were examined. It was shown that, unlike underneutralized conditions [2, 3], both a virtual anode (VA) near the collector and an electron virtual cathode (VC) near the emitter arise in this range of the current and that the reverse saturation current in the $I-V$ characteristic is more than twice as high as the forward saturation current.

This paper is the second part of the work, where we study the diode with a small electrode spacing, where the potential plateau disappears and the near electrode potential jumps overlap. Note that the use of a small electrode spacing is one way of improving the efficiency of thermionic converters (TCs), which are, in essence, SIKDs [4]. Therefore, the analysis of smallspacing SIKDs is of great applied interest. The method for calculating the current and constructing the poten-
tial distribution in such devices, as well as associated calculations, are given in Section 1 of this paper.

If $\gamma$ is large and the applied voltage is high, the effect of electron emission from the collector in small-spacing SIKDs is insignificant. In this case, the problem of finding the reverse current becomes similar to the Langmuir problem of two opposing particle flows in a diode [5]. In [5], Langmuir studied the neutralization of the space charge produced in the electrode spacing by electrons emitted from the cathode and by ions originating at the anode. In our case, ions are generated on the hot emitter due to surface ionization, while electrons are emitted by the cooler collector, the electron source being under a negative potential relative to the ion source in both cases. Consequently, the SIKD collector and emitter can be viewed as the cathode and the anode, respectively, in terms of the Langmuir problem. Therefore, when comparing associated results, one should change signs of the current and voltage values. In Section 2 of this part, we study the asymptotic behavior of the SIKD reverse current under high negative voltages and compare our data with the classical Langmuir results.

## 1. ANALYSIS OF A SMALL-SPACING SIKD

In the case considered in [1], the PD has a quasineutral plateau; in other words, the sum of the widths of the near-electrode regions within which the potential varies is much less than the electrode spacing $d$. In this case, by varying $d$, we vary only the width of the plateau without changing the passing current and the PD in the near-electrode regions. However, if the electrode spacing $d$ is sufficiently small, when the near-electrode regions overlap (see the potential diagram in Fig. 1), the
current becomes $d$ dependent. In Fig. 1 and thereafter, the variables and units of measure are the same as in Part I [1].

At high voltages $\left(|U| \gg k T_{\mathrm{E}} / e\right.$, where $k$ is the Boltzmann constant, $e$ is the electron charge, and $T_{\mathrm{E}}$ is the emitter temperature), the critical spacing at which the plateau in the PD disappears depends largely on the width of the near-collector region across which the potential drops. The width of this region can be estimated if it is assumed that the space charge is produced mainly by collector electrons with negligibly small initial thermal velocities. In this case, the electron current, width of the region, and the potential difference across the region are related by the well-known Child's law for a vacuum diode [6]:

$$
\begin{equation*}
j_{3 / 2}=\frac{1}{9 \pi}\left(\frac{2 e}{m_{\mathrm{e}}}\right)^{1 / 2} \frac{U^{3 / 2}}{d^{2}}, \tag{1}
\end{equation*}
$$

where $m_{\mathrm{e}}$ is the mass of an electron, $U$ is the applied voltage, and $d$ is the electrode spacing in the diode.

Using (1), we obtain for the dimensionless critical spacing

$$
\begin{equation*}
\tilde{\delta}=\frac{2}{3} \pi^{1 / 4}|u|^{3 / 4}\left(\frac{|j|}{j_{\mathrm{e}}^{+}(0)}\right)^{1 / 2} \approx 1.25|u|^{3 / 4} . \tag{2}
\end{equation*}
$$

Here, we took into account the fact that the relative reverse current roughly equals two in a wide range of $\gamma$ under overneutralized conditions and high dimensionless voltages $|u|$ [1]. The basic difference between the PD at the critical point in the $I-V$ characteristic and the PD in a vacuum diode [6] is that there is an inflection point within the spacing where the second-order derivative vanishes. Therefore, a more exact estimator of the critical spacing appears to be

$$
\begin{equation*}
\delta_{c}=2 \tilde{\delta} \tag{3}
\end{equation*}
$$

Further calculations supported the validity of such an estimate: at $\delta=\delta_{c}$, the calculated current exceeds the current in the plasma regime by no more than $10-20 \%$. The critical spacings for a number of voltages are listed in Table 1. For given $u$, the electrode spacing will be called small if $\delta<\delta_{c}$. It should be noted that the above estimate becomes invalid if $|u|$ is sufficiently small.

In [1], three characteristic potentials in the $I-V$ characteristic at $\delta>\delta_{c}$ (plasma potential $\eta_{\mathrm{p}}$, potential at the top of the VA $\eta_{m}$, and potential at the top of the $\mathrm{VC} \eta_{M}$ ) were calculated by three equations. The first one was derived from the condition of plasma neutrality; the second one, from the condition that the total charge between the top of the VA and the plateau (i.e., between the points with the potentials $\eta_{m}$ and $\eta_{p}$ ) equals zero; and the third equation, from the condition that the total charge between the plateau and the top of the VC (i.e., between the points with the potentials $\eta_{\mathrm{p}}$ and $\eta_{M}$ ) equals zero. At small $\delta$, the plasma potential $\eta_{\mathrm{p}}$ in the PD is absent and the number of the desired parameters


Fig. 1. Potential diagram for an SIKD under overneutralized conditions in the range of reverse currents for small electrode spacings.
diminishes by one. Of the three equations, only the one following from the zero total charge between the VA and VC tops (the points with the potentials $\eta_{M}$ and $\eta_{m}$ ) remains. It can be written in the form

$$
\begin{equation*}
\gamma A+\beta B+C=0 . \tag{4}
\end{equation*}
$$

Here, $\beta=n_{\mathrm{eC}}\left(\eta_{m}\right) / n_{\mathrm{e}}^{+}(0) ; n_{\mathrm{eC}}\left(\eta_{m}\right)$ is the concentration of collector electrons at the VA top; and the coefficients $A$, $B$, and $C$ are found by summing the corresponding coefficients in the equations reflecting the absence of the charge between the plateau and the VA and VC tops [1]:

$$
\begin{gather*}
A=G_{\mathrm{i}}\left(\eta_{M}, \eta_{m}\right)=\exp \left(-\eta_{M}\right)\left[\operatorname{Ir}\left(\eta_{M}-\eta_{m}\right)-1\right], \\
B=-G_{\mathrm{eC}}\left(\eta_{M}, \eta_{m}\right)=\frac{1}{\Theta}\left\{1-\operatorname{Ir}\left[\Theta\left(\eta_{M}-\eta_{m}\right)\right]\right\},  \tag{5}\\
C=-G_{\mathrm{eE}}\left(\eta_{M}, \eta_{m}\right) \\
=\exp \left(\eta_{m}\right)\left[\operatorname{Ir}\left(\eta_{M}-\eta_{m}\right)+1\right]-2 \operatorname{Ir}\left(\eta_{M}\right),
\end{gather*}
$$

where $G_{i(e)}\left(\eta, \eta_{1}\right)$ are the integrals of the ion (electron) concentrations over the potential between $\eta_{1}$ and $\eta$, $\operatorname{Ir}(x)=\operatorname{exers}(x)+2 \sqrt{x / \pi}, \operatorname{exers}(x)=\exp (x)(1-$ $\operatorname{erf}(\sqrt{x}))$, and $\operatorname{erf}(x)$ is the error function integral.

At the same time, when $\delta$ is small, there exists an expression that equates the electrode spacing as a func-

Table 1

| $\|u\|$ | $\delta_{\mathrm{c}}$ |
| ---: | ---: |
| 40 | 20 |
| 70 | 30 |
| 100 | 40 |
| 136 | 50 |



Fig. 2. Voltage dependence of the electron current for $\delta=10$ (1), 15 (2), 20 (3), and 25 (4). $\chi_{\mathrm{E}}=15, \Theta=2$.
tion of the characteristic potentials to a given value. In essence, the calculation of this spacing is reduced to the solution of Poisson's equation for the PD in the entire electrode spacing. In this case, it is necessary to specify the collector work function $\chi_{\mathrm{C}}$, since it, in turn, specifies the width of the near-collector region in the PD. Recall that for large electrode spacings, the PDs in the near-electrode regions were calculated only for greater clarity. In this case, the characteristic potentials and the current do not depend on $\chi_{C}$ and can be found without specifying this parameter as long as the electron emission from the collector is unrestricted.

A computing algorithm for a small electrode spacing is the following. One prescribes $\eta_{m}$ and a tentative value of $\eta_{M}$. From (4), the parameter $\beta$ is found and the voltage $u$ is determined by the formula

$$
\begin{equation*}
u=\eta_{m}-\frac{1}{\Theta}\left[\ln \beta+\frac{3}{2} \ln \Theta+\chi_{\mathrm{E}}(\Theta-1)\right], \tag{6}
\end{equation*}
$$

which was derived in [1]. Then, from the relationship $\chi_{\mathrm{E}}-\eta_{\mathrm{C}}=\chi_{\mathrm{C}}-u$ (Fig. 1), the collector potential $\eta_{\mathrm{C}}$ is found. Once all the characteristic potentials have been determined, one can calculate the PDs in the central region (between the VA and VC tops) and also in the regions adjacent to the electrodes (regions I and II in Fig. 1) as was described in [1]. Eventually, the widths of all three regions are found and the entire electrode spacing as a function of the characteristic potentials takes the form

$$
\begin{align*}
& \delta\left(\eta_{M}, \eta_{m}, \eta_{\mathrm{C}}\right)=  \tag{7}\\
&+\int_{\eta_{m}}^{\eta_{M}} \frac{d \eta}{\sqrt{-2 G\left(\eta, \eta_{m}\right)}} \\
&+ \frac{d \eta}{\sqrt{-2 G^{\mathrm{I}}\left(\eta, \eta_{M}\right)}}+\int_{\eta_{m}}^{\eta_{\mathrm{C}}} \frac{d \eta}{\sqrt{-2 G^{\mathrm{II}}\left(\eta, \eta_{m}\right)}}
\end{align*}
$$

Here, $G\left(\eta, \eta_{a}\right)=\gamma G_{i}\left(\eta, \eta_{a}\right)-\beta G_{\text {eC }}\left(\eta, \eta_{a}\right)-G_{\text {eE }}\left(\eta, \eta_{a}\right)=$ $-\varepsilon^{2}(\eta), \eta_{a}$ is the potential at an extreme point ( $\eta_{m}$ or $\left.\eta_{M}\right), \varepsilon(\eta)$ is the potential-dependent dimensionless electric field strength, and the superscripts I and II refer to the related near-electrode regions. By varying $\eta_{M}$ with $\eta_{m}$ fixed, we find $\eta_{M}$ such that the electrode spacing equals some given value $\delta$. Along with the electrode spacing, one also calculates the dependences $\zeta(\eta)$ in all three regions to obtain the desired PD. Finally, the current density $j$ is found by the formula

$$
\begin{equation*}
\frac{j}{j_{\mathrm{e}}^{+}(0)}=\exp \left(\eta_{m}\right)-\frac{\beta}{\sqrt{\Theta}}, \tag{8}
\end{equation*}
$$

which was also derived in [1]. Formulas (6) and (8) define the parametric dependence of $j$ on $u$, i.e., the $I-V$ characteristic in a voltage range for which given $\delta$ is small. It should be emphasized, however, that this algorithm is also applicable to a $\delta-u$ domain that admits a narrow plateau in the PD. On the other hand, this approach has a natural restriction when $\delta$ is sufficiently small ( $|u|$ is high). Indeed, as $\delta$ shrinks ( $|u|$ grows), the VC height $\eta_{M}$ also decreases and vanishes at a certain $\delta=\delta_{0}\left(u=u_{0}\right)$ when the ion emission becomes restricted. This approach was applied until the VC disappeared.

The voltage dependences of the current thus obtained for $\gamma=10$ and various electrode spacings are depicted in Fig. 2. For $\delta=10$, the curve is drawn up to the point where $\eta_{M}=0$ (the point $O$ ); the others are "cut" at $u=-100$. If $\delta$ is sufficiently large, the current curves flatten. The horizontal portions of the curves correspond to the reverse saturation current in the presence of the plateau in the PD (for example, the segment near point II in curve 4 for $\delta=25$ and the PD at point II (Fig. 3, curve 2)). As $|u|$ grows within the horizontal portions, the near-collector region in the PD widens and the plateau shrinks. Subsequently, the near-electrode regions overlap and the current grows noticeably. The larger the $\delta$, the higher the $|u|$ at which the curve starts rising. The rise voltage at various $\delta$ agrees with estimates given in Table 1. Figure 3, which shows the PD at $\delta=20$ and various voltages, illustrates the disappearance of the quasi-neutral plateau as $|u|$ grows.

## 2. COMPARISON WITH THE LANGMUIR PROBLEM OF TWO OPPOSING ELECTRON AND ION FLOWS IN A DIODE

If the electrode spacing is small, the relative contribution of emitter electrons to the total concentration decreases with increasing $\gamma$. Therefore, it is of interest to compare our results with the solution to the problem of electron and ion flows propagating from the opposite electrodes. The expression for the electron current in such a diode was first found by Langmuir [5], who solved the problem assuming that the particles had zero initial velocities. For the case of unrestricted electron and ion emission, the neutralization of the electron
space charge by ions was shown to increase the electron current $j_{\mathrm{e}}$ by a factor of 1.87 compared with the ion-free current $j_{3 / 2}$ that obeys Child's law (1). The ion and electron currents are related by the formula $\left(j_{i} / j_{\mathrm{e}}\right) \sqrt{m_{i} / m_{\mathrm{e}}}=1$. Note that we found a mistake in Langmuir's work [5]. In the case of unrestricted ion emission, the relative electron current equals 1.8655 , rather than 1.8605 as in [5] (we calculated the same integral as Langmuir to the 12th decimal place).

If the initial velocities are zero and the particle emission is unrestricted, the condition of zero electron field strength is imposed directly on the electrodes. If the initial velocities are thermal, the zero-field points are the VA and VC tops. Therefore, for comparison with the Langmuir results, we will relate the electron current to the current $j_{3 / 2}^{*}$ that follows from Child's law at the effective spacing $d^{*}$ (spacing between the VA and VC tops) and voltage $U^{*}$ (the potential difference between the VA and VC tops). These effective values are found during calculations.

Since the transition from the plasma condition to conditions where the near-electrode regions heavily overlap can be accomplished by narrowing the spacing, let us consider the results of calculation when $\delta$ is varied and $\gamma$ is relatively high. By way of example, we present the results for $\gamma=1000, \chi_{\mathrm{E}}=15, \chi_{\mathrm{C}}=3, \Theta=2$, and $u=-25$. For these values, $\delta_{c} \simeq 15$, as follows from (1) and (2). During the calculations, $\delta$ was varied from $25\left(\sim 1.7 \delta_{\mathrm{c}}\right)$ to 0.415 (the distance $\delta_{0}$ at which the VC disappears). Figure 4 (curve 1 ) shows the $\delta$ dependence of the current ratio $I=|j| j_{3 / 2}^{*}$. When $\delta$ is large and decreases, $I$ drops roughly following the quadratic law. This means that the current $j$ in the plasma regime is constant and the current $j_{3 / 2}^{*}$ grows in proportion to $1 / \delta^{* 2}$. At $\delta \sim \delta_{c}$, the decrease of $I$ slows down and $I$ tends to saturation. However, at $\delta \simeq 3.3$, the curve $I(\delta)$ passes a minimum and then the current increases sharply. The minimal value of $I$ is nearly twice as high as the Langmuir value.

Table 2 lists the ratio of the electron current to the emitter current, $I=|j| / j_{\mathrm{e}}^{+}(0)$, for different $\delta$. It is seen that, for $\delta \lesssim 3$, the collector current exceeds $j_{\mathrm{e}}^{+}(0)$ by two or three orders of magnitude. Hence, in this range of $\delta$, the effect of emitter electrons is negligibly small and the situation is close to that considered by Langmuir. In this situation, one might expect the smooth saturation of the $I(\delta)$ curve. Note that the collector work function was taken sufficiently small, $\chi_{\mathrm{C}}=3$, so as to provide unrestricted emission from the collector for any $\delta$. Actually, however, the collector work function is greater and the electron current may become saturated prior to reaching the ultimate point with $\eta_{M}=0$.

The reason for the anomalous behavior of curve 1 in the range of small $\delta$ in Fig. 4 can be clarified by analyz-


Fig. 3. Potential distribution for $\delta=20$ and $u=10$ (1), 30 (2), and 60 (3). Points I-III are shown in the $I-V$ characteristics in Fig. 2.


Fig. 4. Current ratio $I$ vs. electrode spacing $\delta . I=|j| / j_{3 / 2}^{*}$ (1) and $j / j_{T}(2)$ for $B=1.9$ and (3) $I=j / j_{T}$ for $B=3.3$. Panel (a) shows the same on another scale for a range of small $\delta$.
ing the $\delta$ dependences of $\delta^{*} / \delta$ and $u^{*} /|u|$ (Fig. 5). For any $\delta$, the effective spacing differs from the actual value insignificantly. However, $u^{*}$ decreases substantially. If the particles leaving the virtual electrodes had zero velocity, a decrease in $u^{*}$ with $\delta$ would not affect the value of I. However, together with corrections for thermal spread, which shift the zero-field points from the electrode tops into the electrode spacing, there is another correction due to the variation of the charged particle concentration distribution and the PD between the electrodes. A decrease in $u^{*}$ must cause the PD and current ratio $I$ to deviate further from the Langmuir values.

In [7] current passage in a vacuum diode was considered, assuming that electrons are emitted with thermal velocities. In the presence of the ion current, the asymptotic expression for the electron current under

Table 2

| $\delta$ | $I^{\prime}$ |
| :---: | :---: |
| 24.9 | 1.8 |
| 14.6 | 2.4 |
| 7.7 | 6.3 |
| 5.9 | 10.1 |
| 2.9 | 35.5 |
| 1.49 | 117 |
| 1.1 | 209 |
| 0.57 | 597 |
| 0.415 | 937 |

Table 3

| $\gamma$ | $u=-25$ | $u=-100$ | $u=-1000$ | $u=-10000$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 | 21 | 4.2 | 0.30 | 0.005 |
| 10 | 10 | 2.1 | 0.13 | 0 |
| $10^{2}$ | 6 | 1.0 | 0.07 | 0 |
| $10^{3}$ | 6 | 1.0 | 0.06 | 0 |

high negative voltages takes the form (in our designations) [7]

$$
\begin{equation*}
j_{T}=-j_{3 / 2}^{*} K_{T}, \quad K_{T}=1+B\left(u^{*}\right)^{-1 / 2} \tag{9}
\end{equation*}
$$

Here, $B=2.7 \Theta^{-1 / 2}$ (the factor $\Theta^{-1 / 2}$ arises because $u^{*}$ is measured in terms of $k T_{\mathrm{E}} / e$, and the spread in electron velocities depends on the collector temperature $T_{\mathrm{C}}$ ). The coefficient $K_{T}$ is responsible for the second correction mentioned above. It is natural to relate the current to $j_{T}$, not to $j_{3 / 2}^{*}$, i.e., to divide the dependence $I(\delta)$ (Fig. 4, curve 1 ) by $K_{T}$ (at $\Theta=2, B=1.9$ in (9)). The


Fig. 5. $\delta$ dependences of $\delta^{*} / \delta$ (dashed line) and $u^{*} /|u|$ (solid line).
resulting dependence is depicted by curve 2 in Fig. 4. It is seen to have a smoother peak than curve 1 .

Thus, the nonmonotonic run of the dependence $I(\delta)$ can be explained by the second-type correction for thermal spread. However, in our problem, this spread must include velocity spreads for both electrons and ions. In SIKDs, the latter have an even higher temperature than the collector electrons. We will assume that, in the presence of ions, the $K_{T}$ vs. $u$ dependence retains its form and only the coefficient $B$ changes. The curves were constructed for different values of $B$ in (9). Curve 3 in Fig. 4 implies that the selection $B=3.3$ eliminates completely the minimum in the $j / j_{T}$ vs. $\delta$ curve and allows the curve to reach saturation smoothly and approach the Langmuir value for $j / j_{T}$ at $\delta / \delta_{0}$.

The comparison with the Langmuir problem is complicated by the fact that the problem of opposing electron and ion flows in a diode has not yet been solved for the case when the particles emitted from the electrodes have semi-Maxwellian velocity distributions. This problem is of independent importance. When compared with our calculations, its solution will help in elucidating effects associated with the presence of the third flow (electrons from the emitter).

The above analysis was carried out for actual operating voltages of SIKDs (at $T_{\mathrm{E}}=2000 \mathrm{~K},|u|=25$ corresponds to a voltage of about 4 V ). Formally, one can take much higher voltages and pass to the limit $|u| \longrightarrow \infty$. In this case, the thermal velocities of the particles can be ignored. Moreover, in this case, emitter electrons become localized in the infinitesimal neighborhood of the emitter and must not influence the PD and passing current. Consequently, one can expect that the solution to our problem at $|u| \longrightarrow \infty$ will approach the Langmuir solution over a wide range of $\gamma$. However, the asymptotic behavior of the current at high $|u|$ must depend on $\gamma$.

To verify these statements, we calculated the electron current at various $\gamma$ over a wide voltage range. For each voltage value, we took the maximum possible $\delta$ value for the conditions of unrestricted ion emission $\left(\delta_{0}\right)$. The dependences obtained indicate that, at $u>10000$, the diode current is well approximated by the formula

$$
\begin{equation*}
\frac{|j|}{j_{3 / 2}^{*}} \approx A\left[1+B\left(u^{*}\right)^{-1 / 2}\right] . \tag{10}
\end{equation*}
$$

The coefficients $A$ and $B$ were found by the least squares method. It was established that $A$ equals 1.87 for any $\gamma$, that is, coincides with the Langmuir value, while $B$ depends on $\gamma: B=4.34$ for $\gamma=5,3.76$ for $\gamma=$ $10,3.34$ for $\gamma=100$, and 3.305 for $\gamma=1000$. The $\gamma$ dependence of $B$ is associated with the increased effect of emitter electrons on the current.

Note that these results were obtained numerically. To reliably estimate the coefficients $A$ and $B$ (to three significant figures in our case), it was necessary to carry out calculations in low-field regions near the virtual
electrodes especially carefully, since these regions introduce the greatest errors into the calculated values of $\delta$ and, eventually, limit the accuracy of finding the constants $A$ and $B$. Our method makes it possible to accurately calculate the PD in an SIKD.

Table 3 gives the deviations (in percent) of the values of $I$ calculated by asymptotic formula (10) for $\delta=$ $\delta_{0}$ over a wide range of $\gamma$ and $u$. The asymptotic formula obtained by processing the calculations for $u>10000$ also adequately describes the behavior of $I$ at much lower voltages. Such an asymptotic voltage dependence of the relative current was also found by calculating the curve $I(\delta)$ at a relatively low voltage, $|u|=25$ (Fig. 4). Moreover, the coefficient $B=3.3$ in (9) found in this way is nearly coincident with the coefficient $B$ in (10) for $\gamma=1000$. The deviations from the asymptotic behavior at low $|u|$ and small $\gamma$ are explained by the joint effect of emitter electrons and thermal velocities of the particles on the current. A deviation of about $6 \%$ at $u=$ -25 and large $\gamma$ is associated only with the thermal spread and can be reduced by including higher order terms in the asymptotic formula.

Thus, our analysis showed that the solution to our problem approaches the Langmuir solution [5] in a wide range of $\gamma$ at sufficiently high voltages.

## CONCLUSION

The basic results of the investigations performed in Parts I [1] and II of this work are as follows.

A method of self-consistently calculating the PDs and $I-V$ characteristics in an SIKD under overneutralized conditions in a range of reverse current is elaborated. It is shown that the PD has an ionic virtual cathode near the emitter and an electron virtual anode near the collector. Calculations were carried out in a range of reverse currents for a number of degrees of neutralization $\gamma$.

It is established that, under overneutralized conditions, the reverse saturation current is approximately 2.5 times higher than the forward saturation current over a wide range of $\gamma$. This result agrees well with experimental data. The fact that the reverse-to-forward saturation current ratio under overneutralized conditions is roughly one order of magnitude higher than that in the underneutralized regime can be used as an express experimental criterion for identifying SIKD operation conditions.

A computing technique in the case of small electrode spacings, where the potential distribution lacks a quasi-neutral plateau, is developed. It should be noted
that the use of small electrode spacings is one way to improve the TC efficiency. The technique developed can be useful in designing small-spacing converters.

Our results are compared with those obtained by Langmuir for the problem of two opposing electron and ion flows in a diode. In the limit of very high negative voltages, the current equals the Langmuir value. It is demonstrated that the addition of the third, even minor, particle flow (electrons from the emitter) at low voltages or large electrode spacings drastically changes the potential distribution and the electron current value compared with the Langmuir solution.

The computing method and the results obtained can be used for finding the potential distributions and $I-V$ characteristics in the forward current range on the right of the point $\alpha$ and also in the intermediate (between over- and underneutralized conditions) regime. This is of particular importance for the optimization of TC parameters. It is also shown that the electron virtual anode in the potential distribution near the collector disappears at the point $\alpha$. In addition, the asymptotic behavior of the current at high voltage [1] suggests that a decrease in $\gamma$ causes the ionic virtual cathode to disappear. Hence, one can expect radically new potential distributions in the range on the right of the point $\alpha$ and at intermediate values of $\gamma$.
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#### Abstract

Using KCl as an example, the electronic detonation parameters are studied in solid dielectrics at supersonic velocities of pulsed discharge channel propagation from the anode. The technique used to estimate the detonation parameters is based on theoretical approaches and experimental methods involved in the physics of detonation, explosion, and dense nonideal plasma. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The investigation of processes in a discharge gap with a solid dielectric that precede the occurrence of a breakdown channel bridging the gap showed that the propagation of breakdown channels is accompanied by primary phase transitions of solid dielectrics to the melt or plasma. The first case corresponds to a cathode discharge solely with a subsonic velocity $v_{\text {dis }}$; the second, solely to a supersonic discharge from the anode [1]. The properties of the latter process have led researchers to describe it in terms of shock waves and methods of the detonation theory. The mechanism of the supersonic propagation of a discharge channel has been named electronic detonation [1, 2].

In [3], a detonation process was defined as "the occurrence and existence of a steady-state shock wave + energy release zone combination." To date, several variations of this phenomenon have been established and studied. Along with the well-known chemical detonation of explosives, there also exist light and nuclear detonations, as well as hybrid processes, such as lightchemical detonation, electrotechnical detonation, etc. [4]. The general rules for the formation of a detonation wave are similar for all the variations. An initial material is compressed by a shock wave with a velocity $D$ equal to the detonation velocity. In a detonation wave, the velocity $u$ of all states is the same but the values of pressure $p$ and volume $V$ differ. The difference between these parameters depends on how the energy sustaining the propagation of the shock wave is released. Depending on the conditions for energy release, detonation may be overcompressed, undercompressed, overheated, or overcooled [5, 6]. The most general and most frequently used approach to the quantitative description of the detonation wave parameters is based on the classical concepts, which require the following relation to be fulfilled in the wave:

$$
\begin{equation*}
D=u+C, \tag{1}
\end{equation*}
$$

where $u$ and $C$ are the mass velocity and velocity of sound in the energy release zone, respectively.

Equation (1), known as the Chapman-Jouguet relationship, describes the steady-state detonation process.

## ESTIMATION OF ENERGY RELEASE ZONE PARAMETERS IN AN ELECTRONIC DETONATION WAVE

In order to estimate the parameters of an electronic detonation wave within the Chapman-Jouguet detonation theory, it is appropriate to begin by finding the possible ranges of these parameters. To this end, one can use experimental Hugoniot adiabats; i.e., the dependences of the density $\rho_{\text {sh }}$ of the dielectric or of its compressibility $\delta=\rho_{\text {sh }} / \rho_{0}=V_{0} / V_{\text {sh }}$ on the shock wave pressure $p_{\text {sh }}$. Hugoniot adiabats for many solid and liquid dielectrics are well known and presented elsewhere [7, 8]. Below, all the parameters of electronic detonation waves will be calculated for potassium chloride as an example. Thus, using Hugoniot adiabats, one can find the effective polytropic index in the equation $p V^{n}=$ const for condensed media:

$$
\begin{equation*}
n=\frac{\delta_{\text {sh }}+1}{\delta_{\text {sh }}-1} . \tag{2}
\end{equation*}
$$

If detonation is in any way initiated in a dielectric, the values of $p$ and $n(p)$ found from Hugoniot adiabats allow one to calculate (in the energy release zone of the detonation wave)
the compressibility

$$
\begin{equation*}
\delta_{\mathrm{D}}=\frac{n+1}{n}, \tag{3}
\end{equation*}
$$

the detonation velocity

$$
\begin{equation*}
D=\left[\frac{p(n+1)}{\rho_{0}}\right]^{1 / 2}, \tag{4}
\end{equation*}
$$

the specific heat of explosive transformation

$$
\begin{equation*}
Q=\frac{D^{2}}{2\left(n^{2}-1\right)} \tag{5}
\end{equation*}
$$

the pressure in the detonation wave

$$
\begin{equation*}
p_{D}=2 \rho_{0}(n-1) Q \tag{6}
\end{equation*}
$$

the internal energy

$$
\begin{equation*}
U_{D}=\frac{p_{D}}{\rho_{0} \delta_{\mathrm{D}}} \frac{1}{n-1} \tag{7}
\end{equation*}
$$

and the temperature [9]

$$
\begin{equation*}
T=T_{0} \exp \left[-\int_{V_{0}}^{V}\left(\frac{d U_{\mathrm{D}}}{d p_{\mathrm{D}}}\right)^{-1} d V\right] \tag{8}
\end{equation*}
$$

As was mentioned in [10], Eq. (7) can be applied in the range where the temperature $T_{0}(p, U)$ can be either found experimentally or calculated reliably by methods of statistical physics. According to [9], the temperature $T=3800 \mathrm{~K}$ at a pressure $p \approx 3.3 \times 10^{10} \mathrm{~Pa}$ can be taken as the reference point $T_{0}$.

Hugoniot adiabats for potassium chloride have been studied experimentally at a pressure $p_{\text {sh }} \cong 400 \mathrm{GPa}$. As the pressure $p_{\text {sh }}$ increases in the range $20-400 \mathrm{GPa}$, the parameters of the detonation process in the ChapmanJouguet approximation (Eqs. (2)-(7)) vary in the ranges $1.92 \leq n \leq 4.38,5.2 \leq D \leq 17.1 \mathrm{~km} / \mathrm{s}, 1.23 \leq \delta_{\mathrm{D}} \leq 1.53$, $6.8 \leq Q \leq 54.4 \mathrm{MJ} / \mathrm{kg}, 10 \leq p_{\mathrm{D}} \leq 200 \mathrm{GPa}, 4.8 \leq U_{\mathrm{D}} \leq$ $71.0 \mathrm{MJ} / \mathrm{kg}$, and $1500 \leq T \leq 9300 \mathrm{~K} .{ }^{1}$

For small velocities of electronic detonation and, hence, relatively low pressures in the energy-release zone, the specific heat $Q$ sustaining the shock wave is of Joulean nature [2]. However, this mechanism can be applied within certain limits. For example, as the detonation velocity increases to $12 \times 10^{3} \mathrm{~m} / \mathrm{s}$ and, hence, the detonation wave pressure increases to 80 GPa , the conductivity of alkali-halide crystals increases by six orders of magnitude [11]. Under these conditions, Joule losses can no longer sustain the shock wave. For such electronic detonation velocities, the mechanism of $Q$ formation should be changed.

Estimates of the degree of ionization in KCl at $p_{D} \geq$ $100 \mathrm{GPa}, T \geq 10^{4} \mathrm{~K}$, and high densities $(\delta>1.5)$ have given rise to the model of dense nonideal plasma, where the general laws of detonation are retained [12, 13]. In this model, detonation in the energy release zone becomes a two-step process. It starts with the occurrence of a plasma in the state of a physical cluster behind the shock wave front. A physical cluster is known to be stable if a medium where it has originated has certain values of $p$ and $T$. If the medium disappears

[^1]or its parameters change, the cluster spontaneously breaks down with the release of the stored energy $U_{0}$ [14]. During electronic detonation, the high pressure of the electron gas, which initiates the breakdown of solid dielectrics in the vicinity of the discharge channel, may be a factor responsible for the breakdown of the cluster.

For a dense plasma with a degree of ionization $x_{\mathrm{e}} \geq 0.5$, the equations of state in the averaged sphere model can be approximated by formulas $[12,15]^{2}$

$$
\begin{gather*}
\frac{U}{N k T} \cong-0.8 \Gamma  \tag{9}\\
\frac{U}{N k T}=\alpha \Gamma+b \Gamma^{2 / 3}+c \Gamma^{2} . \tag{10}
\end{gather*}
$$

Here, $U$ is the internal energy,

$$
\begin{gathered}
a=0.4497 \exp (-0.5471 / \theta)-0.4434 \\
b=-1.502 \exp (-0.5471 / \theta)-1.0478 \\
c=0.4816 \exp (-0.16 / \theta)+0.2362
\end{gathered}
$$

In formulas (9) and (10), $\Gamma$ and $\theta$ are the parameters of nonideality for the ion and electron subsystem, respectively. They are given by

$$
\begin{equation*}
\Gamma=\frac{z_{1} z_{2} e^{2}}{k T d}>1, \quad \theta_{\mathrm{e}}=\frac{k T}{E_{\mathrm{f}}}<1 \tag{11}
\end{equation*}
$$

where $d=\left(0.75 \pi n_{\mathrm{e}}\right)^{1 / 3}$ and $E_{\mathrm{f}}$ is the Fermi energy.
From (9)-(11), one comes to

$$
\begin{equation*}
1.25 a(\theta)+1.25 \Gamma^{1 / 2} b(\theta)+1.25 \Gamma c(\theta)=1 \tag{12}
\end{equation*}
$$

If the functions $n_{\mathrm{i}}\left(D_{\mathrm{eD}}\right)$ and $n_{\mathrm{e}}\left(D_{\mathrm{eD}}\right)$ are known, a solution to Eq. (12) allows one to estimate the temperature $T\left(D_{\mathrm{eD}}\right)$ of the nonideal plasma and then calculate the parameters of nonideality $\Gamma$ and $\theta$. Then from the values of $\Gamma, T$, and $n_{\mathrm{e}}$, the energy $U$ stored in the plasma can be determined with Eq. (9). The conductivity of the plasma is calculated by the well-known Spitzer-Harm formula where the Coulomb logarithm at $\Gamma>1$ equals [12]

$$
\begin{equation*}
\ln \Lambda=\ln \left(\frac{3 \sqrt{2}}{\Gamma}\right) \tag{13}
\end{equation*}
$$

## RESULTS AND DISCUSSION

As follows from the aforesaid, to determine the real parameters of a material in an electronic detonation wave, one should first find the experimental dependence of the discharge channel velocity $v_{\text {dis }}$ and the detonation velocity $D$ on the breakdown voltage $U_{\mathrm{br}}$. The dependence $v_{\text {dis }}\left(U_{\mathrm{br}}\right)$ was found to have a threshold value of the voltage pulse ( $U_{\mathrm{br}} \geq 150 \mathrm{kV}$ ) starting from which the velocity of the anode discharge increases by

[^2]

Fig. 1. Velocities of discharge channel propagation from the anode for the breakdown of (a) NaCl and (b) KCl due to rectangular voltage pulses [1]. $C_{0}$ is the velocity of sound.


Fig. 2. Experimental data derived from chromatograms of the plasma pulsed discharge plasma flowing from the anode; (1) leading edge of the plasma glow and (2) trailing edge of the high-speed plasma glow; $v_{i}\left(t_{\mathrm{i}}\right)$ are the time dependences of the low-speed plasma flow velocities $(i=1$, $2,3), \Delta t$ is the time of high-speed plasma flow and $z=0$ is the coordinate of the dielectric surface.


Fig. 3. Detonation velocity $D$ and the flow duration $\Delta t$ of high-speed plasma vs. amplitude of a high-voltage rectangular pulse $U_{\mathrm{br}}$.
one to two orders of magnitude up to $v_{\text {dis }} \cong 1.5 \times$ $10^{3} \mathrm{~km} / \mathrm{s}$. This is observed most vividly when the breakdown is due to breakup by rectangular voltage pulses (Fig. 1).

The dependence $D\left(U_{\mathrm{br}}\right)$ can be determined with the well-known technique based on measuring the shock wave velocity $v_{\text {sh }}$ in air. This shock wave is generated by detonation products when the detonation wave reaches the interface, where $v_{\mathrm{sh}} \cong D[16]$. It was found experimentally that the plasma flows out of the nanosecond discharge channel with different velocities (Fig. 2). This suggests a considerable difference in the plasma thermodynamic properties [17].

It is natural to assume that the high-speed plasma flowing out of the leading part of the discharge channel lies in the energy release zone. It has been found that both the velocity $\mathrm{v}_{\text {sh }} \cong D$ and the outflow time $\Delta t$ vary with voltage pulse amplitude (Fig. 3). A comparison of these dependences with the values of $D$ calculated from the experimental Hugoniot adiabats show that the velocities of electronic detonation are higher than those expected from the shock wave experiments (see above) at $U_{\mathrm{br}}>150 \mathrm{kV}$. Moreover, the anomalous increase in the velocities $V_{\text {dis }}$ is observed in this very range of voltages and detonation velocities (Fig. 1). Obviously, this effect is related with a change in the energy release mechanism in the electronic detonation wave. This effect is also in agreement with the above-mentioned transition from the Joulean to cluster mechanism of energy release. In the detonation approximation, a difference between the velocities $\mathrm{v}_{\mathrm{dis}}$ and $D$ at $U_{\mathrm{br}}=$ const attests that an oblique shock appears.

From the experimental dependences $D\left(U_{\mathrm{br}}\right)$, one can compare the parameters of an electronic detonation wave in the detonation approximation and in the case of the cluster mechanism of energy release. In the first case, for velocities up to $D=26 \mathrm{~km} / \mathrm{s}$, the calculation is carried out by formulas (2)-(8). In the second case, for velocities $D<14 \mathrm{~km} / \mathrm{s}$, expressions (9)-(13) are used. Recall that if relationship (1) is fulfilled, the parameters of the detonation wave ( $p_{\mathrm{D}}, U_{\mathrm{D}}, T_{\mathrm{D}}, Q_{\mathrm{D}}$ ) define only conditions for sustaining the shock wave with a velocity $D$ and are not related to a specific mechanism of releasing the energy $Q_{\mathrm{D}}$.

To apply formulas (9)-(13), the effective ion charge numbers $z$ should be determined or specified. To this end, the specific heat $Q$ in the detonation wave was calculated using the technique of determining a change in the enthalpy for a known composition of detonation products [16]. For the electronic detonation process, we applied sequential ionization schemes and, hence, the values of $Q$ such that they sustain a detonation wave with velocities $D>1.4 \times 10^{4} \mathrm{~m} / \mathrm{s}$ [1]. To the values of $Q$ desired, there corresponded ionization schemes with different charge numbers, which allowed us to choose appropriate values of $z_{\text {eff }}$ (Fig. 4).

A comparison of these two approaches to estimating the parameters of an electronic detonation wave at velocities $D>14 \mathrm{~km} / \mathrm{s}$ is shown in Figs. 5-7. The dependences obtained agree qualitatively; quantitatively, they differ 1.4-1.6 times. The parameter of non-


Fig. 4. Relationship between the specific heat $Q$, detonation velocity $D$, and effective charge numbers $z$ in a physical cluster; (1) calculation by (7) and (2) calculation by (9).


Fig. 6. Pressure in the electronic detonation wave; (1) calculation (6) and (2) pressure of the degenerate electron Fermi gas.
ideality for a dense plasma with $\delta=1.56$ lie in the ranges $10<\Gamma<15$ and $0.1<\theta<0.5$ for $14<D<26 \mathrm{~km} / \mathrm{s}$. According to the classification in [12], the electronic subsystem in the plasma is degenerate, while the ionic subsystem is classical. Both subsystems are characterized by strong interaction. The ultimate conclusion on this issue can be made when $z_{\text {eff }}$ and, accordingly, the electron density $n_{\mathrm{e}}$ are determined experimentally.

Nevertheless, there is good reason to believe that the detonation rules following from the Chapman-Jouguet approximation combined with the aforementioned technique for quantitatively determining the dependence $Q(D)$ allow the estimation of the electronic detonation parameters in the entire range of detonation velocities and for power densities $10^{13} \leq q \leq 10^{16} \mathrm{~W} / \mathrm{m}^{2}$.

Next, it was found that a high-speed plasma flowing out of the discharge channel to air forms a spherical sector with an angle $\alpha \cong \pi / 2$. In this case, the shock wave produces a spherical surface $S_{1}=1.81 R^{2}(t)$. The surface propagation $R(t)$ follows the point explosion


Fig. 5. Internal energy of the material in the electronic detonation wave; (1) calculation by (7) and (2) calculation by (9).


Fig. 7. Temperature of the material in the electronic detonation wave; (1) calculation by (8), (2) calculation by (10), and (3) envelope.
law [19] ${ }^{3}$

$$
\begin{equation*}
R(t)=\left(\frac{Q_{0}}{\alpha \rho_{0}}\right)^{1 / 5} t^{2 / 5} \tag{14}
\end{equation*}
$$

Here, $Q_{0}$ is the energy of a point explosion generating a spherical shock wave with a surface $S_{0}=4 \pi R^{2}(t), \rho_{0}=$ $1.29 \mathrm{~kg} / \mathrm{m}^{3}$ is the air density, and $\alpha=0.5$ at $\gamma=5 / 3$.

On the other hand, the length of the energy release zone is $l=u \Delta t$ and the material mass in the zone is given by

$$
\begin{equation*}
m=\pi r_{0}^{2} u \Delta t \rho_{0} \delta_{\mathrm{eD}} \tag{15}
\end{equation*}
$$

where $r_{0}$ is the $U_{\mathrm{br}}$-dependent radius of the discharge channel [20], $u=D /(n+1)$ is the mass velocity of the material in the zone, and $\Delta t$ is the outflow time (Fig. 3).

[^3]The values of $Q$ calculated from

$$
\begin{equation*}
Q=\frac{S_{1}}{S_{0}} \frac{R^{5}(t) \alpha \rho_{0}}{m t^{2}} \tag{16}
\end{equation*}
$$

(Fig. 4) differ from those calculated by (7) by a factor of 1.3-1.8. Taking into account the errors in determining $\Delta t$ and $r_{0}$, the agreement between these values can be considered satisfactory.

According to the detonation theory, the material in the energy release zone is of higher density and pressure and releases more thermal energy in comparison with the material outside the zone. As was mentioned above, for a pulsed discharge from the anode, this shows up in the different velocities with which the plasma flows out of the leading and channel parts of the discharge. The properties of a channel plasma have been discussed most fully as applied to the electropulsed destruction of materials [21]. It has been found that upon the pulsed breakdown of solid dielectrics, the maximum density and specific energy of the channel plasma are observed at the instant $t_{0}$ the channel crosses the discharge gap. For KCl at $t=t_{0}+10^{-7} \mathrm{~s}$, these parameters equal $p=1.0-1.5 \mathrm{GPa}, \rho \cong 0.1 \mathrm{~g} / \mathrm{m}^{3}$, and $Q \leq 1.3 \times 10^{6} \mathrm{~J} / \mathrm{kg}$ (the particle concentration in the plasma is $n \cong 3 \times 10^{21} \mathrm{~cm}^{-3}$ ).

At this instant, the plasma temperature $T \cong 5000 \mathrm{~K}$ is minimum. At the maximum of the through current in the first period, the temperature increases up to (1518) $\times 10^{3} \mathrm{~K}$, which is accompanied by a further decrease in the pressure ( $p \cong 0.5 \mathrm{GPa}$ ) and plasma density ( $\rho \cong 10^{-4} \mathrm{~g} / \mathrm{cm}^{3}$ ). The parameter of nonideality $\Gamma$ drops from 2.0-2.5 to 0.2-0.5.

If we compare these values with the associated values for electronic detonation in KCl (see above), we can easily check that the parameters in the energy release zone do exceed those in the channel part.

## CONCLUSION

A technique for estimating expected and actual parameters of electronic detonation is offered. It is applied to the process taking place at supersonic velocities of a pulsed discharge channel propagating from the anode in solid dielectrics. The technique can be helpful in studying electronic detonation in solid dielectrics with different properties and in various applications.
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#### Abstract

A model of spalling that takes into account the shape and defect structure of the fracture surface is developed. Spalling strength and its relation to various characteristics of the spalling process are studied theoretically and experimentally. The model proposed eliminates a number of disadvantages encountered in the conventional determination of spalling strength. © 2002 MAIK "Nauka/Interperiodica".


In spite of the recent progress in generally understanding the spalling process, adequate models of phenomena attendant on spalling are still lacking.

Moreover, there are a number of problems in the experimental determination of spalling strength. This parameter is measured by various methods [1] because of the complex wave pattern in shockstressed specimens, and the relation between the spalling strength and the defect concentration in the specimens is as yet little understood. Moreover, the defect size distribution vs. applied load and the type of the fracture surface in relation to the spalling strength still remain unclear $[2,3]$.

In this work, by analogy with [3], we proceed from the concept that material particles in loading and unloading waves move as a set of mesofluxes with different velocities relative to each other. This concept was repeatedly confirmed experimentally by Meshcheryakov and colleagues.

Along with the mean particle velocity $\langle u\rangle$, stressing in this case is characterized by two more parameters, namely, the deviation of the velocity from the mean velocity (the "pulsation" velocity $\Delta u=u-\langle u\rangle[4]$ ) in terms of turbulent hydrodynamics and the difference $\delta u=u_{\text {max }}-u_{\text {min }}$ between the maximum and minimum velocities of the mesofluxes. Methods of their determination are given in detail elsewhere [5].

## MODEL OF THE PROCESS

Let us consider the stages of spalling. Aptukov [6] and several other researchers discuss two stages of spalling, while Naĭmark and Belyaev [7] divide the process into three. It was shown [3, 8] that the spalling crack contour and the spalling surface are fractal clusters consisting of micro- and mesodefects of the first and second levels (according to the terminology of Panin and coworkers [9]). Therefore, we assume that a spalling crack is formed in four stages: the first stage, the explosive appearance of multiple micro- and mesocracks; the second stage, coalescence of individual cracks into
groups (finite-size clusters); the third stage, coalescence of finite clusters into an infinite percolation (fractal) cluster; and the fourth stage, disintegration of the specimen into parts (the formation of a spalling "plate"). The fourth stage is not obligatory; therefore, we may consider only the first three.

Based on the model proposed, we will determine the spalling strength of materials. In the general form, the spalling strength $\sigma_{\mathrm{s}}$ vs. uniaxial strain $\varepsilon_{\mathrm{s}}$ dependence is given by $[10] \sigma_{\mathrm{s}}=K \varepsilon_{\mathrm{s}}+(4 / 3) \tau$ or, in terms of strain rate,

$$
\begin{equation*}
\sigma_{\mathrm{s}}=K\langle u\rangle / c_{\mathrm{s}}+(4 / 3)\left(\tau_{0}+\mu_{\tau} \dot{\gamma}\right), \tag{1}
\end{equation*}
$$

where $K$ is the bulk modulus, $\tau$ is the shear strength, $\tau_{0}$ is the static component of $\tau, \dot{\gamma}$ is the shear strain rate, $c_{\mathrm{s}}$ is the longitudinal plastic wave velocity, and $\mu_{\tau}$ is the shear dynamic viscosity.

Since the first stage is of explosive type and, hence, can hardly be analyzed numerically, it is obvious that basic processes occur at the second and third stages. Then, we can assume that the specimen is a cracked medium with a shear strain rate determined from the relationship [11]

$$
\begin{equation*}
\dot{\gamma}=(1 / G) d \tau / d t+\Delta h \int_{0}^{\infty} V(l) n(l, t) d l . \tag{2}
\end{equation*}
$$

Here, $G$ is the shear modulus, $\Delta h$ is the displacement of the crack edges, $n(l, t) d l$ is the number of cracks per unit surface, $V(l)$ is the crack velocity, and $t$ is time. Based on the theory of percolation clusters, we will determine the crack size distribution function $n(l, t)$. According to [12], the probability $p$ of the existence of a finite cluster of $n$ nodes (in our case, cracks or defects) that is normalized in the form

$$
\sum_{n=1}^{\infty} p_{n}=1
$$

has the asymptotics

$$
\begin{equation*}
p_{n}=p(n)=A n^{1-m} \exp \left(-a n^{\lambda}\right) \tag{3}
\end{equation*}
$$

for large $n$, where $A$ is the normalizing factor, $a=a(p$, $\left.d_{1}\right), m=m\left(p, d_{1}\right)$, and $d_{1}$ is the dimension of the topological space (in our case, $d_{1}=2$ ).

The exponents $m$ and $\lambda$ at $d_{1}=2$ have the following values:

$$
\begin{align*}
m\left(0<p<p_{*}\right) & =1, \quad m\left(p_{*}\right)=2  \tag{4}\\
\lambda\left(0<p<p_{*}\right) & =1, \quad \lambda\left(p_{*}\right)=0
\end{align*}
$$

where $p_{*} \geq 1 / 7$ is the critical probability of the formation of an infinite cluster [13]. The coefficients $a(p=0$, $15>1 / 7) \cong 0.36$ and $a\left(p_{*}\right)=0$ at $d_{1}=2$ [12].

The size of a finite cluster consisting of $n$ defects with the mean defect length $l_{0}$ is $L=n l_{0}$. By definition, the probability density can be written as $p_{n} d n=f(L) d L$, where $f(L)$ is the probability density of the finite cluster sizes falling into the range $(L, L+d L)$. Taking (3) into account, the probability density is given by

$$
\begin{equation*}
f(L)=\left(A / l_{0}\right)\left(L / l_{0}\right)^{1-m} \exp \left(-a\left(L / l_{0}\right)^{\lambda}\right) \tag{5}
\end{equation*}
$$

By definition, the fraction of clusters with a size larger than $L$ is

$$
Z(L)=\int_{L}^{\infty} f(L) d L
$$

With (5) and (4), we have

$$
Z(L)=\left(A / l_{0}\right) \exp \left(-a\left(L / l_{0}\right)\right)
$$

or $L=n x$ ( $x$ is the characteristic defect size). Then,

$$
n(x)=\left(A / l_{0}\right) \exp \left[-a n\left(x / l_{0}\right)\right]
$$

This agrees with the Rozin-Ramler law [14]

$$
\begin{equation*}
n(x)=n_{0} \exp \left[-b\left(x / l_{0}\right)\right] \tag{6}
\end{equation*}
$$

with the distribution function

$$
F(x)=1-n_{0} \exp \left[-b\left(x / l_{0}\right)\right]
$$

which is a particular case of the Weibull distribution function [14].

It should be noted that dependence (6) is a theoretical estimate of the distribution $n$, unlike the defect size distribution

$$
N=N_{0} \exp \left(-R / R_{1}\right)
$$

experimentally found in [15] upon shock stressing. Here, $N$ is the number of defects with a size larger than $R, N_{0}$ is the total number of defects, and $R_{1}$ is the mathematical expectation of the crack length distribution function.

Since cracks responsible for the shear strain in Eq. (2) are shear cracks, the relationships [16]

$$
x=\Delta u \Delta t \quad \text { and } \quad l_{0}=\delta u \Delta t
$$

are valid.
Substituting these dependences into (6) and taking into account that the number of spalling cracks are equal to that of shear cracks yields

$$
\begin{equation*}
n(x)=0.5 n_{0} \exp [-b(\Delta u / \delta u)] \tag{7}
\end{equation*}
$$

where $n_{0}$ is the number of shear cracks with the mean length $l_{0}$ per unit volume.

It is reasonable to assume that the crack velocity upon shock-wave loading is limiting and constant; i.e., $V \cong 0.7 c_{\mathrm{R}}$ ( $c_{\mathrm{R}}$ is the velocity of the Rayleigh surface waves) [16]. This assumption is also supported by experimental data [17]. For $\Delta h$, as in [11], we choose the critical crack opening $\delta_{\text {cr }}$ in the Leonov-Panasyuk model [18]. Substituting (7) and the value of $V$ into (2), putting $c_{\mathrm{R}}=\delta_{\mathrm{cr}} / \Delta t$, and taking into account that $\mu_{\tau}=$ $\rho \Delta u l_{0}=\rho \Delta u \delta u \Delta t$, we obtain Eq. (1) in the form

$$
\begin{equation*}
\sigma_{\mathrm{s}} \cong K\langle u\rangle / c_{\mathrm{s}}+(4 / 3) \tau_{0}-0.5 n_{0} \rho \Delta u \delta u \delta_{\mathrm{cr}} \tag{8}
\end{equation*}
$$

Here, the first term in (2) is neglected because of its smallness and $\rho$ is the target density. As compared to the conventional relationships for spalling strength, expression (8) has both advantages and disadvantages. First, it removes the question of which sound velocity (longitudinal $c_{1}$ or volume $c_{0}$ ) should be substituted into the standard formula [1]

$$
\begin{equation*}
\sigma_{\mathrm{s}}=\varphi \rho u_{\mathrm{s}}+\Delta \sigma \tag{9}
\end{equation*}
$$

where $\varphi=0.5$ or $\varphi=1 /\left(1+c_{1} / c_{0}\right)$ and $u_{\mathrm{s}}=V_{\text {max }}-V_{\text {min }}$ is the difference between the maximum and minimum velocities of the free surface.

Second, it is unnecessary to determine $\Delta \sigma$, whose form is not quite clear, and, finally, Eq. (9) itself becomes unnecessary for the calculation of spalling strength.

The disadvantages of Eq. (8) are the complexity of determining $c_{\mathrm{s}}$ under nonsteady loading and difficulties in calculating $n_{0}$ and $\delta_{\text {cr }}$ The difficulty in determining the latter characteristic $\left(\delta_{\text {cr }}\right)$ is related mainly to the fact that spalling is a highly dynamic process and also to insufficiently advanced techniques for the determination of the crack resistance parameters under high-rate stressing.

Now, consider the effect of clustering on spalling from other points of view. As was already mentioned, finite clusters join together at the third spalling stage to form a fractal cluster. In this case [19], the density of particles (defects) making up this cluster is a function of the type

$$
\begin{equation*}
n_{1} \cong \beta H^{D-d_{1}} \tag{10}
\end{equation*}
$$

where $\beta$ is the normalizing factor, $H$ is the spalling zone width (for an axisymmetric shock, $H \cong B$, where $B$ is the spalling zone diameter), and $D$ is the fractal (Haus-dorff-Bezikovich) dimension [19].

In our case, $n_{1}$ specifies $n_{0}$ in the relationships derived above. Then, with (10) taken into account, Eq. (8) for spalling strength takes the form

$$
\begin{equation*}
\sigma_{\mathrm{s}}=K\langle u\rangle / c_{\mathrm{s}}+(4 / 3) \tau_{0}-0.5 \beta \rho \Delta u \delta u \delta_{\mathrm{cr}} H^{D-d_{1}}, \tag{11}
\end{equation*}
$$

which shows that spalling strength increases with fractal dimension (by definition, $D<d_{1}$ ). This conclusion totally coincides with the conclusion drawn in [8] and physically means that $\sigma_{\mathrm{s}}$ increases with the spalling surface.

Now let us discuss the effect of dynamic stressing parameters on the fractal dimension. To this end, we take advantage of the fact that the propagation of an elastoplastic front in a structurally nonuniform medium is a random process. It is described by the FokkerPlanck equation [3], which determines the nonequilibrium practicle velocity distribution function $f(x, V, t)$ in a medium:

$$
\begin{aligned}
& \partial f / \partial t+V \partial f / \partial x+\left(F_{1} / m\right) \partial f / \partial t \\
= & -\partial\left(Q_{1} V\right) / \partial V+0.5 \partial^{2}\left(Q_{2} f\right) / \partial V^{2},
\end{aligned}
$$

where $F_{1}$ is the applied force, $m$ is the particle mass, $Q_{1}$ is the drift coefficient, and $Q_{2}$ is the diffusion (percolation) coefficient.

The solution to this equation corresponds to selforganization in a system upon the interaction of two transfer phenomena (drift and diffusion). The FokkerPlanck equation is known to have two types of solution: steady-state solutions, where the argument is independent of time, and non-steady-state solutions, which can be found in the self-similar mode alone [20]. In the latter case, a function of two arguments $x$ and $t$ (in the unidimensional case) is replaced by a function of one variable, $y=x / a(t)$ :

$$
f(x, t)=l_{0}^{\alpha} \varphi(y),
$$

where the functions $l_{0}(t)$ and $\varphi(y)$ and the exponent $\alpha$ are to be determined. Note that the function $\varphi(y)$ can be found only if the scaling properties of the drift force ( $Q_{1} m f$ ) and the diffusion component $Q_{2} f$ are specified [20].

It was also shown in [20] that, for a stochastic system to be self-similar, the following relationship should be fulfilled:

$$
l_{0}=[\mu(1-\xi)]^{1 /(1-\xi)} t^{1 /(1-\xi)},
$$

where $\mu=\rho \Delta u \Delta h$ is the dynamic viscosity [4], $\Delta h$ is the mesoflux width, $\xi=1-D$, and $l_{0}$ is the characteristic scale specifying the characteristic value of the variable $x$.

Substituting $\mu$ and $\xi$ into this relationship and taking into account that $l_{0}=(\delta u) t$, we have

$$
\begin{equation*}
(\delta u) t=[(\rho \Delta u \Delta h) D]^{1 / D} t^{1 / D} \tag{12}
\end{equation*}
$$

Table 1. Testing results for 12 Kh 18 N 10 T steel

| Shock speed, $\mathrm{m} / \mathrm{s}$ | $\Delta u, \mathrm{~m} / \mathrm{s}$ | $\delta u, \mathrm{~m} / \mathrm{s}$ | $U_{\mathrm{s}}, \mathrm{m} / \mathrm{s}$ |
| :--- | :---: | :---: | :---: |
| 108 | 0 | 33 | - |
| 181 | 13.0 | 48 | 97 |
| 216 | 24.0 | 81 | 66 |
| 248.5 | 28.0 | 64 | 81 |
| 285 | 30.0 | 12 | 102 |
| 308 | 38.0 | 14 | 100 |
| 344.5 | 43.0 | 30 | 100 |
| 447 | - | 171 | 84.5 |

Table 2. Testing results for KhN75VMYu alloy

| Shock speed, $\mathrm{m} / \mathrm{s}$ | $\Delta u, \mathrm{~m} / \mathrm{s}$ | $\delta u, \mathrm{~m} / \mathrm{s}$ | $U_{\mathrm{s}}, \mathrm{m} / \mathrm{s}$ |
| :---: | :---: | :---: | :---: |
| 217.8 | 24.0 | 13.3 | 164.7 |
| 230.1 | 25.8 | 18.3 | 168.0 |
| 251.8 | 25.8 | 19.2 | 160.1 |
| 276.2 | 25.2 | 1.1 | 174.9 |
| 299.2 | 25.3 | 16.6 | 153.3 |
| 343.0 | 27.1 | 8.875 | 177.3 |
| 350.4 | 25.4 | 4.9 | 189.5 |
| 363.5 | 29.9 | 6.6 | 183 |
| 386.6 | 41 | 13.7 | 176.2 |
| 298.2 | 49.5 | 2.18 | 193.7 |

Note: Values are averaged over two or three tests.

Thus, the fractal dimension is determined by $\delta u$, $t$, and $\Delta u$. Hence, the spalling strength of materials depends on the velocity characteristics $\langle u\rangle, \Delta u, \delta u$, and the time to failure $t$ (see (11)).

From Eq. (12), it follows that the fractal dimension increases with decreasing $\delta u$ (thus favoring an increase in the spalling strength with a decrease in the fractal dimension) and increases with decreasing $\Delta u$. As a result, the function $\sigma_{\mathrm{s}}=\Phi(\Delta u)$ is uncertain.

## RESULTS AND DISCUSSION

Planar 7- to $35-\mathrm{mm}$-thick 12 Kh 18 N 10 T steel specimens (Table 1) and 5.6 -mm-thick KhN75VMYu nickel-based alloy specimens were shock-stressed under conditions of uniaxial deformation at striker speeds of $100-500 \mathrm{~m} / \mathrm{s}$. The striker thickness in all cases was $1.98-2.0 \mathrm{~mm}$. The testing results are given in Figs. 1 (12Kh18N10T) and 2 (KhN75VMYu). Figure 3 shows the results of calculating the fractal dimension of the spalling crack contour (the technique for its determination is given in [3]).

From the results given in the tables and figures, it follows that the spalling model proposed and the relationships obtained do not contradict the experimental


Fig. 1. Effect of the shock speed on the parameters (1) $\Delta u$, (2) $\delta u$, and (3) $u_{\mathrm{s}}$ for 12 Kh 18 N 10 T steel.


Fig. 2. The same as in Fig. 1 for KhN75VMYu alloy.


Fig. 3. Effect of the shock speed on the fractal dimension for (1) 12 Kh 18 N 10 T and (2) KhN75VMYu.
data. For example, the spalling rate (which defines the spalling strength) is clearly seen to be in antiphase with $u_{\text {s }}$ and $\delta u$, whereas there is no clear relationship between $u_{\mathrm{s}}$ and $\Delta u$. Figure 3 also illustrates the increase in the fractal dimension with shock speed, which in general supports the conclusion that spalling strength grows with fractal dimension.

Thus, we can conclude that our model adequately fits the actual process of spalling.

## REFERENCES

1. G. I. Kanel', Prikl. Mekh. Tekh. Fiz., No. 2, 194 (2001).
2. S. A. Novikov, Fiz. Goreniya Vzryva, No. 6, 77 (1985).
3. B. K. Barakhtin, Yu. I. Meshcheryakov, and G. G. Savenkov, Zh. Tekh. Fiz. 68 (10), 43 (1998) [Tech. Phys. 43, 1175 (1998)].
4. L. D. Landau and E. M. Lifshitz, Course of Theoretical Physics, Vol. 6: Fluid Mechanics (Pergamon, New York, 1987; Nauka, Moscow, 1988).
5. Yu. I. Meshcheryakov and A. K. Divakov, Preprint No. 25, LfiMash (Leningrad, 1989).
6. V. I. Aptukov, Fiz. Goreniya Vzryva, No. 2, 122 (1985).
7. O. B. Naĭmark and V. V. Belyaev, Fiz. Goreniya Vzryva, No. 4, 115 (1989).
8. G. G. Savenkov, B. K. Barakhtin, and Yu. I. Meshcheryakov, in Proceedings of the V International Workshop "Modern Problems of Strength," Novgorod, 2001, Vol. 2, p. 43.
9. V. E. Panin, Izv. Akad. Nauk, Mekh. Tverd. Tela, No. 5, 88 (1999).
10. G. V. Stepanov, Elasto-Plastic Deformation and Destruction of Materials under Impulsive Loading (Naukova Dumka, Kiev, 1991).
11. O. V. Kovalenko and V. K. Sirotkin, Prikl. Mekh. Tekh. Fiz., No. 4, 138 (1985).
12. D. Staufer, Phys. Rep. 54 (1), 23 (1979).
13. S. A. Molchanov, V. F. Pisarenko, and A. Ya. Reznikova, in Computational Seismology, Vol. 19: Mathematical Methods in Seismology and Geodynamics (Nauka, Moscow, 1986), pp. 3-8.
14. V. M. Kuznetsov, Mathematical Models of Explosion (Nauka, Novosibirsk, 1977).
15. Shock Waves and High-Strain-Rate Phenomena in Metals, Ed. by M. A. Meyers and L. E. Murr (Plenum, New York, 1981; Nauka, Moscow, 1984).
16. V. M. Finkel', Physics of Destruction (Metallurgiya, Moscow, 1970).
17. Yu. I. Meshcheryakov and G. G. Savenkov, Prikl. Mekh. Tekh. Fiz., No. 3, 138 (1993).
18. V. V. Panasyuk, Limit Equilibrium of Brittle Solids with Cracks (Naukova Dumka, Kiev, 1968).
19. A. I. Olemskoĭ and A. Ya. Flat, Usp. Fiz. Nauk 163 (12), 1 (1993) [Phys. Usp. 36, 1087 (1993)].
20. A. I. Olemskoĭ, Usp. Fiz. Nauk 168 (3), 287 (1998) [Phys. Usp. 41, 269 (1998)].

Translated by K. Shakhlevich

# Mechanical, Structural, and Spectroscopic Properties of $\mathrm{C}_{70}$ Fullerite Phases Produced under High Pressure and Shear 

V. D. Blank ${ }^{1,2}$, K. V. Gogolinsky ${ }^{2}$, V. N. Denisov ${ }^{1}$, V. A. Ivdenko ${ }^{1}$, B. N. Mavrin ${ }^{1}$, N. R. Serebryanaya ${ }^{1}$, and S. N. Sulyanov ${ }^{2}$<br>${ }^{1}$ Institute of Spectroscopy, Russian Academy of Sciences, Troitsk, Moscow oblast, 142190 Russia<br>e-mail: mavrin@isan.troitsk.ru<br>${ }^{2}$ Technological Institute of Superhard and Novel Carbon Materials, Troitsk, Moscow oblast, 142190 Russia Received March 18, 2002; in final form, June 11, 2002


#### Abstract

X-ray diffraction patterns, Raman spectra, and the hardness of $\mathrm{C}_{70}$ fullerite subjected to a high pressure with shear are investigated. It is shown that these conditions favor the phase transformation of molecular fullerite into the hard amorphous phase. The hardness of a specimen removed from a diamond anvil cell loaded up to 26 GPa under shear deformation applied is found to be equal to 30 GPa . © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The superhard high-pressure phases of $\mathrm{C}_{60}$ fullerite that are stable under normal conditions were obtained by us earlier [1-5]. The hardness [6] and elasticity [7] of some of them were higher than those of diamond. In searching for novel superhard materials, we investigated $\mathrm{C}_{70}$ fullerite at high pressures $P$ and high temperatures $T$ [8]. In [8], several polymorphic modifications were reported and their nonequilibrium $P-T$ phase diagram was presented. Also, we succeeded in producing superhard phases. The superhard phases of both fullerites were obtained in both the crystalline and amorphous states [3, 8], the amorphous phases offering the higher hardness [4]. The existence of the amorphous $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ phases obtained under high pressures and temperatures was confirmed in several studies [1-10] and is beyond question. The most widely debated issue has been structural and phase transformations in $\mathrm{C}_{70}$ at room temperature. In early studies, authors reported the observation of phase transitions at $\approx 1$ [11], $\approx 2$ [12], and $\approx 5.5 \mathrm{GPa}$ [12]; however, their existence was not confirmed $[13,14]$ and subsequently attention was mainly focused on the transition to the amorphous carbon phase. Using X-ray diffraction methods, the authors of [15] observed irreversible amorphization under compression stresses exceeding 18 GPa . At the same time, Raman and photoluminescence spectra [11, 16] indicate reversible amorphization arising upon releasing the pressure $P=31 \mathrm{GPa}$ in high-pressure cells. These results were obtained under high pressures directly in diamond anvil cells. Recently, when investigating Raman spectra [13] and electrical and mechanical properties of $\mathrm{C}_{70}$ [14], it was found that the pressureinduced amorphous phase begins to form at a pressure of about 12 GPa and the specimen becomes completely amorphous in the range $18-20 \mathrm{GPa}$ [11, 13, 14]. After
relief, the amorphous phase reverts to the initial structure of fullerite if the pressure does not exceed 35 GPa [14]. At pressures higher than 35 GPa , the specimen remains amorphous even after the pressure has been removed. At pressures above 10 GPa , the electrical resistance of $\mathrm{C}_{70}$ decreases gradually by $4-5$ orders of magnitude with a minimum at 20 GPa . As the pressure rises further, the resistance starts increasing and attains its initial value at $P>35 \mathrm{GPa}$ [14]. The microhardness of the amorphous phase measured by nanoindentation after the pressure 48 GPa has been released was about 30 GPa [14].

In this paper, we studied X-ray diffraction patterns, Raman spectra, and mechanical properties of $\mathrm{C}_{70}$ fullerite at high pressures in a diamond cell where the specimen was under shear. The application of shear deformations narrows the hysteresis of structural phase transformations and homogenizes the phase [17]. We expected that, under shear, the transformation of molecular $\mathrm{C}_{70}$ fullerite into the hard phase will occur at lower pressures and that other phase transitions will appear. $\mathrm{C}_{70}$ fullerite of purity higher than $99 \%$ was produced in the Institute of Metallorganic Chemistry (Nizhni Novgorod).

## X-RAY DIFFRACTION

Our investigations were performed in an X-ray diamond anvil cell (DAC) with shear under pressures of up to 50 GPa [18]. High shear strains in the specimen are produced by rotating one of the anvils with respect to the other about the axis of stressing. The rotation is performed using a thrust bearing.

In order to clarify the effect of shear strains on the phase transitions, a pressure-transfer medium was not applied. The nonhydrostatic character of the pressure due to the uniaxial stressing of the specimen in the DAC
was compensated for in part by using a gasket that was plastic at high pressures. The surface of the immovable anvil was covered by a ruby powder to measure the pressure from the pressure-dependent shift of narrow luminescent $R$ lines of ruby ( $R_{1}=694.2 \mathrm{~nm}$ and $R_{2}=$ 692.7 nm ). The pressure distribution in the specimen was found from the luminescence spectra of ruby, whose particles (1-3 $\mu \mathrm{m}$ in size) were uniformly


Fig. 1. Pressure distribution in the $\mathrm{C}_{70}$ specimen along the diameter $(d)$ of the diamond anvil. Solid and dashed curves correspond to the situation before and after shear, respectively.


Fig. 2. Diffraction patterns from $\mathrm{C}_{70}$ removed from the diamond cell after the action of high pressure under shear: (a) initial $\mathrm{C}_{70}$, (b) 12 (22 GPa after applying shear stress), (c) 16 (30), and (d) 26 (40) GPa. The asterisk indicates the diffraction peak from the steel gasket.
applied on the working surfaces of the anvils. The particle spacing was about $10 \mu \mathrm{~m}$.

The pressure was evaluated from the more intense line $R_{1}$. The gasket with a hole where the specimen was mounted was attached to the movable anvil. The cell with the specimen was assembled, and stressing was accomplished by rotating the clumping nut of a spring-and-lever stressing system. The smoothness of stressing was provided by disk springs. Diffraction patterns from $\mathrm{C}_{70}$ pressed in the gasket were taken with a KARD-6 X-ray diffractometer $\left(\mathrm{Cu} K_{\alpha}\right)$ [19] before and after the action of pressure. The Raman spectra were recorded under pressure directly in the DAC.

Earlier, it was shown theoretically that plastic deformation is a universal mechanism for reducing internal strains [17] and favors polymorphic transformations. It turned out that when $\mathrm{C}_{60}$ is subjected to shear under pressure, phase transition to the superhard phase occurs. This transition is accompanied by the giant effect of self-multiplication, the pressure at the center increasing by more than twofold [20]. Figure 1 shows the pressure distribution in $\mathrm{C}_{70}$ along the diamond anvil diameter before and after shear. After the rotation of the anvil, the pressure at the center of the specimen grows up to 30 GPa . By analogy with $\mathrm{C}_{60}$, this phenomenon testifies to the formation of the superhard phase in $\mathrm{C}_{70}$.

The diffraction patterns from $\mathrm{C}_{70}$ taken out of the cell after it had been subjected to a high pressure and shear are shown in Fig. 2. Since the sizes of the specimen ( $\approx 250 \mu \mathrm{~m}$ in diameter and $20 \mu \mathrm{~m}$ in thickness) are very small, we did not remove it from the gasket; therefore, the diffraction patterns also contain reflections from the gasket made of stainless steel. For each of the diffraction patterns, the pressure value after shear is indicated. The diffraction pattern from initial $\mathrm{C}_{70}$ is presented at the bottom of Fig. 2. After being subjected to a pressure of $22 \mathrm{GPa}, \mathrm{C}_{70}$ recovers the crystalline state. However, the significant broadening of the diffraction lines and the enhanced background under the most intense diffraction peaks indicate the breaking of longrange order in the lattice and partial amorphization. Under the action of higher pressures, the amorphization increases; however, a small amount of the crystalline phase is present even after 40 GPa .

It should be noted that the diffraction patterns obtained from the $\mathrm{C}_{70}$ specimens after the action of a high pressure and shear at room temperature and those obtained after the action of a high pressure at a high temperature differ. High temperatures ( $T>1000 \mathrm{~K}$ ) lead to irreversible amorphization at a pressure of 5$13 \mathrm{GPa}[8,13]$. In the range $2 \theta=25^{\circ}-30^{\circ}$, the diffraction patterns exhibit an intense halo. This fact suggests that this amorphous phase has a layered structure [8]. The diffraction patterns of the $\mathrm{C}_{70}$ amorphous phase that were obtained in the diamond cell at room temperature do not contain the halo.

## RAMAN SCATTERING

Raman spectra were excited by laser radiation $(514.5 \mathrm{~nm})$ with a power density of about $50 \mathrm{~W} / \mathrm{cm}^{2}$. For each of the pressures, the Raman spectra of fullerite were first recorded in the absence of shear; next, at the same pressure after the application of shear deformation and, finally, after pressure relief and removing the specimen from the diamond cell.

The spectra of $\mathrm{C}_{70}$ fullerite in the diamond cell can be recorded only in the range above $1400 \mathrm{~cm}^{-1}$, where, as is known [8], the Raman lines of fullerite are the most intense and the measurements are unaffected by the strong line $1333 \mathrm{~cm}^{-1}$ from the diamond anvils. In this range (at atmospheric pressure), the most intense line of fullerite is the high-frequency ("graphite-like") line at $1567 \mathrm{~cm}^{-1}$. The doublet at $1444-1468 \mathrm{~cm}^{-1}$ is slightly weaker, and the faint line at $1511 \mathrm{~cm}^{-1}$ can also be seen.

The behavior of these lines with an increase in pressure was investigated previously [11, 13] (see Fig. 3). Wide bands at wave numbers above $1700 \mathrm{~cm}^{-1}$ belong to the Raman spectrum at combined frequencies of the diamond anvils. They can serve as an internal standard for estimating the changes in the fullerite spectrum intensity with increasing pressure. At a pressure of 7 GPa , only two bands at 1505 and $1592 \mathrm{~cm}^{-1}$ (under atmospheric pressure, at 1468 and $1567 \mathrm{~cm}^{-1}$, respectively) can be seen. The low-frequency component of the doublet at $1444-1468 \mathrm{~cm}^{-1}$ and the line at $1511 \mathrm{~cm}^{-1}$ virtually disappear, thereby confirming the data in [11, 13]. At higher pressures ( 12 and 16 GPa ), the intensities of the lines at 1502 and $1592 \mathrm{~cm}^{-1}$ decrease and the low-frequency component of the doublet (lying at 1460 and $1480 \mathrm{~cm}^{-1}$ for 12 and 16 GPa , respectively) becomes visible. In the range $7-16 \mathrm{GPa}$, the line at $1592 \mathrm{~cm}^{-1}$ almost does not shift but broadens with pressure. At 26 GPa , the spectrum intensity increases and only one very broad band that peaked at $1620 \mathrm{~cm}^{-1}$ is observed. The appearance of the single broad band at high pressures in the range above $1400 \mathrm{~cm}^{-1}$ instead of the line spectrum of initial fullerite was associated [ $11,13,14$ ] with the crystalline-to-amorphous transition in fullerite.

The application of shear deformation considerably modify the spectra. The spectra shown in Fig. 4 were obtained at the same pressures and from the same specimens as in Fig. 3 but under shear. After the application of shear deformation, the pressure in the diamond cell increases (due to self-multiplication) from 7 (before shear) to 10 GPa (after shear), from 12 to 22 GPa , from 16 to 30 GPa , and from 26 to 40 GPa . At a pressure of 7 GPa with shear (Fig. 4), the form of the fullerite spectrum is close to that obtained at 16 GPa without shear. Indeed, in both cases, one can observe a broad line near $1590 \mathrm{~cm}^{-1}$ and a faint line at $1480 \mathrm{~cm}^{-1}$. At a pressure of 12 GPa , the line at $1590 \mathrm{~cm}^{-1}$ splits into a doublet at
$1538-1580 \mathrm{~cm}^{-1}$. At 16 GPa , the spectrum intensity increases noticeably, and the high-frequency component of the doublet broadens and shifts toward $1610 \mathrm{~cm}^{-1}$. At 26 GPa , this component becomes dominant ( $1640 \mathrm{~cm}^{-1}$ ). Thus, shear deformation not only favors the phase transformations in fullerite but also uncover new features of the phase transition in the pressure range $12-16 \mathrm{GPa}$.


Fig. 3. Raman spectra from $\mathrm{C}_{70}$ fullerite in the diamond cell under high pressure before applying shear deformation: (a) 7, (b) 12, (c) 16, and (d) 26 GPa. Arrows (here and in Fig. 4) point to the bands discussed in the text.


Fig. 4. Raman spectra from $\mathrm{C}_{70}$ fullerite in the diamond cell after applying shear deformation to the specimens the spectra from which are shown in Fig. 3. Due to self-multiplication, the pressure applied to the specimens increased from (a) 7 to 10 , (b) 12 to 22 , (c) 16 to 30 , and (d) 26 to 40 GPa .


Fig. 5. Raman spectra from (a) initial $\mathrm{C}_{70}$ fullerite and $(b-e)$ the specimens removed from the diamond cell the spectra from which are shown in Fig. 4: (b) after applying the pressure 7 GPa and shear deformation ( 10 GPa after shear), (c) 12 (22), (d) 16 (30), and (e) $26(40) \mathrm{GPa}$.


Fig. 6. Scratched region on the surface of the $\mathrm{C}_{70}$ specimen removed from the diamond cell and investigated by diffraction (Fig. 2d) and spectroscopic (Fig. 5e) methods. The sizes of the scratch are shown in the application. Arrow 1 points to the scratch, and arrow 2 shows a hexagonal crystallite.

After releasing the pressure and removing the specimen from the diamond cell, the Raman spectra could be recorded in the entire frequency range, since the contribution from the spectrum of the diamond anvils was absent. Figure 5 shows the spectra of fullerite removed from the cell after applying the pressure and shear. For pressures of 7 and 12 GPa (Figs. 5b, 5c), the
spectrum is seen to consist of the same narrow bands as initial fullerite before applying the pressure (Fig. 5a). Therefore, one may assume that the molecular skeletons of $\mathrm{C}_{70}$ are still retained. However, after applying the pressure 7 GPa , the high-frequency line $\left(1567 \mathrm{~cm}^{-1}\right.$ in initial fullerite) shifts to $1569 \mathrm{~cm}^{-1}$, while after applying 12 GPa , it shifts to $1557 \mathrm{~cm}^{-1}$. At the same time, the other lines do not noticeably change their positions. The low-frequency shift of the "graphite-like" line by more than by $10 \mathrm{~cm}^{-1}$ may be due to the appearance of fourfold-coordinated carbon atoms (i.e., $s p^{3}$ bonds) in fullerite molecules. As is known, molecules of original fullerite have only threefold-coordinated carbon atoms. As a rule, $s p^{3}$ bonds appear in the process of polymerization (or dimerization) of molecules. Specifically, in the Raman spectra of fullerite containing mainly dimers $\left(\mathrm{C}_{70}\right)_{2}$, a new line near $1550 \mathrm{~cm}^{-1}$ was observed [21].

After applying 16 GPa , the line at $1557 \mathrm{~cm}^{-1}$ becomes very broad (with a width greater than $200 \mathrm{~cm}^{-1}$ ), but a number of molecular fullerite lines still remain (Fig. 5d). However, after applying 26 GPa , only one broad intense line at $1558 \mathrm{~cm}^{-1}$ is seen (Fig. 5e). Therefore, it can be assumed that, after applying 16 GPa , the structure of the specimen is still two-phase, whereas after 26 GPa , the specimen is nearly monophase. The spectrum of this phase consists of one nearly symmetric line at $1558 \mathrm{~cm}^{-1}$. In the case of carbon materials, such a spectrum was observed in diamond-like films [22], as well as in spatially polymerized $\mathrm{C}_{60}$ fullerite [3]. Both materials contain a significant amount of $s p^{3}$ bonds and offer good elastic properties. After applying the pressure 26 GPa , our specimen (unlike initial fullerite) was found to be stable against laser radiation and did not transform into amorphous carbon or graphite at a 20 -fold increase in the laser radiation density.

## HARDNESS MEASUREMENTS

The hardness was measured by the sclerometry method (scratching under constant indentation load), which was carried out with the specimens removed from the gasket after the application of high pressure and shear. The use of a nanosclerometer with a nanoindenter made of superhard $\mathrm{C}_{60}$ fullerite [4] (produced in the Technological Institute of Superhard and Novel Carbon Materials at a pressure of 13 GPa and a temperature of 1770 K ) made it possible to quantitatively determine the hardness of the superhard materials. The hardness $H$ is defined as $H=k P / b^{2}$, where $k$ is the form factor of the indenter, $P$ is the indentation load, and $b$ is the scratch width. The shape and dimensions of the scratch were determined with a Nanoscan instrument based on the principles of atomic force microscopy [4]. The time of scratching was 2 s ; the width and length of the scratch, 0.6 and $2.5 \mu \mathrm{~m}$, respectively; and the maximum indentation load, 0.1 N . The obtaining of
scratches and subsequent scanning were performed by the same probe.

Figure 6 shows the scratch region on the $\mathrm{C}_{70}$ specimen surface. Initially, the pressure applied to the specimen was 26 GPa , which increased to 40 GPa under shear (the diffraction pattern in Fig. 2d). Against the background of rounded amorphous features, one can see the hexagonal prism of the $\mathrm{C}_{70}$ crystal (shown by arrow 2 at the bottom of Fig. 6). The scratch runs through the amorphous parts of the specimen. The hardness determined from the scratch equals 30 GPa , which completely coincides with that obtained in [14] for an amorphous specimen after the action of a pressure exceeding 35 GPa .

Thus, our diffraction, spectroscopic, and hardness measurements confirm the irreversible transformation of $\mathrm{C}_{70}$ molecular fullerite into the superhard amorphous phase at high pressures and room temperature. Under shear, this transformation occurs at lower pressures.
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#### Abstract

The fracture of a composite material, a spheroplastic consisting of a polyester resin matrix and glass microspheres as a filler, is studied experimentally and theoretically under static and dynamic stressing. A shock is generated by a pulsed magnetic field. The fracture type in relation to the shock parameters and material structure is analyzed. A method for testing the dynamic behavior of the material based on the incubation time accumulation is suggested. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The pulsed stressing of heterogeneous gas-filled media has not been adequately explored, although the shock compression of porous materials is widely used in the physics of shock waves. Interest in such materials is dictated by the need to study their behavior as targets used in inertial thermonuclear fusion and in buoyant facilities of deep-sea apparatuses, as well as by the need to synthesize novel materials capable of damping pulsed loads. Of great practical interest is a material where glass or carbon microspheres are embedded in a binder: spheroplastic [1]. Such materials have high structural and insulating properties, a relatively high impact strength, and a small weight. For example, the dynamic strength of a material consisting of glass microspheres ( $42 \mathrm{vol} \%$ or $27.7 \mathrm{wt} \%$ ) embedded in an epoxy binder was measured to be 0.24 GPa [2]. The reinforcement of viscoelastic binders by glass microspheres decreases greatly the density of the resulting composite and improves its damping properties. The embedding of microspheres is a promising way to synthesize heterogeneous materials with desired properties.

## MATERIALS AND EXPERIMENTAL METHODS

In this work, we studied the deformation and strength properties (in particular, static and dynamic cracking resistance) of a novel spheroplastic consisting of a polyester resin matrix and a reinforcing filler (glass microspheres, 41 vol \%). The sphere size determined by microstructure analysis was found to vary from 6-60 to $12-60 \mu \mathrm{~m}$ (from 21 to $31 \mu \mathrm{~m}$ on average) in various specimens. The spread in the filler particle sizes is distinctly seen in Fig. 1. The parameters of the filler are
listed in Table 1. The mean density of the spheroplastic found by weighing was $\rho=(0.79 \pm 0.01) \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$.

The static mechanical characteristics of the material [3] were determined with a P-0.5 breaking machine at an extension rate of $1.67 \times 10^{-4} \mathrm{~m} / \mathrm{s}$. The Young's modulus under extension was found to be $E=2400 \pm$ 50 MPa ; the rupture strength, $\sigma_{\mathrm{c}}=12.4 \pm 0.9 \mathrm{MPa}$; and


Fig. 1. Fracture surface of the spheroplastic.
the fracture toughness (critical stress intensity factor), $K_{\text {Ic }}=0.52 \pm 0.03 \mathrm{MPa} \sqrt{m}$. The longitudinal wave velocity determined with the interferometric method was $c_{1}=2196 \pm 50 \mathrm{~m} / \mathrm{s}$.

The dynamic cracking resistance of the material was estimated with a new testing method that is based on the concept of incubation time [4]. According to this approach, the basic parameter specifying the critical characteristics of dynamic fracture is the incubation time $\tau$ of a material. It is specific for each material and can be found by testing cracked specimens. In our experiments, the specimens were plates measuring $120 \times 120 \times(9-16) \mathrm{mm}$ with a $60-\mathrm{mm}$-long middle through edge notch of width 2.2 mm passing into a narrower symmetrical notch of depth 1.5 mm and width 0.18 mm . The stressing scheme and the shape of the specimen are shown in Fig. 2. When the current passes through the lines of the stressing device, they experience a magnetic pressure, which is applied to the notch edges. This pressure is uniformly distributed over the specimen and is uniquely related to the current. A current pulse is generated with a magnetic device $(\xi=2)$ [5] and is measured with a Rogowski loop on a TDS754C oscilloscope. The pulse shape and width are defined by the parameters of the pulse-generating device, and the amplitude also depends on the parameters of the stressing device. The pressure is found by the formula $p(t)=P \sin ^{2}(\pi t / T)$, where $T$ is the pulse width. For strip lines of width $b$, the pulse amplitude $P$ is given by $P=\left(\mu_{0} / 2\right)(I / b)^{2}$, where $I$ is the current amplitude and $\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$. The pulsed magnetic device can generate microsecond current pulses of peak power up to 1 MA and, thereby, produce controllable stress pulses of amplitude about 1 GPa and width of $>1 \mu \mathrm{~s}$.

The experiments were carried out for the stress pulse durations 2.76 and $4.40 \mu \mathrm{~s}$. Figure 3 shows the length of a crack grown in the specimen vs. pulse amplitude. The threshold amplitude was determined by extrapolating the crack length to zero. They were found to be $1.68 \pm 0.5$ and $11.2 \pm 0.4 \mathrm{MPa}$, respectively, for the above stress pulse widths.

## RESULTS AND DISCUSSION

According to our approach, two material constants, $K_{\text {Ic }}$ and $\tau$, are responsible for the static and dynamic cracking resistances of a material on a given scale level. The critical value of the external load, as well as the rate dependence of the fracture toughness for a given structure stressed symmetrically about the crack line, can be found with the incubation time criterion [4]

$$
\begin{equation*}
\int_{t-\tau}^{t} K_{I}\left(t^{\prime}\right) d t \leq \tau K_{I \mathrm{c}} \tag{1}
\end{equation*}
$$

where $K_{I}(t)$ is the stress intensity factor as a function of time and $\tau$ is the incubation time.

Table 1. Filler parameters

| Specimen no. | Size, $\mu \mathrm{m}$ | Wall thickness, $\mu \mathrm{m}$ |
| :---: | :---: | :---: |
| 1 | 48.5 | 15.5 |
| 3 | 35.1 | 14.7 |
| 4 | 21.1 | 14.4 |
| 6 | 30.5 | 13.1 |

The stress intensity factor was found by calculation. To do this, we considered the problem of a semi-infinite crack whose edges are stressed by pressure pulses of a given shape. With a unit instantaneous pulse applied to the notch edges, the stress intensity factor is given by $K_{I}^{(\delta)}(t)=\alpha / 2 / \sqrt{t}$, where $\alpha=4 c_{2} \sqrt{c_{1}^{2}-c_{2}^{2}} /\left(c_{1} \sqrt{\pi c_{1}}\right)$ [6]. If a pulse of a given shape is applied, the stress intensity factor is found by the time convolution of the stress applied with $K_{I}^{(\delta)}(t)$. Thus, the stress intensity factor is experimentally determined from the relationship

$$
\begin{equation*}
K_{I}(t)=\alpha P \int_{0}^{t} \frac{\sin ^{2}(\pi(t-s)) / T}{2 \sqrt{s}} d s \tag{2}
\end{equation*}
$$



Fig. 2. Pulse-generating circuit and specimen stressing scheme. $C_{\mathrm{r}}$, reservoir capacitor; $L_{0}$, self-inductance of current pulse generator; $S$, high-voltage switch; $R$, nonlinear resistor; and $l$, specimen. Sizes are given in millimeters.


Fig. 3. Experimental data for spheroplastic fracture by individual pulses of duration (1) 4.40 and (2) $2.76 \mu \mathrm{~s}$.


Fig. 4. Stress intensity factor vs. time. Continuous and dashed lines refer, respectively, to the durations 4.40 and $2.76 \mu \mathrm{~s}$.


Fig. 5. Breaking amplitude $P$ vs. pulse duration $T$.


Fig. 6. $K_{I \mathrm{~d}} / K_{I \mathrm{c}}$ vs. pulse duration. Circles show the dynamic fracture toughness for the durations used in the experiment.

This relationship for the stress intensity factor is valid as long as the problem of semiinfinite crack is applicable, i.e., until the waves reflected from the boundaries reach the notch tip. For pulse models used in the tests, one should consider times $t \leq 27.3 \mu$ s, i.e., time periods within which the longitudinal wave travels along the notch edge. For these times, the stress intensity factor vs. time is shown in Fig. 4. The value of $K_{I}(t)$ grows, reaches a maximum, and then decreases. The instant the maximum is attained slightly exceeds that of pulse application (T/2).

The incubation time is found from the parameters found experimentally: threshold pulse amplitude $P$ and its duration $T$. From these parameters, one can determine the stress intensity factor for a threshold pulse. A threshold pulse is a breaking pulse such that any decrease in its amplitude no longer causes fracture. Hence, the maximal value of the integral in (1) transforms inequality (1) into an equality. From this equality, one finds the incubation time $\tau$. The incubation time thus found for the spheroplastic considered is $\tau=3.93 \pm$ $0.25 \mu \mathrm{~s}$ for a pulse of duration $T=2.76 \mu \mathrm{~s}$ and $3.94 \pm$ $0.30 \mu \mathrm{~s}$ for $T=4.40 \mu \mathrm{~s}$. Thus, the incubation time equals $3.93 \mu \mathrm{~s}$.

Figure 5 shows the threshold pulse amplitude vs. pulse duration. Circles are data points, and the continuous curve stands for the threshold amplitude calculated by criterion (1). The threshold amplitude determined with the conventional critical stress intensity factor criterion ( $K_{I}(t) \leq K_{\text {Ic }}$ ) is somewhat lower (dashed curve in Fig. 5). For the pulse durations $T=2.76$ and $4.40 \mu \mathrm{~s}$, the breaking amplitude found with the critical stress intensity factor amounts to 64 and $76 \%$, respectively, of that observed in the experiment.

The dynamic fracture toughness, i.e., the value of the stress intensity coefficient at the instant of fracture onset ( $K_{I \mathrm{~d}}=K_{l}\left(t_{*}\right)$, where $t_{*}$ is the instant of fracture onset) can be found with criterion (1). In this case, first the instant of fracture onset $t_{*}$ is found from (1), and then the stress intensity coefficient at this instant is determined from (2). In the experiments where the fracture was caused by threshold pulses, the dynamic fracture toughness was found to be $K_{I \mathrm{~d}}=0.61 K_{I \mathrm{c}}$ and $0.67 K_{\text {Ic }}$ for $T=2.76$ and $4.40 \mu \mathrm{~s}$, respectively. The instant of fracture onset $t_{*}$ was 5.4 and $6.1 \mu \mathrm{~s}$, respectively. In both cases, the fracture has a delay, i.e., occurs some time after the stress intensity coefficients have reached their maximum (Fig. 6).

The specific features of the deformation behavior and fracture of heterogeneous materials are associated with elastic stress sources arising at the continuous interfaces between homogeneous structure elements during deformation. The sources are due to a mismatch between the properties of dissimilar constituents. In the stress field, the constituents undergo various deformations and the complex shape of the interfaces can be retained if the elastic strains exceed their mean value.

The micrographs of the fracture surface are shown in Figs. 1, 7, and 8, and Table 2 lists the crack length vs. filler size. The fracture of the spheroplastic takes place largely between the glass microspheres. The crack propagates in the binder, usually bypassing the spheres. The spheres are crossed in few cases, as follows from Fig. 7.

As a rule, two cracks originate at the notch, which usually propagate at a certain angle to each other ( $8^{\circ}$ $12^{\circ}$ ). At distances of 2 or 4 mm from the fracture site, the crack may sharply change its propagation direction,


Fig. 7. Crack propagation in the spheroplastic.
deviating from the initial one by $8^{\circ}-10^{\circ}$. Then, passing roughly the same distance, the crack may start propagating in the initial direction again. The crack travel varies from 7 to 27 mm , depending on the shock intensity. As follows from Table 2, the smaller the sphere radius, the shorter the final length of the crack. This can be explained by the increase in the number of obstacles over the crack path.

The microstructure of the spheroplastic at a high magnification is depicted in Fig. 8. The traces of the irreversible deformation of the binder and microcracks on several areas surrounding the glass microspheres are seen. At an even higher magnification, one can observe the pattern of filler fracture typical of other plastics,

Table 2. Final crack length vs. filler size

| Specimen no. | Crack length, mm |  | Filler size, $\mu \mathrm{m}$ |
| :---: | :---: | :---: | :---: |
|  | first | second |  |
| 1 | 24 | 27 | 48.5 |
| 3 | 9.6 | 11.9 | 35.1 |
| 4 | 7 | 11 | 21.1 |
| 6 | 9 | 11.2 | 30.5 |



Fig. 8. Traces of plastic flow and microcracks on the fracture surface of the spheroplastic.
e.g., of polymethylmethacrylate: specular region, rough region, and parabolic region.

Comparing the fracture of the statically and dynamically stressed material, one can conclude that the number of broken microspheres in the former case far exceeds that in the case of pulsed stressing.

## CONCLUSION

The dynamic strength properties of the spheroplastic were tested with a new method based on the incubation time concept.

The threshold amplitude values obtained with the new method differ markedly from those predicted with the conventional stress intensity factor criterion, and the values of the dynamic fracture toughness turn out to be much less than $K_{I c}$.

It is shown that the fracture due to threshold pulses originates at the crack tip when the stress intensity factor starts decreasing.

The fracture analysis of the spheroplastic shows that the smaller the spheres, the smaller the crack travel for a given stress level.
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#### Abstract

The microdeformation behavior of polyamide-6 (PA6) oriented films is studied by X-ray diffraction at the early stages of reorientation at an angle of $45^{\circ}$ to the direction of primary orientation. In the elastic strain range (up to $22 \%$ ), the shear of crystallites and the rotation of fibrils take place simultaneously. The rotation is provided by the mutual slip of neighboring lamellas inside the fibrils. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

For flexible-chain crystalline polymers, the shear of crystallites seems to be a basic deformation process occurring at the supermolecular level. The study of polymer reorientation at different angles $\alpha$ relative to the primary orientation direction is a suitable technique for gaining information on the properties of polymer systems at the supermolecular level [1, 2]. In [1], X-ray diffraction was used to study the reorientation of polyethylene films. Upon analyzing the initial (elastic) deformation stages, it was assumed that the crystallites are subjected to shear and gradually turn toward the direction of secondary extension. However, the mechanism of fibril rotation and the reasons why fibrils remain intact have not been clarified. In this work, an attempt is made to elucidate a mechanism of fibril rotation upon PA6 stretching.

## EXPERIMENTAL

The starting material was $70-\mu \mathrm{m}$-thick films of PK-4 commercial oriented polyamide. The films were additionally oriented by extending by $60 \%$ along the orientation direction at $150^{\circ} \mathrm{C}$. Then they were annealed in the free state at $T_{1}=200^{\circ} \mathrm{C}$ for 2 h at a pressure of 0.13 Pa . This caused the films to shrink by $7 \%$. After the annealing, the films were cut into specimens at an angle $\alpha=45^{\circ}$ to the direction of primary stretching in the form of a double-sided blade with working parts measuring $20 \times 10 \mathrm{~mm}$. The specimens were then extended in steps at $T_{2}=20^{\circ} \mathrm{C}$. X-ray diffraction patterns were taken from the stressed specimens and from those in the free state (i.e., after relaxation for 24 h ). Small-angle and large-angle X-ray scattering (SAXS and LAXS) patterns were taken from the same section of the specimen simultaneously. Quantitative SAXS and LAXS measurements were performed with a

KRM-1 X-ray camera and a DRON-2.0 diffractometer, respectively. Ni -filtered $\mathrm{Cu} K_{\alpha}$ radiation was used. The crystallite size was calculated by the Scherrer formula.

## RESULTS AND DISCUSSION

Figures 1a and 1b show the experimental scheme, the mutual arrangement of reflections in SAXS and LAXS patterns, the crystallite faces, and the directions of macromolecule axes in the initial state, and Fig. 1c demonstrates the hypothetical changes in the scattering patterns at the early stage of deformation (within the elastic range). The scheme uses the Tsvankin model of fibrils (with beveled crystallites) [3], where the direction of long periods is aligned with the macromolecule axes in the crystallites. It is also shown that shear in the crystallites is accompanied by fibril rotation [1].

Figure 2 shows X-ray patterns taken from PA6 specimens at different values of elongation $\varepsilon_{0}$. For $\varepsilon_{0} \leq 20-$ $25 \%$, the changes in the scattering patterns and specimen sizes are reversible (Fig. 2b). In the SAXS patterns, the centers of streak reflections shift sideways from the initial direction $\mathbf{M}$ of the macromolecule axes (cf. Fig. 1c) according to the shear of the crystallites. In the LAXS patterns, (002) reflections rotate in the azimuth direction toward the direction of secondary extension. At the same elongations, (200) reflections shift insignificantly. These changes in the scattering pattern are explained by intracrystallite shear along the (002) planes, which is accompanied by the rotation of the macromolecule axes (Fig. 1c), and, at the same time, by the absence of tangible shear in the crystallites along the (200) planes. One may assume that the shear of the crystallites along the (200) planes also takes place but the $b$ axes do not rotate. However, other experiments indicate that the shear along the (200) planes is absent. Indeed, the shear of crystallites usually widens reflec-


Fig. 1. Experimental scheme. (a) Reorientation scheme, (b) initial shape of crystallites and fibrils and associated X-ray patterns, and (c) the same as in (b) under reversible (elastic) "reorientation" extension. $\mathbf{W}_{1}$, direction of primary extension; $\mathbf{W}_{2}$, direction of secondary extension; $\alpha$, reorientation angle; $\eta$, shear angle of crystallites; $\psi$, divergence angle of equatorial reflections; $\mathbf{n}$, direction of the normal to the end faces of the crystallite; $\mathbf{M}$ and $\mathbf{M}^{\prime}$, initial and new directions of the macromolecule axes, respectively; $\gamma$, rotation of the macromolecule axes; $\omega$, rotation of fibrils; $2 \Theta_{m}$, angular position of the intensity maximum of the small-angle reflection; and $d_{0}$, long period.


Fig. 2. SAXS and WAXS patterns taken from the PA6 films under reorientation at an angle $\alpha=45^{\circ}$ for $T_{2}=20^{\circ} \mathrm{C}$. $\psi$ is the divergence angle of (002) and (200) equatorial reflections. Reorientation extension is horizontal. Strain $\varepsilon_{0}=$ (a) 0 , (b) 22, and (c) $35 \%$.


Fig. 3. Effective transverse crystallite size $H_{\text {eff }}$ vs. strain of the PA6 specimen under reorientation as measured from the (002) reflection for the (1) stressed and (2) unstressed specimen and from (3) the (200) reflection for the stressed or unstressed specimen.
tions from shear planes in the radial direction. Figure 3 shows the effective transverse crystallite size $H_{\text {eff }}$ vs. strain. The widening of the (002) reflection does take place; accordingly, the crystallite size decreases, the decrease being reversible for strains of up to $\approx 22 \%$ : after the stress is relieved, $H_{\text {eff }}$ recovers to the initial value. At the same time, the width of the (200) reflection and, hence, the crystallite size remain unchanged. This argues against the supposition that shear deformation occurs along the (200) planes.

The change in the (002) reflection width goes in parallel with a decrease in the reflection intensity (Fig. 4). This may be due to a decrease in the size of coherent scattering areas under shear: in region $A$ (Fig. 5), these areas retain their transverse size, whereas in regions $B$ and $C$, they shrink. This fact can be used for interpreting a decrease in the intensity of reflections from paratropic planes, which is often observed when highly oriented systems are deformed along the axis of orientation [4].

When estimating the shear strain of the crystallites, we assumed that the mean direction of the normal $n$ to the upper and lower faces of the crystallites coincides with a straight line connecting the center of the SAXS pattern with the maximal intensity of the reflection. In the initial state, the directions of $n$, macromolecule axes $\mathbf{M}$, and primary orientation $\mathbf{W}_{1}$ coincide (Fig. 1b). After the extension, they diverge (Fig. 1c). In the first approximation, however, we will assume that the direction $\mathbf{M}$ of the macromolecule axes in the crystallites and the direction $\mathbf{M}_{1}$ of the fibril axes (the direction of the long periods) coincide. Let us draw a new direction of the macromolecule axes $\mathbf{M}^{\prime}$ perpendicularly to the line $E^{\prime} E^{\prime}$, which passes through the centers of the (002) reflections, since precisely these (002) planes are the shear planes. Then, knowing the new direction of the normal $n^{\prime}$, one can find the angles of intracrystallite shear (see table). Since the position of the (200) reflection remains unchanged in the elastic strain range of the specimens, the angle $\gamma$ through which the direction $\mathbf{M}^{\prime}$


Fig. 4. Changes in the (002) and (200) reflection profiles. Strain $\varepsilon_{0}$ is (1) 0 and (2) $20 \%$.


Fig. 5. Diagram explaining the decrease in the size of coherent scattering areas and in the intensity of reflections from the shear planes: (a) initial crystallite and (b) crystallite after shear deformation.
rotates equals the angle $\psi$, which is the difference between the azimuth rotations of the reflections (002) and (200) (Fig. 1c, table). Then, the angle $\gamma$ through which the (002) reflections rotate under the elastic strain $\varepsilon_{0}=12$ and $22 \%$ equals, respectively, $8^{\circ}$ and $15^{\circ}$; i.e., they are roughly half as large as the angles $\eta$. This means that shear in the crystallites involves not only intracrystallite slip with macromolecule rotation but also pure shear along the macromolecule axes without rotation. The long periods under deformation were estimated by the Bragg formula and from the angular position $2 \Theta_{m}$ of the projection of the small-angle reflection maximum onto the new "meridian" (i.e., onto the new direction of the macromolecule axes; Fig. 1c). With strains of $10-12 \%$, the long period increases by $\approx 7 \%$ and then remains unchanged until necking. Figure 6 shows the deformation scheme for a fibril fragment at $\varepsilon_{0} \approx 22 \%$ with all the geometrical relationships met. In the initial (unstrained) state of the PA6 specimens, the transverse and longitudinal crystallite sizes are $H_{0}=58 \pm 2 \AA$ (according to the (002) reflection profile) and $L_{0}=52 \pm$ $2 \AA$ (according to the meridional ( 0.14 .0 .) reflection profile). Since the transverse and longitudinal crystallite sizes are roughly the same and the specimens are strained at an angle of $45^{\circ}$, the square cross section $O B C A$ (Fig. 6a) takes the rhombic shape $O B^{\prime} C^{\prime} A^{\prime}$; the shear angles $\eta_{1}$ and $\eta_{2}$ (Fig. 6b) are roughly equal to each other, $\approx 15^{\circ}$, so that the total shear angle $\eta=30^{\circ}$. This is consistent with the fact that the rotations of macromolecules in the crystallites are half the shear angle $\eta$ (see table).

If the position of the crystallite apexes $O$ remains unchanged, the long period must decrease and macromolecules in the amorphous regions must rotate in opposition to the crystallite rotation. Actually, the long period obtained by projecting the maximum position of the small-angle reflection intensity on the direction $\mathbf{M}^{\prime}$ (Fig. 1c) grows by $\approx 7 \%$. Just such a value of the long
period $d_{\varepsilon}$ is shown in Fig. 6b. To match $d_{\varepsilon}$ with the position of the apex $O$, the apex should be placed at the point $O_{1}$. In other words, interlamellar slip in the direction $W_{\lambda}$ by $\lambda \approx 20 \AA(\approx 34 \%$ of the length of the crystallite edge $O A^{\prime}$ ) must occur. As a result, the structure shown in Fig. 6c forms. The angle $\delta$ between the direction of the long period and that of the macromolecule axes in the crystallites is $\approx 4^{\circ}$, which nearly does not affect the determination of the long period and the crystallite shear angle. Therefore, even the first approximation used in selecting the direction of a "new meridian" and estimating the long period under strain proved to be adequate. Such a scheme explains the fact that fibrils remain intact (elastic deformation of the specimens) and rotate toward the direction of secondary extension, as well as validates the use of the Tsvankin model [3] for treating experimental data. It seems that this scheme is also valid for other polymers. It is worth noting, however, that if the directions $\mathbf{M}_{\mathrm{f}}$ and $\mathbf{M}$ diverge significantly, it is necessary to employ the Seto-Hara fibril model [5] (where these directions diverge) and the long period and shear angles should be estimated by the method of successive approximations. In fact, this

Changes in the shear angle $\eta$ of crystallites, divergence angle $\psi$ of equatorial reflections, and long period under the reorientation of the PA6 films for $\alpha=45^{\circ}$

| Specimen <br> strain $\varepsilon, \%$ | Shear angle $\eta$ <br> of crystallites, <br> deg | Divergences <br> angle $\psi$, <br> deg | Long <br> period $d, \AA$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 100 |
| 12 | $15(0)$ | $8(0)$ | 107 |
| 22 | $30(0)$ | $15(0)$ | 107 |
| $35(9)$ | $55(22)$ | $27(10)$ | 107 |

Note: In parentheses, the residual values of these parameters after stress release are given.


Fig. 6. Schematic representation of the fibrillar structure of the PA6 specimen under shear deformation at an angle of $45^{\circ}$ to the direction of primary orientation. A fibril fragment (two crystallites and the amorphous region in between) is shown. (a) Initial state, (b) deformed state, and (c) state after interlamellar slip.
method was used in this work; however, a single iteration sufficed because of the smallness of $\delta$.

Consider the contribution of the shear strain of the crystallites and long periods to the total strain of the specimen (Fig. 6c). Having projected the apexes $B$ and $B^{\prime}$ of the crystallite onto the direction $\mathbf{W}_{2}$ of secondary extension, we see that the crystallite elongation in the direction of secondary extension is $17 \%$, that is, roughly equals the strain of the whole specimen. Similarly, having projected the points $O$ and $O_{1}$ onto the same direction, we see that the strain of the long period $\varepsilon_{d}$ in the direction $\mathbf{W}_{2}$ is $\approx 26 \%$, which far exceeds the specimen strain $\varepsilon_{0}$. The relationship $\varepsilon_{d}>\varepsilon_{0}$ is typical of the nonuniform deformation of long periods [6]. This agrees with the results of [7], where it was shown that the same PA6 films exhibit the sharply nonuniform deformation of long periods under elastic extension at room conditions. Interfibrillar slip under these conditions is virtually absent.
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#### Abstract

The efficiency of conversion of pulsed $\mathrm{CO}_{2}$ laser energy to acoustic energy is measured with holographic interferometry. The method suggested is simple and does not require that fringe shifts in the interferogram be converted to local pressure values in the acoustic wave. The efficiency measured for the thermal mechanism of energy conversion is in good agreement with analytical calculations [1] where the temperature dependence of the volume thermal expansion coefficient of water is taken into account. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In our previous work [1], we derived relationships for the efficiency of laser-to-acoustic energy conversion for the acoustooptic (thermal) mechanism of interaction and calculated the efficiency for the specific case of the interaction between a pulsed transversely excited atmospheric-pressure (TEA) $\mathrm{CO}_{2}$ laser with water taking into account the temperature dependence of the volume thermal expansion coefficient of water. This paper, which is a continuation of [1], is concerned with the experimental measurement of this efficiency by the method of holographic interferometry.

The starting formula for calculating the conversion efficiency has the form (see formula (3) in [1])

$$
\begin{equation*}
\eta=\frac{1}{\rho_{0} c_{0} E_{\mathrm{L}}} \int_{S}\left\{\int_{-\infty}^{+\infty}\left[P_{S}(t)\right]^{2} d t\right\} d S, \tag{1}
\end{equation*}
$$

where $\rho_{0}$ is the initial density of the medium, $c_{0}$ is the velocity of sound in the medium, $E_{\mathrm{L}}$ is the laser radiation energy, and $P_{S}$ is the excess pressure in the acoustic pulse with respect to the initial pressure $P_{0}$ at an arbitrary point $S$ on the wave front surface.

To calculate the efficiency by formula (1), one must know the pressure time profile throughout the wave front surface rather than at a given point of the space. The space-time pattern of the pressure field $P(r, \theta, t)$ is most conveniently obtained with the method of holographic interferometry, which was applied by us earlier in studying hydrodynamic phenomena accompanying the interaction of $\mathrm{CO}_{2}$ laser radiation with water [2-4].

## EXPERIMENT

The experimental setup is depicted in Fig. 1. Mirror 1 directs the radiation of a pulsed TEA $\mathrm{CO}_{2}$ laser toward water-filled cuvette 2 normally to the water surface. Circular diaphragm 3 of diameter 2 cm cuts the most uniform part of the laser beam, and $\mathrm{BaF}_{2}$ lens 4 ( $F=$ 30 cm ) narrows the laser beam. Having passed through the diaphragm and the lens, the radiation had an energy of $\approx 1.5 \mathrm{~J}$. The laser energy density $\varepsilon_{\mathrm{L}}$ on the surface was varied between 0.75 and $8 \mathrm{~J} / \mathrm{cm}^{2}$ by varying the focal spot size. The latter, in turn, was varied by varying the lens-water surface spacing. The spot size was determined from its print on heat-sensitive paper.


Fig. 1. Experimental setup.


Fig. 2. Holographic interferograms of an acoustic wave generated when the radiation of a $\mathrm{CO}_{2}$ laser interacts with the free surface of water at energy densities $\varepsilon_{\mathrm{L}}=$ (a) 1 and (b) $3 \mathrm{~J} / \mathrm{cm}^{2}$. The distance from the surface is $d=7 \mathrm{~cm}$. (c) Interaction with the rigid watergermanium interface. $\varepsilon_{\mathrm{L}}=0.5 \mathrm{~J} / \mathrm{cm}^{2}, d=0.6 \mathrm{~cm}$.

Holograms were recorded with the radiation of an OGM-2 pulsed ruby laser 5. A laser beam passed through diaphragm 6 of diameter $\approx 1.5 \mathrm{~mm}$ and then was expanded to a diameter of 20 cm by means of a telescopic system (lenses 7 and 8). Semitransparent mirror 9 split the laser beam into object and reference beams, which were then made coincident in the plane of hologram 13 with mirrors 10-12. The object beam passed through the cuvette parallel to the water surface at a distance $d=c_{0} \tau_{\mathrm{d}}$ from it ( $\tau_{\mathrm{d}}$ is the time delay
between the pulses from the $\mathrm{CO}_{2}$ and ruby lasers). The holograms were recorded using the focused image technique: the cuvette plane (corresponding to the $\mathrm{CO}_{2}$ laser beam axis) was projected onto the hologram plane with objective lens 14 . To make the mode structures of the object and reference beams coincident in the hologram plane, objective lens 15 , which is similar to lens 14 , was introduced into the reference beam. Glass wedge 16, which was rotated through a certain angle between the first and second exposures, was used to obtain holo-
graphic interferograms in finite-width fringes. Typical holographic interferograms are shown in Figs. 2a and 2b. Figure 2c also shows the interferogram of an acoustic wave generated at the rigid (germanium-water) interface in our early experiments.

## INTERFEROGRAM PROCESSING AND EFFICIENCY CALCULATION WITH THE USE OF ABELIAN INVERSION

Fringe shifts are known to be integral along the line of observation:

$$
\begin{equation*}
K(y, z)=\frac{1}{\lambda} \int_{x_{1}}^{x_{2}} \Delta n(x, y, z) d x, \tag{2}
\end{equation*}
$$

where $\Delta n(x, y, z)=n(x, y, z)-n_{0} ; n(x, y, z)$ and $n_{0}$ are, respectively, the local value of the refractive index in an object and its initial value in the environment; and $x_{1}$ and $x_{2}$ are the boundaries of the object.

The value of $\Delta n$ and the local pressure $P(x, y, z)$ are related as $\Delta n(x, y, z)=\left(n_{0}-1\right) \xi P(x, y, z)$, where $\xi$ is the compressibility factor ( $4.5 \times 10^{-5} \mathrm{~atm}^{-1}$ for water) and $n_{0}=1.33$. With this in mind, the relationship between the fringe shift and pressure can be written in the form

$$
\begin{equation*}
K(y, z)=A \int_{x_{1}}^{x_{2}} P(x, y, z) d x \tag{3}
\end{equation*}
$$

where $A=\left(n_{0}-1\right) \xi / \lambda=0.22 \mathrm{~atm}^{-1} \mathrm{~cm}^{-1}$ if $\lambda=6.94 \times$ $10^{-5} \mathrm{~cm}$.

Prior to calculating the efficiency, it is necessary to construct the spatial pressure field from the fringe shifts in the interferogram. If the energy distribution within the laser spot on the liquid surface is assumed to be uniform, the experiment geometry can be considered to be symmetric about the vertical $z$ axis (Fig. 1). Then, expression (3) transforms into the Abelian integral

$$
\begin{equation*}
K(y, z)=2 A \int_{|y|}^{R_{0}} \frac{P(R, z) P d R}{\sqrt{R^{2}-y^{2}}}, \tag{4}
\end{equation*}
$$

where $R$ is the distance from the $z$ axis and $R_{0}$ is the radius corresponding to the object boundary.

The spatial pressure distribution $P(R, z)$ in an acoustic pulse can be found by numerically solving integral equation (4) (Abelian inversion) [5, 6]. The spatial pressure distribution $P(R, z)$ obtained by processing the interferogram in Fig. 2a is shown in Fig. 3a. To find the distribution along the $z$ direction, which corresponds to the time profile of acoustic pulses on the scale $z=c_{0} t$, Abelian inversion was accomplished for several sections of the interferogram that ran normal to the $z$ axis in the interval between $A-A^{\prime}$ and $B-B^{\prime}$, i.e., between the beginning and end of an acoustic perturbation. The true spacing between these sections was $\Delta l=0.6 \mathrm{~mm}$, or


Fig. 3. (a) Two-dimensional pressure distribution in the acoustic wave obtained by processing the interferogram in Fig. 2a and (b) time profiles of the acoustic pulse at distances $r$ from the $z$ axis (1) $0-3$, (2) 5 , (3) 7 , and (4) 9 mm .
$\Delta l / c_{0}=400 \mathrm{~ns}$ on the time scale. It is seen that the wave front surface $F-F^{\prime}$, passing through the maxima of the first positive pressure pulse, is virtually flat. It is curved due to diffraction divergence only at the periphery of the front and shows up in the time shift of the pressure pulses.

Figure 3b demonstrates the time profiles of pressure pulses at different distances from the axis of symmetry. The time $t$ is counted from the section $A-A^{\prime}$. Curve $l$ is the profile of the pulse averaged in the range $R=0-$ 3 mm . Vertical bars show a spread in the measured pressure values at a given time instant for these intervals of $R$. Away from the axis of symmetry, the time shift due to the distortion of the wave front is observed, the negative pulse amplitude decreases markedly relative to the maximum of the positive pulse, and both pulses somewhat widen. Such changes in the acoustic pulse shape at the wave front periphery, as well as the small positive pressure peak appearing in curve 1 after the negative pulse, are typical diffraction distortions of the pulse at distances on the order of diffraction length $L_{\mathrm{DF}}=a^{2} / 2 c_{0} \tau$ [7]. In our case (the radiation spot radius $a \approx 1 \mathrm{~cm}$, positive pulse duration $\tau=120-150 \mathrm{~ns}$, and the velocity of sound in water $c_{0}=1.5 \times 10^{5} \mathrm{~cm} / \mathrm{s}$ ), $L_{\mathrm{DF}} \approx 25 \mathrm{~cm}$ and the wave travel is $d \approx 7 \mathrm{~cm}$; i.e., the diffraction distortion is minor. Therefore, rejecting the time shift due to the wave front curvature, we can con-


Fig. 4. Experimentally found functions (a) $\varphi(t)$ and (b) $\psi(R)$ describing, respectively, the time profile of the acoustic pulse and the spatial pressure distribution on the acoustic wave front at energy densities in the focal spot (1) 1, (2) 2, and (3) $3 \mathrm{~J} / \mathrm{cm}^{2}$.
struct the averaged pulse profile (Fig. 4a, curve 1 ) $\varphi(t) \approx \bar{\varphi}(t, R)=P(R, t) / P_{\mathrm{F}}(R)$, where averaging is over $R$ between 0 and 5 mm . Here, $P_{\mathrm{F}}(R)=P\left(R, t_{\text {max }}\right)$ is the radial pressure distribution over the front and $t_{\text {max }}$ is the time position of the positive pressure maximum at a given $R$. In turn, $P_{\mathrm{F}}(R)$ can be represented as $P_{\mathrm{F}}(R)=$ $P_{\max } \psi(R)$, where $P_{\max }=P_{\mathrm{F}}(R=0)$. Thus, with a fairly good accuracy, the pressure field in the acoustic wave can be given by

$$
\begin{equation*}
P(R, t)=P_{\max } \psi(R) \varphi(t) . \tag{5}
\end{equation*}
$$

Substituting (5) into (1) yields an expression for the conversion efficiency:

$$
\begin{equation*}
\eta=\frac{P_{\max }^{2}}{\rho_{0} c_{0} E_{L}} \int_{0}^{\infty} \varphi^{2}(t) d t \int_{S} \psi^{2}(R) d S=\frac{\Phi_{t} \Psi_{S} P_{\max }^{2}}{\rho_{0} c_{0} E_{\mathrm{L}}} \tag{6}
\end{equation*}
$$

where

$$
\begin{gather*}
\Phi_{t}=\int_{0}^{\infty} \varphi^{2}(t) d t  \tag{7}\\
\Psi_{S}=\int_{S} \psi^{2}(R) d S=2 \pi \int_{0}^{\infty} \psi^{2}(R) R d R \tag{8}
\end{gather*}
$$

The functions $\varphi(t)$ and $\psi(R)$, which are found by processing the holographic interferograms correspond-
ing to various energy densities in the focal spot, are depicted in Fig. 4.

The integral $\Phi_{t}$ can be found by either numerically integrating the functions $\varphi(t)$ found experimentally or approximating them by analytical functions, for example, segments of a sinusoid. In the latter case,

$$
\begin{equation*}
\Phi_{t}=(1 / 2)\left[\Delta t_{+}+\left(P^{-} / P^{+}\right)^{2} \Delta t_{-}\right] \tag{9}
\end{equation*}
$$

where $\Delta t_{+}$and $\Delta t_{-}$are the respective durations of the positive and negative pulses and $P^{+}$and $P^{-}$are their amplitudes.

The quantity $\Psi_{S} P_{\text {max }}^{2}$ entering into (6) can be found by numerically integrating the experimentally found pressure distribution $P_{\mathrm{F}}(R)=P_{\max } \psi(R)$ (Fig. 3b) over the acoustic wave front:

$$
\begin{align*}
\Psi_{S} P_{\max }^{2} & =2 \pi P_{\max }^{2} \int_{0}^{\infty} \psi^{2}(R) R d R  \tag{10}\\
& =2 \pi \int_{0}^{\infty} P_{\mathrm{F}}^{2}(R) R d R
\end{align*}
$$

The values of $\Phi_{t}$ and $\Psi_{S} P_{\text {max }}^{2}$ calculated by formulas (9) and (10) for various energy densities in the focal spot are listed in Table 1 (columns $a$ ). Here, the conversion efficiencies obtained by substituting these values of $\Phi_{t}$ and $\Psi_{S} P_{\text {max }}^{2}$ into (6) are also presented.

Thus, constructing the space-time pressure field from an interferogram, one can find the laser-to-acoustic energy conversion efficiency. However, the procedure associated with Abelian inversion in several sections of the interferogram is tedious and not very accurate. Below, we describe another much simpler way of calculating the optical-to-acoustic energy conversion efficiency that does not require Abelian inversion.

## CALCULATION OF THE CONVERSION EFFICIENCY FROM INTERFEROMETRIC DATA INTEGRAL ALONG THE LINE OF OBSERVATION

Let us represent the pressure distribution over the acoustic wave front as $P_{F}(R)=P_{\max } \psi(R)$, where $\psi(R)$ is a certain analytical function that has a maximum at $R=0$ and decreases monotonically with increasing $R$. A number of approximating functions $\psi(R)$ are given in Table 2, and their shapes are depicted in Fig. 5. Figure 5 also contains data points found by Abelian inversion from the interferogram (Fig. 2a) for the section $z=0$ and the wave front $F-F$. Table 2 also lists the values of $\Psi_{S}$ calculated by formula (8) for each of the approximating functions and divided by the area of a circle of radius $a$.

Table 1. $\Phi_{t}$ and $\Psi_{S} P_{\text {max }}^{2}$ calculated (a) with Abelian inversion and (b) from the integral data

| $\varepsilon_{L}, \mathrm{~J} / \mathrm{cm}^{2}$ | $\Phi_{t}, \mathrm{~ns}$ |  | $\Psi_{S} P_{\max }^{2}, \mathrm{~cm}^{2} \mathrm{~atm}^{2}$ |  | $n \times 10^{7}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ |
| 1.0 | $115 \pm 10$ | $130 \pm 10$ | $8.8 \pm 2$ | $10 \pm 1$ | $4.5 \pm 1.5$ | $5.7 \pm 1.0$ |
| 1.5 | $115 \pm 10$ | $160 \pm 20$ | $17.6 \pm 2$ | $17 \pm 2$ | $8.9 \pm 2$ | $12 \pm 3$ |
| 2.0 | $190 \pm 20$ | $160 \pm 20$ | $30 \pm 3$ | $31 \pm 4$ | $25 \pm 5$ | $22 \pm 5$ |
| 3.0 | $200 \pm 20$ | $190 \pm 20$ | $38 \pm 5$ | $43 \pm 5$ | $33 \pm 8$ | $36 \pm 8$ |

Table 2. $\Psi_{S} / \pi a^{2}$ and $\Gamma_{a}$ calculated for various approximating functions

| Curve no. in Fig. 5 | $\psi(R)$ | $\Psi_{S} / \pi a^{2}$ | $\Gamma_{a}$ |
| :---: | :--- | :---: | :---: |
| 1 | $\psi(R)=1$ for $R \leq a, \psi(R)=0$ for $R \leq a$ | 1.0 | $\pi / 4=0.79$ |
| 2 | $\psi(R)=\left[1-(R / a)^{4}\right]$ for $R \leq a$ | $8 / 15$ | $5 \pi / 24=0.65$ |
| 3 | $\psi(R)=\left[1-(R / a)^{2}\right]$ for $R \leq a$ | $1 / 3$ | $3 \pi / 16=0.59$ |
| 4 | $\psi(R)=[1-\|R / a\|]$ for $R \leq a$ | $1 / 6$ | $\pi / 6=0.52$ |
| 5 | $\psi(R)=\exp \left[-(R / a)^{2}\right]$ | 0.5 | 0.50 |

As follows from Table 2, $\Psi_{S}$ depends significantly on the approximating function. Specifically, its values for curves 1 and 4 differ sixfold.

Now, for each of the functions listed in Table 2, we calculate the maximal shift of the fringes at the axis of the interferogram, putting $z=0$ and $y=0$ in (3). Then,

$$
\begin{equation*}
K_{0}=K(y=0, z=0)=2 A P_{\max } \int_{0}^{x^{\prime}} \psi(x) d x \tag{11}
\end{equation*}
$$

where $x^{\prime}=+\infty$ for Gaussian function (5) and $x^{\prime}=a$ for the other functions.

Having found $P_{\text {max }}$ from (11), we come to an expression for $\Psi_{S} P_{\text {max }}^{2}$ (this quantity enters into formula (6) for the efficiency):

$$
\begin{equation*}
\Psi_{S} P_{\max }^{2}=\frac{K_{0}^{2}}{A^{2}} \Gamma_{a}, \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{a}=\frac{\Psi_{S}}{4}\left[\int_{0}^{a} \psi(x) d x\right]^{-2} \tag{13}
\end{equation*}
$$

The dimensionless coefficient $\Gamma_{a}$, whose values for various functions $\psi(R)$ are listed in the last column of Table 2, depends neither on $P_{\text {max }}$ nor on $a$ and varies with the approximating function only slightly. In particular, for functions (2)-(4), which approximate most closely the actual distributions found by Abelian inversion (Fig. 4b), the mean value of $\Gamma_{a}$ is $0.59(\approx 7 \%)$.

The calculation of $\Psi_{S} P_{\text {max }}^{2}$ by formula (12) does not require Abelian inversion. The only parameter to be measured in the interferogram is the fringe shift $K_{0}$ on the acoustic wave front at the axis of symmetry. Strictly speaking, such a calculation is valid only if the wave front is flat, since formula (11) for $K_{0}$ ignores its curvature. Indeed, when the wave is illuminated along the line $z=0$, integration is only over the flat part of the front from $-b$ to $+b$ (Fig. 3a and data points in Fig. 5); hence, its periphery does not contribute to $K_{0, b}$ measured from the interferogram.

The curvature of the wave front can be included if $\Gamma_{a}$ in (12) is replaced by $\Gamma_{a, b}=\left(K_{0, a} / K_{0, b}\right)^{2} \Gamma_{a}$, where $K_{0, a}$ and $K_{0, b}$ are integrals (11) calculated, respectively, for


Fig. 5. (1-5) Analytical functions (see Table 2) approximating the experimental distribution $\psi(R)$ and experimental pressure distributions $(\bullet)$ over the section $z=0$ and ( $O$ ) over the wave front $F-F^{\prime}$ found from the interferogram in Fig. 2a.

Table 3. Comparison of experimental and theoretical values of $\eta$ and $P_{\text {max }}$

| $\varepsilon_{L}, \mathrm{~J} / \mathrm{cm}^{2}$ | $\eta \times 10^{7}$ |  |  |  | $P_{\max }, \mathrm{atm}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 1 | 2 | 3 | Conditions on <br> liquid surface |
| 1.0 | 5.1 | 1.5 | 4.7 | $3.0 \pm 0.2$ | $2.4(1.4)$ | $3.6(2.2)$ | Free surface |
| 1.5 | 10.5 | 2.25 | 10 | $4.2 \pm 0.3$ | $3.6(1.8)$ | $7.2(3.6)$ |  |
| 2.0 | 24 | 3.0 | 21 | $6.0 \pm 0.7$ | $4.8(1.9)$ | $12(4.8)$ |  |
| 3.0 | 35 | 4.5 | 57 | $7.5 \pm 0.5$ | $7.2(2.2)$ | $24(7.2)$ |  |
| 0.5 | 260 | 100 | 300 | $8.4 \pm 0.5$ | 6.2 | 8.0 | Rigid interface |

Note: 1, experiment; 2, linear theory; 3 , nonlinear theory.
$x^{\prime}=a$ and $x^{\prime}=b$. Then, formula (12) takes the form

$$
\begin{equation*}
\Psi_{S} P_{\max }^{2} \approx \frac{\Gamma_{a, b} K_{0, b}^{2}}{A^{2}} \tag{14}
\end{equation*}
$$

For parabolic function 3 in Table 2, the ratio of the integrals $K_{0, b} / K_{0, a}=(3.2)(b / a)\left[1-(1 / 3)(b / a)^{2}\right]$. Putting $b / a=0.8$ (which corresponds to the spatial distribution in Fig. 3a and data points in Fig. 5), we obtain $K_{0, a} / K_{0, b} \approx 1.06$ and $\Gamma_{a, b} \approx 0.66$.

The values of $\Psi_{S} P_{\text {max }}^{2}$ calculated by formula (14) for various energy densities are summarized in Table 1 (columns $b$ ). In our experiments, the energy density on the surface was increased by decreasing the laser spot size; as a result, as $\varepsilon_{\mathrm{L}}$ grows, the diffraction distortion of the wave front increases and the ratio $b / a$ diminishes. Therefore, the value $\Gamma_{a, b} \approx 0.66$ was used only for $\varepsilon_{\mathrm{L}}=$ 1 and $1.5 \mathrm{~J} / \mathrm{cm}^{2}$. At higher energy densities, the ratio $b / a$ was determined from the interferogram geometrically. For example, at $\varepsilon_{\mathrm{L}}=2$ and $3 \mathrm{~J} / \mathrm{cm}^{2}, b / a \approx 0.7$ and 0.6 , respectively, which corresponds to $\Gamma_{a, b} \approx 0.76$ and 0.91 . These values of $\Gamma_{a, b}$ were used in the calculations. As follows from Table 1, the values of $\Psi_{S} P_{\text {max }}^{2}$ calculated by formulas (10) and (14) always coincide within the experimental error ( $10-15 \%$ on average).

It should be noted that the function $\Phi_{t}$, which is necessary to calculate the conversion efficiency by formula (6), can also be found with a reasonable accuracy directly from the shift of the fringe near the $z$ axis of symmetry (associated data are given in Table 1). In this case, an extension of the first positive pulse due to the superposition of time-shifted peripheral pulses is compensated for by a decrease in the negative pulse amplitude, so that the values of $\Phi_{t}$ calculated by (9) remain within the experimental error with which the values of $\Phi_{t}$ were calculated using Abelian inversion in several sections of the interferogram (Table 1). In both cases, the error in determining $\Phi_{t}$ is $10-20 \mathrm{~ns}$ and is comparable to the time resolution of holographic interferometry, which is defined by the width of a ruby laser pulse ( $\approx 20 \mathrm{~ns}$ ).

Obviously, our simplified method of calculating the conversion efficiency from the integral (along the line of observation) fringe shifts in an interferogram is the more accurate $\eta$, the smaller the wave front curvature due to diffraction divergence.

## RESULTS AND DISCUSSION

The measured conversion efficiencies for the acoustooptic (thermal) interaction mechanism are summarized in Table 3, where the conversion efficiencies $\eta$ are averaged over the data arrays picked up by the two measuring methods (Table 1). This table also lists the theoretical data for $\eta$ calculated by the method described in [1] in the linear and nonlinear approximations, i.e., respectively, without and with considering the temperature dependence of the volume thermal expansion coefficient of water $\beta$.

As follows from Table 3, the measured values of $\eta$ for the free boundary are in good agreement (within $\approx 10 \%$ ) with the theoretical values of $\eta$ calculated in view of the thermal nonlinearity. The only exception is the overestimated theoretical value $\eta=57 \times 10^{-7}$ for $\varepsilon_{\mathrm{L}}=3 \mathrm{~J} / \mathrm{cm}^{2}$. The reason for such a high value is likely to be the disregard of heat conduction in the theoretical model adopted, as well as the linear approximation of the temperature dependence $\beta(T)$. In fact, within our model, the water surface temperature had to rise to $100^{\circ} \mathrm{C}$ for $\approx 130 \mathrm{~ns}$; that is, the evaporation had to start and the associated evaporation-induced pressure pulse had to appear immediately after the positive pulse. However, as follows from the interferogram in Fig. 2b, the evaporation-induced pressure pulse lags behind the beginning of the acoustooptic pulse by $\approx 300 \mathrm{~ns}$, which indicates that the actual surface temperature at the instant the acoustooptic pulse forms was somewhat lower than that taken in the calculations. Note also that the evaporation threshold ( $\approx 1.5 \mathrm{~J} / \mathrm{cm}^{2}$ ) observed experimentally [2] during the $\mathrm{CO}_{2}$ laser-water interaction is much higher than the energy density ( $0.4 \mathrm{~J} / \mathrm{cm}^{2}$ ) needed to heat the surface to $100^{\circ} \mathrm{C}$. This is another demonstration that heat conduction should be taken into account.

Table 3 also lists the maximal pressure values $P_{\max }$ in the positive pulse that were calculated from interferograms using Abelian inversion, as well as the theoretical values of $P_{\text {max }}$ calculated in the linear and nonlinear approximations (formulas (15) and (29) in [1]). At first glance, the experimental values of $P_{\text {max }}$ are close to those found within the linear theory. However, this coincidence is accidental if we take into account that the pressure was measured at a large distance $d$ from the surface, while the calculations were made for pressure pulses formed immediately on the surface. With regard for the fact that the distance $d=7 \mathrm{~cm}$ is comparable to the diffraction length $L_{\mathrm{DF}}=a^{2} / 2 c_{0} \tau$ (which varies from 25 to 6 cm as the energy density varies from 1 to $3 \mathrm{~J} / \mathrm{cm}^{2}$ ), it becomes clear that the diffraction distortion of the pulse amplitude should be taken into account for the experimental and theoretical pressure values to be compared correctly. According to [7], with $d / L_{\mathrm{DF}} \approx 1$ (or with the energy density $\approx 2.5 \mathrm{~J} / \mathrm{cm}^{2}$ for our case), the pulse amplitude at the wave axis decreases roughly threefold. The parenthesized figures in Table 3 are pulse amplitudes estimated at a distance of 7 cm from the surface with the diffraction effects included. In view of corrections for diffraction, the theoretical values obtained with allowance for the thermal nonlinearity are in fairly good agreement with $P_{\max }$ found experimentally.

The pattern is completed by the lowest row in Table 3, where the experimental and theoretical values of the conversion efficiency and maximal pressure in the acoustic pulse are listed for the case when the laser radiation acts on the rigid (water-germanium) interface. The experimental values were found by processing the interferogram in Fig. 2c, which was obtained in our earlier experiments. The laser radiation density at the water-germanium interface with regard for the radiation absorbed in the germanium was $0.5 \mathrm{~J} / \mathrm{cm}^{2}$, and the wave travel from the water surface was $d=6 \mathrm{~mm}$. Since $d$ is small, a correction for diffraction divergence was not introduced in this case. As follows from Table 3, in this case, too, the experimental data are in good agree-
ment with the calculations allowing for the thermal nonlinearity.

In the experiments described, the interferograms of acoustic and shock waves were obtained in an energy density interval that was much wider than shown in Table. 3. However, at $\varepsilon_{\mathrm{L}}$ above $3 \mathrm{~J} / \mathrm{cm}^{2}$, the acoustooptic pressure pulse almost coincides with the evapora-tion-induced pulse. The evaporative mechanism of generating acoustic and shock waves in a liquid and the conversion efficiency for this mechanism will be considered in further publications.
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#### Abstract

The transformation of plane electromagnetic waves caused by a synchronous stepwise temporal change in the permittivity and permeability of a layer of a free anisotropic magnetodielectric medium is considered. No constraints are imposed on the layer thickness and the jump magnitude. The problem is solved analytically with the integral equation method. Exact expressions for the electric component of the field throughout the space after the jump are found. The expressions derived are analyzed from the physical viewpoint. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The radiation and propagation of electromagnetic waves in media where the permittivity $\varepsilon$ and permeability $\mu$ change stepwise in time have been analyzed in a variety of works (see, e.g., [1-4]). The importance of those papers for the development of modern radiophysics is difficult to overestimate. However, they considered parameter jumps in either infinite [1, 2] or semiinfinite [3, 4] media. Therefore, it would be logical to extend this study by introducing one more boundary, especially with regard for the fact that an insulating layer serves as the 1D model of a dielectric waveguide [5]. This makes the theoretical study of wave transformation in a magnetodielectric layer due to a step change in its parameters particularly important for further advances in present-day optoelectron transmission lines.

In this work, we study the transformation of plane electromagnetic waves (a plane monochromatic wave and a Gaussian pulse) in a magnetodielectric layer of a free isotropic nonconducting magnetodielectric medium. The layer is formed by a step change in the permittivity and permeability from $\varepsilon_{0}$ and $\mu_{0}$, respectively, to $\varepsilon_{1}$ and $\mu_{1}$ at the initial time instant $t=0$ in the domain $x \in[0, d]$. It is assumed that the permittivity and permeability in the domains $x \in(-\infty, 0)$ and $x \in$ ( $d,+\infty$ ) remain constant and equal to $\varepsilon_{0}$ and $\mu_{0}$.

Let a $T M$ wave with an electric component $E_{0}(t, x)$ be present in a homogeneous isotropic nonconducting free (unbounded) medium prior to the time instant $t=0$. Such a statement allows one to readily reduce this (generally three-dimensional) problem to the one-dimensional case [6] and still makes it possible to reveal general laws governing the transformation of plane electromagnetic waves in isotropic nonconducting media with parameters that sharply vary in a layer of arbitrary size and location.

In our statement $(t>0)$, the electromagnetic field behavior in the domain $x \in[0, d]$ can be described by the Volterra integral equation of the second kind [7]. In this case, it takes the form

$$
\begin{gather*}
E(t, x)=E_{0}(t, x) \\
+\int_{0}^{+\infty} d t^{d} \int_{0}^{d} d x^{\prime} K\left(t, t^{\prime}, x, x^{\prime}\right) E\left(t^{\prime}, x^{\prime}\right) \tag{1}
\end{gather*}
$$

where

$$
\begin{gather*}
K\left(t, t^{\prime}, x, x^{\prime}\right)=\left[1-m^{2}\right] \delta\left(t-t^{\prime}\right) \delta\left(x-x^{\prime}\right) \\
-\frac{1-a^{2} m^{2}}{2 a^{2}} m^{2} \frac{\partial}{\partial t} \delta\left(v_{0}\left(t-t^{\prime}\right)-\left|x-x^{\prime}\right|\right) \tag{2}
\end{gather*}
$$

is the difference kernel of integral equation (1). Here, $m=\sqrt{\mu_{0} / \mu_{1}}, a=\sqrt{\varepsilon_{0} / \varepsilon_{1}}, v_{0}=c / \sqrt{\varepsilon_{0} \mu_{0}}, c$ is the velocity of light in a vacuum, $\delta(t)$ is the delta function, and $\Theta(t)$ is the Heaviside function.

A solution to Eq. (1) in the domain $x \in[0, d]$ can be found by the resolvent method [8] using the integral

$$
\begin{gather*}
E(t, x)=E_{0}(t, x) \\
+\int_{0}^{+\infty} d t^{d} \int_{0}^{d} d x^{\prime} R\left(t, t^{\prime}, x, x^{\prime}\right) F\left(t^{\prime}, x^{\prime}\right), \quad t>0, \tag{3}
\end{gather*}
$$

where the resolvent $R\left(t, t^{\prime}, x, x^{\prime}\right)$ is the solution to the integral equation

$$
\begin{gather*}
R\left(t, t^{\prime}, x, x^{\prime}\right)=K\left(t, t^{\prime}, x, x^{\prime}\right) \\
+\int_{0}^{+\infty} d t^{d} \int_{0}^{d} d x^{\prime \prime} K\left(t, t^{\prime \prime}, x, x^{\prime \prime}\right) R\left(t^{\prime \prime}, t^{\prime}, x^{\prime \prime}, x^{\prime}\right) F\left(t^{\prime}, x^{\prime}\right) . \tag{4}
\end{gather*}
$$

The construction of the resolvent $R\left(t, t^{\prime}, x, x^{\prime}\right)$ satisfying integral equation (4) is a complicated problem
consisting of two steps. First, a resolvent neglecting the effect of boundaries is constructed; then, the part describing the contribution of the field due to the boundaries $x=0$ and $x=d$ appearing at the time instant $t=0$ is added. In other words,

$$
\begin{gather*}
\quad R\left(t, t^{\prime}, x, x^{\prime}\right)=\left\lfloor R_{1}\left(t, t^{\prime}, x, x^{\prime}\right)\right. \\
\left.+R_{2}^{M, N}\left(t, t^{\prime}, x, x^{\prime}\right)\right\rfloor \Theta\left(x^{\prime}\right) \Theta\left(d-x^{\prime}\right) . \tag{5}
\end{gather*}
$$

The expression for the resolvent in the boundaryfree problem has been derived previously [4]:

$$
\begin{gather*}
R\left(t, t^{\prime}, x, x^{\prime}\right)=\left[1-\frac{1}{m^{2}}\right] \delta\left(t-t^{\prime}\right) \delta\left(x-x^{\prime}\right) \\
-\frac{1-a^{2} m^{2}}{2 m^{2}} \frac{\partial}{\partial t} \delta\left(v_{1}\left(t-t^{\prime}\right)-\left|x-x^{\prime}\right|\right), \tag{6}
\end{gather*}
$$

where $v_{1}=c / \sqrt{\varepsilon_{1} \mu_{1}}$.
An expression for the second part of the resolvent, $R_{2}^{M, N}\left(t, t^{\prime}, x, x^{\prime}\right)$, is constructed in a way similar to that used in [7], where only the permittivity of the layer experienced a jump (Fig. 1). Figure 1 depicts schematically the layer appearing at the zero time instant. It is split into zones indexed by two figures. The figures indicate the number of rereflections for the world lines of backward (first figure) and forward (second figure) waves existing prior to a corresponding time instant in the layer $(t>0)$.

Thus, according to the rereflection principle [7], an expression for the second part of the resolvent, $R_{2}^{M, N}\left(t, t^{\prime}, x, x^{\prime}\right)$, can be found in the form

$$
\begin{align*}
& R_{2}^{M, N}\left(t, t^{\prime}, x, x^{\prime}\right)=-\frac{1-a^{2} m^{2}}{2 m^{2}} \frac{\partial}{\partial t}\left\{\sum_{l=1}^{M}\left(\frac{1-a^{2} m^{2}}{1+a^{2} m^{2}}\right)^{l}\right. \\
& \quad \times \delta\left(v_{1}\left(t-t^{\prime}\right)-x+(-1)^{l}\left(x^{\prime}-d / 2\right)\right. \\
& -(l-1 / 2) d)+\sum_{s=1}^{N}\left(\frac{1-a^{2} m^{2}}{1+a^{2} m^{2}}\right)^{s} \delta\left(v_{1}\left(t-t^{\prime}\right)\right.  \tag{7}\\
& \left.\left.\quad+x+(-1)^{s+1}\left(x^{\prime}-d / 2\right)-(s+1 / 2) d\right)\right\} .
\end{align*}
$$

It is clear (see Fig. 1) that the integer variables $M$ and $N$ in (7) must meet the inequality

$$
\begin{equation*}
|M-N| \leq 1 . \tag{8}
\end{equation*}
$$

Also, Fig. 1, in view of inequality (8), implies that any set of the integer variables $M$ and $N$ corresponds to a certain space-time domain of the layer. Mathemati-


Fig. 1. Computational algorithm.
cally, this can be represented by the set of inequalities
$M, N=N-1, N \Rightarrow\left\{\begin{array}{l}x>v_{1}\left(t-(N-1) d / v_{1}\right) \\ x>-v_{1}\left(t-(N-1) d / v_{1}\right)+d ;\end{array}\right.$
$M, N=M, M-1 \Rightarrow\left\{\begin{array}{l}x<v_{1}\left(t-(N-1) d / v_{1}\right) \quad(9) \\ x<-v_{1}\left(t-(N-1) d / v_{1}\right)+d ;\end{array}\right.$
$M, N=M, M=N, N \Rightarrow\left\{\begin{array}{l}x<v_{1}\left(t-(N-1) d / v_{1}\right) \\ x<-v_{1}\left(t-N d / v_{1}\right)+d \\ x>-v_{1}\left(t-(N-1) d / v_{1}\right)+d \\ x>v_{1}\left(t-N d / v_{1}\right) .\end{array}\right.$

## FIELD IN THE DISTURBED LAYER

Let the initial (primary) field be generated by a plane monochromatic wave of unit amplitude

$$
\begin{equation*}
E_{0}(t, x)=e^{i\left(\omega_{0} t-k x\right)}, \tag{10}
\end{equation*}
$$

where $k=\omega_{0} / \mathrm{V}_{0}$ is the wave number and $\omega_{0}$ is the frequency of the primary wave.

Substituting (5)-(7) into (10) and (3) yields an expression $(t>0)$ for the electrical component of the field in the layer $x \in[0, d]$ arising at the zero time instant. This expression has arbitrary values of the integer variables $M$ and $N$, which specify space-time domains of the layer:

$$
\begin{equation*}
E^{M, N}(t, x)=E_{1}(t, x)+E_{2}^{M, N}(t, x) . \tag{11}
\end{equation*}
$$

Here,

$$
\begin{aligned}
& E_{1}(t, x)=\Theta\left(-t+x / v_{1}\right) A_{0}^{+} e^{i(a m \omega t-k x)} \\
& +\Theta\left(-1+(d-x) / v_{1}\right) A_{0}^{-} e^{-i(a m \omega t+k x)} \\
& \quad+\Theta\left(t-x / v_{1}\right) B_{0}^{+} e^{i(\omega t-k x / a m)} \\
& +\Theta\left(t+(x-d) / v_{1}\right) B_{0}^{-} e^{i(\omega t+k x / a m)},
\end{aligned}
$$

where

$$
A_{0}^{ \pm}= \pm \frac{1 \pm a m}{2 m^{2}} a m, \quad B_{0}^{ \pm}=\frac{1 \pm a m}{2 m^{2}},
$$

and

$$
\begin{gathered}
E_{2}^{M, N}(t, x)=\sum_{l=1}^{M}\left\{\Theta\left(-t+(x+2 l d) / v_{1}\right)\right. \\
\times \Theta\left(t-(x+(2 l-1) d) / v_{1}\right) A_{l}^{+} e^{i(a m \omega t-k(x-2 l d))} \\
\left.+\Theta\left(t-(x+2 l d) / v_{1}\right) B_{l}^{+} e^{i(\omega t-k(x-2 l d) / a m)}\right\} \\
\quad+\sum_{s=1}^{N}\left\{\Theta\left(-t-(x+(2 s+1) d) / v_{1}\right)\right. \\
\times \Theta\left(t+(x-2 s d) / v_{1}\right) A_{s}^{-} e^{-i(a m \omega t+k(x-2 s d))} \\
\left.+\Theta\left(t+(x-(2 s+1) d) / v_{1}\right) B_{s}^{-} e^{i(\omega t+k(x-(2 s+1) d) / a m)}\right\}
\end{gathered}
$$

where

$$
A_{j}^{ \pm}=A_{0}^{ \pm}\left(\frac{1-a m}{1+a m}\right)^{j}, \quad B_{j}^{ \pm}=B_{0}^{ \pm}\left(\frac{1-a m}{1+a m}\right)^{j} .
$$

Hereafter, the waves appearing in the formulas will be designated according to their amplitudes $A_{j}^{ \pm}$ and $B_{j}^{ \pm}$.

The structure of Eq. (11) reflects the general picture of transforming the primary monochromatic wave $E_{0}(t, x)$ in the layer $x \in[0, d]$ where the permittivity and permeability change stepwise. At the instant of the jump, the primary wave is split into opposing forward, $A_{0}^{+}$, and backward, $A_{0}^{-}$, monochromatic waves that have new frequencies (am $\omega$ ) and amplitudes compared with those of the primary wave. Furthermore, two plane-parallel interfaces separating the three space domains appear at the time instant $t=0$. Therefore, either of the waves $A_{0}^{+}$and $A_{0}^{-}$, partially reflecting from the interfaces $x=0$ and $x=d$, initiate respective backward, $A_{1}^{-}$, and forward, $A_{1}^{+}$, waves. The latter, rereflecting from the interfaces, generate respective forward, $A_{2}^{+}$, and backward, $A_{2}^{-}$, waves, etc. Also, at the instant the disturbed layer appears jumpwise, a forward monochromatic wave $B_{0}^{+}$appears in it. This wave, which is the transmitted primary wave with a new value of the wave number ( $\mathrm{k} / a \mathrm{~m}$ ), partially reflects from the interface $x=d$ and gives rise to a backward monochromatic wave $B_{0}^{-}$. When striking the interface $x=0$, the wave $B_{0}^{-}$initiates
the process of generating pairs of respective forward and backward waves $B_{s}^{+}$and $B_{s}^{-}(s=1, \ldots, N)$.

Of interest is an expression for the electric component of the field under steady-state conditions. It can be derived from (11) if the superscript $M$ for the zone $M M$ (or $N$ for the zone $N N$ ) approaches infinity. The corresponding limit on the right of (11) can easily be found if it is taken into account that the space-time domains where the waves $A_{j}^{ \pm}(j=1,2, \ldots)$ exist are bounded by plane-parallel boundaries moving in the same direction with the same velocities. (This directly follows from the forms and structures of the arguments of the Heaviside functions standing as factors by the amplitudes $A_{j}^{ \pm}$ in formula (11).) These moving planes asymptotically go to infinity, thereby leaving the finite domain of the space free of the field due to the forward and backward waves $A_{j}^{ \pm}$. Moreover, the one-sided boundaries of the fields induced by the waves $B_{j}^{ \pm}(j=0,1, \ldots)$, which also go to infinity, asymptotically "make up" the fields of the two waves in the layer. The amplitudes of these waves are easy to find by using the formula for the sum of an infinite geometric progression [9] (in this case, the inequality $(1-a m) /(1+a m)<1$ is fulfilled). With the aforesaid in mind, we arrive at an expression for the transformed component of the electric field in the layer under steady-state conditions:

$$
\begin{gather*}
\lim _{M \rightarrow+\infty} E^{M, M}(t, x)=A^{+} e^{i(\omega t-k x / a m)}  \tag{12}\\
+A^{-} e^{i(\omega t+k(x-d) / a m)}
\end{gather*}
$$

where

$$
A^{ \pm}=\frac{1 \pm a m}{2 m^{2}} \frac{1}{1+a m-(1-a m) e^{ \pm 2 i k d / a m}}
$$

Thus, a jump of the permittivity and permeability in a layer of a magnetodielectric space transforms the field of a plane monochromatic wave into a field that is, under steady-state conditions, the superposition of the fields of forward and backward monochromatic waves with new values of the wave number and amplitude.

Now let us derive an expression for the transformed component of the electric field in the domain $x \in[0, d]$ (in the same layer created stepwise) when the primary field has the form of a Gaussian electromagnetic pulse

$$
\begin{equation*}
E_{0}(t, x)=e^{-\left(\omega_{0} t-k x\right)^{2}}, \quad k=\omega_{0} / v_{0} \tag{13}
\end{equation*}
$$

Substituting (5)-(7) into (13) and (3) and integrating the Gaussian with the formula for differentiation of parameter-depending integral [10] yields

$$
\begin{equation*}
E^{M, N}(t, x)=E_{1}(t, x)+E_{2}^{M, N}(t, x) \tag{14}
\end{equation*}
$$

where

$$
\begin{gathered}
E_{1}(t, x)=\Theta\left(-t+x / v_{1}\right) A_{0}^{+} e^{-(a m \omega t-k x)^{2}} \\
+\Theta\left(-t+(d-x) / v_{1}\right) A_{0}^{-} e^{-(a m \omega t+k x)^{2}} \\
+\Theta\left(t-x / v_{1}\right) B_{0}^{+} e^{-(\omega t-k x / a m)^{2}} \\
+Q\left(t+(x-d) / v_{1}\right) B_{0}^{-} e^{-(\omega t+k x / a m)^{2}} \\
E_{2}^{M, N}(t, x)=\sum_{l=1}^{M}\left\{\Theta\left(-t+(x+2 l d) / v_{1}\right)\right. \\
\times \Theta\left(t-(x+(2 l-1) d) / v_{1}\right) A_{l}^{+} e^{-(a m \omega t-k(x-2 l d))^{2}} \\
\left.+\Theta\left(t-(x+2 l d) / v_{1}\right) B_{l}^{+} e^{-(\omega t-k(x-2 l d) / a m)^{2}}\right\} \\
+\sum_{s=1}^{N}\left\{\Theta\left(-t-(x+(2 s+1) d) / v_{1}\right)\right. \\
\times \Theta\left(t+(x-2 s d) / v_{1}\right) A_{s}^{+} e^{-(a m \omega t+k(x-2 s d))^{2}} \\
\left.+\Theta\left(t+(x-(2 s+1) d) / v_{1}\right) B_{s}^{+} e^{-(\omega t+k(x-(2 s+1) d) / a m)^{2}}\right\}
\end{gathered}
$$

and the expressions for the amplitude coefficients coincide completely with those in formula (11).

The structures of expressions (11) and (14) coincide completely. Thus, we can conclude that the transformation of a plane monochromatic electromagnetic wave is physically totally identical to that of a Gaussian electromagnetic pulse when the parameters of a layer of a free magnetodielectric space undergo a step change.

With the approach used in deriving Eq. (12), we obtain an expression for the field electric component in (14) under steady-state conditions:

$$
\begin{gather*}
E^{M, M}(t, x) \stackrel{M 刃}{\cong} \sum_{l=0}^{M}\left\{B_{l}^{+} e^{-(\omega t-k(x-2 l d) / a m)^{2}}\right.  \tag{15}\\
\left.+B_{l}^{-} e^{-(\omega t+k(x-(2 l+1) d) / a m)^{2}}\right\}
\end{gather*}
$$

Even if the structure of field (12) for each of the subdomains $M M$ is retained, the expression for field (15) cannot be reduced to the form of (12), because the sum in (15) cannot be found with the formula for the sum of an infinite geometric progression.

## FIELD IN UNDISTURBED DOMAINS OF THE SPACE

Of interest also are expressions for the fields outside the disturbed layer $x \in[0, d]$. With regard for the structure of expressions (11) and (14) for the fields, one may conclude that each of the components of these fields interacts with one of the two interfaces dividing the space into three domains. Therefore, expressions for the fields in the domains $x \leq 0$ and $x \geq \alpha(t>0)$ can be
derived if the interaction of each plane component of fields (11) and (14) with these interfaces is considered. First, we will find a solution to the problem of diffraction of a nonsteady plane wave given in the general case by

$$
\begin{equation*}
E_{0}(t, x)=E_{0}\left(t-(x-\beta) / v_{1}\right), \quad v_{1}=c / \sqrt{\varepsilon_{1} \mu_{1}} \tag{16}
\end{equation*}
$$

which propagates in medium $l$ with a velocity $v_{1}$ normally to the interface $x=\beta$ between media 1 and 2 (the velocity of the plane wave in medium 2 is $v_{2}=$ $\left.c / \sqrt{\varepsilon_{2} \mu_{2}}\right)$. It is assumed that both media are homogeneous, isotropic, and nonconducting and have the permittivity and permeability $\varepsilon_{j}$ and $\mu_{j}(j=1,2)$. The mathematical statement of the diffraction problem has the form

$$
\begin{gather*}
\left(\frac{\partial^{2}}{\partial x^{2}}-\frac{1}{v_{1}^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) E(t, x)=0, \quad x>\beta \\
\left(\frac{\partial^{2}}{\partial x^{2}}-\frac{1}{v_{2}^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) E(t, x)=0, \quad x<\beta  \tag{17}\\
\left.E(t, x)\right|_{x=\beta+0}=\left.E(t, x)\right|_{x=\beta-0} \\
\left.\frac{\partial E(t, x)}{\partial x}\right|_{x=\beta+0}=\left.\frac{\partial E(t, x)}{\partial x}\right|_{x=\beta-0}
\end{gather*}
$$

Using direct Fourier transformation, we write the function of the primary wave as

$$
\begin{gather*}
E_{0}\left(t-(x-\beta) / v_{1}\right)=\int_{-\infty}^{+\infty} d \omega E_{0}(\omega) e^{i \omega\left(t-(x-\beta) / v_{1}\right)} \\
=\int_{-\infty}^{+\infty} d \omega E_{0}(\omega) e^{i\left(\omega t-k_{1}\left(x-\gamma_{1}\right)\right)} \tag{18}
\end{gather*}
$$

where $k_{1}=\omega / v_{1}$ and $\gamma_{1}=\beta / v_{1}$.
Now, using the condition for radiation [11], we write the expressions for the transmitted, $E_{\mathrm{tr}}(t, x)$, and reflected, $E_{\text {ref }}(t, x)$, waves in the form of (18):

$$
\begin{align*}
E_{\mathrm{tr}}(t, x) & =\int_{-\infty}^{+\infty} d \omega E_{\mathrm{tr}}(\omega) e^{i\left(\omega t-k_{2}\left(x-\gamma_{2}\right)\right)}  \tag{19}\\
E_{\mathrm{ref}}(t, x) & =\int_{-\infty}^{+\infty} d \omega E_{\mathrm{ref}}(\omega) e^{i\left(\omega t-k_{1}\left(x-\gamma_{1}\right)\right)} \tag{20}
\end{align*}
$$

where $k_{2}=\omega / v_{2}$ and $\gamma_{2}=\beta / v_{2}$.

According to the principle of superposition [11], the solution to problem (17) has the form

$$
\begin{gather*}
E(t, x)=\int_{-\infty}^{+\infty} d \omega e^{i \omega t} \\
\times\left\{\begin{array}{l}
E_{0}(\omega) e^{-i k_{1}\left(x-\gamma_{1}\right)}+E_{\mathrm{ref}}(\omega) e^{i k_{1}\left(x-\gamma_{1}\right)}, \quad x>\beta \\
E_{\mathrm{tr}}(\omega) e^{-i k_{2}\left(x-\gamma_{2}\right)}, \quad x<\beta
\end{array}\right. \tag{21}
\end{gather*}
$$

To find the Fourier transforms $E_{\text {tr }}(\omega)$ and $E_{\text {ref }}(\omega)$, we substitute expression (21) into the boundary conditions for the set of differential equations (17) to obtain a set of linear algebraic equations of second order with respect to the Fourier transforms. The solution to this set is given by

$$
\begin{aligned}
& E_{\mathrm{tr}}(\omega)=\frac{2}{1+\sqrt{\varepsilon_{1} \mu_{1} / \varepsilon_{2} \mu_{2}}} E_{\mathrm{tr}}(\omega)=R \\
& E_{\mathrm{ref}}(\omega)=\frac{1-\sqrt{\varepsilon_{1} \mu_{1} / \varepsilon_{2} \mu_{2}}}{1+\sqrt{\varepsilon_{1} \mu_{1} / \varepsilon_{2} \mu_{2}}} E_{\mathrm{tr}}(\omega)=T,
\end{aligned}
$$

where $R$ is the reflection coefficient for the Fourier transform of the plane wave reflecting from the interface $x=\beta$ between media $l$ and 2 and $T$ is the transmission coefficient of the Fourier transform of the plane wave passing through the interface $x=\beta$.

To obtain the components $E_{\mathrm{tr}}(t, x)$ and $E_{\mathrm{ref}}(t, x)$ of the electric field, we now consider the electric field component as a function of three variables:

$$
\begin{equation*}
E\left(t-(x-\beta) / v_{j}\right)=E\left(t, x, v_{j}\right) ; \quad j=1,2 \tag{23}
\end{equation*}
$$

Then, using direct Fourier transformation and taking into account that the coefficients $R$ and $T$ are independent of the variable of integration $\omega$, we come to

$$
\begin{gather*}
E_{\mathrm{tr}}(t, x)=\int_{-\infty}^{+\infty} d \omega T E_{0}(\omega) e^{i\left(\omega t-k_{2}\left(x-\gamma_{2}\right)\right)}  \tag{24}\\
=T \int_{-\infty}^{+\infty} d \omega E_{0}(\omega) e^{i \omega\left(t-(x-\beta) / v_{2}\right)}=T E\left(t, x, v_{2}\right), \\
E_{\mathrm{ref}}(t, x)=\int_{-\infty}^{+\infty} d \omega R E_{0}(\omega) e^{i\left(\omega t+k_{1}\left(x-\gamma_{1}\right)\right)} \\
=R \int_{-\infty}^{+\infty} d \omega E_{0}(\omega) e^{i \omega\left(t-(x-\beta) /\left(-v_{1}\right)\right)}=R E\left(t, x,-v_{1}\right) . \tag{25}
\end{gather*}
$$

Thus, to find expressions for the electric field components in the undisturbed domains of the space, one must be sure that formulas (24) and (25) are applicable to individual terms of expressions (11) and (14). Such an approach is valid, since both a plane monochromatic wave and a Gaussian pulse can be represented in the
form of (16). Therefore, we will apply formulas (24) and (25) to fields (11) and (14).

In order to find an expression for the primary wave reflected from the disturbed layer into the domain $x<0$ (wave 1), one should apply formula (25) to the primary wave functions in (10) and (13). Next, in order to find an expression for the primary wave transmitted into the domain $x>d$ (wave $Q_{0}^{+}$), one should apply formula (24) to the expressions for the waves $B_{0}^{+}$and $B_{0}^{-}$in (11) and (14). Formula (24) should also be applied to the expressions for the waves $A_{s}^{-}$and $B_{s}^{-}(s=0, \ldots, N)$ in order to find expressions for these waves transmitted into the domain $x<0$ (waves $P_{s}^{-}$and $Q_{s}^{-}$, respectively). Finally, formula (24) should be applied to the expressions for the waves $A_{l}^{+}$and $B_{l}^{+}(l=1, \ldots, M)$ in order to find expressions for these waves transmitted into the domain $x>d$ (waves $P_{l}^{+}$and $Q_{l}^{+}$, respectively).

Before we write expressions for the fields in the undisturbed domains, it should be noted that in expression (25) for the primary wave reflected from the interface $x=0$, parameters with the subscripts 1 and 2 refer, respectively, to the undisturbed domains and the disturbed layer. For the other waves, these subscripts in expressions (24) and (25) should be understood in the reverse sense.

With the aforesaid in the last two paragraphs, expressions for the electric field component in the undisturbed domains of the magnetodielectric space are as follows:

$$
\begin{gather*}
E^{N}(t, x)=\Theta\left(t+x / v_{0}\right) I F(\omega t+k x) \\
+\Theta\left(-t+(d-x) / v_{0}\right) P_{0}^{-} F(-a m(\omega t+k x)) \\
+\Theta\left(t+(x-d) / v_{0}\right) Q_{0}^{-} F(\omega t+k(x-d)) \\
+\sum_{s=1}^{N}\left\{\Theta\left(-t+((2 s+1) d-x) / v_{0}\right)\right.  \tag{26.1}\\
\times \Theta\left(t+(x-2 s d) / v_{0}\right) F(-a m(\omega t+k(x-2 s d))) \\
+\Theta\left(t+(x-(2 s+1) d) / v_{0}\right) \\
\times F(\omega t+k(x-(2 s+1) d))\}, \quad x<0, \\
E^{N}(t, x)=\Theta\left(-t+x / v_{0}\right) P_{0}^{+} F(i a m(\omega t-k x)) \\
\quad+\Theta\left(t-x / v_{0}\right) Q_{0}^{+} F(\omega t-k x) \\
\quad+\sum_{l=1}^{M}\left\{\Theta\left(-t+(x+2 l) / v_{0}\right)\right.  \tag{26.2}\\
\times \Theta\left(t-(x+(2 l+1)) / v_{0}\right) P_{l}^{+} F(a m(\omega t-k(x-2 l d)))
\end{gather*}
$$

$$
\begin{gather*}
+\Theta\left(t-(x+2 l d) / v_{0}\right) \\
\left.\times Q_{l}^{+} F(\omega t-k(x-2 l d))\right\}, \quad x<d, \\
F(z)= \begin{cases}e^{i z}, & E_{0}(t, x)=e^{i}(\omega t-k x) \\
e^{-z^{2}}, & E_{0}(t, x)=e^{-(\omega t-k x)^{2}},\end{cases} \tag{26.3}
\end{gather*}
$$

where

$$
\begin{gathered}
I=\frac{1-a m}{1+a m}, \quad P_{j}^{+}=a^{2}\left(\frac{1-a m}{1+a m}\right)^{j} \\
P_{j}^{-}=-a^{2}\left(\frac{1-a m}{1+a m}\right)^{j+1} \\
Q_{j}^{+}=\frac{a}{m}\left(\frac{1-a m}{1+a m}\right)^{j}, \quad Q_{j}^{-}=\frac{a}{m}\left(\frac{1-a m}{1+a m}\right)^{j+1}
\end{gathered}
$$

It is also of obvious interest to find long-term approximations of expressions (26), i.e., to find fields (26) under steady-state conditions. For a plane monochromatic primary wave, the transition from expressions (26.1) and (26.2) to their long-term approximations is based on the same reasoning as in going from (11) to (12). Note only that in this case, the waves $P_{s}^{-}(s=1, \ldots, N)$ and $P_{l}^{+}(l=1, \ldots, M)$ asymptotically go to infinity; hence, in the finite domain of the space, the electric component of the field under steady-state conditions is given by

$$
E(t, x)=\left\{\begin{array}{l}
\lim _{M \rightarrow+\infty} E^{N}(t, x)=\left(I+W^{-}\right) e^{i(\omega t+k x)}, \quad x<0 \\
\lim _{M \rightarrow+\infty} E^{N}(t, x)=W^{+} e^{i(\omega t-k x)}, \quad x>d,
\end{array}\right.
$$

where

$$
W^{ \pm}=\frac{a}{m} \frac{1 \pm a m}{1+a m-(1-a m) e^{ \pm 2 i k d}}
$$

Comparing expressions (12) and (27) shows that the latter can be derived from the former directly by applying to (12) formulas (24) and (25).

If a primary wave is a Gaussian pulse, the long-term approximations of expressions (26.1) and (26.2) have the form

$$
\begin{gather*}
E(t, x) \\
E^{N}(t, x) \stackrel{N}{\cong} I e^{-(\omega t+k x)^{2}}+\sum_{s=0}^{N} Q_{s}^{-} e^{-(\omega t+k(x-(2 s+1) d))^{2}} \tag{28}
\end{gather*}
$$



Fig. 2. Absolute value of the amplitude of the primary wave transmitted into the domain $x>d$ vs. relative change in the permittivity $a$ for relative changes in the permeability $m=$ 0.7 (1), $1.2(2)$, and $1.4(3)$ at $k d=10^{6}$.


Fig. 3. Absolute value of the amplitude of the primary wave transmitted into the domain $x>d$ vs. relative change in the permeability $m$ for relative changes in the permittivity $a=$ 0.6 (1), 1.1 (2), and 1.3 (3) at $k d=10^{6}$.

As in the case of a plane monochromatic primary wave, this result can be found directly by applying formulas (24) and (25) to expression (15).

Because of the simplicity of expressions (27), it is worth comparing the absolute value of the forward wave amplitude in the domain $x>d$ with the primary wave amplitude. The associated numerical results for a monochromatic primary wave are shown in Figs. 2 and 3. For certain values of relative changes in the permittivity and permeability, disturbed layer thickness, and primary wave frequency, the absolute value of the transmitted primary wave amplitude is seen to be enhanced.

## CONCLUSION

In this work, we considered the transformation of a plane monochromatic electromagnetic wave and a Gaussian pulse for the case when the permittivity and permeability undergo a jump in a layer of a free (unbounded) magnetodielectric isotropic space. At the instant both parameters change stepwise, two layers form in the layer. One of them and the primary wave
copropagate, while the other moves in the opposite direction. The new waves and the primary wave interact with the two planar interfaces dividing the space into three domains and generate sets of forward and backward waves throughout the space. These waves are of two types: those induced by the parameter jump in the layer and those initiated when the jump-induced waves and the primary wave cross the boundaries of the layer. For each of the waves, the domains of existence are bounded by one or two plane-parallel boundaries moving in the opposite directions. The velocity of these boundaries depends on the material parameters in domains where they propagate. Once all the moving parallel planes have asymptotically gone to infinity, the finite domain of the space is free of the jump-induced waves. The numerical study of the amplitude of a plane monochromatic primary wave transmitted through the nonsteady layer suggests that a monochromatic primary wave can be amplified within our model of disturbance of a free magnetodielectric space.
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#### Abstract

Open resonators are studied based on the scattering theory. In particular, a theory of open resonators with a dielectric plate is constructed. This theory is used to develop a technique for measuring small dielectric loss. Measurements of the loss tangent in diamond plates show that the volume absorption in the best samples is $\approx 7 \times 10^{-6}$ in the high-frequency part of the millimeter-wave range. A significant absorption in thin surface layers that is caused by surface treatment techniques (polishing, vacuum soldering, etc.) is revealed. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Open resonators have long been used in various facilities that measure the complex permittivity in the millimeter- and sub-millimeter-wave ranges [1-3]. However, ultra-low-loss materials recently developed for power electronics, such as high-purity silicon [4] and particularly CVD diamond [5], have sent researchers to revise the existing concepts of open resonator operation.

When developing windows through which the energy of megawatt millimeter-wave generators (gyrotrons) is extracted, it was found that thin surface layers of a diamond disk (used as the window through which the microwave energy is extracted) feature an increased absorption.

These thin (of thickness on the order of the surface roughness) layers have been shown to appear as a result of surface treatment by various mechanical and/or chemical techniques, such as polishing, chemical etching, etc. The contamination is the most severe when the disk is soldered to a metal fixture. For instance, after soldering a diamond disk to a metal waveguide and then to a cooler to create energy-extraction windows, an excessive absorption arises in the thin surface layer, which is often higher than that in the disk volume. This excessive absorption breaks the thermal conditions of the window to such an extent that it fails. We will not discuss here the nature of the excessive absorption. Note only that the problem of how to eliminate it is yet to be resolved.

In this paper, we describe a method for measuring extremely low dielectric losses in high-quality CVD diamond plates with the help of Fabri-Perot open resonators [5-7]. The method relies on the refined theory of open resonators [8] that allows for dispersion introduced into a resonator by a plane-parallel dielectric plate several wavelengths thick with highly absorbing thin surface layers.

The eigenfrequencies of the resonator modes are found by analyzing the field structure at the exit of a
resonator excited by a Gaussian beam. The frequencies and the $Q$ factors of the eigenmodes are determined with allowance for the absorption in the plate and the coupling losses in the mirrors. The frequencies and the $Q$ factors of the eigenmodes obtained by numerical analysis are used to justify simplified analytical formulas that relate the measured $Q$ factors to the losses in the plate.

## 1. DESCRIPTION OF A RESONATOR WITH A PLANE-PARALLEL DIELECTRIC PLATE

Consider the resonator illustrated in Fig. 1. It is formed by nontransparent metallic mirrors with a radius of curvature $R_{0}$ and diameter $2 a_{m}$ that are $L$ apart. The ohmic reflection coefficient of both mirrors is $R_{\text {ohm }} \approx-1$.

A coupling element (dielectric film) with a reflection coefficient $j R$ (where $j$ is the imaginary unit) and transmission coefficient $T$ makes an angle of $45^{\circ}$ with the resonator axis. The coupling film divides the resonator into two arms with lengths $L_{1}$ and $L_{2}\left(L_{1}+L_{2}=L\right)$. With such a description, the film can be viewed as a four-port network. Ports 1 and 2 are directed toward the dielectric plate and mirror II, respectively. Radiation is fed to the resonator through port 3 and is extracted through ports 3 (reflection from the resonator) and 4 (transmission through the resonator).

We assume that the coupling film is lossless and dis-persion-free; therefore, for real $R$ and $T$,

$$
R^{2}+T^{2}=1
$$

The distance from the coupling film is measured from its center. The projection of the film onto the plane perpendicular to the resonator axis is a circle of diameter $2 a_{\mathrm{ex}}$. Arm 1 contains a plane-parallel dielectric plate of diameter $2 a_{\mathrm{p} 1}$, thickness $L_{\mathrm{pl}}$, and refractive index $n_{\mathrm{pl}}=$ $n \sqrt{1-j \tan \delta_{\mathrm{pl}}}$, where $n$ is real and $\tan \delta_{\mathrm{pl}}$ is the loss tangent of the dielectric material.


Fig. 1. Resonator with a dielectric plate: I and II are mirrors.

The planar surfaces of the plate are assumed to be covered by thin films (Fig. 2) of thickness $L_{\text {fil }}$ and refractive index $n_{\text {fil }}=n \sqrt{1-j \tan \delta_{\text {fil }}}$, where $\tan \delta_{\text {fil }}$ is the loss tangent of the films. The plate is placed at a distance $L_{6}$ from the first mirror perpendicular to the resonator axis and at a distance $L_{1,5}$ (between points 1 and 5) from the coupling film $\left(L_{1,5}+L_{\mathrm{pl}}+L_{6}=L_{1}\right)$. The distance between the coupling film and the left film on the dielectric plate is $\tilde{L}_{1,5}=L_{1,5}-L_{\text {fil }}$, and the distance between the right film on the dielectric plate and the first mirror is $\tilde{L}_{6}=L_{6}-L_{\text {fil }}$.

The fields in a resonator with a dielectric plate will be described in terms of the theory of open structures proposed in $[9,10]$. In this theory, the fields varying


Fig. 2. Surface layers on the dielectric plate.
with time as $\exp (j \omega t)$, where $\omega$ is the circular frequency, are assumed to have transverse (relative to the propagation direction) components. We use linearly polarized electric fields with amplitudes denoted by $\Psi_{i}^{ \pm}$. In each cross section of the resonator, the fields are represented as two counterpropagating wave beams (Fig. 1). An input wave beam with an amplitude $\Psi_{3}^{ \pm}$ impinges on the coupling film and excites the resonator. Output wave beams with amplitudes $\Psi_{3}^{-}$and $\Psi_{4}^{-}$leave the film and go out of the resonator.

Let us denote the amplitudes of the beams that travel from the coupling film towards the first and second mirrors by $\Psi_{1,2}^{-}$, respectively; the amplitudes of the beams that come to the film from these directions, by $\Psi_{1,2}^{+}$. Equations that relate the wave beams on the coupling film have the form

$$
\begin{gathered}
\Psi_{1}^{-}=T \Psi_{2}^{+} \\
\Psi_{2}^{-}=T \Psi_{1}^{+}+j R \Psi_{3}^{+}, \\
\Psi_{3}^{-}=j R \Psi_{2}^{+}
\end{gathered}
$$

This formulation neglects beam diffraction near the coupling film.

The variation of the beam amplitudes $\Psi(x, y, z)$ with the transverse coordinates $x$ and $y$ and longitudinal
coordinate $z$ as the beams propagate in the resonator is described by a relationship that follows from the representation of the field as the superposition of plane waves. This relationship will be written in detail for the beam propagating towards the second mirror. It has the form

$$
\begin{equation*}
\Psi_{2 m}^{+}=\widehat{S}_{2} \Psi_{2}^{-}=\widehat{\Phi}^{\mathrm{i}}\left(k_{x}, k_{y}\right) S_{L_{2}} \widehat{\Phi}^{\mathrm{f}}(x, y) \Psi_{2}^{-} \tag{1}
\end{equation*}
$$

where $\Psi_{2 m}^{+}$is the amplitude of the beam incident on the second mirror, $S_{2}$ is the propagation operator, $\widehat{\Phi}^{\mathrm{f}}(x, y)$ and $\widehat{\Phi}^{\mathrm{i}}\left(k_{x}, k_{y}\right)$ are the operators of forward and inverse double Fourier transformations, $S_{L_{2}}=\exp \left(-j k_{z} L_{2}\right), k_{z} L_{2}$ is the phase advance,

$$
\begin{equation*}
k_{z}=\sqrt{k^{2}-k_{x}^{2}-k_{z}^{2}} \tag{2}
\end{equation*}
$$

is the longitudinal wave number of the plane wave, $k=$ $\omega / c=2 \pi f / c, c$ is the velocity of light, $f$ is frequency, and $k_{x}$ and $k_{y}$ are the transverse wave numbers.

We will describe resonator mirrors as phase correctors, so that the amplitude $\Psi_{2 m}^{-}$of the beam that leaves the second mirror is related to the amplitude of the beam incident on this mirror as

$$
\begin{gather*}
\Psi_{2 m}^{-}=\widehat{R}_{0} \Psi_{2 m}^{+} \\
=R_{\text {ohm }} \exp \left\{-2 j k\left[R_{0} \sqrt{1-\frac{x^{2}+y^{2}}{R_{0}^{2}}}-R_{0}\right]\right\} \Psi_{2 m}^{+} . \tag{3}
\end{gather*}
$$

In formula (3), positive values of $R_{0}$ correspond to a concave mirror and $\widehat{R}_{0}$ denotes the operator of beam transformation by the mirror.

Relationships similar to (1) can be written for the amplitudes of wave beams propagating in each section of the resonator. The variation of the beam structure as it travels from the coupling film to the left end face of the dielectric plate is described by the operator $S_{1,5}$,

$$
\begin{equation*}
\Psi_{5}^{+}=\widehat{S}_{1,5} \Psi_{1}^{-}=\widehat{\Phi}^{\mathrm{i}}\left(k_{x}, k_{y}\right) S_{L_{1,5}} \widehat{\Phi}^{\mathrm{f}}(x, y) \Psi_{1}^{-}, \tag{4}
\end{equation*}
$$

and from the left end face of the dielectric plate to its right end face, by the operator $\widehat{S}_{\mathrm{pl}}$ :

$$
\begin{equation*}
\Psi_{6 \mathrm{pl}}^{+}=\widehat{S}_{\mathrm{pl}} \Psi_{5}^{-}=\Phi^{\mathrm{i}}\left(k_{x}, k_{y}\right) S_{L_{\mathrm{pl}}} \widehat{\Phi}^{\mathrm{f}}(x, y) \Psi_{5 \mathrm{pl}}^{-} . \tag{5}
\end{equation*}
$$

Note that the refractive index $n_{\mathrm{pl}}$ of the plate is complex. With such a refractive index, relationship (2) inside the dielectric plate must be replaced by

$$
k_{z}=\sqrt{n_{\mathrm{pl}}^{2} k^{2}-k_{x}^{2}-k_{y}^{2}} .
$$

The variation of the beam structure from the right end face of the dielectric plate to the first mirror is
described by the operator $S_{6}$ :

$$
\begin{equation*}
\Psi_{1 m}^{+}=\widehat{S}_{6} \Psi_{6}^{-}=\Phi^{\mathrm{i}}\left(k_{x}, k_{y}\right) S_{L_{6}} \widehat{\Phi}^{\mathrm{f}}(x, y) \Psi_{6}^{-} . \tag{6}
\end{equation*}
$$

The beam incident on the first mirror is related to the beam leaving it through an equation similar to (3).

On the left end face of the left film, the field is formed by the incident beam with the amplitude $\Psi_{5}^{+}$ and the outgoing beam with the amplitude $\Psi_{5}^{-}$; on the right end face of the left film, by the incident beam with the amplitude $\Psi_{5 \mathrm{pl}}^{+}$and the outgoing beam with the amplitude $\Psi_{5 \mathrm{pl}}^{-}$. These amplitudes are related as [11]

$$
\begin{align*}
& \Psi_{5}^{-}=r_{+} \Psi_{5}^{+}+t_{+} \Psi_{5 \mathrm{pl}}^{+},  \tag{7}\\
& \Psi_{5 \mathrm{pl}}^{-}=r_{-} \Psi_{5 \mathrm{pl}}^{+}+t_{-} \Psi_{5}^{+}, \tag{8}
\end{align*}
$$

where [11] $r_{ \pm}$are the reflection coefficients for the waves incident on the film from the second mirror and from the plate and $t_{\mp}$ are the transmission coefficients for the waves incident on the film from the second mirror and from the plate, respectively. ${ }^{1}$ We will represent these coefficients through the thicknesses and refractive index of the films: ${ }^{2}$

$$
\begin{gathered}
r_{+}=\frac{r_{12}+r_{23} \exp \left(-2 j \varphi_{0}\right)}{1+r_{12} r_{23} \exp \left(-2 j \varphi_{0}\right)}, \\
r_{-}=\frac{r_{32}+r_{22} \exp \left(-2 j \varphi_{0}\right)}{1+r_{32} r_{21} \exp \left(-2 j \varphi_{0}\right)}, \\
t_{-}=\frac{t_{12} t_{23} \exp \left(-j \varphi_{0}\right)}{1+r_{12} r_{23} \exp \left(-2 j \varphi_{0}\right)}, \\
t_{+}=\frac{t_{32} t_{21} \exp \left(-j \varphi_{0}\right)}{1+r_{32} r_{21} \exp \left(-2 j \varphi_{0}\right)}, \\
\varphi_{0}=k n_{\mathrm{fil}} L_{\mathrm{fil}}, \quad r_{12}=-r_{21}=\frac{1-n_{\mathrm{fil}}}{1+n_{\mathrm{fil}}}, \\
r_{23}=-r_{32}=\frac{n_{\mathrm{fil}}-n_{\mathrm{pl}}}{n_{\mathrm{fil}}+n_{\mathrm{pl}} \quad t_{12}=\frac{2}{1+n_{\mathrm{fil}}},} \\
t_{21}=\frac{2 n_{\mathrm{fil}}}{1+n_{\mathrm{fil}}}, \quad t_{23}=\frac{2 n_{\mathrm{fil}}}{n_{\mathrm{pl}}+n_{\mathrm{fil}}}, \quad t_{32}=\frac{2 n_{\mathrm{pl}}}{n_{\mathrm{pl}}+n_{\mathrm{fil}}} .
\end{gathered}
$$

On the left side of the right film, the field is formed by the incident and reflected beams with the amplitudes $\Psi_{6 \mathrm{pl}}^{+}$and $\Psi_{6 \mathrm{pl}}^{-}$, respectively; on the right side of the

[^4]right film, by the beams with the amplitudes $\Psi_{6}^{+}$and $\Psi_{6}^{-}$. These beams are related as
\[

$$
\begin{align*}
& \Psi_{6 \mathrm{pl}}^{-}=r_{-} \Psi_{6 \mathrm{pl}}^{+}+t_{-} \Psi_{6}^{+}  \tag{9}\\
& \Psi_{6}^{-}=r_{+} \Psi_{6}^{+}+t_{+} \Psi_{6 \mathrm{pl}}^{+} \tag{10}
\end{align*}
$$
\]

A solution to the system of equations (1)-(10) yields the fields scattered by the resonator, i.e., the beams with the amplitudes $\Psi_{3}^{-}$and $\Psi_{4}^{-}$.

We will characterize these fields by two coefficients that are the functionals of the fields scattered by the resonator. These are the coefficient of reflection from the resonator, $K_{\mathrm{r}}^{0}$, and the coefficient of transmission through it $K_{\mathrm{t}}^{0}$.

In this so-called single-mode [8] case, the reflection coefficient (transfer coefficient upon reflection) and transmission coefficients (transfer coefficient upon transmission) are given by

$$
K_{\mathrm{r}, \mathrm{t}}^{0}=\frac{P_{\mathrm{r}, \mathrm{t}}^{0}}{P}
$$

where $P=\iint\left|\Psi_{3}^{+}\right|^{2} d x d y$ is the power of the beam that excites the resonator, $P_{\mathrm{rt}}^{0}=P_{\mathrm{rt}} N_{\mathrm{rt}}, P_{\mathrm{r}}=\iint\left|\Psi_{3}^{-}\right|^{2} d x d y$ is the power of the beam leaving the resonator toward the incident beam, and $P_{\mathrm{t}}=\iint\left|\Psi_{6}^{-}\right|^{2} d x d y$ is the power of the beam transmitted through the resonator.


Fig. 3. Coefficient of reflection from the resonator as a function of frequency. The figures by the curves are the values of $\tan \delta_{\text {fil }}$.

The beam-detector coupling coefficients $N_{r, t}$ characterize the portion of the incident radiation that is picked up by the detector:

$$
N_{\mathrm{r}}=\frac{\int \Psi_{3}^{-} \Psi_{\mathrm{r}, \text { out }}^{*} d s \int \Psi_{3}^{*-} \Psi_{\mathrm{r}, \text { out }} d s}{P_{\mathrm{r}} P_{\mathrm{r}, n}}
$$

where function $\Psi_{\mathrm{r}, \text { out }}^{*}$ describes the field structure of the detector operating mode on the coupling film; $P_{\mathrm{r}, n}=$ $\int\left|\Psi_{\mathrm{r}, \text { out }}\right|^{2} d s$ is the power of the beam with this structure; and

$$
N_{\mathrm{t}}=\frac{\int \Psi_{4}^{-} \Psi_{\mathrm{t}, \text { out }}^{*} d s \int \Psi_{4}^{*^{-}} \Psi_{\mathrm{t}, \text { out }} d s}{P_{\mathrm{t}} P_{\mathrm{t}, n}}
$$

where $\Psi_{\mathrm{t} \text {, out }}$ is the field structure of the detector operating mode on the coupling film and $P_{\mathrm{t}, n}=\int\left|\Psi_{\mathrm{t}, \text { out }}\right|^{2} d s$ is the power of the beam with this structure.

Hereafter, the beam of the detector operating mode is assumed to be Gaussian:

$$
\Psi_{\mathrm{r}, \text { out }} \sim \Psi_{\mathrm{t}, \text { out }} \sim \exp \left(-\frac{x^{2}+y^{2}}{2 a_{\mathrm{r}, \mathrm{t}}^{2}}\right)
$$

with a half-width $a_{\mathrm{r}}$ for the detector that measures the reflected wave and $a_{\mathrm{t}}$ for the detector that measures the transmitted wave.

A method for solving the system of equations (1)(10) is reported in [8]. It was solved by iterations at a given frequency. As the initial value of the functions $\Psi_{1}^{+}, \Psi_{5 \mathrm{pl}}^{+}$, and $\Psi_{6}^{+}$, we usually took the function $\Psi_{3}^{+}$. The transverse distribution of the exciting wave beam $\Psi_{3}^{+}$was taken to be Gaussian:

$$
\sim \exp \left(-\frac{x^{2}+y^{2}}{2 a_{\mathrm{b}}^{2}}\right)
$$

where $a_{\mathrm{b}}$ is the half-width of the exciting beam.
The amplitudes of the reflected and transmitted output beams were calculated from the relationships

$$
\begin{gathered}
\Psi_{3}^{-}=i R \widehat{S}_{2} \widehat{R}_{2} \widehat{S}_{2}\left\{T \Psi_{1}^{+}+j R \Psi_{3}^{+}\right\} \\
\Psi_{4}^{-}=T \Psi_{3}^{+}+j R \Psi_{1}^{+}
\end{gathered}
$$

into which the function $\Psi_{1}^{+}$found above was substituted.

Then, the frequency was varied and the response of the resonator was measured. At certain resonance frequencies $f_{\text {res }}$, the reflection coefficient increased and the transmission coefficient decreased.

Figure 3 plots the coefficient of reflection from the resonator vs. frequency at the following realistic
parameters: $L=400.31035 \mathrm{~mm}, R_{0}=240.583 \mathrm{~mm}$, $R_{\text {ohm }}=0.9992, L_{\mathrm{pl}}=1.84285, L_{\mathrm{fil}}=0.001 \mathrm{~mm}, n=$ 2.3808, $a_{\mathrm{m}}=60 \mathrm{~mm}, a_{\mathrm{ex}}=60 \mathrm{~mm}$, and $\tan \delta_{\mathrm{pl}}=10^{-5}$. The speed of light is taken to be $c=2.9969518 \times$ $10^{11} \mathrm{~mm} / \mathrm{s}$. We assume that the exciting beam width is equal to the width of the beam in the resonator near the coupling film and that the dielectric plate is at the center of the resonator.

The maxima of the reflection coefficient correspond to a particular resonator mode. This mode can be characterized by a longitudinal index $m_{\mathrm{s}}$ that is an integer equal to the number of field maxima for this mode on the resonator axis. The index $m_{\mathrm{s}}$ can roughly be found as an integer nearest to a number $\tilde{m}_{\mathrm{s}}$ :

$$
\tilde{m}_{\mathrm{s}}=2 \frac{L+\left(L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right)(n-1)}{\lambda}-\frac{\arccos (g)}{\pi} \approx 458.003
$$

where

$$
g=\left(1-\frac{L}{R_{0}}\right)
$$

$\lambda=c / f_{\text {res }}$, and $f_{\text {res }}$ is found from the solution to system (1)-(10).

When the plate executes plane-parallel motion along the resonator axis, the frequency of the mode changes in general. However, for a given plate thickness, the resonator length can be chosen such that the eigenfrequency of one of the modes remains almost unchanged. This effect is illustrated in Fig. 4, which plots the resonance frequency for the mode with the longitudinal index $m_{\mathrm{s}}=458$ vs. plate displacement $L$ at several resonator lengths (at $L=L_{0}$, which keeps the frequency almost unchanged; at $L=L_{0}+5 \mu \mathrm{~m}$; and at $\left.L=L_{0}+10 \mu \mathrm{~m}\right)$. Figure 5 shows the width of the resonance curve of this mode vs. plate displacement from the resonator center at $L=L_{0}$ for several values of the film loss tangent. The width varies because, as the plate shifts, the field distribution inside it changes, which causes the ohmic loss to change.

In the experiment, the dielectric loss tangent in the plate was determined from the maximum values of the mode $Q$ factor. It was found that one can construct a much simpler theory for a resonator with such a plate inside that adequately describes the behavior illustrated in Fig. 5.

## RESONATOR WITH A PLANE-PARALLEL PLATE AND INFINITE PLANE MIRRORS

Let us apply system (1)-(10) to a resonator with infinite plane mirrors (in this case, the integral operators $\widehat{S}_{i}$ become numbers; in particular, $\widehat{S}_{2}=\exp \left[-j k L_{2}\right]$, etc.) and find the eigenfrequencies of the resonator by setting the exciting field equal to zero. The system of


Fig. 4. Eigenfrequency versus plate displacement $\Delta L$ from the resonator center at various $L$ (mm).


Fig. 5. Resonance curve width versus plate displacement $\Delta L$ from the resonator center at various loss tangents in the films. The figures by the curves are the values of $\tan \delta_{\text {fil }}$.
integral equations is then reduced to the transcendental characteristic equation

$$
\begin{gather*}
{\left[-1+r_{+} T^{2} R_{\mathrm{ohm}} \exp \left[-2 j k\left(L_{2}+L_{1,5}\right)\right]\right]} \\
\times\left[-1+r_{+} R_{\mathrm{ohm}} \exp \left(-2 j k l_{6}\right)\right]-\exp \left(-2 j k n_{\mathrm{pl}} L_{\mathrm{pl}}\right) \\
\times\left[-r+T^{2} R_{\mathrm{ohm}} D \exp \left[-2 j k\left(L_{2}+L_{1,5}\right)\right]\right]  \tag{11}\\
\times\left[-r_{-}+R_{\mathrm{ohm}} D \exp \left(-2 j k L_{6}\right)\right]=0,
\end{gather*}
$$

where $D=r_{+} r_{-}-t_{+} t_{-}$.
To find a solution to Eq. (11), we use the perturbation technique, assuming that small parameters are the


Fig. 6. Field structure in a resonator with a plate. The sides of the plate are located at (a) the maxima and (b) zeros of the electric field.
dielectric loss tangents $\left(\tan \delta_{\mathrm{pl}}, \tan \delta_{\mathrm{fil}} \ll 1\right)$, the ohmic losses in the mirrors ( $\delta_{\text {ohm }}=1-R_{\text {ohm }}^{2} \ll 1$ ), the coefficient of reflection from the coupling film $\left(\delta_{\text {coupl }}=1-T^{2} \ll 1\right)$, and the thickness of the absorbing films $\left(\varphi_{0}=k n L_{\text {fil }} \ll 1\right)$.

In the zeroth approximation (when the small parameters are zero), the equation for the eigenfrequencies
takes the form

$$
\begin{gather*}
-2 r_{+} \cos \left[k^{0}\left(L_{2}+l_{1,5}-L_{6}\right)\right] \sin \left[k^{0} n\left(L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right)\right] \\
+r_{+}^{2} \sin \left[k^{0}\left(L_{2}+L_{1,5}+L_{6}-n L_{\mathrm{pl}}-2 L_{\mathrm{fil}}\right)\right]  \tag{12}\\
=\sin \left[k^{0}\left(L_{2}+L_{1,5}+n L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right)\right]
\end{gather*}
$$

It follows from Eq. (12) that, if

$$
\begin{gather*}
n k^{0}\left(L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right)=m_{1} \pi  \tag{13}\\
k^{0}\left(L_{2}+L_{1,5}+L_{6}\right)=m_{2} \pi \tag{14}
\end{gather*}
$$

where $m_{1}$ and $m_{2}$ are the integer numbers of half-waves falling on the resonator axis inside and outside a dielectric plate with absorbing films, respectively, there exists a mode with a wave number $k^{0}$ and frequency that does not change when the plate executes plane-parallel motion along the resonator axis [2].

In the first-order approximation of the perturbation theory, the variation in the eigenwavenumber $\Delta k=j \Delta k^{\prime \prime}$ of this mode with the index $m_{1}+m_{2}$ due to the coupling losses and thermal losses in the mirrors $\Delta k_{\text {mir }}^{\prime \prime}$, thermal losses in the dielectric plate $\Delta k_{\mathrm{pl}}^{\prime \prime}$, and thermal losses in the films that cover the plate $\Delta k_{\text {fil }}^{\prime \prime}$ is given by

$$
\begin{gather*}
\Delta k_{R}^{\prime \prime}=\frac{\left(\delta_{\text {ohm }}+\delta_{\text {coupl }}\right)\left(1-r_{+}^{2}\right)}{2\left\{\left(1-r_{+}^{2}\right)\left(L_{2}+L_{1,5}+L_{6}\right)+n\left\langle L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right\rangle\left\langle r_{+}^{2}+1+2 r_{+} \cos \left[2 k^{0}\left(L_{2}+L_{1,5}\right)\right]\right\rangle\right\}}, \\
\Delta k_{\mathrm{pl}}^{\prime \prime}=\frac{n \tan \delta_{\mathrm{pl}} k^{0}\left\{L_{\mathrm{pl}}\left[r_{+}^{2}+1+2 r_{+} \cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle\right]+\frac{4 L_{\mathrm{fil}}}{(n+1)^{2}}\left[1-n^{2}+\left(n^{2}+1\right) \cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle\right]\right\}}{2\left\{\left(1-r_{+}^{2}\right)\left(L_{2}+L_{1,5}+L_{6}\right)+n\left[L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right]\left[r_{+}^{2}+1+2 r_{+} \cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle\right]\right\}}  \tag{15}\\
\Delta n \tan \delta_{\mathrm{fil}} k^{0} L_{\mathrm{fil}}\left[1-\cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle\right] \frac{n^{2}}{(n+1)^{2}} \\
\Delta k_{\mathrm{fil}}^{\prime \prime}=\frac{}{\left\{\left(1-r_{+}^{2}\right)\left(L_{2}+L_{1,5}+L_{6}\right)+n\left[L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right]\left[r_{+}^{2}+1+2 r_{+} \cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle\right]\right\}}
\end{gather*}
$$

First, consider the width of the resonance curve, $\Delta k^{\prime \prime}=\Delta k_{R}^{\prime \prime}+\Delta k_{\mathrm{pl}}^{\prime \prime}$, as a function of the plate position in the resonator (of length $L_{2}+L_{1,5}$ ) without the covering absorbing films:

$$
\begin{gather*}
\Delta k_{R}^{\prime \prime}+\Delta_{\mathrm{pl}}^{\prime \prime} \approx \frac{\tan \delta_{\mathrm{pl}}}{2}  \tag{16}\\
\times \frac{\frac{\delta_{\text {ohm }}+\delta_{\text {coupl }}}{k^{0} n L_{\mathrm{pl}} \tan \delta_{\mathrm{pl}}}+\frac{\left\{1+2 r_{+} \cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle+r_{+}^{2}\right\}}{1-r_{+}^{2}}}{\frac{L_{1}+L_{1,5}+L_{6}}{n L_{\mathrm{pl}}}+\frac{\left\{1+2 r_{+} \cos \left\langle 2 k^{0}\left(L_{2}+L_{1,5}\right)\right\rangle+r_{+}^{2}\right\}}{1-r_{+}^{2}}} .
\end{gather*}
$$

As follows from this expression, the $Q$ factor $Q=$ $k^{0} / 2 \Delta k^{\prime \prime}$ of the mode of interest oscillates as the plate
moves along the resonator axis, reaching extrema when $2 k^{0}\left(L_{2}+L_{1,5}\right)=s \pi$, where $s$ is an integer.

When $s$ is even, the sides of the dielectric plate are located in the zeros of the electric field of the standing wave in the resonator. In this case, the electric field amplitude in the dielectric plate is minimal (Fig. 6a). The $Q$ factor of this mode is

$$
\begin{equation*}
Q_{+}=\frac{k^{0}\left(L_{2}+L_{1,5}+L_{6}+L_{\mathrm{pl}}\right)}{\delta_{\mathrm{ohm}}+\delta_{\text {coupl }}+\tan \delta_{\mathrm{pl}} k^{0} L_{\mathrm{pl}}} \tag{17}
\end{equation*}
$$

When $s$ is odd, the sides of the dielectric plate are located in the maxima of the electric field of the standing wave and the electric field amplitude in the dielectric plate is maximal (Fig. 6b). The $Q$ factor of this
mode is

$$
\begin{equation*}
Q_{-}=\frac{k^{0}\left(L_{2}+L_{1,5}+L_{6}+n^{2} L_{\mathrm{pl}}\right)}{\delta_{\text {ohm }}+\delta_{\text {coupl }}+n^{2} \tan \delta_{\mathrm{pl}} k^{0} L_{\mathrm{pl}}} \tag{18}
\end{equation*}
$$

If the dielectric is lossless, the mode with $Q_{-}$, which has the maximal electric field amplitude, also has the higher $Q$ factor due to the energy stored in the plate. If the dielectric losses prevail and the energy stored in the plate is small compared to that stored in the remaining space of the resonator, the mode with $Q_{+}$has the higher $Q$ factor. As a rule, the latter case is the one observed experimentally [2]. As follows from (16), when

$$
\frac{\delta_{\text {ohm }}+\delta_{\text {coupl }}}{k^{0} n L_{\mathrm{pl} \mathrm{tan} \delta_{\mathrm{pl}}}}=\frac{L_{2}+L_{1,5}+L_{6}}{n L_{\mathrm{pl}}}
$$

or

$$
\tan \delta_{\mathrm{pl}}=\frac{\delta_{\mathrm{ohm}}+\delta_{\mathrm{coupl}}}{k^{0}\left(L_{2}+L_{1,5}+L_{6}\right)}
$$

the $Q$ factor does not oscillate.
The dielectric losses are determined by measuring the extremum values of the $Q$ factors, $Q_{+}$and $Q_{-}$, as well as the $Q$ factor of the empty resonator mode with the same index $m_{1}+m_{2}$ at the same frequency:

$$
\begin{equation*}
Q_{0}=\frac{k^{0}\left(L_{2}+L_{1,5}+L_{6}+n L_{\mathrm{pl}}\right)}{\delta_{\mathrm{ohm}}+\delta_{\mathrm{coupl}}} \tag{19}
\end{equation*}
$$

Next, by eliminating the losses in the empty resonator, $\delta_{\text {ohm }}+\delta_{\text {coupl }}$, from any pair of equations (17)-(19), we come to the following three expressions for $\tan \delta_{\mathrm{pl}}$ in terms of $Q_{0}, Q_{+}$, and $Q_{-}$. The corresponding values are denoted as $\tan \delta_{\mathrm{pl}-}$ when (17) and (19) are used; $\tan \delta_{\mathrm{pl}+}$, (18) and (19); and $\tan \delta_{\mathrm{pl0}}$, (17) and (18):

$$
\begin{gather*}
\tan \delta_{\mathrm{pl}+}=\left(\frac{1}{Q_{+}}-\frac{1}{Q_{0}}\right)\left[\frac{L_{2}+L_{1,5}+L_{6}}{L_{\mathrm{pl}}}-(n-1)\right]  \tag{20}\\
\tan \delta_{\mathrm{pl}-}=  \tag{21}\\
\left(\frac{1}{Q_{-}}-\frac{1}{Q_{0}}\right)\left[\frac{L_{2}+L_{1,5}+L_{6}}{n^{2} L_{\mathrm{pl}}}+\frac{(n-1)}{n}\right]  \tag{22}\\
\tan \delta_{\mathrm{pl} 0}= \\
\frac{1}{n^{2}-1}\left[\left(\frac{1}{Q_{+}}-\frac{1}{Q_{-}}\right) \frac{L_{2}+L_{1,5}+L_{6}+n L_{\mathrm{pl}}}{L_{\mathrm{pl}}}\right. \\
\left.\quad+(n+1)\left(\frac{n}{Q_{+}}+\frac{1}{Q_{-}}\right)\right]
\end{gather*}
$$

When using formulas (20)-(22), one should keep in mind that the expressions

$$
\frac{1}{Q_{-}}-\frac{1}{Q_{0}} \quad \text { and } \quad \frac{1}{Q_{+}}-\frac{1}{Q_{-}}
$$

can take both positive and negative values.

Table 1

| Disk no. | Thickness, <br> mm | Frequency, <br> GHz | $\tan \delta_{\mathrm{pl}-} \times 10^{4}$ | $\tan \delta_{\mathrm{pl}+} \times 10^{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| 87 | 0.41 | 152 | 6.5 | 7.6 |
| 93 | 0.38 | 166 | 4.0 | 5.8 |
| 128 | 0.37 | 170 | 1.7 | 2.5 |
| 131 | 0.46 | 136 | 2.0 | 9.6 |

Thus, $\tan \delta_{\mathrm{pl}}$ can be measured at two positions of the dielectric plate: when the dielectric loss in the resonator is minimal (this case is used to measure relatively large values of $\tan \delta_{\mathrm{pl}}$, up to $10^{-2}$ ) and maximal (this case is applied to ultra-low-absorption materials).

The technique that does not use the $Q$ factor of an empty resonator is very convenient when the parameters of the plate vary in the course of the experiment, for example, when the temperature dependence of $\tan \delta_{\mathrm{pl}}$ is taken.

Undoubtedly, results of calculating $\tan \delta_{\mathrm{pl}}$ from measured values of $Q_{0}, Q_{+}$, and $Q_{-}$must be independent of the plate position inside the resonator. Therefore, when we use the three versions to calculate $\tan \delta_{\mathrm{pl}}$, a self-check of the result becomes possible.

When examining diamond disks (and, earlier, silicon disks), we found out that the theoretical $\tan \delta_{\mathrm{pl}}$ depends strongly on their position in the resonator, the value calculated from $Q_{-}$and $Q_{0}$ being significantly higher than that calculated from $Q_{+}$and $Q_{0}$ (Table 1). This disagreement may arise, in particular, because of additional losses on the surface of the dielectric plate. Under the assumption that these additional losses are concentrated in a thin surface layer, it follows from formulas (15) that they are introduced only into the mode with $Q_{-}$:

$$
\begin{equation*}
Q_{-} \approx \frac{k^{0}\left[L_{2}+L_{1,5}+L_{6}+n^{2}\left(L_{\mathrm{pl}}+2 L_{\mathrm{fil}}\right)\right]}{\delta_{\mathrm{ohm}}+\delta_{\mathrm{coupl}}+n^{2} \tan \delta_{\mathrm{pl}} k^{0} L_{\mathrm{pl}}+4 n^{2} k^{0} L_{\mathrm{fil}} \tan \delta_{\mathrm{fil}}} \tag{23}
\end{equation*}
$$

The extremal values of the resonance curve width calculated from formulas (17) and (23) agree with those predicted by the more rigorous theory (Eqs. (1)-(10)) with an accuracy of four significant figures for the same resonator length and at the resonance frequency calculated from solutions to (1)-(10).

From the assumption that the surface absorbing layer on the plate sides is thin, we can evaluate the absorption of a traveling wave separately in the volume and at the surface of the plate.

Moreover, with this assumption, the values of $\tan \delta_{\mathrm{pl}}$ and $\tan \delta_{\mathrm{fil}}$ found can be used to estimate the volume, $P_{\mathrm{pl}}$, and surface, $P_{\mathrm{fil}}$, losses in the plate for the

Table 2

|  |  | Absorption <br> in the plate <br> Frequency, <br> GHz | $\tan \delta_{\mathrm{pl}} \times 10^{5}$ |
| :---: | :---: | :---: | :---: |
| volume | Absorption <br> in the surface <br> layers |  |  |
| $\frac{P_{\mathrm{pl}}}{\tilde{P}} \times 10^{4}$ | $\frac{P_{\mathrm{p} 1}}{\tilde{P}} \times 10^{4}$ |  |  |

22DB1 (ITER-1) plate
thickness $L_{\mathrm{pl}}=2.22 \mathrm{~mm}$, diameter $2 a_{\mathrm{pl}}=119 \mathrm{~mm}$

| 56.585 | 5 | 3.5 | 4.0 |
| ---: | :--- | :--- | :--- |
| 84.867 | 3.5 | 4.4 | 3.0 |
| 113.153 | 3.0 | 4.9 | 4.0 |
| 141.432 | 2.45 | 5.2 | 5.0 |
| 169.710 | 2.45 | 6.2 | 5.0 |
| 197.990 | 2.5 | 7.1 | 5.0 |

22DB5 (ITER-3) plate
thickness $L_{\mathrm{pl}}=1.86 \mathrm{~mm}$, diameter $2 a_{\mathrm{pl}}=104 \mathrm{~mm}$

| 67.846 | 2.3 | 1.8 | 8 |
| ---: | :--- | ---: | ---: |
| 101.741 | 2.0 | 2.8 | 10 |
| 135.645 | 1.7 | 3.2 | 12 |
| 169.549 | 1.4 | 3.1 | 14 |
| 203.448 | 1.35 | 4.1 | 18 |

22DB6 plate
thickness $L_{\mathrm{pl}}=1.85 \mathrm{~mm}$, diameter $2 a_{\mathrm{pl}}=106 \mathrm{~mm}$

| 68.276 | 2.2 | 2.0 | 13 |
| ---: | :--- | :--- | :--- |
| 102.393 | 1.9 | 2.6 | 16 |
| 136.514 | 1.6 | 2.8 | 19 |
| 170.630 | 1.4 | 3.1 | 22 |
| 204.747 | 1.3 | 3.6 | 24 |

53DB1 plate
thickness $L_{\mathrm{pl}}=1.798 \mathrm{~mm}$, diameter $2 a_{\mathrm{pl}}=106 \mathrm{~mm}$

| 70.182 | 1.05 | 0.9 | 4.4 |
| ---: | :--- | :--- | :--- |
| 105.257 | 1.00 | 1.3 | 5.3 |
| 140.332 | 0.79 | 1.4 | 5.9 |
| 175.407 | 0.64 | 1.4 | 6.6 |

traveling wave at its resonance frequency. The losses can be calculated from the following expressions:

$$
\begin{aligned}
& \frac{P_{\mathrm{tot}}}{\tilde{P}}\left(\tan \delta_{\mathrm{pl}}, \tan \delta_{\mathrm{fil}}\right) \approx \frac{P_{\mathrm{pl}}}{\tilde{P}}\left(\tan \delta_{\mathrm{pl}}, 0\right) \\
& +\frac{P_{\mathrm{fil}}}{\tilde{P}}\left(0, \tan \delta_{\mathrm{fil}}\right)=-1-|K|^{2}-\left|R_{\mathrm{pl}}\right|^{2},
\end{aligned}
$$

where

$$
K\left(\tan \delta_{\mathrm{pl}}, \tan \delta_{\mathrm{fil}}\right)=\frac{t_{+} t_{-} \exp \left(-i k n_{\mathrm{pl}} L_{\mathrm{pl}}\right)}{1+r_{+} r_{-} \exp \left(-2 i k n_{\mathrm{pl}} L_{\mathrm{pl}}\right)}
$$

is the transfer coefficient of the plate with the film,

$$
R_{\mathrm{pl}}\left(\tan \delta_{\mathrm{pl}}, \tan \delta_{\mathrm{fil}}\right)=\frac{r_{+}+r_{-} \exp \left(-2 i k n_{\mathrm{pl}} L_{\mathrm{pl}}\right)}{1+r_{+} r_{-} \exp \left(-2 i k n_{\mathrm{pl}} L_{\mathrm{pl}}\right)}
$$

is the coefficient of reflection from the plate, $P_{\text {tot }}$ are the total losses in the films and plate, and $\tilde{P}$ is the power of the wave incident on the plate.

## DIAMOND PLATES WITH LOW DIELECTRIC LOSSES

The absorption in the diamond plates was measured with a setup built around a Fabri-Perot open resonator [12]. The measurements were conducted at the resonance frequencies of the plates placed approximately at the center of the resonator perpendicular to its axis. The sensitivity of the setup in terms of $\tan \delta_{\mathrm{pl}}$ is $\sim 10^{-7}$ for $\approx \lambda / 2$ thick diamond plates. The plates measured in the experiment were several half-waves thick and the loss tangent was $\tan \delta_{\mathrm{pl}}$ was $\sim 10^{-6}$. Therefore, the sensitivity margin was sufficient for precision measurements.

We tested several plates $2 a=60 \mathrm{~mm}$ in diameter fabricated by the DIGAZKRON Co. (Moscow) and four disks from De Beers. The parameters of the disks are summarized in Tables 1 and 2.

For all the plates, the refractive index was $n=2.38$ and the surface roughness was $0.5-1.0 \mu \mathrm{~m}$. Metal flanges were soldered to the De Beers disks through aluminum rings by thermocompression. To these flanges, cooling fittings and flanges needed to fasten the window to the gyrotron and overmoded waveguide were then welded.

Table 1 demonstrates the discrepancy between the values of $\tan \delta_{\mathrm{pl}}$ calculated from $Q_{-}$and $Q_{0}$ and from $Q_{+}$and $Q_{0}$, which indicates the presence of the additional surface absorbing layer on the plates. Leaving aside the nature of this layer, we only note that all our attempts to appreciably clean the surfaces by various mechanical and chemical techniques both separately and in combination failed. As yet, the only reliable technique for cleaning the surfaces is to heat them to $600^{\circ} \mathrm{C}$ in air. Apparently, the oxygen present in air completely burns out impurities from the plate surfaces.

After the heating, the values of $\tan \delta_{\mathrm{pl}+}$ calculated from $Q_{-}$and $Q_{0}$ and from $Q_{+}$and $Q_{0}$ coincide within the accuracy of the experiment. It is noteworthy that the value of $\tan \delta_{\mathrm{pl}+}$ remains unchanged, while the value of $\tan \delta_{\mathrm{pl}-}$ becomes equal to $\tan \delta_{\mathrm{pl}+}$. This result corroborates the assumption that the additional surface absorption occurs in a very thin layer.

The thickness of this layer is impossible to measure mechanically. We suppose that it is comparable to that of the layer damaged by the mechanical treatment (about $0.5-1.0 \mu \mathrm{~m}$ ). On the other hand, it was found
that the resonance frequency of the disk increases by $\approx 150 \mathrm{MHz}$ after each heating cycle, which corresponds to the thinning of the plate by approximately $1 \mu \mathrm{~m}$. These data have given impetus to the development of the above theory.

Table 2 lists the values of $\tan \delta_{\mathrm{pl}}$ and absorption coefficients for four De Beers windows calculated under the additional assumption that the absorbing films are $\approx 1 \mu \mathrm{~m}$ thick. It can be seen that the surface absorption is much higher than the volume absorption. This caused the overheating of the windows and rf breakdowns over its surface. Direct calorimetric measurements of the power absorbed by window 3 (thermal conductivity $18 \mathrm{~W} /(\mathrm{cm} \mathrm{K})$ ) in the operating gyrotron agree with the theoretical results on the volume and surface losses. It should be noted that the other three windows failed during the operation, probably due to the overheating.

From the frequency behavior of the loss tangent, it follows that $\tan \delta_{\mathrm{pl}}$ varies inversely with frequency in the low-frequency region, then stabilizes, and even slightly grows above 170 GHz . This indicates that the absorption mechanism in CVD diamond changes from predominantly free-carrier absorption to lattice absorption presumably by impurity centers and lattice imperfections. Unfortunately, this also means that the losses in the window increase with gyrotron operating frequency.

Note that the minimal loss tangent measured in the high-frequency part of the millimeter-wave range was $\approx 7.0 \times 10^{-6}$ at 170 GHz . This loss depends on the diamond quality and is as yet far from the theoretical limit of $\sim 10^{-8}$ [13].

## CONCLUSION

Based on the resonator method, a technique for measuring low losses in dielectrics is developed. Our measurements showed that the best diamond disks have a loss tangent of $\approx 7.0 \times 10^{-6}$ at 170 GHz .

An excessive absorption in thin surface layers of diamond disks, which is much higher than the volume absorption of the disk, is found. This effect is due to various surface treatments (polishing, soldering, chemical treatment, etc.).

A technique for measuring and evaluating this excessive absorption is developed.

Loss tangents are measured for diamond disks and real diamond power-extracting windows of high-power gyrotrons.
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#### Abstract

A new physical model of ionization of organic molecules from the class of amines on the oxidized surface of transition metals is suggested. According to this model, the process involves the capture of protons or hydroxyl groups forming on the oxide surface upon water molecule adsorption. The adequacy of the model is demonstrated experimentally with test amines, such as Novocaine (procaine), bencaine, Dimedrol (diphenylhydramine), etc. A theory of drift motion of ion beams that includes the space charge effect is proposed. It is shown that the quantity $P_{\mathrm{i}}=\mu j / \varepsilon_{0} v_{\mathrm{g}}^{2}$ (where $\mu$ is the ion mobility, $j$ is the ion current density, $\varepsilon_{0}$ is the permittivity, and $v_{g}$ is the longitudinal velocity of an ionized gas) plays the role of perveance for intense drift ion beams. A new type of drift-tube spectrometer that uses an ion source due to surface ionization is developed. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The ionization of atoms and molecules on a heated body surface has been long known. The pioneering works on this subject studied the ionization of alkali metal atoms and alkali halides on the surface of refractory and noble metals (see, e.g., [1]). Experimental data obtained at that time were successfully treated in terms of the well-known Saha-Langmuir equation [2].

In the mid-1960s, the selective surface ionization of molecules of several organic materials (specifically, amines) on the heated and preoxidized surface of refractory metals (tungsten, molybdenum, and rhenium) was discovered. This effect was observed in both a medium vacuum [3] and air [4]. The surface ionization was assumed to proceed in two stages: (1) dissociation of an organic molecule M on the adsorbent surface into fragments ( $\mathrm{M}-\mathrm{H}$ ) and ( $\mathrm{M}-\mathrm{R}$ ), where H is a hydrogen atom and R is a radical of the molecule M , and (2) desorption of fragments $(\mathrm{M}-\mathrm{H})^{+}$and $(\mathrm{M}-\mathrm{R})^{+}$as ions with the transfer of one electron to the solid [5, 6]. Within such a consideration, the Saha-Langmuir equation yields the following expression for the ion current from the solid surface $[5,6]$ :

$$
\begin{equation*}
I_{i}(T)=e v S \gamma_{i}(T) \beta_{i}(T, E), \tag{1}
\end{equation*}
$$

where $T$ is temperature, $E$ is the electric field strength at the solid surface, $I_{i}(T)$ is the current of ions of $i$ sort from the solid surface, $e$ is the charge of an electron, $v$ is the organic molecule flux per unit surface area of the solid, $S$ is the surface area of the solid, $\gamma_{i}(T)$ is a cor-
rection factor (in [5], it was called the coefficient of conversion of the organic molecule flux to particles of $i$ sort), and $\beta_{i}(T, E)$ is the surface ionization coefficient for particles of $i$ sort. The coefficient $\beta_{i}$ is given by [5]

$$
\begin{equation*}
\beta_{i}(T)=\frac{1}{1+\frac{1}{A_{i}(T)} \exp \left(\frac{V_{i}-\varphi-(e E)^{1 / 2}}{k T}\right)}, \tag{2}
\end{equation*}
$$

where $V_{i}$ is the adiabatic ionization potential for particles of $i$ sort, $A_{i}(T)$ is the ratio between the partition functions for the ionized and neutral states of particles of $i$ sort, and $\varphi$ is the so-called "ionic work function" of a solid.

In our opinion, the conventional approach to treating the surface ionization of organic molecules is inadequate for the following reasons. First, it makes researchers introduce the concept of ionic work function, which does not have a clear physical meaning; second, it fails in explaining the experimentally found electric field dependence of the ion current; third, it does not explain the appearance of ions like $(\mathrm{M}+\mathrm{H})^{+}$, $(\mathrm{M}-\mathrm{H}-2 n \mathrm{H})^{+}$, and $(\mathrm{M}-\mathrm{R}-2 n \mathrm{H})^{+}$in the ion spectrum; fourth, the origin of the "concentration dependence" of the ion current (i.e., the dependence of the ion current on the organic molecule flux toward the solid surface) remains unclear; and, fifth, it cannot explain the very effect of ionization selectivity as applied to amine molecules on the oxidized surface of refractory metals.

## PHYSICAL MODEL OF SURFACE IONIZATION

When considering the surface ionization of amine organic molecules, one should take into account the specific electronic configuration of amine groups entering into associated compounds, as well as the specific structure of the metal oxide surface.

Figure 1 shows a model of the oxide surface containing Brensted acid-type centers 1 (BACs) and Brensted base-type centers 2 (BBCs) [7]. These centers, which form on the surface of $\mathrm{W}, \mathrm{Mo}, \mathrm{Re}, \mathrm{Al}, \mathrm{Zr}, \mathrm{Mg}$, etc. oxides, consist of hydrogen ions and a hydroxyl group chemisorbed, respectively, on oxygen ions and metal oxides as a result of the dissociative adsorption of water molecules on the oxide surface. An oxide surface containing active BACs and BBCs may initiate exchange reactions between protons and hydroxide ions.

Nitrogen atoms in a molecule of an organic compound from the class of amines are known to have a pair of free valence electrons [8]. They can take on a proton to produce a secondary ion. Simultaneously, the proton acquires a closed electron orbital:

Instead of a proton, reaction (3) may also involve an ion of an alkali metal, for example, sodium. In this case, however, the secondary ion will be less stable, because the electron affinity of sodium, $S_{\mathrm{Na}}=+0.08 \mathrm{eV}$, is less than that of a hydrogen atom, $S_{\mathrm{H}}=+0.75 \mathrm{eV}[1]$.

Thus, amine ions on the oxide surface may form without electron exchange between the organic molecules and the oxide surface. In this case, the overall process of ionization can be represented by a sequence of ionization reactions:

$$
\begin{align*}
& \mathrm{BAC}\}+\mathrm{M} \rightleftarrows(\mathrm{M}+\mathrm{H})^{+} \mathrm{M} \rightleftarrows(\mathrm{M}-\mathrm{H})^{+}+\mathrm{H}_{2 \mathrm{gas}},(4 \mathrm{a}) \\
& \{\mathrm{BBC}\}+\mathrm{M} \rightleftarrows(\mathrm{M}+\mathrm{OH})^{-} \mathrm{M} \rightleftarrows(\mathrm{M}-\mathrm{H})^{-}+\mathrm{H}_{2} \mathrm{O}_{\mathrm{gas}}, \tag{4b}
\end{align*}
$$

$$
\begin{equation*}
\{\mathrm{BAC}\}+\mathrm{MM} \rightleftarrows(\mathrm{M}-\mathrm{R})^{+}+(\mathrm{R}+\mathrm{H})_{\mathrm{gas}} . \tag{4c}
\end{equation*}
$$

Since the Saha-Langmuir equation is inapplicable to reactions (4a)-(4c), the rate of surface ionization (the ion current) for the organic molecules can be calculated from these reactions with methods used in the theory of absolute reaction rates [9]:

$$
\begin{equation*}
I_{i}(T)=A \frac{P^{n}}{T^{5 / 2}} \exp \left(-\frac{\Delta W-(e E)^{1 / 2}}{k T}\right), \tag{5}
\end{equation*}
$$

Here, $A$ is a constant; $P$ is the partial pressure of the organic molecule vapor or gas at the oxide surface; $\Delta W$ is the activation energy of ion desorption from the oxide surface; and $n$ is the reaction order, which depends on the order of molecule-surface bonds.


Fig. 1. Model of $\mathrm{Me}_{m} \mathrm{O}_{n}$ oxide surface: (1) Brensted acidtype centers and (2) Brensted base-type center.


Fig. 2. Thermograms of the background current for $(I)$ positive and (II) negative ions from the oxidized molybdenum surface in air.

Figure 2 demonstrates the temperature dependences of the background ion current in air. Curve $I$ is the current of positive ions from the oxidized molybdenum surface, and curve $I I$ is that of negative ions. Peak $l$ of the ion current corresponds to the hydroxide ion desorption from BBCs; peak 2, to proton desorption from BBCs; peak 3, to proton desorption from BACs; peaks 4 , to the phase transition in the molybdenum oxide at a temperature of $467^{\circ} \mathrm{C}$; and peaks 5 , to thermal vibrations of hydrogen ions on the oxide surface. Table 1 lists the basic properties of Brensted centers on oxidized molybdenum calculated from Fig. 2. The fundamental frequency of hydrogen ion vibrations on the surface of oxidized molybdenum calculated from the position of peaks 5 was found to be $6.4 \times 10^{11} \mathrm{~Hz}$.

## DESIGN OF A NEW DRIFT-TUBE SPECTROMETER

We developed and tested a new drift-tube spectrometer where the vapor of organic molecules delivered to

Table 1. Parameters of Brensted centers for oxidized molybdenum

| Ion being <br> desorbed | Type of <br> Brensted <br> center | Desorption <br> maximum <br> temperature, ${ }^{\circ} \mathrm{C}$ | Activation <br> energy of <br> desorption, eV |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}^{+}$ | Base | 268 | 1.36 |
| $\mathrm{OH}^{-}$ | $"$ | 234 | 1.27 |
| $\mathrm{H}^{+}$ | Acid | 610 | 2.34 |

Table 2. Ionization parameters for Novocaine on oxidized molybdenum

| Amount of <br> Novocaine in <br> air flow, ng | Energy of ion <br> desorption <br> activation, eV | Order of <br> ionization <br> reaction | Ionization <br> efficiency, <br> C/mol |
| :---: | :---: | :---: | :---: |
| 3300 | 1.77 | $-1 / 6$ | 20 |
| 400 | 1.29 | $1 / 2$ | 100 |
| 50 | 1.26 | 1 | 200 |

the instrument with a carrier gas undergoes surface ionization (Fig. 3).

Ion emitter 1 , where the surface ionization of organic molecules is performed, is made of oxidized molybdenum. The working temperature of the emitter within $200-500^{\circ} \mathrm{C}$ is kept with heater 2 . An analyzed sample M containing amine organic molecules is delivered with the carrier gas (atmospheric-pressure air) flow $Q_{1}$. The transport of ions in the instrument is accomplished by means of another atmospheric-pressure air flow $Q_{0}$.

Organic molecule ions produced on the flat working surface of emitter 1 are extracted by ion-optical lens 3, directed to analyzer 4 of the transverse drift mobility, and detected in the circuit of ion collector 6. Ion suppressor 5 serves to improve the ion collection efficiency.

It is known $[10,11]$ that in air, the drift velocity of ions $V_{D}$ depends on the electric field strength $E$ in the drift space:

$$
\begin{equation*}
V_{D}=\mu_{0}\left(1+\alpha E^{2}\right) E \tag{6}
\end{equation*}
$$



Fig. 3. Drift-tube spectrometer with the emitter using selective surface ionization of organic molecules.
where $\mu_{0}$ is the low-field ion mobility and $\alpha$ is the nonlinearity parameter of the drift mobility ( $\mu_{0}$ and $\alpha$ may be both positive and negative according to the structure of an organic molecule and its electric charge).

To identify ions in transverse-mobility drift-tube spectrometers, an electric field of strength up to $30 \mathrm{kV} / \mathrm{cm}$ is usually applied between the outer and central electrodes of analyzer 4. This field separates ions by the nonlinearity parameter of their drift mobility [12, 13]. The voltage across the analyzer has two components: a pulse asymmetric voltage with a frequency $500-800 \mathrm{kHz}$ (a positive pulse of amplitude $U$ and duration $\tau$ and a negative pulse of amplitude $U / 2$ and duration $2 \tau$ ) and a constant spectrum-sweeping voltage varying in the interval $-10 \ldots+10 \mathrm{~V}$.

## SPACE CHARGE IN THE DRIFT MOTION OF IONS

The drift motion of ions in an atmospheric-pressure gas is usually studied without considering their space charge [10]. However, if the ion current exceeds $10^{-9}-$ $10^{-10} \mathrm{~A}$, the effect of the space charge may become essential.

In the absence of longitudinal gas flow, the solution of Poisson's equation for the drift motion of ions from the ion emitter surface in a flat-side gap of width $d$ yields the following expression for the $I-V$ characteristic of such a diode:

$$
\begin{equation*}
j=\frac{9}{8} \frac{\varepsilon_{0} \mu}{d^{3}} U^{2} \tag{7}
\end{equation*}
$$

where $j$ is the density of the ion current to the collector and $U$ is the emitter-to-collector voltage.

By jointly solving Poisson's equation and the equation of motion in the drift tube where a gas flows along the $z$ axis, one obtains an expression for the radius $r$ of an initially axisymmetric ion beam of radius $r_{0}$ :

$$
\begin{equation*}
r=r_{0}\left[1+P_{\mathrm{i}}^{*} z / 2\right]^{1 / 2} \tag{8}
\end{equation*}
$$

The quantity $P_{i}=\mu j / \varepsilon_{0} v_{\mathrm{g}}^{2}$ (where $\mu$ is the ion mobility, $j$ is the ion current density, $\varepsilon_{0}$ is the permittivity, and $v_{\mathrm{g}}$ is the longitudinal velocity of the ionized gas) plays the role of perveance for intense ion beams.

By way of example, Fig. 4 depicts the trajectories of an initially axisymmetric ion beam of radius 0.5 mm when it moves in a $9-\mathrm{mm}$-long drift tube of radius 1 mm (the tube wall is shown by the dashed line). The curves were obtained with formula (8) for various ion currents and a transport gas flow rate of $3.5 \mathrm{l} / \mathrm{min}$ along the tube axis. It is seen that the tube "capacity" is no more than $7 \times 10^{-9} \mathrm{~A}$.

Similarly, the width $a$ of a ribbon-shaped ion beam entering into a flat gap parallel to its walls will vary as

$$
\begin{equation*}
a=a_{0}\left[1+P_{i}^{*} z\right] \tag{9}
\end{equation*}
$$



Fig. 4. Calculated boundaries of an axisymmetric ion beam in a drift tube of diameter 1 mm . The carrier gas flow rate is $3.5 \mathrm{l} / \mathrm{min}$, and the beam current is (1) $1 \times 10^{-8}$, (2) $3 \times 10^{-9}$, and (3) $3 \times 10^{-10} \mathrm{~A}$.
where $a_{0}$ is the initial width of the ion beam.
Figure 5 shows the trajectories of a ribbon-shaped beam with an initial width of 0.5 mm passing in a flat channel 35 mm wide and 40 mm long. The plate spacing in the channel is 1 mm , and the transport gas flow rate is $3.5 \mathrm{l} / \mathrm{min}$. The capacity of this channel is seen to be no higher than $5 \times 10^{-11} \mathrm{~A}$.

For axisymmetric and ribbon ion beams, the space charge induces a potential along their axes. It depends on the ion current and transport gas flow rate and may reach $200-300 \mathrm{~V}$ according to our calculations.

When ion beams move in an asymmetric flat gap, the transverse component of the ion current appears even if the potential difference between the flat-channel walls is absent.

Our approach, taking into account the effect of the space charge on the drift motion of ion beams, made it possible to optimize the design of the drift-tube spectrometer shown in Fig. 3.

## SURFACE IONIZATION OF AMINES

Organic molecules of test amines underwent surface ionization in the drift-tube spectrometer shown in Fig. 3. Test microsamples of weight from 1 ng to $10 \mu \mathrm{~g}$ were introduced into the carrier gas flow over a helical heater and evaporated by pulsed heating for $2-3 \mathrm{~s}$. Current pulses from the first collector were recorded with an $x-y$ recorder, the ion emitter temperature being fixed. Time scan was accomplished along the $x$ axis, and the pulses were recorded along $y$ axis. From five to seven measurements were made for each emitter temperature, each emitter-first collector voltage, and each sample weight. Varying the emitter-first collector voltage, we constructed the $I-V$ characteristics of the diode gap.

All the $I-V$ curves can be subdivided into two regions, the demarcation line between them lying in the


Fig. 5. Calculated boundaries of a ribbon-shaped ion beam in a flat channel with a plate spacing of 1 mm . The carrier gas flow rate is $3.51 / \mathrm{min}$, and the beam current is (1) $5 \times$ $10^{-11}$, (2) $3 \times 10^{-11}$, and (3) $1 \times 10^{-11} \mathrm{~A}$.
interval $120-200 \mathrm{~V}$ depending on the emitter temperature, sample weight, and transport gas flow rate. The "low-voltage" region of the curves is well described by Eq. (7); the "high-voltage" one, by Eq. (5). With (7), we found the ion current for the zero electric field at the emitter surface. The current value was then used to determine the activation energy of ion desorption from the emitter surface and the order of the desorption reaction, which are involved in Eq. (5).

Figure 6 shows the experimental dependences of the positive ion current on the sample weight introduced into the surface ionization zone for Novocaine,


Fig. 6. Dose dependence of the positive ion current for (1) Novocaine, (2) bencaine, and (3) Dimedrol.

Table 3. Nonlinearity parameter of the drift mobility for several organic molecules from the class of amines

| Peak in spectrum | $\alpha \times 10^{10}, \mathrm{~cm}^{2} / \mathrm{V}^{2}$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | novocaine | papaverine | dimedrol | bencaine | quinine |
| Basic | +0.018 | -0.045 | -0.034 | +0.034 | +0.023 |
| Satellite | -0.65 | -0.21 | -0.53 | -0.50 | -0.94 |

bencaine, and Dimedrol. All the dependences have characteristic regions differing in slope and, hence, order of the ion desorption reaction. Table 2 lists the desorption orders and activation energies for Novocaine that were determined from the temperature dependences of the positive ion currents in these characteristic regions.


Fig. 7. Drift spectrum of quinine hydrochloride at a concentration of $1 \times 10^{-10} \mathrm{~g} / \mathrm{cm}^{3}$ in an air flow.


Fig. 8. Sensitivity of the drift-tube spectrometer vs. Novocaine amount in terms of (1) emitter and (2) collector current.

## DRIFT SPECTRA FOR TEST AMINES

The drift-tube spectrometer with surface ionization that is described in this paper (Fig. 3) offers higher analytical and operating capabilities compared with conventional instruments.

Figure 7 demonstrates the drift spectrum of one of the test amines, quinine hydrochloride, for its concentration in the carrier gas flow $1 \times 10^{-10} \mathrm{~g} / \mathrm{cm}^{3}$. The drift spectrum of this substance, as well as of the other amines studied, has two peaks: basic (at a sweep voltage close to zero) and satellite (at a negative bias voltage of 4.15 V ). From the positions of these peaks, one can find the nonlinearity parameter of the drift mobility $\alpha$ of the ions. Note that the positions of the peaks are specific for each of the organic molecules. Table 3 summarizes the values of $\alpha$ for several amine compounds studied in this work.

Thus, our instrument allows for the identification of a class of organic molecules in a sample: with the emitter material selected appropriately, the very presence of the ion current from the emitter indicates the presence of amine compound molecules in the sample.

Organic molecules in a sample are analyzed quantitatively with the ion current from the emitter and the ion current from the collector. Figure 8 shows the concentration dependences of the instrument sensitivity in terms of the emitter current (curve 1) and collector current (curve 2) for Novocaine.

The type of organic molecules from the amine group is identified from the positions of the peaks in the drift spectrum, i.e., from the nonlinearity parameters of the drift mobility $\alpha_{1,2}$ of ions responsible for the peaks.

The instrument is insensitive to the humidity of carrier and transport gases. It makes it possible to analyze solid and liquid microsamples and samples of surface deposits, as well as to analyze air samples when air passes through the instrument or by trapping organic impurities of air with special sorbents. The sensitivity of the instrument is $1 \times 10^{-6} \mathrm{~g}$ (by weight) or $3 \times$ $10^{-17} \mathrm{~g} / \mathrm{cm}^{3}$ (by concentration) in terms of the emitter current and $1 \times 10^{-12} \mathrm{~g}$ or $3 \times 10^{-13} \mathrm{~g} / \mathrm{cm}^{3}$ in terms of the collector current. The drift-tube spectrometer measures $200 \times 50 \times 60 \mathrm{~mm}$, weighs 0.8 kg , and can be used in compact portable equipment for detecting narcotics and explosives [14].

## CONCLUSIONS

(1) A new physical model of amine selective ionization on the oxidized transition metal surface in air is suggested. The model explains adequately experimental data for this phenomenon, namely, the dependence of the ion current on the amine concentration, temperature, and electric field strength at the metal oxide surface.
(2) A new approach to treating the drift motion of ions in an atmospheric-pressure gas is suggested. It takes into account the effect of the ion space charge on the ion path, including in the presence of a gas flow in the ion-drift tube. The concept of perveance for the drift motion of intense ion beams is introduced.
(3) A new type of a drift-tube spectrometer with surface ionization is developed. It is shown that the sensitivity of the new instrument is two or three orders of magnitude higher than that of similar spectrometers containing ion sources on radioactive isotopes.
(4) The nonlinearity parameters of the drift mobility are found experimentally for Novocaine, bencaine, papaverine, quinine hydrochloride, and Dimedrol.
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#### Abstract

The use of liquid-crystal (LC) cells for the visualization of the Langmuir-Blodgett (LB) film structure is described. Images appearing in LC cells upon LB film application are presented. The images are analyzed in relation to the LB film structure (application conditions) and to the relief formed by indium tin oxide (ITO) electrodes. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The behavior of liquid crystals are known to be highly sensitive to the state of the surface with which they are in contact.

The use of LCs for the visualization of the surface relief on substrates is also well known. However, this approach is today used only for research purposes.

The recent advances in Langmuir-Blodgett (LB) technique may regenerate interest in this domain of LC applications. In particular, if during the deposition of an LB monolayer one of the plates in an LC cell serves as a dummy sample, one can visualize the macrostructure of the resulting LB film.

The macrostructure of the LB film under test can be judged from the structure of the dummy sample with an express method proposed in this work

## PREPARATION OF SAMPLES <br> AND OBSERVATIONS OF ORIENTATION EFFECTS IN LC CELLS

The cross section of LC cells used for studying the LB film macrostructure is schematically shown in Fig. 1. The cell consists of two spaced glass plates (substrates).

As substrates, we used pure glass plates, as well as glass plates with strip transparent ITO electrodes, which are usually used in LC screens. The gap between the plates is provided by $6-\mu \mathrm{m}$-thick polyethylene stripes applied along the perimeter.

The dummy plate was prepared in the usual way: the orienting plane was obtained by rubbing with a feltcovered roller or special brushes on an industrial setup produced in the Volga Research Institute.

The other plate was covered by monolayers (MLs) of the octadecyldimethylamine salt of polyamide acid by the vertical LB technique [1]. After the deposition, the samples were subjected to thermal treatment with
the resulting polymerization of polyamide acid to polyimide [2, 3].

The cells thus prepared were filled with ZhK-807 nematic liquid crystal in the isotropic state (at a temperature between 85 and $90^{\circ} \mathrm{C}$ ). The material is provided by the Volga Research Institute.


Fig. 1. (1) Glass, (2) ITO electrodes, (3) test coating, (4) LC, and (5) Langmuir-Blodgett film.


Fig. 2.


Fig. 3.


Fig. 5.

After the samples had been cooled to room temperature, the pattern containing light and dark regions was observed in crossed polaroids.

## PARAMETERS OF THE SAMPLES

 AND CONDITIONS OF LB FILM PREPARATIONOrientation effects observed in LC cells are illustrated in Figs. 2-8. The conditions for film preparation are listed in the table.

According to previous studies [2-4], at low pressures (less than $20 \mathrm{dyn} / \mathrm{cm}$ ), orientation effects in LC cells are virtually absent. In this case, the patterns


Fig. 4.


Fig. 6.
obtained in crossed polaroids exhibits a grain structure, indicating the polycrystallinity of the LB films. The size of grains on the patterns corresponds to that of sin-gle-crystal domains in the film deposited. Estimated visually, this size varies from 20 to $300 \mu \mathrm{~m}$.

## ANALYSIS OF THE PATTERNS

Single monolayer. Though orientation effects are lacking in this case, the LC cell patterns may still contain useful information. For example, they can definitely testify to the fact that a single monolayer is deposited. Figure 2 shows the distinct boundary between the


Fig. 7.
bare part of the substrate on the left and the part covered by one monolayer on the right. It should be noted that the grain size varies: the grain size between 100 and $130 \mu \mathrm{~m}$ becomes prevalent in the patterns of the LC cells with the LB film.

LB films deposited at different pressures. Collapse of LB film. Comparing the images in Figs. 2-4 indicates that an increase in the deposition pressure not only coarsens the grains up to $300 \mu \mathrm{~m}$ (Fig. 3) but also results in the formation of alignment texture (Fig. 4).

A further rise in the pressure in the monolayer leads to its collapse. Films that were transferred at the collapse pressure can easily be identified with the help of the LC cell. For example, Fig. 5 shows the clear-cut contour of an appreciable LB film fragment that broke down during deposition (marked by an arrow). Such cracks are typical of films compressed to the singlecrystal state. In this state, the film loses elasticity and has no time to melt even at small variations of the working surface area of the cell.


Fig. 8.

Another type of collapse is illustrated in Fig. 6. Clearly distinguishable folds indicate the formation of a multilayer structure after the collapse of the monolayer. Such deformations are usually irreversible. When the excessive pressure is released, the folds in the film do not straighten out. Most often, a monolayer deposited after severe compression is fragmentary rather than continuous. Figure 7 shows two regions with different structures: region I, where the film becomes multilayer, and region II with the initial stage of collapse. Two interpretations of this pattern are possible: either the structure of the under layer may be seen through voids in the upper layer or the region that has become free of collapsed layer I is filled with layer II, which is formed by separated and unfolded pieces of layer I.

Influence of substrate relief (electrodes under the LB film). Usually, both the method of preparing the substrate and the initial relief on its surface are important for LB film deposition. The presence of electrodes on the glass substrate surface also influences the LC orientation in the cell. A cell with transparent ITO elec-

Table

| Pattern no. | $\pi, \mathrm{mN} / \mathrm{m}$ | ML transfer type | Number of MLs | Presence of <br> electrodes |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 15 | Z | 1 | No | ML boundary |
| 3 | 20 | Z | 1 | Yes |  |
| 4 | 25 | Z | No | LC meniscus edge |  |
| 5 | 35 | Z | Yes | ML breaks |  |
| 6 | $50(?)$ | Z | No | ML collapse |  |
| 7 | $30(?)$ | Z | 1 | No | Expanded after collapse |
| 8 | - | - | 1 | Yes |  |

trodes applied in LC screens is shown in Fig. 8. Here, an LB film was not applied on the electrodes.

A comparison of Fig. 8 with Figs. 3 and 5 (see table for LB film deposition conditions) implies that the orientation effect due to the LB film is greater than that attributed to the electrodes. Note that the electrodes are about two orders of magnitude thicker than the LB film.

From the cell images, we can conclude that the orientation effects due to the LB films grow with both the number of layers and the deposition pressure. The images gain more contrast and sharpness. This may be illustrated by Fig. 5, where the electrodes are hardly seen under the film.

## CONCLUSION

The aforesaid not only confirms the possibility of using LB films for orienting liquid crystals but also demonstrates the potentiality of the technique for observing the macrostructure of mono- and multilayer LB films. As it is rather illustrative, this method may also be very convenient for many applications, espe-
cially upon choosing a new material and refining the deposition technique.
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#### Abstract

The generation of powerful electron beams in a single magnetron gun and in a set of magnetron guns with cold secondary-emission cathodes is studied. The possibility of generating tubular electron beams of current $50-100$ A, particle energy $30-100 \mathrm{kV}$, and pulse power 1-5 MW is shown. Such beams can be used as electron sources in the technology of accelerators, as well as in ordinary and multibeam high-power microwave devices. © 2002 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In recent years, injection magnetron guns with normal [1-6] and reflex [6, 7] cold secondary-emission cathodes (SECs) have attracted particular interest. These sources offer a number of advantages (long service life, high current density, simple design, tubular beams, etc.), which allow for their use in accelerators, reliable powerful microwave sources [3], and highspeed high-voltage devices [8]. In injection magnetron guns with cold SECs, the cathode is subjected to backward bombardment by primary electrons (the secondary emission coefficient of the cathode is above unity), which gain energy when moving in a decaying electric field. Primary electrons can be produced by field (cold) emission, emission from insulating inclusions on the cathode surface, or emission from an additional thermionic cathode [6, 9]. Under these conditions, the electrons are multiplied by secondary emission, their density builds up in an avalanche-like manner, an electron sheath forms near the cathode, and an electron beam is formed and extracted from the gun. At the early stage of electron sheath formation, the secondary-emission multiplication process takes place because the electrons, when following a cycloidal path, gain energy in the decaying electric field. Once the electrons have been accumulated (steady-state stage), the process is governed by electric fields due to space-charge density oscillations. Of interest is the stable generation of electron beams with a high peak power in injection magnetron guns with cold SECs. In this work, we study the generation of high-power electron beams in a single gun and in a set of the guns. We also trace a correlation between the beam current and the electric and magnetic fields, as well as evaluate the transverse size of the beam.

## EXPERIMENT

Experiments on generating powerful electron beams in magnetron guns with SECs were performed with the setup shown in Fig. 1. The magnetron gun is fed by modulator 1 , which forms a voltage pulse of amplitude $4-200 \mathrm{kV}$, duration $\approx 4 \mu \mathrm{~s}$, and pulse repetition rate $10-$ 50 Hz . A negative-polarity flat-top pulse with an overshoot is applied to copper cathode 5. Anode 6 (made of stainless steel or copper) is grounded through the resistor $R_{3}$. The secondary-emission process is triggered in a decaying electric field produced by the falling edge (duration $0.6 \mu \mathrm{~s}$, steepness $50-100 \mathrm{kV} / \mu \mathrm{s}$ ) of an overshoot that is specially produced on the top of the cathode voltage pulse [4]. The magnetic field is generated by solenoid 4 . The beam current is measured with Faraday cup 7 and resistor $R_{4}$; the cathode voltage, with the divider $R_{1} R_{2}$; the anode current, with the resistor $R_{3}$; and the beam size, with prints on an X-ray film and molybdenum foil that are placed on the Faraday cup. The magnetron gun is positioned in stainless-steel vacuum chamber 3 , where the pressure is kept at a level of


Fig. 1. Experimental setup.
$\sim 10^{-6}$ torr and is insulated from the chamber with insulators 2 .

In the experiments, two approaches to generate magnetic fields necessary for beam generation and transportation were employed: a pulsed discharge through a solenoid [10] and dc feeding of a solenoid [11]. Figure 2 shows the distribution of the magnetic field along the solenoid axis for both cases, as well as the arrangement of the magnetron gun and the Faraday cup.

In the former case (Fig. 2, curve 1), the axial field of the solenoid can be very uniform ( $\pm 5 \%$ ) and high (5000-6000 Oe). However, one should take into account the decay of the pulsed field when it diffuses through the walls of the cavity and vacuum chamber, which may change the longitudinal distribution of the pulsed magnetic field (see, e.g., [9, 12]). The repetition rate of magnetic field pulses depends on the value of the reservoir capacitor and the selection of the switch. If the pulse rate is low, the cathode surface is contaminated for the time between the pulses. Due to electron bombardment, the contaminants may fall into the anode-cathode gap, causing its vacuum breakdown [9].

In the latter case, a high density of the feed power and water cooling are necessary to provide a high permanent magnetic field by passing current through the solenoid. Here, the field strength is limited by the heat being released in the solenoid and the magnetic field distribution along the solenoid axis is less uniform (Fig. 2, curve 2). Also, due to current ripple in the solenoid, the repetition rate of pulses driving the modulator should be related to the mains frequency.

## RESULTS AND DISCUSSION

## 1. Generation of High-Power Beams in a Single Magnetron Gun

In this case, high-power beams can be produced if the cathode diameter is large. This is because the beam current (and consequently, beam power) can be increased by raising the voltage across the cathodeanode gap. However, the voltage cannot exceed the breakdown voltage of the gap. The larger the cathode diameter, the lower the electric field strength at the cathode and the lower the breakdown probability. Therefore, higher cathode-anode voltages can be used. In our experiments, the cathode diameter in the magnetron guns were varied from 40 to 80 mm ; the anode diameter, from 50 to 140 mm ; and the voltage amplitude, from 20 to 120 kV .

In $a \approx 100-\mathrm{mm}$-long single magnetron gun, stable beam generation was achieved at a cathode diameter of 40 mm , anode diameter of 78 mm , and voltage amplitude of 100 kV (hereafter, the flat-part amplitude is meant). The beam current was found to be about 50 A , which corresponds to a microperveance of $\approx 1.6$ and a beam power of $\approx 5 \mathrm{MW}$. The magnetic field strength was $\approx 1800$ Oe in this case. Figure 3 plots the beam cur-


Fig. 2. Distribution of the magnetic field along the solenoid axis and the arrangement of the gun ( A , anode; C , cathode) and the Faraday cup (FC). (1) Pulsed magnetic field; (2) static magnetic field.
rent at the Faraday cup against the cathode voltage pulse amplitude. It is seen that the beam current obeys the Child-Langmuir law. During the measurements, to each voltage value there corresponded the optimum value of the magnetic field at which the beam current amplitude was the highest. It turned out that the gun readily withstands the voltage 120 kV . Hence, a peak power of up to 8 MW can be obtained. We also measured the electron current to the anode. It varied from 1 to $10 \%$ of the beam current, depending on the experimental conditions.

Next, we studied the beam parameters as functions of the electric and magnetic fields. When the cathode voltage amplitude is higher or lower than the optimal value (with the magnetic field fixed), the conditions for secondary-emission multiplication are violated and the process ceases. If the top of a voltage pulse is harmonically modulated, electron bunches arise at the exit of the gun at those instants of time at which the sinusoid falls (forced modulation [4]). The beam current vs. magnetic field dependence shows that, as the magnetic field grows (with the cathode voltage amplitude fixed), the beam current amplitude at the Faraday cup first grows sharply, then exhibits a plateau, and sharply falls. Such behavior reflects changes in the electron trajectories and in the conditions under which the electrons gain energy in the anode-cathode gap with increasing magnetic field. When the magnetic field amplitude varies, so does the shape of the beam current pulse. At a cathode voltage of 55 kV and a magnetic field of 700 Oe , the beam current pulse breaks down into spikes of amplitude $\approx 30 \mathrm{~A}$ and duration of $10-30 \mathrm{~ns}$. When the magnetic field grows to $\approx 1200 \mathrm{Oe}$, the beam current pulse becomes flat.

In $\mathrm{a} \approx 100-\mathrm{mm}$-long magnetron gun with a copper cathode of diameter 40 mm and a stainless-steel anode of diameter 50 mm , we obtained a beam current of 50 A at a voltage of 30 kV and a magnetic field of 2200 Oe .


Fig. 3. Beam current at the Faraday cup vs. cathode voltage amplitude. Dashed line describes the Child-Langmuir law.

This corresponds to a microperveance of $\approx 10$ and a pulse power of $\approx 1.5 \mathrm{MW}$.

In [6], single magnetron guns of both normal (cathode diameter 50 mm , anode diameter 60 mm ) and reflex type (cathode diameter 54 mm , anode diameter 43 mm ) generated a beam current of $\approx 100 \mathrm{~A}$ at a voltage of 40 kV in a magnetic field of $\approx 1800$ Oe (the cathodes were made of the BeCu alloy and the anodes, of stainless steel). This corresponds to the beam power $\approx 4 \mathrm{MW}$ and the microperveance 12 , which agrees with our results.

## 2. Production of Multiple Electron Beams in a Set of Magnetron Guns

Another way of increasing the beam power is the use of a system of parallel-connected injection magnetron guns. The beam current, power, microperveance, and size for each of the guns are small, whereas the total beam current and power of the system are significant.

The generation of stable electron beams with a system of parallel-connected SEC magnetron guns may pose difficulties like those associated with parallel-connected switches. When a partial beam is generated or one of the guns breaks down, the voltage amplitude at the cathodes of other guns decreases. This may quench generation or cause beam instability. In actual systems, a voltage decrease at the cathodes of the other guns due to parasitic inductances and capacitances lasts several nanoseconds. It was shown [13] that the formation time of the electron beam in SEC guns (hence, the rise time of the beam current pulse) may be decreased to 2 ns (if secondary-emission multiplication is triggered by the nanosecond trailing edge of a voltage pulse with a steepness of more than $300 \mathrm{kV} / \mu \mathrm{s}$ ). Thus, in a system of the guns, the formation of the electron sheath and the electron beam is possible even if one of the guns breaks down. If the feeding modulator has a low output resistance, the amplitude of the generation-driving pulse
decreases insignificantly (in our experiments, by less than $20 \%$ at an output resistance of the modulator of $2000 \Omega$ ). It was demonstrated [14] that the beam generation continues when the cathode voltage changes by $30 \%$ (with the magnetic field fixed), which exceeds the above value. Thus, the difficulties associated with the beam generation in a system of the guns are quite surmountable.

In a set of magnetron guns, the electric strength can by reduced because of an increase in the total surface area of the cathodes (the breakdown voltage is inversely proportional to $S^{0.1}$, where $S$ is the surface area of the cathodes). If the number of the guns is eight or more, the decrease in the breakdown voltage is $15-20 \%$. In a set of eight guns with cathode and anode diameters of 5 and 22 mm , respectively, the breakdown voltage was shown to diminish roughly by $30 \%$ (from 70 to 50 kV ) as compared with a single gun with the same electrode geometry. Note that this decrease is not only due to the above effect but also results from the asymmetric arrangement of the guns, poor vacuum conditions, and other adverse factors.

In our experiments, high-power beams were generated in a system of six and eight guns. The cathodes and anodes were made of copper, and the gun length was $\approx 100 \mathrm{~mm}$.

In the former case, the system generated six beams. All the guns were arranged in a circle of diameter 60 mm . The anode and cathode diameters were 5 and 26 mm , respectively. For a cathode voltage of $\approx 40 \mathrm{kV}$ and a magnetic field strength of $\approx 2000 \mathrm{Oe}$, each of the guns generated a beam current of 18 A with a microperveance of $\approx 2.5$. The total beam current was $\approx 100 \mathrm{~A}$ with a peak power of $\approx 4 \mathrm{MW}$.

In the latter case, eight guns were arranged in a circle of diameter $\approx 70 \mathrm{~mm}$. The anode and cathode diameters were 5 and 22 mm , respectively. For a cathode voltage of $\approx 30 \mathrm{kV}$ and a magnetic field strength of $\approx 2000 \mathrm{Oe}$, the total beam current was $\approx 60 \mathrm{~A}$ with a peak power of $\approx 2 \mathrm{MW}$. The microperveance of each of the beams was $\approx 2$.

## 3. Beam Size

In the SEC guns, the beams traveled a distance of $50-100 \mathrm{~mm}$ from the anode surface. It was found that they have a ring-shaped cross section with a uniform azimuth distribution of intensity. The inner diameter of the ring is roughly equal to the cathode diameter, and the "wall" thickness is $1-2 \mathrm{~mm}$.

The outer and inner diameters of the beam generated in the single magnetron gun (with anode and cathode diameters of 40 and 70 mm , respectively) were measured to be 45 and 41 mm , respectively. For the magnetron diode (single gun) with cathode and anode diameters of 80 and 140 mm , respectively, it was found that, when the electric field is nonuniform within $5 \%$ in the transverse direction, the distinct beam trace in the azi-
muth direction is surrounded by a wide diffuse region. For a more nonuniform field, the beam is disrupted in the azimuth direction (over a length of about 20 mm ). This indicates that the coaxiality of the electrodes must meet stringent requirements.

In the system of magnetron guns, the beams were found to be arranged in a circle of a given diameter ( 60 or 70 mm ). The sizes of each of the beams equaled those of the beam in the single gun (the outer and inner diameters were, respectively, $\approx 9$ and $\approx 5 \mathrm{~mm}$ ). The intensity of the beams was uniformly distributed in the azimuth direction.

## CONCLUSION

Our experiments show that magnetron guns with cold secondary-emission cathodes can provide highpower electron beams. We studied the correlation between the beam current and the electric and magnetic fields. Beam generation in a set of magnetron guns and its electrical strength were considered.
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#### Abstract

The results of an experimental study of long-lived plasmoids, analogues of ball lightning, are presented. The study focuses mainly on the establishment of the conditions for the prolonged existence of plasmoids in the atmosphere. Experimental setup is described and the observation data displayed in the form of photographic pictures. © 2002 MAIK "Nauka/Interperiodica".


The large-scale questioning of eye-witnesses became the basic method of study of this natural phenomenon [1-5]. Analyses of the subjective evidence, rich in conjectures and fantasies, gave birth to scores of hypotheses as to its nature. However, there is still no conclusive evidence that ball lightning, i.e., an airborne, longlived, isolated, and luminous formation, has been reliably reproduced in a laboratory.

The most general conditions required for the origin of ball lightning are known: high electrical activity of the atmosphere and a high concentration of water vapor in the air [2]. Water vapor possesses a number of unique properties: it is lighter than air, does not support combustion, and inhibits the oxidation of inflammable substances, but at the same time, it is capable of interacting with heated carbon or iron with the formation of molecular hydrogen. An extremely inhomogeneous distribution of electron density across an $\mathrm{H}_{2} \mathrm{O}$ molecule induces large effective charges on the hydrogen and oxygen atoms. Dipole water molecules attach to free ions and envelope aerosol particles. The binding energy of the first $\mathrm{H}_{2} \mathrm{O}$ molecule to the $\mathrm{H}^{+}$ion is 7.18 eV , for the second, 1.6 eV , and for the fifth, 0.51 eV [6]. The binding energy of water dipoles to other ions, both positive and negative, is of about the same magnitude.

In studies [6, 7], computer simulation of the interaction of water molecules with $\mathrm{H}^{+}$and $\mathrm{OH}^{-}$ions in air saturated with water vapor is reported. It is shown that, as hydrated ions of opposite sign come close together, additional water molecules are drawn into the gap between them and a stable cluster is formed. This cluster consists of two ions of opposite sign and a hydrate envelope. Water molecules prevent the ions from coming close enough for recombination; therefore, the lifetime of the ions in the cluster rises to tens of minutes, i.e., by 12-13 orders of magnitude. On the other hand, because of the dipole-dipole interaction of the clusters, first chains and then spatial structures arise; i.e., a cloud of cold plasma or plasmoid forms. The internal energy
of a plasmoid is insufficient for the ionization of its molecules but can accumulate a huge amount of energy (up to $500 \mathrm{~J} / \mathrm{l}$ ) from an external source. This energy should be given to a plasmoid at its formation.

In Fig. 1, a diagram of the setup is shown in which a large population of ions can be introduced into a cloud of warm air saturated with water vapor. The main part of the setup comprises a bank of 0.6 mF capacitors; this bank could be charged to 5.5 kV . A polyethylene vessel 18 cm in diameter was filled to a height of 15 cm with weakly conducting tap water. A ring-shaped copper electrode was placed at the bottom of the vessel and connected by an insulated copper busbar to one terminal of the bank of capacitors. The second terminal was connected to a cylindrical electrode positioned at the center of the vessel close to the water surface and pointing into the half-space of air. As the central electrode, a rod of spectral-pure carbon $5-6 \mathrm{~mm}$ in diameter was used in most cases. The quartz tube surrounding the central electrode protruded above it by $2-4 \mathrm{~mm}$ and above the water by $3-8 \mathrm{~mm}$. The electrical resistance of the water contained between the submerged electrodes was $1.0-1.2 \mathrm{k} \Omega$.


Fig. 1. Setup for generating long-lived plasmoids: (1) polyethylene vessel, (2) ring electrode, (3) central electrode, (4) bank of 0.6 mF capacitors, (5) discharger, (6) drop of water or water suspension, (7) quartz tube, (8) carbon or metal electrode, and (9) copper busbar.

To produce an artificial ball lightning, two to three drops of water (about 0.1 ml ) were applied to the central electrode of carbon. Fast closing-breaking of the discharger caused a plasma jet to issue from the central electrode with a light popping sound and an isolated luminous plasmoid separated from the jet. It slowly floated up in the air and in 0.2-0.5 s disintegrated. The detachment of the plasmoid from the plasma jet is shown in Fig. 2.

The ring made of a thin ( 0.1 mm ) copper or nichrome wire weighed on an analytical balance placed in the path of the ball lightning was partially sputtered and in the plasma jet even melted, probably on account of intensive recombination on the metal surface. The ends of the retrieved wire fragments carried characteristic fused balls (Fig. 3).

In most cases, the central electrode was connected to the negative terminal of the bank of capacitors. At some optimum potential difference between the electrodes, the plasmoid assumed a rounded shape. For the setup with the given dimensions, this potential difference was $4.2-4.8 \mathrm{kV}$. The discharge current did not exceed 30-50 A.

In the horizontal electrical field produced by a plane condenser, the ball lightning stretched to the sides and its lifetime decreased. The approximate equality of volume charges of the positive and negative ion populations does not exclude the possession of a small excess charge by the plasmoid.

The size of plasmoids differed between the discharges but was predominantly in the range $10-18 \mathrm{~cm}$. The coloring of the "water" ball lightning is close to that of a gas discharge generated in humid air at low pressure. The lilac-colored central part of the plasmoid is surrounded by a diffuse yellowish envelope. A small admixture of sodium or calcium salts gives the plasmoid core a yellow or orange color.

In changing to iron, copper, or aluminum central electrodes, the basic features of the phenomenon remained the same. The pulsed discharge from a metal electrode wetted with water without organic additives produced a bright plasma jet that dislodged a flying plasmoid. Its coloring depended on the emission spectrum of the excited atoms in the electrode: iron plasmoids were whitish, copper ones were greenish, and aluminum ones were white with a red glint.

The ball lightning temperature can be estimated from the velocity of its vertical ascent. If the plasmoid is considered as a cloud of warm humid air 14 cm in diameter ascending in the atmosphere at 293 K with a velocity of $1.0-1.2 \mathrm{~m} / \mathrm{s}$, then the calculated average temperature of the plasmoid does not exceed 330 K .

The lifetime of an artificial ball lightning depends on quite a number of factors: the size and geometry of the central electrode, the voltage across the electrodes, the amplitude and duration of the current pulse, and the temperature and electrical conductivity of water applied to the central electrode. It is also possible to


Fig. 2. Floating plasmoid at the moment of detachment from the plasma jet. The diameter of the vessel with water is 18 cm .


Fig. 3. Enlarged photograph of the wires after contact with the plasma jet.
change the lifetime of the plasmoid by introducing a dispersed phase into it. This is done by applying a suspension of some substance to the central electrode: it is sputtered and dispersed by the pulsed discharge and gets into the plasmoid together with the ion population.

Scores of substances were tried: carbon powders, hydrocarbons with a high heat of combustion, soot, a mixture of carbon and fine silica, carbonyl iron powder, a colloidal suspension of $\mathrm{Fe}_{3} \mathrm{O}_{4}$, clay, samples of soil, sawdust, colophony, and other natural substances. For the detailed study, colloidal graphite and fine iron oxides were chosen, although it is possible that other more suitable suspensions exist. It is only necessary that the suspension have high electrical resistivity.

In most of the experiments, a suspension of 3 g colloidal graphite, $8-10 \mathrm{ml}$ acetone (wetting agent), and


Fig. 4. Stages of origination, flight, and disintegration of the artificial ball lightning produced using a colloidal graphite, acetone, and water. Figures are the frame numbers in the videofilm. The time interval between the frames is 0.2 s . The complete film "fball02.avi" can be seen at ftp://biod.pnpi.spb.ru/pub/people/stepanov.

90 ml of water was applied to the central electrode. Under an electric discharge through the layer of this suspension there emerged a floating, rounded plasmoid (Fig. 4), which slowly ascended in the air and disappeared in $0.3-0.8 \mathrm{~s}$; long-lived plasmoids rarely occurred. The core of the plasmoid had a flame color-
ing, i.e., the dispersion of carbon and destruction of the organic substances under the pulsed discharge produced glowing particles of soot and chemical radicals.

Thus, as a result of introducing a considerable population of ions of both signs into a cloud of warm air saturated with water vapor, a rounded luminous longlived plasmoid emerges. This plamoid accumulates the energy spent by the electrical discharge upon formation of the ion pairs and conserves it for a long time. The plasmoid temperature slightly exceeds room temperature, and the plasmoid disintegrates with an explosion only on the rare occasion when it contains a lot of hydrogen. On metal surfaces, the recombination rate of the ions is much higher and, at the same time, aerosols of fine carbon and oxidized iron introduced into the plasmoid do not reduce its lifetime. Laboratory discharges are not as grandiose as natural discharges; however, artificial ball lightnings are readily reproducible and accessible for detailed study.

Artificial ball lightning is an exceedingly beautiful physical phenomenon. Luminous globes floating up in a darkened room are an unforgettable sight, especially for those who have happened to observe short-lived natural ball lightning. For such people, the similarity of the two phenomena is undoubted.
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Translated by B. Kalinin


[^0]:    ${ }^{1}$ Modes are classified in terms of work [5].

[^1]:    ${ }^{1}$ If the detonation of solid explosives proceeds with $D \cong 8$ $10 \mathrm{~km} / \mathrm{s}, n$ is usually in the range $2.6<n<3.2$, depending on the material density [11].

[^2]:    ${ }^{2}$ The formulas are presented in the Gaussian system of units, which is commonly accepted in the plasma physics.

[^3]:    ${ }^{3}$ This law was found earlier and used in [18].

[^4]:    ${ }^{1}$ We neglect diffraction inside the films assuming that they are thin.
    ${ }^{2}$ Here, we assume that the refractive index of the resonator medium equals unity and the velocity of electromagnetic waves in this medium equals the velocity of light in a vacuum.

