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Abstract—The structure, electrical resistivity, thermopower, and magnetic susceptibility of titanium diselenide
intercalated with nickel (N, TiSe,) are studied systematically in the nickel concentration range x = 0-0.5. In
accordance with amodel proposed earlier, strong hybridization of the Ni3d/Ti3d statesis observed, giving rise
to suppression of the magnetic moment because of delocalization of the nickel d electrons. It is shown that the
strain caused by the Ni3d/Ti3d hybridization does not change the local coordination of atitanium atom. © 2004

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It was shown in [1, 2] that intercalation of titanium
diselenide with transition and noble metals brings
about the formation of an impurity band of hybridized
M3d/Ti3d states (M is an intercalated metal). This situ-
ation differs radically from the well-studied case of
intercalation with alkali metals, where the electrons
introduced with an intercalant remain free (metal with
a variable Fermi level) [3, 4]. It has been established
that thisdifferenceisdueto the differencein theioniza-
tion potential of intercalated impurities. Hybridization
of the valence states of an impurity with the 3d states of
titanium occurs in al cases; however, if the ionization
potential of an impurity is lower than a critical value,
the hybridized states are significantly higher than the
Fermi level and have no effect on the properties of the
material [5]. If the ionization potential of an impurity
exceeds the critical value, the crystal lattice undergoes
compression along the normal to the plane of basal
TiSe, layers [5], the density of free charge carriers
decreases or vanishes [1], the magnetic moment of the
impurity is suppressed [6], etc. These experimental
observations can be explained in terms of Ti—-M-Ti
covalent centers, which act as free-electron traps and
cause deformation of the host lattice [5]. It has been
found that the degree of localization of conduction
electrons on these centers and the degree of lattice
deformation are proportional to each other and deter-
mined by the position of the impurity band with respect
to the Fermi level [1].

The Ni,TiSe, system was first synthesized in the
1970s [7]. The concentration dependences of the unit
cell parameters presented in [ 7] show that the compres-
sion strain along the normal to the TiSe, layer planeis
the highest among all transition-metal compounds stud-
ied to date. Therefore, one might expect that this mate-

rial will exhibit al properties characteristic of interca-
lation compounds with an impurity band lying below
the Fermi level. However, the electrica and magnetic
properties of Ni, TiSe, and its fine structural features
(the Ni atom position, the effect of intercalation on the
positions of host atoms, etc.) remain poorly studied. In
this work, we performed a detailed study of the atomic
structure, resistivity, thermopower, and magnetic sus-
ceptibility of Ni, TiSe,.

2. EXPERIMENTAL

Ni, TiSe, samples (0 < x < 0.5) were obtained from
the following elements using the conventional method
of synthesisin an ampoule: titanium (purified by iodide
distillation) of 99.99% purity (Aldrich 30.581-2),
OSCh-19-5-grade selenium of 99.999% purity, and
electrolytic nickel of 99.95% purity. First, titanium dis-
elenide was sintered at 900°C over one week. Then, the
material obtained was ground and, after mixing with
the corresponding amount of powdered nickel, was
pressed and again annealed at 800°C over one week.
The sintering temperature was taken lower than the
temperature of synthesis of the host compound in order
to prevent the substitution of nickel for titanium. Since
the material obtained after this annealing was inhomo-
geneous, it was again ground, pressed, and subjected to
annealing. After this procedure, the material generally
became sufficiently homogeneous. In [7], it was shown
that severa different superstructures can form in the
material; however, the thermal history of the samples
was not detailed. In order to prevent theinfluence of the
ordering of nickel on the physical properties of the
material, the samples were quenched from the temper-
ature of the last homogenizing annealing (800°C).
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Fig. 1. Concentration dependences of the unit cell parame-
tersag and cq of Ni, TiSe,. Filled symbols are data from this
work, and open symbols, crosses, and asterisks are data
from[7], where the results obtained at two different labora-
tories are summarized. (The differences between the results
are due to the different preparation conditions of the sam-
ples)
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Fig. 2. Dependences of the ratio cy/ag and the coordinate z
of the Se atom along the c axis on the nickel concentration.
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Fig. 3. Dependences of (1) the van der Waal s gap width and
(2) the Se-Ti-Se layer width on the nickel content in

NiyTiSe,.

X-ray diffraction studies were performed on powder
samples using a DRON-4-13 diffractometer (plane
graphite monochromator, CoK, radiation, step 0.01°,
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angle range 14°-80°). The structural characteristics of
Ni, TiSe, were calculated using the method of full-pro-
file refinement of x-ray diffraction patterns (the GSAS
software package [8]). The lattice parameters calcu-
lated by us agree with the available literature data [7],
which indicates the high quality of the material studied
by us. The magnetic susceptibility was measured with
a SQUID magnetometer (Quantum Design, USA). The
resistivity was measured on pressed samples using the
conventional four-probe method.

3. RESULTS AND DISCUSSION

The results of full-profile refinement show that the
material has the same structure (Cdl,) and belongs to

the same space group (P3m1) as the original host lat-
tice up to theintercalant content x = 0.33 without nickel
ordering. The coordinates of the unit cell basis are
Ti (0, 0, 0), Se(1/3, 2/3, 2), and Ni (0, 0, 1/2). The best
fit to the experimental dataisobtained inthe case where
theintercalated Ni atoms are assumed to be in the octa-
hedral positions in the van der Waal s gap.

As seen from Fig. 1, nickel intercalation decreases
the lattice parameter along the normal to the basal plane
(co) up to the intercalant concentration x = 0.25. This
behavior is typical of titanium chalcogenides interca
lated with transition metals [1] and is commonly
explained by the formation of covalent Ti—Ni-Ti
bridges, which pull the host lattice layers closer
together. These centers also act asfree-carrier traps and
can be considered covalent polarons [9]. ARPES stud-
ies of the analogous Ni,;TiSe, system have shown that
the formation of such centers is accompanied by the
appearance of a dispersionless band approximately
1 eV below the Fermi level [10]. According to [11], an
impurity polaron band has similar properties. Sincethis
band is oriented along the M-I direction in the Bril-
louin zone, it was concluded in [10] that this band is
formed by the Ni3d,,/Ti3d,, hybridized states.

Asshown in [5], the amount of strain caused by the
formation of the centers mentioned aboveis determined
(for a given host lattice) by the ionization potential of
the intercalant. The dimension of the deformed Ti—Ni—
Ti cluster along the normal to the basal plane as calcu-
lated from the c,(X) dependence is characterized by the
|attice parameter ¢, = 5.631 A, which is close to the
value ¢, = 5.611 A calculated in [5] from the ionization
potential of the Ni%* ion. This discrepancy can be dueto
the screening effect not being fully taken into account.

The significant changes in the lattice parameters of
TiSe, caused by nickel intercalation (a decrease in ¢,
and a simultaneous increase in a;) lead to a change in
the ratio cy/a,, which characterizes the distortion of the
chal cogen octahedron surrounding atitanium atom [12]
(Fig. 2). From the concentration dependences of the
Se-Ti—Se layer thickness r, and the van der Waals gap
width rg shown in Fig. 3, it follows, however, that the
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Fig. 4. Temperature dependences of the resistivity of
Ni, TiSe, for different values of x: (1) 0.1, (2) 0.2, (3) 0.25,

(4) 0.33, and (5) 0.5.

lattice deformation along the normal to the basal plane
is due solely to a decrease in the width of the van der
Waals gap. If the deformation is of polaron nature, this
behavior is quite natural and also indicates that the geo-
metric characteristics of the local surrounding of a Ti
atom remain unchanged. The latter fact is very impor-
tant, because the shape of the chalcogen octahedron
determines the mutual arrangement of the Ti3d bands
[13]. If the octahedron is regular in shape, the Ti3d,,
Ti3d,,, and Ti3d,,_,, orbitals forming the conduction
band bottom are degenerate in energy. Extension of the
octahedron along the c axis causes the Ti3d,, orbital to
be lower in energy than the orbitals lying in the (X, y)
plane, and compression of the octahedron along the ¢
axis has the opposite effect. The decrease in ¢, and
increase in a, suggest that the chalcogen octahedron is
compressed along the ¢ axis and that the Ti3d,/Ni3d,,
hybridization becomes weaker, thereby causing
polarons to disappear gradually. On the other hand, the
constancy of the coordination of Se atoms to titanium
indicatesthat theinteraction between the Ti and Ni sub-
lattices does not change in character over the entire
concentration range studied. Therefore, an increase in
the nickel content causes the polaron concentration to
increase but does not change the polaron charac-
teristics.

The conductivity of Ni,TiSe, is close in magnitude
to that observed in the origina TiSe, but is different
from that of other materials in which polarons form.
The temperature dependence of resistivity ismetallicin
character for all compositions studied (Fig. 4); i.e., the
mobility of charge carriers is fairly high. This result
contradicts the conclusion (drawn from the x-ray data)
that the conduction band is associated with polarons.
For such strong deformation of the lattice, a much
higher degree of localization of charge carriers could be
expected. It islikely that the conduction band isformed
not only by the d,, orbital but also by other Ni orbitals
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Fig. 5. Temperature dependences of the thermopower of
Ni, TiSe, for different values of x: (1) 0.2, (2) 0.25, (3) 0.33,

and (4) 0.5.

hybridized with Ti and Se orbitals. Inthis case, the elec-
trons are less localized and have a higher mobility.

As seen from Fig. 4, the resistivity is maximal for
Nig5TiSe,. It should be noted that, in contrast to other
intercalation compounds M, TiSe, (M = Fe, Co, Cr, Mn,
AQ), the conductivity does not increase with the inter-
calant content in the case of intercalation with nickel.
Therefore, the effect of nickel on the conductivity
reduces to a change in the mobility of carriers rather
than in their density. As shown in [5], the composition
with x = 0.25 corresponds to the percolation threshold
over titanium atoms coordinated to the impurity (site
percolation problem for atriangular lattice with nearest
neighbor interaction). This result correlates with the
discontinuity in slope observed in the concentration
dependence of ¢, at nickel content x = 0.25 (Fig. 1). It
is likely that at x < 0.25 the conductivity is associated
with the sublattice of sites whose nearest environment
does not contain nickel atoms, whereasat x> 0.25 it is
associated with the sublattice of titanium atoms coordi-
nated to nickel. The point x = 0.25 corresponds to the
minimum connectivity of both sublattices.

For samples with different intercalant content, the
thermopower changes sign as afunction of temperature
(Fig. 5), which indicates a changeover from p-type to
n-type conductivity with heating. The temperature at
which this changeover occurs increases monotonically
with the nickel content. Therefore, an increase in the
intercalant content causes a monotonic change in the
ratio between the electron and hole densities, whereas
the anomaly observed in the concentration dependence
of conductivity is associated with their mobilities. The
increase in the contribution from holes to charge trans-
port with increasing intercalant concentration can be
due to the increasing localization of electrons in the
Ti3d,/Ni3d hybridized band.

The magnetic susceptibility x of Ni, TiSe, (Fig. 6) is
significantly lower than that of analogous compounds
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Fig. 6. Temperature dependences of the magnetic suscepti-
bility of Ni,TiSe, for different values of x: (1) 0.1, (2) 0.25,

(3) 0.33, and (4) 0.5.

with Cr, Mn, Fe, and Co [14], and its temperature
dependence is very weak and cannot be described by
the commonly used expression

C
X=Xo*t7—g «y

wherethefirst term (X,) isthe temperature-independent
diamagnetic contribution from the ionic cores and the
Pauli paramagnetic contribution from the conduction
electrons and the second term is the Curie-Weiss con-
tribution from localized magnetic moments. Above
80K, the magnetic susceptibility is observed to
increase with heating. Since the Curie-Weiss contribu-
tion does not exhibit such behavior, the main contribu-
tion can be due only to the conduction electrons. The
temperature dependence of this contribution to the
magnetic susceptibility is described by [15]

1 2 {1}
Xe = uég(&)[l—%g _ gl Tz}, @
9 E=E

Table 1. Parameters for calculating the magnetic suscepti-
bility from Egs. (1) and (2)

Parameter X
01 | 025 | 033 05
Xo*x 107, emu/gOe | 1.134 | 0.285 |-0.2015 | 1.935
Cx10% emuK/gOe | 5852 | 3.789 | 6.759 | 7.184
P x 1072, emu/g OeK?| 0.487 | 1.168 | 1.281 | 0.978
Xpx 107, emu/gOe | 6.134 | 5285 | 4.799 | 6.935
Hestr K 031 | 017 | 019 |0.16

2 Og? 9] _
Note: P = pgzg(E, ){D —&% ]XP‘XO"’XDv
BEVF I][gD Jg E=Eg

Xp =5 x 10~ emu/g Oe.
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where g, g, and g" are the density of states at the Fermi
level and itsfirst and second derivatives with respect to
energy, respectively. However, numerical calculation
showed that Eq. (2) likewise cannot describe the tem-
perature dependence of x. We succeeded in describing
this dependence with the sum of Egs. (1) and (2). The
corresponding parameters are listed in Table 1. It is
interesting that the effective Ni magnetic moments are
small, which agrees with the available data for x = 0.1
and 0.2 [16]. Such suppression of the magnetic moment
was also observed in the Co,TiSe, and Cr,TiSe, sys-
tems [6]. Among all analogous intercalated materials,
Ni, TiSe, undergoes the maximum compression along
the c axis and, accordingly, shows the maximum differ-
ence between the experimentally observed magnetic
moment and the magnetic moment of the free ion.
Another specific feature is the large negative quadratic
contribution, which comes either from the strong tem-
perature dependence of the Fermi level position or from
the strong energy dependence of the density of states at
the Fermi level. This feature is observed over a wide
concentration range; therefore, it is unlikely that the
significant change in the electron density produced by
the intercalant does not cause the Fermi level to leave
the region of the strong energy dependence of the den-
sity of states. It follows that the quadratic contribution
to the temperature dependence of X is due to the strong
temperature dependence of the Fermi level. Such a
strong dependence is likely if the charge carriers are
polarons. Indeed, a change in temperature causes a
change in the carrier polarization in this case, thereby
varying the density of states at the Fermi level and the
position of the Fermi level [11].

It should be noted that Nig 5TiSe, differsin terms of
its properties from other Ni, TiSe, compounds. In con-
trast to compositions with x < 0.5, this compound
belongs to the monoclinic crystal system and is charac-
terized by the 12/m space group, Z = 4, and the diver-
gence factor R, = 6% (Table 2), which is the result of

the ./3a, x a, x 2, ordering of nickel in van der Waals

gaps. The nickel content x = 0.5 correspondsto the per-
colation threshold in the impurity sublattice. This cir-
cumstance, as well as the pure topological ordering of
the impurity in the van der Waals gaps, can be the rea-
son for the monaoclinic distortions. The change in the
symmetry of the unit cell causesan increasein the mag-
netic susceptibility and conductivity, but the conductiv-
ity remains p-type in the entire temperature range cov-
ered. This conclusion is supported by the fact that the
thermopower does not change sign asthe nickel content
reaches x = 0.5 and that the magnetic susceptibility is
virtually independent of temperature.

Thus, the coincidence of the percolation threshold in
the sublattice of titanium atoms coordinated to nickel
with the position of the anomaly in the concentration
dependences of the resistivity and lattice parameters
and the coincidence of the nickel ordering point with
the percolation threshold in the impurity atom sublat-
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Table 2. Structural parameters of the Nig 5TiSe, compound
NigsTiSe, (CuKy) X y z U, A2
ag, A 6.161 (1) Ni (2/m) 0 0 0 0.12 (1)
bo, A 3.567 (1) Ti (M) 0.0092 (2) 0 0.2504 (4) 0.05(2)
Co, A 11.836 (2) Sel (m) 0.1643 (6) 12 -0.1218 (2) 0.07 (5)
B, deg 90.293 (3) Se? (m) 0.3322 (6) 0 0.1184 (1) 0.02 (3)

Note: Thermal parameters U are calculated in the isotropic approximation.

tice suggest that the charge carriers are localized. This
conclusion correlates well with the observed suppres-
sion of the nickel magnetic moment. However, the car-
rier localization appears to be significantly different in
character from that observed in titanium diselenide
intercalated with other transition metals. This differ-
ence is likely due to the fact that the hybridized states
in which the conduction electrons are localized involve
many Ni3d orbitals.
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Abstract—Phonon spectra and phonon density of states of intermetallic compounds NizAl and NiAl are stud-
ied using the ab initio linear-response method. The calculated phonon dispersion curves agree well with the
inelastic neutron scattering data available for the crystals under study. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Nickel aloys have numerous applications in engi-
neering. For example, they are utilized as Invar (Fe-Ni)
aloys[1], shape-memory (Ti—Ni) alloys[2], and struc-
tural (Ni—Al) aloys [3]. Ni-Al aloys are aso widely
used in the aircraft industry. Therefore, alot of studies
have been performed on the mechanical [4] and ther-
modynamic [5] properties of Ni—Al alloys, including
ab initio studies of the influence of intrinsic point
defects on the thermodynamic properties of B2 NiAl
[6].

However, the lattice dynamics of NizAl and NiAl
has not been sufficiently studied. Among the publica
tions on this subject, we may mention the experimental
studies carried out by Stassis et al. [7] and Mostoller
et al. [8], where the force constants calculated within
the Born—von Karman model involving three and four
nearest neighbors were used to interpret experimental
inel astic neutron scattering data. The phonon density of
statesand vibrational entropy of ordered and disordered
NisAl alloys have been studied experimentally by Fultz
et al. [9] and theoretically by Althoff et al. [10]. Also,
the phonon spectra of Ni,Al,_, alloys were studied in
[11-14] to explore the influence of aloy composition
on vibrational spectrum anomalies and their relation to
the martensitic transformations occurring in B2 Ni—Al
aloys. Zhao and Harmon [15] studied (in the frame-
work of the Varma—Weber model [16]) the Kohn anom-
aly in the B2 NiAl phonon spectrum in the X direction
and attributed this anomaly to both strong electron—
phonon interactions and Fermi surface nesting. The
same conclusion concerning the importance of the
Fermi surface nesting and acoustic phonon mode soft-
ening in martensitic transformations of B2 NiAl aloys
was drawn in a recent paper [17] from calculations of
the generalized susceptibilitybased on the energy spec-
trum obtained by the ab initio LMTO method.

Theoretical studies (including ab initio calcul ations)
of the phonon spectra of these compounds are lacking.

In the present work, we perform ab initio calculations
of the phonon spectra of NizAl and NiAl aloys using
the linear response method and ultrasoft pseudopoten-
tials. The calculated phonon spectra and phonon den-
sity of states are in good agreement with the inelastic
neutron scattering data.

2. CALCULATION TECHNIQUE

The phonon spectra are calculated using the linear
response method [18—-20]. Let us briefly describe the
main points of the theory (details of the method and its
application can be found in [21]). It was shown in [22,
23] that, in the harmonic approximation, the force con-
stants of a crystal are determined by the static linear
response of the electron subsystem. Calculations of the
force constants are based on the Hellmann—Feynman
theorem, which states that the derivative of the total
energy of the ground state of a system with respect to
an externa variable is determined by the well-known
expression

% = e Ty, @)

where V, (r) isan external potential that actson the elec-
tron subsystem and is a continuous function of the
parameter A and n(r) isthe electron density.

Expanding the right-hand side of Eq. (1) to second
order, we get

ov 0 ov
g—ffﬂ O3, * 3N AT

+”°“)§£A16A3&)

(2

}m+ouﬁ
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Fig. 1. Calculated phonon spectraof (a) Al and (b) Ni along symmetry directionsin the Brillouin zone. Dots are experimental data

from[31, 32].

where all derivatives are taken at A = 0. Integrating
Eqg. (2) and taking the second derivative with respect to
variables A; and )\j, we can find that the matrix of force
constants C,; g (R—R) consists of two parts, €lectronic
and ionic. Here, a and B are polarization directions;
i and j specify the positions of atoms in the elementary
cell, and R and R’ are the positions of elementary cells
in space. Assuming A = u,; (R), we get

Caig(R-R) = Ccixi,m(R—R')+C§i,Bj(R—R')a (3)

where C' are determined by the second derivative of the
Ewald sum. The electronic contribution to the matrix of
force constants is determined by the linear response of
the charge density and of the ionic potential to atomic
displacements and also by the second derivative of the
electron-on interaction energy with respect to the dis-
placements of two ion sites:

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

on(r) aVi(r)
0Uqi(r)0Ug; (R)
9°Vi(r)

aum(R)aum(R')}dr'

The external potentia V;(r) in Eg. (4) is defined as the
sum of bare ionic pseudopotentials acting on electrons:

Cgi,Bj(R_ R) = I[
4

+Ng(r)

Vi(r) = Zvi(r_R_Ti)v ©)
R

where the sum is over al atomic positions 1; in the ele-
mentary cell.
For pseudopotentials, we used the ultrasoft pseudo-

potentials introduced by Vanderbilt [24], which were
derived in the Bessel function basis[25].
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Comparison of the theoretical and experimental phonon spectraAl and Ni at the X(100), L= =X(100),and =2 =, =,
ison of the theoretical and experimental ph Id'h()DlllDl()d;%;

2772

points (L and T denote longitudinal and transverse vibration modes, respectively; frequencies are measured in terahertz)

Al Ni
theory [34] [35] [36] experiment theory exp%izr]nent
L(100) 9.95 9.72 9.51 9.53 0.67%*, 0.60%** 8.57 8.55
T(100) 6.33 5.77 5.83 5.83 5.81%*, 5.78¢** 6.34 6.24
110 9.08 9.88 9.84 9.9%* 9,69 *+ 8.88 8.88
L5 5 5 . . . %% 9, . .
[E- 1‘ 1'D x k, Ak k
T 5 455 4.36 433 4.19 4.42 4.24
[E- *
L0 da 7.57 7.25 7.08 6.7 6.54
[E- * %
Te5 0, CH 4.49 455 414 4.6 4.49
i1
LG 3 (% 7.87 7.63
i1 6.32 6.15
25,7 dg . .
M1
Tig 78 4.54 4.36
* Our results.

** Datafrom [31].
*** Datafrom [37].

Exchange-correlation effects were taken into
account using the generalized gradient approximation
with correction suggested by Perdew et al. [26]. Plane
waves with a maximum energy of 30 Ry were used as
the basis functions for electrons. When calculating the
matrix elements of the Hamiltonian of the system, we
took into account the Fourier components of the charge
density n(G) with energy up to 400 Ry. When integrat-
ing over the Brillouin zone, we used k points generated
by the Monkhorst—Pack method [27] and summation
over energy bands was performed using Gauss-Her-
mite functions of the first order [28] with a width of
0.025 Ry. A set of 20 x 20 x 20 k points was used to
integrate over the Brillouin zonefor Al and Ni, and aset
of 16 x 16 x 16 k points was used for NizAl and NiAl.
To calculate the matrix of force constants and take the
inverse Fourier transform, we used aset of 8 x 8 x 8 q
pointsfor Al and aset of 4 x 4 x 4 g pointsfor al other
crystals studied. Experimental values of the unit cell
parameters were used for all calculations. Spin-polar-
ization calculations were also carried out for Ni and
NizAl.

All calculations were performed using the PWSCF
software package [29], except for the phonon density of
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states, which was computed using the tetrahedron
method [30].1

3. RESULTS AND DISCUSSION

To begin with, we calculated the phonon spectra of
pure elements, Ni (a=3.52A) andAl (a=4.05A), and
compared them with the experimental dataon inelastic
neutron scattering for these crystals. Dispersion curves
computed for Al and Ni are presented in Figs. 1a and
1b, respectively. As can be seen from Fig. 1, the theo-
retical spectra are in good agreement with the experi-
mental data[31-33]. The table lists the phonon spectra
for Al and Ni calculated at several high-symmetry
points using various methods (in [34], the frozen-
phonon method was used). Experimental values at the
same points are also presented in the table for compar-
ison. Note that the linear response method [19, 20, 36]
gives very close results despite the fact that different
versions of it were used (Quong and Klein [36]
expressed first-order corrections to the charge density
interms of the static response function using pseudopo-
tentias, while Savrasov [20] used a linear MT orbital

1 We developed a special computer program to integrate over the
Brillouin zone by the tetrahedron method.
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basis to calculate the charge density linear response).
The phonon spectra of Al and Ni have no pronounced
features, which is shown by the absence of anomaliesin
the structural and physical properties of these metals.
The calculated phonon densities of states of Al and Ni
(Figs. 2a, 2b, respectively) reproduce all existing fea
tures of the spectra. Since both metals have fcc lattices,
these features are similar for them (in contrast to [35],
where some differences in the shape of the density of
states take place for metals with fcc structure (Al, Cu,
Phb)). These features are also verified from experimental
data for Ni [32] and by calculations of the density of
states based on the force constants, which were calcu-
lated in the Born—von Karman approximation [31, 32].

Next, we cal culated the phonon spectra of NizAl and
NiAl using the experimental values of the lattice
parameters (3.56 A for NisAl, 2.887 A for NiAl). For
NizAl (Fig. 3a), thereis good agreement with the exper-
imental spectra along the 'X and 'M directions [X =

n y=-dl i i
%JOZ], M = Ezzda both for acoustic and optical
branches]. The situation ismore complicated for thel'R

direction, R= %%% the theoretically calculated and

experimental spectra coincide over the entire 'R seg-
ment for the transverse acoustic modes and approxi-
mately to the middle of this segment for the longitudi-
nal acoustic modes. For the low optical branches, the
agreement between the theoretical and experimental
data becomes progressively poorer as the R point is
approached (the agreement is good for the upper
branches). This discordance may be due to anharmo-
nicity, which is not taken into account in the harmonic
approximation. There are al so other reasonsfor thisdis-
crepancy.

(1) Numerical instability. We found that, at this
point of the Brillouin zone, the calculated spectrum is
sensitive to the prescribed calculation accuracy. An
increase in the convergence parameter up to 1072 Ry in
computing the matrix of force constants improves the
agreement between the spectra at this point (Fig. 3b).

(2) The quality of the pseudopotential used for
nickel (because this part of the vibrational spectra is
determined by it). However, this reason is unlikely, as
the spectrum of the pure nickel was reproduced very
well.

For NiAl, the agreement between the ab initio cal-
culations and the experimental spectra[8] isgood along
all directions for which there are inelastic neutron scat-
tering data (Fig. 4). Unlike NiAl, the phonon spectrum
of NiAl contains several features. Softening of the lon-

1FR and

gitudinal acoustic branch is observed at 3

% I"M. Furthermore, there is softening of the transverse
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Fig. 2. Caculated phonon density of states of (a) Al and
(b) Ni. The density-of-states curves are seen to be almost
identical in shape.

acoustic mode TAL along the [110] direction [11, 13].
We aso note that the TA mode significantly deviates
from linearity along the [111] direction (starting from
1
3
able that no softening of the phonon spectrum was
found in[8], wheretheforce constants werefitted using
the Born—von Karman method for three and four near-
est neighbors. Also, for both intermetallic compounds,
the optical branches of the phonon spectrum are sepa-
rated due to the difference in mass (My;/M,, = 2); anal-
ysis of the eigenvalues shows that the upper optical
branches are related to the lighter, aluminum atoms.

The calculated phonon densities of states for NiAl
and NiAl are shown in Figs. 5a and 5b, respectively.
Comparison with the results of previous studies [7-9]
shows good agreement. In particular, the density-of-
states peak structure is reproduced very well for both
intermetallic compounds. The energy gap between the
acoustic and optical branches of NiAl (in fact, between
the phonon branches of Ni and Al atoms) equas
=1.55 THz and is in good agreement with the value of
1.84 THz obtained by Mostoller et al. [8]. The analo-
gous gap in the density of states of NijAl is signifi-
cantly smaller (0.38 THz) and is aimost half the value
obtainedin[7, 9] (about 0.7 THZ). In[10], thisgap was

I'R) and becomes concave downward. It is remark-
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10

Frequency, THz

Frequency, THz

M

M

R r

Fig. 3. Phonon spectrum of the intermetallic compound NizAl. Dots are experimental data from [7].

found to be 1 THz. The discrepancy between the data
from [7, 9] and [10] is probably due to the fact that dif-
ferent methods were used to obtain the phonon disper-
sion curves (the Born—von Karman model with the
force constants fitted to the experimental spectrum was
usedin[7, 9], and the embedded-atom method, in[10])
and to integrate over the Brillouin zone. It should be
noted that the phonon spectrum gap for NijAl cited by
Stassis et al. [7] was calculated using the force con-
stants rather than measured experimentally. In [7], the
difference between the calculated and measured lower

PHYSICS OF THE SOLID STATE \Vol. 46

optical spectrum at the R point around 8 THz was about
0.5 THz, which explains the discrepancy between the
data on the density-of-states gap obtained in [7, 9] and
inthisstudy. Ascan be seen from Fig. 3a, thereisexcel-
lent agreement between the spectra calculated by us
and the experimental spectra around 8 THz at the R
point.

The largest difference in the frequency distribution
function for NiAl (Fig. 5b), in contrast to [8], is found
around 8 THz, where thereis no pronounced peak; fur-
thermore, another, almost flat section arisesnear 4 THz.
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Fig. 4. Phonon spectrum of the intermetallic compound NiAl. Dots are experimental datafrom [8].

This discrepancy is related to the fact that in [8] the
beginning of the optical part of the spectruminthe™™

direction isless dispersive than follows from our calcu-
T T T T

(b '
' g 10

4 6 12
Frequency, THz

0.45 | | |
(a)

I e

[\ 0

G v
T T

e
=

Phonon DOS
(9]
T

S

o O

N N
T

e
—_
=)
T
1

Phonon DOS
S
o
X
T

e

=

o
T

Fig. 5. Calculated phonon density of states of (&) NizAl and
(b) NiAl.
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lations. The amost flat region is probably due to the
zone symmetry near the M poaint.

4. CONCLUSIONS

In summary, the phonon spectraof L1, NizAl and B2
NiAl calculated in the present work reproduce well al
features of the phonon spectra of these intermetallic
compounds. Softening of the TA1 mode along the 'M
direction has been found in NiAl. The appreciable dif-
ference between the theoretical and experimental dis-
persion curves found near the R point of the Brillouin
zone in NisAl is probably due to anharmonic effects,
which are not accounted for in the harmonic approxi-
mation.
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Abstract—A relation is established between the transport current flowing through the entire S;1S,WS; layered
structure and the velocity of afast vortex. The fast vortex exists when the Swihart velocity in the waveguide is
significantly higher than that in the Josephson junction. It is demonstrated that the main contribution to the
Lorentz force that induces the vortex motion is due to the current flowing through the waveguide and skin layers
of the adjacent superconductors. © 2004 MAIK “ Nauka/Interperiodica” .

In this paper, we study the forced motion of asingle
Josephson vortex in an S1SWS; layered structure (S,
S, §; are superconductors; I, W are nonsuperconduct-
ing layers). All layers are assumed to be paralld to the
yz plane and to beinfinitein their plane. The outermost
superconducting layers S, and S; are semi-infinite and
extend to x = —o and +oo, respectively. The layer | is
proposed to be thin enough for Cooper pairs to tunnel.
On the contrary, the layer Wis assumed to be relatively
thick, so that Cooper pairs tunneling through it can be
neglected. Hence, the structure under study can be con-
sidered a Josephson junction coupled to a planar
waveguide with superconducting walls.

Induced motion of avortex in a Josephson junction
magnetically coupled to awaveguide can berealized in
different ways. One way is to pass a transport current
through the Josephson junction only. This condition
can be satisfied in practice if the Josephson junction is
planar [1] and the terminals of a dc current source are
connected to the superconducting electrodes S, and S,.
This method was considered theoretically in [2, 3]. It
was demonstrated in [3] that the relation between the
vortex velocity and a current is determined by the ratio
between the Swihart velocities in the Josephson junc-
tion Vg and in the waveguide Vg,. According to [3], if
Vs, <V, then, in the presence of the waveguide, vorti-
ces cannot move at speeds close to the Swihart velocity
in the waveguide Vg, If Vg, >V, induced motion of
vorticesin the S)IS,WS; structureis possible not only at
v <V, but also at velocities close to V,,. In the case of
Vg, =V, the possible induced motion of fast vortices
was predicted at a speed closeto Vg,

Induced vortex mation can also occur if a transport
current flows through the entire structure, i.e., through
both the Josephson junction and the waveguide. In this
case, a current source should be connected to the outer-
most superconducting electrodes S, and S;. This
method is generally used in experimental studies of

vorticesin structures with coupled Josephson junctions
(see, eq., review [4] and papers[5-9]).

In this paper, we study induced motion of afast vor-
tex in the case of a transport current flowing through
both the Josephson junction and the waveguide,
because this case is easy to readlize experimentally and
iswidely used in practice. Our main goal is to uncover
new patterns of the induced fast vortex motion and to
point out the best conditions for its observation.

In the following, the relation between a transport
current and the velocity of asingle vortex is established
assuming relatively low dissipation both in the Joseph-
son junction and in the waveguide. For the case of
Vaw = Vs, where afast vortex is possible, a simple ana-
Iytical relation between the current in the structure and
thefast vortex velocity isobtained. It isfound that asig-
nificantly lower current is necessary for the induced
motion of a fast vortex when the current is passed
through both the Josephson junction and the waveguide
as compared to the case where the current is passed
through the Josephson junction only. The decrease in
the current is determined by the product of the small
coupling constant between the Josephson junction and
the waveguide by the square of the small ratio of the
Swihart velocities in the Josephson junction and
waveguide. It is shown that the reduction in the current
necessary for inducing vortex motion isdueto thelarge
additional contribution from the current that flows in
the waveguide and the adjacent skin depth of the super-
conducting electrodesto the L orentz force acting on the
vortex. Due to this contribution, induced motion of a
vortex also occurs when the current is passed through
only the waveguide and adjacent superconducting elec-
trodes. Therefore, in addition to the existing methods
for exciting vortices, the vortex motion can also be
induced with no current passing through the Josephson
junction.

1063-7834/04/4607-1195$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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A\

2d,,

S ISSWS; layered structure. 2d, 2d,,, and L are the thick-
nesses of the Josephson junction, the waveguide, and the
superconducting electrode S,, respectively; j is the current
density flowing though the entire structure; and vy, is the
fast vortex velocity.

L et us consider the case where atransport current of
density j flowsthrough both the Josephson junction and
the waveguide (see figure). Assuming that the electro-
magnetic fields are independent of the coordinate y, we
can describethelayered structure under study by the set
of equations (cf. [5-11])

Wising(z b+ L0 ¢(z ), Ba<|>(z t

JJC

20°9(z, 1) 20°0,,(2,1)
Ve =2 + SV, —
0z 0z

)

2 2
0°¢,(z1) N 16mcd,, . N Bwacl)w(z, t)
ot? Oy ot

_ 2 0@ o2 0t
o7 o7’

Here, (z t) and ¢,,(z, t) arethe differencesin the order
parameter phases of the superconducting electrodes at
the interfaces of the Josephson junction and the
waveguide, respectively. In Egs. (1) and (2), we use the
following notation: j. is the critical Josephson current
density; @, is the magnetic flux quantum; o is the
Josephson frequency; 2d,, and €, are the width and
dielectric constant of the nonsuperconducting layer W,
respectively; Vsand Vg, arethe Swihart velocitiesin the
Josephson junction and the waveguide, respectively,
calculated with allowance for the coupling between
them [3]; Sand S, are the coupling constants of the
Josephson junction and the waveguide; and 3 and f3,,
are constants characterizing dissipation in the Joseph-
son junction and the waveguide due to the single-parti-

)
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cle current passing through the layers | and W, respec-
tively. Equations (1) and (2) are written in the so-called
local limit, where the characteristic scales of field vari-
ation aong the z axis are large as compared to the Lon-
don penetration depths of the superconducting layers
S, S, and $;[12, 13].

Asfollows from Egs. (1) and (2), the steady vortex
motion at a fixed velocity v is described by the equa
tions

wrsny(Q) - (V2 - v Q)

©)
+ ——BVllJ(Z) = SV (),
2
—V;V— 2 \,A,I 1677 CdW.
(Vi -V + o “

—BuV Wi (2) = SVa Q)
where () = §(z 1), W(Q) = du(z t), and { = z—vt.

If the current and dissipation are small, Eg. (4) can
be approximated as

2

w;;(Z):—swvz [w Q=P w(Z)}

161cd, j
+ 2 2°
®otw Vg, —v

Substituting this expression into Eq. (3), we obtain the
following equation for Y({):

snm(&)—k-‘z(v)w"(o

©)

+ Py ),

B D
B —V%Jc 0’

|
V2,
ki(v) ij/\/ >

(vi-v)(vi-v?)

where

2
-V

VZ+V2,
2

2
Vm

V2—V2 2
+ FDK/% +S8,VeVay,

m=12,
B(v) = B+ssN(——Y—\f——2)—ZBW.

From Eq. (5), we can find the relation between the
vortex velocity and the current density. For this pur-
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pose, we take advantage of the resultsfrom [14], where
the motion of asingle Josephson vortex (2rkink) in an
isolated Josephson junction with Swihart velocity v
was studied using the equation

Sn(Q) —KZ(V)P"(Q) = —jl + Z)—Eur(&), (6)
j

C

whereky;(v) = w/ 4 vs2 —v?. Itwasshownin [14] that,
in the case of low losses, the induced motion of the vor-
tex is characterized by the following j (v) dependence:

j(V) _ ﬂ'VkJJ(V)B.

Je n (JL)J2
Since Egs. (5) and (6) aresimilar inform, it followsthat
the relation between the velocity of a 21t kink moving
in the SISWS; layered structure and the transport cur-

rent density has the form

2

i(v) o 40 o Vi TvkBL)
A=t B2 o

This expression differs from the relation

J(V) = ﬂij(v)ZB(V)’ (8)
JC n (1)]

obtained in [3] for the case of atransport current flow-
ing through the Josephson junction only, by the veloc-
ity-dependent factor [1— S, VZ,/(VZ, — v 2)]. Expres-
sion (7) isvalid in the limit of ardatively low current
and low dissipation, where Eq. (4) can be solved
approximately and the right-hand side of Eq. (5) is
small.

In the following, we assume that the coupling con-
stants of the Josephson junction and the waveguide are
small. Then, for a fast Josephson vortex whose speed
liesintherange[3]

2

o 1 vl
V9N<V <V2: m—+_SSN_2DVSN1
0 2 Vg0

we can approximate Eq. (7) as

i) _ §£L{B+ESSNV_§B }

' S,V 4 2Pw

Je T[w]SN sw (v —-Vg) )
X (V = V) [ Yo,

V,—V
In the case of relatively low losses in the Josephson
junction

2
Vow
2Fw?

SSuVs

B <

(10)
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Eq. (9) gives
1) _ 2B S @
Je T[ijSN’\/(V_VS\N)(VZ_V)
At
|:| 2
V== stV gilsg Vsoy (1)
2 O 4 "V
transport current (11) reaches a minimum,
jmin 81 Bw
_— == 13
o TS, 13

This lowest value of the current at which the induced
motion of a fast vortex takes place is
(8/3./3S)(Vs,/V)? > 1 times smaller than the mini-
mum transport current

2
64 Vo B—W<1

jc  3./3mss, V2,

jmin

(14)

for the case of a current flowing only through the
Josephson junction [3]. Note that Eqg. (13), obtained
under the assumption of low dissipation, as well as

Eq. (14), isvalid provided B,/ < SS,Ve/Va, -

Let us make numerical estimates of the minimum
current for the following parameters of the layered
structure: S=§, = 0.4, V,, = 3V,, and B,,/wy = 1073, For
this case, the minimum value of the transport current
that must be passed through the Josephson junction to
excite a fast vortex is found from Eqg. (14) to be about
=0.2j.. In the case where the current is passed through
the entire structure, Eq. (13) gives j,,, = 6 x 1079..
Therefore, in the latter case, the minimum current is
about 35 times smaller.

Thus, the induced motion of afast vortex is possible
at a much lower current density in the case where the
transport current is passed through both the Josephson
junction and the waveguide as compared to the case
where the transport current is passed through the
Josephson junction only.

To understand the reason behind this effect, let us
analyze the forces with which the transport current acts
on avortex in both cases. If the current flows through
the entire structure, the total Lorentz force F|_ (per unit
length along the y axis) affecting a vortex is the sum of
the contributions from the interactions between the cur-
rent and the magnetic field of the vortex in the Joseph-
son junction, the waveguide, and the skin layers of al
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superconductors. The force F| is proportiona to the
current density and equals

2
F =9°EIL—SN———%V$” i)
"o Vi —v '

If the current flows only through the Josephson junction
and the two adjacent superconducting electrodes S; and
S,, the contributions to the L orentz force arise from the
interaction between the current and the field in the
Josephson junction and in the skin layers of supercon-
ductors S; and S,. The sum of these contributionsis

_ ®j(v)

Fly = :
LJJ C

For afast vortex, we have the approximation

@ SVa . SV
I:Lf C2(V—VSN)J(V) - 2(V_V3N FLJJ'

At vV = v, it follows that F, = (2V5,/SVZ)F,y,.
Hence, when the current flows through the entire struc-
ture, the Lorentz force F| is greater than in the case
where the current passes only through the Josephson
junction. The noticeable increase in F| is due to the
interaction between the current and the field in the
waveguide and in the skin layers of the superconduct-
ing electrodes S, and S;. It isin these parts of the lay-
ered structure that the magnetic field of the fast vortex
is concentrated.

Uniform motion of a vortex takes place when the
Lorentz force is balanced by the friction force F due
to dissipation in the Josephson junction and the
waveguide. Since F g is independent of the way in
which the transport current is passed through the struc-
turein thelow-dissipation limit and since F_ > F_j; for
a fast vortex, the minimum current required to sustain
the motion of afast vortex is lower when the transport
current flows through the entire layered structure.

Let us briefly consider the case where the transport
current is passed through the waveguide only. In this
case, the vortex motion is described by the set of equa-
tions (3) and (4), with the transport current j kept only
in Eq. (4). Solving them, as before, under the assump-
tion of low dissipation, we find the following relation
between the current and the vortex vel ocity:

i(v) - 4V =Vavk(v)B(v)

1 2 2
Jc n SNVSN (A)J'

(15

For a fast vortex moving at a speed (12) close to the
Swihart velocity of the waveguide V,, expression (15)
approximately coincideswith Eg. (11) if thelossesinthe
Josephson junction are low and satisfy condition (10).
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Therefore, the minimum current density required to
sustain the induced fast vortex motion is approximately
the same in the cases of the current being passed
through the entire structure and through the waveguide
only.

This result can be easily understood in terms of the
above analysis of the forces acting on a fast vortex.
Since the magnetic field of the fast vortex is concen-
trated mainly in the waveguide and the skin layers of
the adjacent superconductors, the main contribution to
the Lorentz force comes from the current flowing
through these regions. The current flowing through the
other regions of the S;1S,WS; structure (where the mag-
netic field of the vortex is small) makes a small contri-
bution to F, and, therefore, has only a marginal effect
on the character of the function j(v).

To summarize, a much lower current is required to
sustain the induced motion of a fast vortex when the
current is passed simultaneously through the Josephson
junction and the waveguide (or through the waveguide
only) than in the case where the current is passed
through the Josephson junction only. This new phe-
nomenon is due to the relative increase in the Lorentz
force exerted on the vortex by the current when the cur-
rent is passed through the region where the magnetic
field of the fast vortex ismainly concentrated. Based on
this result, the following genera prediction from the
theory of induced vortex motion can be formulated,
which also applies to more complicated structures:. in
order to sustain vortex motion, the current must be
passed through those regions of the structure where the
magnetic field of the vortex is mainly concentrated.

ACKNOWLEDGMENTS

The authors are grateful to V.P. Silin for his encour-
agement and helpful suggestions.

This work was supported by the President of the
Russian Federation (project nos. NSh-1385.2003.2,
MK-1809.2003.02) and the Ministry of Industry, Sci-
ence, and Technology of the Russian Federation (con-
tract no. 40.012.1.1.1357).

REFERENCES

1. K. K. Likharev, Introduction to the Dynamics of Joseph-
son Junctions (Nauka, Moscow, 1985), p. 27.

2. V.V.Kurinand A. V. Yulin, Phys. Rev. B 55 (17), 11659
(1997).

3. A. S. Madlishevskii, V. P. Silin, and S. A. Uryupin, Phys.
Lett. A 306 (2-3), 153 (2002).

4. A.V. Ustinov, Physica D (Amsterdam) 123 (1-4), 315
(1998).

5. M. B. Mineev, G. S. Mkrtchyan, and V. V. Schmidt, J.
Low Temp. Phys. 45, 497 (1981).

No. 7 2004



INDUCED MOTION OF A FAST JOSEPHSON VORTEX 1199

6. S. Sakai, P. Bodin, and N. F. Pedersen, J. Appl. Phys. 73 11. N. Grénbech-Jensen, M. R. Samuelsen, P. S. Lomdahl,

(5), 2411 (1993). and J. A. Blackburn, Phys. Rev. B 42 (7), 3976 (1990).
7. A.V. Ustinov, H. Kohlstedt, M. Cirillo, N. F. Pedersen,  12. Yu. M. Aliev, K. N. Ovchinnikov, V. P. Silin, and
G. Halmanns, and C. Heiden, Phys. Rev. B 48 (14), S. A. Uryupin, Zh. Eksp. Teor. Fiz. 107 (3), 972 (1995)
10614 (1993). [JETP 80, 551 (1995)]. )
8. S. Sakai, A. V. Ustinov, H. Kohlstedt, A. Petraglia, and 13. V. P Silin and S. A. Uryupin, Zh. Eksp. Teor. Fiz. 108
N. F. Pedersen, Phys. Rev. B 50 (17), 12905 (1994). (6), 2163 (1995) [JETP 81, 1179 (1995)].

14. D. W. McLaughlin and A. C. Scott, Phys. Rev. A 18 (4),

9. E. Goldobin, A. Wallraff, N. Thyssen, and A. V. Ustinov, 1652 (1978).

Phys. Rev. B 57 (1), 130 (1998).

10. A. F. Volkov, Pis ma Zh. Eksp. Teor. Fiz. 45 (6), 299
(1987) [JETP Lett. 45, 376 (1987)]. Translated by G. Tsydynzhapov

PHYSICS OF THE SOLID STATE Vol. 46 No.7 2004



Physics of the Solid Sate, Vol. 46, No. 7, 2004, pp. 1200-1205. Translated from Fizika Tverdogo Tela, \ol. 46, No. 7, 2004, pp. 1169-1173.

Original Russian Text Copyright © 2004 by Davydov.

SEMICONDUCTORS

AND DIELECTRICS

Effect of Pressure on the Elastic Properties of Silicon Carbide

S. Yu. Davydov
| offe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, . Petersburg, 194021 Russia
e-mail: sergei.davydov@mail.ioffe.ru
Received November 13, 2003

Abstract—The pressure dependences of the second-order elastic constants C;; and the velocity of sound in
3C-SiC and 2H-SIC crystals are calculated in the framework of the Keating model. The third-order elastic con-
stants G for 3C-SiC are determined from the dependences of the second-order elastic constants C;; on the pres-

sure p. © 2004 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

Elastic properties of different polytypes of silicon
carbide SiC are of great research interest due to the
widespread practical use of SiC-based materials. In the
absence of externa hydrostatic pressure (p = 0), the
second-order elastic moduli C;; and velocities of sound

vi(q) = J/Ci(q)/p (where Ci(q) is a specific combina-
tion of elastic moduli C;;, which corresponds to propa-
gation of an acoustic wave with polarization n; in the
direction g, and p is the density of the crystal) can be
calculated in the harmonic approximation. In the case
when p # 0, the anharmonicity of the system should be
taken into account [1, 2], which provides a means for
revising the interatomic potential.

Prikhodko et al. [3] carried out density-functional
theory calculations of the elastic moduli C;;, derivatives
dC;/dp, and velocities of sound v;(q) for the cubic
modification of silicon carbide. The purpose of the
present work was to analyze the results of these calcu-
lations within the Keating model of force constants [4],
which was used to advantage in describing the elastic
properties of A\Bg_y Crystalsin [5].

2. 3C-SiC: PRESSURE DEPENDENCE
OF THE SECOND-ORDER
ELASTIC CONSTANTS

According to the Keating model, tetrahedral crystals
can be characterized by two force constants, namely,
the constant a, which describes the central interaction
of the nearest neighbors, i.e., the responseto avariation
in the bond length, and the constant (3, which corre-
spondsto the noncentral interaction of the next-to-near-
est neighbors, i.e., the response of the tetrahedron to a
variation in the angle between |spUorbitals. The sec-
ond-order elastic constants have the form

a+3 a-—
Cu= B, Clzzrafv

__ap
Ia, e ()

~ay(a+B)’

44

Here, 43, isthelattice constant of the unstrained crystal
and the second-order elastic constants obey the identity

Cu(Cyy +Cyp) _
Cs(Cy1 +3Cyp) ’

where Cq = (1U/2)(C,; — Cy,) is the shear modulus. It
should be noted that relationships (1) and (2) are
derived for purely covalent crystals of Group 1V ele-
ments (homopolar bond). Silicon carbide belongs to
crystals with a heteropolar bond and, strictly speaking,
can be adequately described in terms of the model pro-
posed by Martin [6], who extended the Keating model
to ionic—covalent crystals. In this case, the theory treats
the effective ion charges and the Coulomb contribu-
tions to the elastic constants. Moreover, instead of one
noncentral constant 3, there appear two constants (3,
B,), which describe the response to a variation in the
tetrahedral angles between the |sp®lorbitals centered at
the silicon and carbon atoms. However, it can be shown
that theionicity of the silicon—carbon bond isrelatively
small; hence, the Coulomb contributions can be
ignored without a loss of accuracy. Indeed, in the
framework of the Harrison method of bonding orbitals
[7], the covalence of the silicon—carbon bond is deter-
mined to be o, = 0.97 (see, for example, [8]), which

correspondsto theionicity f, =1 — af = 0.09 according
to Phillips[9]. Then, setting 3 = (1/2)(B, + 3,), wecome
to the Keating model.

After substituting the elastic moduli C;; = 385,
C,, =135, and C,, = 257 GPa (determined in [3]) into
expression (2), we obtain R = 1.35. This value already
casts some doubt on the reliability of the experimental
data, because, for diamond and silicon crystals, rela-
tionship (2) isaccurate to within 1% [4]. It isworth not-
ing that the experimental elastic constants C,; = 410.5,
C,, =164, and C,, = 194 GPafor C-SIC crystals, which
are presented in the monograph by Nikanorov and Kar-
dashev [5], satisfy relationship (2) to very high accu-
racy. A comparison of the results of calculations per-

R= %)
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formed in[3] and the af orementioned experimental val-
ues shows that the discrepancy in the elastic moduli
increases in the sequence C;; — C;, — Cy the
ratios C;; (taken from [3])/C;; (taken from [5]) are equal
t0 0.94, 0.82, and 1.32 respectively. However, it should
be noted that, unlike the calculated and experimental
values of the elastic modulus C,,, the values of the sec-
ond shear modulus Cg = (1/2)(C,; — C;,) determined
only by the constant 3 amost coincide: Cg = 125 [3]
and 123 GPa[5]. The bulk moduli B = (1/3)(Cy; + 2C,)
are also in reasonable agreement: B = 218 [3] and
246 GPa [5]. In our calculations, we started from the
experimental data presented in [5], which gave the
force constantsa = 98 N/m and 3 = 27 N/m. TheKlein-
man parameter in terms of the Keating modd is deter-
mined as{ = (o — B)/(a + B) = 0.57, which exceeds the
value { = 0.41 obtained in [5]. Let us now assume (as
was donein our earlier calculations of the elastic prop-
ertiesof GroupV semimetals[10]) that, under pressure,

the force constants vary asfollows. o —= 0 = + ap

andf3 — [~3 =3 + bp, where the constantsa and b have
dimensions of length. Under the above assumption, the
elastic constants can be represented in the form

~ a+3b ~ a-b
Cu = Cu+ =P G2 = Co* Z27p, A3)
Eu = 0(B+(O(b+a[3)p+abp2
. (a+B)+(a+b)p

Hereinafter, all quantities that are dependent on pres-
sure are marked by thetilde sign. In order to determine
the constants a and b, we used the following derivatives
dCij/dp obtained in [3]: dCu/dp = 349 and
dCu/ dp =4.06.1 Asaresult, we obtained the constants
a=17.08 A and b = -0.62 A. Note that the constant b

was determined from the derivative dés/dp :

The calculated dependences of the elastic constants

éij on the pressure p for the 3C-SiC crysta are pre-
sented in Fig. 1. A comparison with the corresponding
dependences obtained in [3] shows that only the curves
Cu(p) differ significantly. According to [3], an
increase in the pressure is accompanied by an insignif-
icant monotonic increase in the shear modulus Cas . In
our case, as the pressure increases, the shear modulus

Cu first increases from Cas (0) = 194 GPa, passes

through a maximum value of 198 GPa at a pressure
Pm = 21.5 GPa, and then smoothly decreasesto 178 GPa

lUnfortunately, we are not aware of any experimental pressure
dependences of the second-order elastic constants of silicon car-
bide.
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Fig. 1. Pressure dependences of the elastic constants of the
3C-SIC crysta: (1) Cq1, (2) Cqo, (3) Cyy, (4) B, and
(5) Cs.

at p = 100 GPa. The value of p,, can be found from the
condition dCa/dp = 0, which leads to the equation

atp ,ap’+ba’ _ o 4

2
P2 6Pt abar) -

3. 3C-SiC: PRESSURE DEPENDENCE
OF THE VELOCITY OF SOUND

In order to calculate the velocity of sound v;(q) =
JCi(g)/p, it is necessary to derive the appropriate

combinations of elastic constants C; j required to deter-
mine the quantities C;(q). These combinations have the
following form (see, for example, [3]):

1

Craay ([111]) = F(Cyy +2Cy, + 4C4),
1

Cug ([110]) = E(Cn +Cyp+2Cy),

C[lOO]([loo]) = Cy, (5)
C[0101([100]) = C[001]([1OO]) = C[oou([llo]) = Cyp

1
C[]_j_o]([lll]) = C[llé]([lll]) = é(Cll_ClZ + C44)!

1
Caig ([110]) = E(Cn -Cp).

Here, the first three combinations correspond to longi-
tudinal acoustic waves (LA) and the last three combina-
tions, to transverse acoustic waves (TA). Moreover, we

should take into account that the density p of the crys-
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Fig. 2. Pressure dependences of the velocity of sound in the
3C-SiIC crysta: (1) v a(111]), (2) via([110]), (3)
VLA([200]), (4) va([100]) = va([110]), (5) va([111]),
and (6) via([110]).

tal also depends on pressure. The pressure pcan be
written in the form

b= p[l+(p/B)+%(l—d|~3/dp)(p/B)2}, ©6)

wherep = 3.21 g/cm3[11]. According to the dataobtained

in [3], we have the derivative dB/dp = 3.87, which
agrees well with the experimental value of 3.57 [12].

The calculated pressure dependences of the velocity
of sound in the 3C-SiC crystal are shown in Fig. 2. It
can be seen that the velocity of propagation of longitu-
dinal modes increases with increasing pressure,
whereas the velocity of propagation of transversal
modes decreases. The only qualitative difference
between our results and the data obtained in [ 3] is asso-
ciated with the pressure dependence of the velocity
Viooy([110]) = V{01/([100]) = V{001([100]). As the pres-
sure p increases, the vel ocity smoothly decreasesin our

Table 1. Derivatives (dv;(g)/dp), ., o (in km/s GPa)

No. | AUl g =[100] | q=[110] | q=[111]
1 L 0024 | 0026 | 0027
2 T ~0.007 | —0019 | —0.015
3 T ~0.007 | —0.009 | —0.015
4 L 0025 | 0036 | 0040
5 T 0007 | —0021 | —-0.009
6 T 0007 | 0007 | -0.009

Note: Rows 1-3 present the results obtained in this work, and
rows 4-6 present data taken from [3].
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case, whereasthefunction v,(p) hasamaximumat p =
50 GPain[3]. The derivatives (dv;(q)/dp),, _ o obtained
in thiswork and in [3] are listed in Table 1. The main
discrepancy (i.e., the opposite signs of the slopes) is
observed for the modes determined by the shear modu-

lus Cus [see the fourth combination in formulas (5)].

Now, we can calculate the Griineisen parameters

v;(q) defined by the relationship
1 dvi(q)
i = ————B 7
V@ = 7gy " dp ™

Theresults of the calculation are presentedin Table 2.
Again, the main discrepancy is observed for the modes

Vioo)([110]) = V{010)([100]) = V{o0y;([100]).

4. 2H-SIC: PRESSURE DEPENDENCE
OF THE SECOND-ORDER
ELASTIC CONSTANTS

As was shown by Martin [13], the second-order
elastic constants for a wurtzite structure can be deter-

mined from the elastic constants Ci; known for a
sphalerite structure. Earlier [14, 15], we extended the
approach developed by Martin to polytypes with an
arbitrary ratio of the sphalerite and wurtzite structures.
Consequently, expressions for the elastic constants C;;
of silicon carbide 2H-SiC with a hexagona structure
can be derived using formulas (1), as was done in our
previous work [16]. After substituting the force con-
stants a and (3, which were determined above, we
obtained the following second-order elastic constants at
apressurep =0 (in GPa): C;; = 476, C33 =507, Cy, =
142, C,, =147, Cy3 =116, and Cgs = (1/2)(C1; — Cypp) =
164.5. Note that the el astic constants found here exceed
those obtained in our earlier work [17] in the frame-
work of the Keating—Harrison model and correlate bet-
ter with the experimental data taken from handbook
[11] (in GPa): C4; =500, C43 =564, C,, =168, C,, =92,
and Cg = 204 (data on the elastic modulus C,5 are not
availablein [11]).

Figure 3 shows the pressure dependences of the

elastic constants Cj; for the 2H-SIC crystal. As is
clearly seen from Fig. 3, the elastic moduli asfunctions
of pressure can be separated into three groups, each

including close values of both Ci; and dC;;/dp: (i) Ci1
and C33, (II) Cuw and Ci3 , and (III) Cu and Ces .Asthe
pressure increases, the elastic moduli of the first two
groupsincrease, whereas the elastic moduli of the third
group decrease. Unfortunately, we are not aware of any
experimental dataon the elastic moduli of 2H-SIC crys-
tals.
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Itisof interest to notethat, at an arbitrary ratio of the
wurtzite and sphalerite phases (trigonal crystal system,
class 32 [18]), some combinations of elastic constants

C (the asterisk refers to the trigonal structure) are
invariant [14]:

2
Ch+Cp = é(cn +2Cy, +Cy),
1
Ci = é(cn +2C,—2Cy), 8)
* —_ l
Cs; = é(cn +2C, +4Cy).

In these expressions, the right-hand sides involve the
elastic constantsfor acubic crystal. Hence, it followsin
particular that the velocity of a longitudinal acoustic
wave Vv ([111]), which is determined by the elastic
constant C3; , isalso invariant with respect to the struc-
ture of amixed wurtzite-sphalerite crystal.

With knowledge of the dependences of the elastic

constants Ci; on the pressure p, it is possible to deter-
mine the corresponding pressure dependences of the
velocity of sound. In[3], the dependence v,,(p) was cal-
culated for a transverse acoustic wave propagating in
the direction (x + y)/./2, where x coincides with the

direction of the hexagonal c axisandy liesin the basal
plane perpendicular to the ¢ axis.? It was assumed that

Vh(P) = /Cre/P = +/Ces/p and Ces = (1/6)(Cy, — Ci, +
4Cy,), where the upper indices denote the hexagonal
(h) or cubic (c) modification. However, Martin [13]
proved that Cl, = Ce — A%Cu, where Cu =
(U3)(Cyy — Cp, + Cyu) and A = (C; — Cp, —
2Cy,)/3./2 (see corrections in [14, 15]). Figure 4
depicts the dependence v,,(p), which we calculated in
the framework of the theory proposed by Martin [13].
As follows from our calculations, dv;, = 1 km/s). This
value differsfrom the data obtained in [ 3], according to

which the change in the velocity dv,, in the pressure
range from O to 100 GPais equal to 0.35 km/s.

5. 3C-SIC: THIRD-ORDER ELASTIC CONSTANTS

A force-field model for calculating the third-order
elastic constants Cij of cubic crystals was proposed by

2 This direction of propagation of the acoustic wave is interesting
above al in that the orthorhombic shear stain leads to atransition
from the wurtzite structure to the NaCl structure [3].
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Table 2. Griineisen parametersyi(q)

No. | ACCUlIC | g =100] | q=[110] | q=[111]
1 L 0.52 0.52 053
2 T 022 | -076 | -055
3 T 022 | -022 | -055
4 L 0.49 0.63 0.66
5 T 017 | -074 | -028
6 T 0.17 017 | -028

2004

Note: Rows 1-3 present the results obtained in this work, and
rows 4-6 present data taken from [3].

Keating [19]. In the framework of this model, we have
Ciy = y—0+9¢,
Cup = Y- 0+g,
Cis = Y +30—3¢,

Crua = Y(1-0)*+58(1+0)°
+&(1+0)(37-1) + Cyl’,
Cues = Y(1-0)*~8(1+7)*
+&(1+7)(3-0) +Cp’,
Cuss = Y(1-0)°.

Here, y is the anharmonic force constant describing the
central interaction of the nearest neighbors, d and € are
the anharmonic force constants accounting for the non-
central interaction of the next-to-nearest neighbors, and
Z is the Kleinman parameter.® In order to determine
these force constants, we use the results obtained by
Birch [20], who derived the following relationships
between the elastic constants C;; and Cj;, and the deriv-

atives déij/dp:

9)

dCu -1 Cpu+Cyyy +2C

dp 3B '

d(~:12 - 1_ Cp+Cppt 20112’ (10)
dp 3B

d(~:14 _ _a_ Cu+Cuyy+2C5

dp 3B '

It should be emphasized that these relationships are
valid only in the approximation that is linear with
respect to pressure. Relationships (10) make it possible
to determine the anharmonic force constantsy, 6, and €,

3 Asin the case of second-order elastic constants, we disregard the
Coulomb contributions and assume that & = (1/2)(d; + &,) and € =
(1/2)(gq + €5), where subscripts 1 and 2 refer to silicon and car-
bon atoms, respectively.
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Fig. 3. Pressure dependences of the elastic constants of the
2H-SiCcrystal: (1) Cyy, (2) Cas, (3) Cas, (4 C12,(5) Cas,
and (6) Cegg .
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Fig. 4. Pressure dependence of the velocity of sound v, in
the2H-SIC crystal.

provided the values of df:i,-/dp are known. Since the

value of the derivative dCass/dp isindoubt, wesimplify
the problem and assume that € = -0. This equality is
completely satisfied for silicon [19]; however, in the
case of other semiconductor crystals also, the anhar-
monic force constants 6 and € are of the same order of
magnitude and opposite in sign (see, for example, [21,
22] and references therein). Moreover, the force con-
stant yis approximately one order of magnitude greater
than the force constants 6 and ||, therefore, the above
simplification does not introduce large error into the
calculation.
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Then, making allowance for the first two relation-
ships (9) and using the data taken from [3], we deter-
mine the anharmonic force constants y = -862 GPa and
0 =82 GPa.

Finally, we obtain the following third-order elastic
constants (in GPa): C,;; =—-1680, C;;, =—1026, C;,; =
—371, Cy44 =3, Cy55 =621, and C,55 = —69.5. Although
we are unaware of any experimental values of the third-
order elastic constants of silicon carbide, a comparison
of the results of our calculations and the elastic con-
stants Cjj for Si, Ge, InSh, and GaAs crystals [19, 21]
shows that our values are quite reasonable. Indeed, for
all these crystals, only the elastic constant C,, is posi-
tive and, moreover, is one to two orders of magnitude
smaller than the elastic constant |C,44|. It is worth noth-
ing that the aforementioned elastic constants obey the
following inequalities: |Cyy| > |Cy1p| > [Cies| > |Crosl
and |Cys| > Cy. In our calculations, we obtained the
same rel ationships.

Let us calculate the derivative dé44/dp. For this
purpose, we use the last formula (9) and the anhar-
monic force constants determined above. As a result,

we obtain dé44/dp = -1.08. According to the calcula-

tion data presented in Section 2, the derivative dCas/dp
averaged over the pressure range from 0 to 100 GPais
approximately equal to —0.18, which coincides, at least
in sign, with the above result. However, in [3], this
quantity was determined to be dCas/dp = 1.58, which,
in our opinion, leads to a false inference regarding a
nonmonotonic pressure dependence of the velocity of
propagation of transverse acoustic waves v,(p) (see
Section 3).

In our caculations, we determined the force con-
stants y and & with the use of formulas (10) for the
derivatives dCii/dp and dCi/dp taken from [3].
However, representing these derivatives in the form
(a + 3b)/4a, and (a — b)/4a,, respectively, we can check
the values of constants a and b determined above. As a
result, we found that a = 17.14 A and b = -0.59 A,
which is in excellent agreement with the values
a=17.08 A and b = —0.62 A determined in Section 2.
The good agreement between the force constants
obtained by different methods is a consequence of the

weak nonlinearity of the dependence Ca (p).

Now, we calculate the Griineisen integrated param-
eter y, which isdefined by the following formula[22]:

50 —B +4a,(3y— 0+¢)

6(a +B) '
Inthis case, we once again assumethat € =—9&. Then, we
obtain y = 0.98, which almost coincides with the Gri-

neisen parameter y , calculated by Karch et al. [23] for
longitudinal acoustic waves.

y = (11)
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Fig. 5. Pressure dependence of the ratio of the force con-
stants of the noncentral and central interactions B/a .

In conclusion, we note that the investigation of the
effect of pressure on tetrahedral crystals is of interest
primarily due to the occurrence of a phase transition
from the sphal erite or wurtzite structure to the rock-salt
structure under high pressure (see, for example, [24—
26] and references therein). In the framework of the
Keating—Martin model, the ratio of the force constants
B/a decreases with an increase in the ionicity f; of the
bond, i.e., upon transition from purely covalent semi-
conductor crystals of Group 1V elements to tetrahedral
compoundsA ,B-, which, onthe scale of ionicitiesf,, are
adjacent to crystals with a NaCl structure [5, 6, 9, 21,

24]. Figure 5 presentstheratio B/a asafunction of the
pressure p. It follows from thisfigure that, compared to
the central forces, the effect of the noncentral forces
decreases with increasing pressure, which is character-
istic of ionic crystals.

Thus, we demonstrated that the simple Keating
model can compete advantageously with first principles
calculations and offers a more adequate description of a
number of elastic characteristics of tetrahedra crystals.
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Abstract—The nitrogen concentration distribution C(z) obtained after diffusion of nitrogen from the bulk of a
sample toward the surface is determined with a high accuracy through subsequent heat treatment at moderate
temperatures (for example, at 650°C). This process |eads to the formation of shallow thermal donors (nitrogen—
oxygen complexes) with a concentration distribution over the depth z of the sample that corresponds to the
nitrogen concentration profile C(z) and, therefore, makes it possible to calculate this profile. The proposed
method is used to determine the nitrogen concentration profiles C(2) after homogenizing annealing at 950,
1000, and 1050°C. At high oxygen concentrations, the nitrogen transport is promoted by high-rate dissociation
of nitrogen dimers. On the other hand, the nitrogen transport is slightly hindered by partial oxidation of nitrogen
monomers. The results obtained indicate that the latter effect is not very strong, because the dimeric nitrogen
species predominate over the monomeric nitrogen speciesin the sample and the diffusion profile is determined
by the product D,K¥2, where D, isthe diffusion coefficient of nitrogen monomersand K isthe dissociation con-

stant. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Diffusion of nitrogen impuritiesin silicon is atech-
nologically important process. Moreover, investigation
into the diffusion of nitrogen impurities in silicon pro-
vides valuable information on the properties of nitro-
gen, primarily, on the ratio of dimeric species N,
(which are predominant at sufficiently low tempera-
tures) to monomeric species N;. An analysis of the data
availablein the literature on the diffusion of nitrogenin
silicon crystals was performed in our previous work
[1]. It has been established that, in silicon crystals with
alow oxygen content, the dimeric (virtually immobile)
nitrogen species predominate at doping levels of the
order of 10'® cm™ and at diffusion temperatures of
1100°C and below [1]. However, the fraction of mobile
monomeric nitrogen speciesisrather large (of the order
of 10% at 1000°C). At temperatures close to the melt-
ing point, the monomeric nitrogen species become pre-
dominant.

The nitrogen transport occurs through the dissocia-
tion of immobile interstitial N, dimers into mobile
interstitial N; monomers that diffuse and form new N,
dimers. For alow-oxygen material, which can be pre-
pared, for example, using the float zone (FZ) technique,
the analysis of the nitrogen transport is complicated by
the uncertainty in the time required for an N, dimer to
dissociate into two N, atoms[1]: according to different
approaches, the dissociation time of N, dimers either is
very short or can be aslong as 5 min (at 1000°C).

This uncertainty is absent in the case when the oxy-
gen content isrelatively high (for example, inamaterial
prepared using the Czochral ski method), because oxy-
gen produces a very strong catalytic promoting effect
on the dissociation of nitrogen dimers[1]. On the other
hand, oxygen can hinder nitrogen transport due to the
formation of nitrogen—oxygen complexes. The oxida
tion number of nitrogen dimersis small at temperatures
T > 800°C [1], but the oxidation number of nitrogen
monomers can, in principle, be large enough for the
nitrogen monomers to have an effect on the nitrogen
diffusion. In this respect, investigation into the diffu-
sion of nitrogen in Czochralski silicon can provide new
interesting information on the diffusion characteristics
of nitrogen species and on the possible interaction of
nitrogen with oxygen.

For the purpose of studying the nitrogen diffusionin
silicon crystals, we developed and successfully
employed a new highly sensitive technique for deter-
mining the profile of nitrogen diffusion in a material
containing impurities of two types, namely, nitrogen
and oxygen impurities. It is known that heat treatment
of such amaterial at moderate temperatures (from 600
to 700°C) brings about the formation of specific shal-
low thermal donors (nitrogen—oxygen complexes) [2—
6]. In our earlier works [5, 6], we analyzed the depen-
dence of the concentration of shallow thermal donors
on the total nitrogen concentration and demonstrated
that these donors are N,O,,, complexes formed by one
N, atom and m oxygen atoms (on average, m= 3). With
knowledge of the depth profile of shallow thermal
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donors, which is determined, for example, using the
spreading resistance method, it is possible to recon-
struct the corresponding diffusion profile of nitrogen.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Samples of Czochralski silicon (12 x 4 x 1 mm in
size) were cut from asilicon plate 150 mm in diameter.
The crystal was doped with nitrogen from a melt. The
nitrogen concentration C increased along the length of
the crystal. This concentration was calculated from the
known coefficient of nitrogen distribution [7] and was
then controlled using secondary ion mass spectrometry
[5]. The nitrogen concentration C in the plate used for
preparing the samples was approximately equal to 2 x
10% cm. In order to calculate the nitrogen concentra-
tion C from the coefficient of the nitrogen distribution
more exactly, it should be taken into account that,
although the monomeric nitrogen species predominate
at the crystalization temperature, the sample also con-
tains dimeric nitrogen species in small amounts [1].
However, this correction only slightly changes the cal-
ibration curve relating the nitrogen concentration C and
the concentration of shallow thermal donors.

The homogenizing annealing of the samples was
carried out at temperatures of 950, 1000, and 1050°Cin
air. The annealing time (from 5 to 50 min) was chosen
so that the size of the surface region in which the nitro-
gen concentration C(z) considerably decreased as a
result of diffusion of nitrogen toward the surface of the
sample was convenient for subsequent measurements
(several tens of microns). Upon annealing, the samples
were guenched on a massive silicon slab.

After homogenizing annealing, shallow thermal
donors were generated using standard heat treatment at
atemperature of 650°C for 3 h. Under these conditions,
the concentration of shallow thermal donors reaches
saturation, which corresponds to an equilibrium
between nitrogen, oxygen, and the products of their
interaction, including N,O,, complexes (shallow ther-
mal donors). The equilibrium ratio between the concen-
tration N, of shallow thermal donors and the total con-
centration C of dissolved nitrogen (predominantly, in
the form of unoxidized dimers, oxidized dimers, and
shallow thermal donors) can be obtained from the mass
action law for the corresponding reactions [5, 6]:

NZ/(C-Ny) = R. (1)

The equilibrium constant R depends on the temper-
ature T and the oxygen concentration C,, (in our sam-
ples, the oxygen concentration C,, was maintained con-
stant at approximately 6.7 x 10’ cm3 with the use of a
calibration optical factor of 2.45 x 10" cm™). In this
case, the equilibrium constant R was close to 2.85 x
10% cm3. Relationship (1) holdstrue over awide range
of nitrogen concentrations C (from 10* to 2 x 10 cn3).
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In order to convert the measured concentration N of
shallow thermal donors into the required total nitrogen
concentration C, relationship (1) isconveniently rewrit-
tenintheform

C = Ny(1+NJR). @)

Although relationship (1) and the equilibrium con-
stant R were obtained for samples with a uniform dis-
tribution of the nitrogen concentration over the sample
depth, they are applicable to any point of the diffusion
profile C(2), because the diffusion redistribution of
nitrogen between different regions of the sample is
insignificant at arelatively low temperature of genera-
tion of shalow therma donors (650°C). Therefore,
knowing the measured concentration profile Ny(2) of
shallow thermal donors, we can calculate the nitrogen
diffusion profile C(2) from expression (2). The concen-
tration Ng(z) is maximum in the bulk of the sample
(where the loss of nitrogen due to diffusion is small)
and negligible in the immediate vicinity of the surface
of the sample (where the nitrogen concentration C dras-
tically decreases asaresult of nitrogen diffusion toward
the surface).

After homogenizing annealing [which leads to the
formation of the concentration profile C(z)] and subse-
guent activation annealing [which results in the forma-
tion of the concentration profile Ny(2)], the spreading
resistance was measured on a cleavage or a surface pre-
pared by grinding. Our samples were lightly doped
with boron (acceptor impurity) at a concentration N, =
4 x 10* cm3, which varied within £5% from sample to
sample. The maximum concentration Ny(z) observed
far from the surface did not exceed 2 x 10 cm.
Therefore, p-type conductivity was retained throughout
the depth of the sample and the measured profile of the
spreading resistance was immediately converted into
the hole concentration profile p(z). Since the hole con-
centration profile satisfies the relationship p(2) = N, —
Ng(2), the concentration profile of shalow thermal
donors under consideration can be expressed through
the hole concentration:

Ns(2) = Na—p(2). ©)

The nitrogen diffusion profile was determined as
follows: (i) the spreading resistance profile was mea-
sured and converted into the hole concentration profile
p(2), (ii) the concentration profile of shallow thermal
donors was calculated from formula (3), and (iii) the
concentration profile Ny(z) was converted into the nitro-
gen diffusion profile C(2) with the use of relationship (2).

In order to determine the nitrogen diffusion profile
reliably, the nitrogen concentration (in the bulk of the
sample) should be high enough for generated shallow
thermal donors to bring about a noticeable decrease in
the hole concentration. To put it differently, the concen-
tration Ng of shallow thermal donors should be compa-
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Fig. 1. Distributions of (a) the hole concentration, (b) the
concentration of shallow thermal donors, and (c) the calcu-
lated total concentration of dissolved nitrogen (normalized
to the bulk concentration Cy,) over the depth z of the sample
upon homogenizing annealing at 1000°C for 15 min.

rable to the boron concentration N, (or, at least, not be
too low as compared to the boron concentration N,).
Therefore, the sensitivity of the proposed method sub-
stantially depends on the boron concentration in the
material. At alow doping level (for example, at N, =
10% cm3), this method is applicable when the bulk
concentration of nitrogen impurities is relatively low
(of the order of 10' cm™3). For comparison, the stan-
dard method of secondary ion mass spectrometry can
be applied only in the case when the nitrogen concen-
tration is appreciably higher than 2 x 10> cm3,

3. RESULTS AND DISCUSSION

The predicted hole concentration profile p(z2) = N, —
Ng(2) is a monotonically decreasing function of the
depth z. Moreover, the hole concentration p(0) in the
immediate vicinity of the surface should coincide with
the boron concentration N,, because the nitrogen con-
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centration at this point istoo low to initiate the genera-
tion of shallow thermal donors. In a number of cases,
the measured hole concentration profile p(z) corre-
spondsto the predicted profile. However, in other cases,
the concentration profile p(z) exhibits an anomalous
behavior, which will be discussed below.

It should be noted that the nitrogen diffusion toward
the surface in the course of homogenizing annealing
can be accompanied by the precipitation of nitrogen.
The subsequent generation of shallow thermal donorsis
controlled only by the nitrogen dissolved in the crystal.
In the proposed method, the possible (partial) loss of
dissolved nitrogen due to the precipitation manifests
itself in a decrease in the bulk concentration of shallow
thermal donors. Correspondingly, the bulk nitrogen
concentration C calculated from formula (2) should be
less than the known total nitrogen concentration (2 x
10 cm~2 in our samples). In other words, the method
used for determining the nitrogen diffusion profile pro-
vides a means for controlling the possible loss of dis-
solved nitrogen due to the precipitation. It was found
that the precipitation of nitrogen becomes noticeable at
sufficiently prolonged homogenizing annealings (for
example, for 30 min at 1000°C). For shorter times of
annealing, the loss of nitrogen through precipitation is
insignificant: the calculated bulk concentration C of
dissolved nitrogen almost coincides with the initia
total nitrogen concentration.

The nitrogen diffusion profile obtained with the use
of the above method upon annealing at atemperature of
1000°C for 15 min is depicted in Fig. 1. The hole con-
centration profile (Fig. 1a) was determined directly
from the measured profile of the spreading resistance.
The concentration profile of shallow thermal donors
(Fig. 1b) was calculated from formula (3). The concen-
tration profile of dissolved nitrogen (Fig. 1c) was
reconstructed according to relationship (2). The last
profile is represented in a normalized form that is con-
venient for analyzing the diffusion mechanism: the
concentration C(2) is normalized to the bulk nitrogen
concentration C,. The solid linesin Fig. 1c represent the
results of the numerical simulation (discussed in the
next section).

Another example of reconstructed normalized pro-
files of nitrogen diffusion upon annealing at 1000°C for
10 minisshowninFig. 2. It can be seen from Fig. 2 that
the nitrogen diffusion profile exhibits a specific feature
in the range 20-30 um corresponding to the surface
region. This feature reflects an anomaly in the initial
hole concentration profile p(2): the surface concentra-
tion of holes is somewhat less than the predicted con-
centration equal to the boron concentration N,. The
possible reason for the observed anomaly is the diffu-
sion of donor impurities from the surface into the sam-
ple bulk. In this case, the surface portion of the profile
should beignored in the theoretical description of nitro-
gen diffusion.
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A similar (but more pronounced) surface anomaly
can be seen in the profiles obtained upon annealing at
1000°C for 30 min (Fig. 3). The donor concentration
profile calculated from formula (3) involves two por-
tions of different origins (Fig. 3a). It is evident that the
surface portion (to adepth of 20 um) is associated with
the diffusion of donor impurities from the surface into
the bulk. The remaining portion of the concentration
profile can be attributed to shallow thermal donors.
Consequently, in the nitrogen diffusion profile (Fig. 3b)
formally calculated from expression (2), the portion
corresponding to a deeper region reflects the nitrogen
diffusion, whereas the surface portion is dueto an arte-
fact caused by contamination of the surface. For con-
taminating donor impurities, the diffusion coefficient is
rather small: it isestimated at 3 x 102° cm? st (accord-
ing to the observed depth of penetration of these impu-
rities). For this reason, only the surface portion of the
nitrogen diffusion profile turns out to be distorted. The
remaining portion (for a deeper region) can be consid-
ered to be the true diffusion profile.

The bulk concentration of shallow thermal donors
(at a depth of more than 90 um) is relatively low
(Fig. 38). As a consequence, the calculated bulk con-
centration C, of dissolved nitrogen is decreased and
estimated at about 10'® cm3, which amounts to only
50% of the total nitrogen concentration. This implies
that, upon annealing at 1000°C for the longest time
(30 min), approximately half the initially dissolved
nitrogen appearsto belogt; i.e., it transformed into pre-
cipitates (probably, silicon nitride particles).

4. SSIMULATION OF THE PROFILES
OF NITROGEN DIFFUSION
IN OXY GEN-CONTAINING SILICON

As was noted above, the dissociation of nitrogen
dimers N, into monomers N, (and, correspondingly, the
back reaction of dimerization) in amaterial with ahigh
oxygen content (Czochralski silicon) proceedsat ahigh
rate. The mechanism of fast dissociation involves the
preliminary formation of N,O complexes, followed by
their dissociation into N;O and N; (in turn, the N;O
complexes rapidly dissociate into N, and O). The high
rate of reactions suggests that the concentrations of all
reactants (such as unoxidized and oxidized nitrogen
dimers and unoxidized and oxidized nitrogen mono-
mers) are characterized by the equilibriumratio. In par-
ticular, the concentration C, of N, dimers and the con-
centration C; of N; monomers are related by the mass
action law, that is,

clic, = K, (4)

where K isthe equilibrium constant for the dissociation
of an N, dimer into two N, monomers. At a diffusion
temperature of approximately 1000°C, the equilibrium
constant K is estimated at 10* cm= or less[1]. In addi-
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Fig. 3. (a) Profile of the donor concentration and (b) the nor-
malized profile of the nitrogen concentration upon homog-
enizing annealing at 1000°C for 30 min.

tion to N; and N, species, the oxygen-contai ning mate-
rial involves oxidized monomers N,O,, with different
numbers m of oxygen atoms (the total concentration

C7) and oxidized dimers N,O,, with different numbers
m of oxygen atoms (the total concentration C3). The

contribution of the concentration C; to the total nitro-
gen concentration is small, whereas the concentration



1210

C7T can, in principle, make asignificant contribution to
the total nitrogen concentration [1]. Therefore, the total

nitrogen concentration C can be determined from the
expression

C = C,+2C,+CF = C(1+G+2C/K). (5

Here, G = C} /C, is the ratio of the concentrations of
oxidized and unoxidized monomers. This quantity is
constant and depends on the temperature and the oxy-
gen concentration C,,. In our samples, the oxygen con-
centration C,, is aso constant.

The concentration profile C(z, t) varies with time
due to the diffusion of mobile N; monomers (with the
diffusion coefficient D;) in accordance with the equa-
tion

dC/at = D,0°C,/0Z". (6)

For a low-oxygen material prepared by the float
zone technique (FZ material), when the contribution of
oxidized monomers is small, the system of equations
(5) and (6) can be reduced to one nonlinear equation,

(1+4C,/K)dC,/dt = D,0°C,/07". ©)

If the contribution of oxidized monomersislarge, it
is convenient to introduce the total concentration of
unoxidized and oxidized nitrogen monomersCy, = C, +

Cy . This concentration obeys the same equation (7)

but with the parameters K and D, replaced by the effec-
tive constants, that is,

(1+4C,/K,)dC, /0t = D,.0°C,/0Z". (8

The effective diffusion coefficient D, isequal to the
product of the diffusion coefficient D, into the fraction
of mobile monomeric species N, in unoxidized and oxi-
dized monomers:

Die = Di/(1+G). ©)

The effective dissociation constant K, relates the
total concentration C;; of unoxidized and oxidized

monomersto the concentration of dimers: Cft/ C, =K.
The effective constant K, and the parameters K and G
arerelated by the expression

K, = K(1+G)> (10)

It should be noted that the effective dissociation
constant K, determines whether the concentration C, or
the concentration C,; predominantly contributes to the
total nitrogen concentration C = Cy; + 2C,.

At K, < C, the dimeric nitrogen species predomi-
nate. Thetotal concentration Ciscloseto 2C,, whereas
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the monomer concentration C;; is approximately equal
to (K,C/2)Y2. In this case, the diffusion equation (8)

. 12

contains only one product, D,.K. ", and two parame-
ters, D, and K. Itisimportant that this product is equal
to D,KY2 i.e., it does not depend on the oxidation num-
ber of nitrogen monomers. The diffusion equation (8) is
nonlinear, and its solution substantially differsfrom the
solution of alinear diffusion equation when the diffu-
sion profile is described by an erf function. The nitro-
gen transport involves dissociation of dominant dimeric
nitrogen species, and this process can be described by
the dissociative diffusion mechanism.

At K, > C, monomeric nitrogen species (for the
most part, N;O,, complexes) predominate. Conse-
quently, relationship (8) is reduced to the standard lin-
ear diffusion eguation involving a sole parameter, i.e.,
the effective diffusion coefficient D,, of monomers.
The diffusion profile is described by the erf function.

Note that the criterion for dissociative diffusion
K. < C is satisfied for low-oxygen silicon. However,
the ratio between the quantities K, and C for Czochral-
ski silicon is not known in advance; hence, it is neces-
sary to examine both limiting cases. Under the assump-
tion that K, < C, we choose the best dissociative diffu-
sion parameter D,K¥? in such a way as to ensure the
minimum root-mean-square deviation of the theoretical
diffusion profile [calculated using relationship (8)]
from the experimental profile C(2). For the opposite
inequality K, > C, the best parameter D,. can be
obtained in asimilar way. The best theoretical profiles
for these two cases are depicted by the solid lines in
Fig. 1c. For the dissociative diffusion (thick line), the
experimental points are rather well approximated for
the parameter D,KV2 = 0.67 cm¥? s, For the linear dif-
fusion (with a profile similar to the error (erf) function
shown by thethin linein Fig. 1c), the results of the the-
oretical calculations with the effective diffusion coeffi-
cient D, = 1.4 x 108 cm? s are in worse agreement
with the experimental data.

Therefore, we can make the inference that the crite-
rion for dissociative diffusion K, < Cissatisfied for the
Czochralski silicon samples. According to expression
(20), this means that the fraction of unoxidized mono-
mers C,/C;; = U(1 + G) is considerably larger than
(K/C)¥2, which is approximately equal to 20%. This
estimate does not rule out substantial oxidation of the

nitrogen monomers (when the ratio G = CT /C, is of
the order of unity) but necessarily excludes very inten-
sive oxidation (G > 1).

Itisof interest to note that, for FZ silicon, the nitro-
gen diffusion profile measured by secondary ion mass
spectrometry after annealing under the same conditions
(at 1000°C for 15 min) is adequately described by the
standard erf function [8], even though the criterion for
dissipative diffusion (K < C) obvioudly holdstrue. This
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Fig. 4. Dissociative diffusion parameters D1K1/2 obtainedin
thiswork (closed triangles) and calculated in [1] from other
data (open symboals).

apparent contradiction can stem from the fact that, in
FZ silicon (at a low oxygen concentration), nitrogen
dimersdissociate at alow rate with acharacteristic time
T comparable to the annealing time. In this case, the
nitrogen diffusion profile depends not only on the
parameter D,KY2 but also on the dissociation time T and
can be similar to the profile described by the erf func-
tion [1].

The other measured diffusion profiles are character-
ized by either adistortion of the surface portion (dueto
the penetration of contaminating donor impurities) or a
considerable precipitation of nitrogen. In the former
case, the undistorted profile portion (corresponding to a
deeper region) is insufficient for deciding between the
aforementioned alternative models. With allowance
made for the above inference regarding the dissociative
mechanism of nitrogen transport (K, < C), the disso-
ciative diffusion parameter D,KV? was determined to be
1.5 cm¥2 s for the profile obtained upon annealing at
1000°C for 10 min and 0.3 cm¥2 s for the profile
obtained upon annealing at 950°C for 20 min. In the
case when the profiles characterized by a noticeable
precipitation of nitrogen were processed under the
assumption that the normalized profile C(2)/C,, is only
dightly distorted as a result of precipitation, we
obtained the following dissociative diffusion parame-
ters: 2.25 cm¥2 s (annealing at 1050°C for 10 min),
0.8 cm¥? s (annealing at 1000°C for 30 min), and
0.8 cm¥2 s (annealing at 950°C for 50 min).

The dissociative diffusion parameters determined in
thiswork are presented in Fig. 4 (closed triangles). The
corresponding parameters calculated in [1] for the dis-
sociative diffusion in layers of implanted nitrogen and
FZ silicon doped with nitrogen are indicated by open
symbolsin Fig. 4 (trianglesfor Czochral ski silicon, and
circles for FZ silicon). Despite the wide scatter in
points, it can be seen that these results arein qualitative
agreement. The temperature dependence of the disso-
ciative diffusion parameter (the straight line in Fig. 4)
is characterized by an activation energy of approxi-
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mately 2.5 eV. This energy is equal to the sum of the
migration energy of an N; monomer and half the bond-
ing energy of an N, dimer. According to [1], the bond-
ing energy of the dimer isequal to 2.2 eV or somewhat
higher. Consequently, the migration energy of the
monomer is approximately equal to 1.4 eV or some-
what lower.

5. CONCLUSIONS

Thus, the nitrogen diffusion profile for oxygen-con-
taining silicon can be determined by a new highly sen-
sitive method based on the generation of shallow ther-
mal donors with sufficiently prolonged heat treatment
a moderate temperatures (at 650°C in the present
work). In contrast to the standard method of secondary
ion mass spectrometry, the new method is applicable at
arelatively low nitrogen concentration, which is depen-
dent on the concentration of acceptor (or donor) impu-
ritiesin the material. The concentration profile of shal-
low thermal donors (nitrogen—oxygen complexes) is a
function of the total nitrogen concentration. The con-
centration profile of shallow thermal donors (obtained
from the measured spreading resistance) is converted
into the nitrogen diffusion profile.

The proposed method was used to demonstrate that
the nitrogen transport in Czochralski silicon (asin FZ
silicon) occurs through the dissociative mechanism.
Dominant (virtually immobile) nitrogen dimers N, dis-
sociate into mobile nitrogen monomers N; which pro-
vide transport of nitrogen impurities. In this case, the
diffusion equation is nonlinear and the nitrogen diffu-
sion profile differs substantially from the conventional
profile (described by the erf function). This important
result implies that the fraction of oxidized (immabile)
nitrogen monomersis not very largein Czochralski sil-
icon at diffusion temperatures (approximately 1000°C
in this work). Otherwise, oxidized nitrogen monomers
rather than nitrogen dimers would predominate in Czo-
chralski silicon and the nitrogen transport would corre-
spond to linear diffusion with an effective diffusion
coefficient.

The measured diffusion profiles were processed,
and the dissociative diffusion parameters D,KY? were
calculated. The results obtained are in agreement with
the dataavailablein the literature. All these dissociative
diffusion parameters follow a pronounced temperature
dependence, even though there is a rather wide scatter
in pointsfor different samples. The origin of this scatter
remainsunclear. Evidently, it isnecessary to investigate
a considerably larger number of samples in order to
obtain more reliable averaged dissociative diffusion
parameters.
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Abstract—A method is proposed for constructing appropriate sets of special points in the Brillouin zone in
which the extended unit cell method is used with a subsequent shift from the center of the reduced Brillouin
zone. The proposed method offers several advantages over the commonly used Monkhorst—Pack method. The
difference in the construction of sets of special pointsfor the direct and reciprocal latticesis discussed for crys-
tals belonging to a nonsymmorphic space group. The cases of a planar square lattice and an fcc lattice are con-
sidered toillustrate general results. © 2004 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

Calculations of the electronic structure and proper-
ties of crystals, as a rule, are currently carried out in
terms of the density functional theory (DFT) in aplane-
wave basis, using the pseudopotential method to
describe the core electrons [1]. In this case, consider-
able computational effort is required to determine the
Fourier transform of the periodic potential in the direct
lattice in order to solve the one-electron Kohn—Sham
equations in a plane-wave basis. The Fourier coeffi-
cients are calculated by interpolating between a finite
number of pointsinaminimum cell of the direct lattice,
which, in turn, depends on the number of plane waves
involved in the basis used. The optimal choice of inter-
polation points determines, to a great extent, the effi-
ciency of the entire computation [2]. When the elec-
tronic structure of a crystal is calculated self-consis-
tently (both in aplane-wave basis[1] and in alocalized
atomic-type function basis [3]), the electron density
matrix of the crystal is determined approximately by
interpolating between its values at a finite number of k
pointsin the Brillouin zone (BZ) in each iteration cycle
of the self-consistent procedure. These points are cho-
sen using the theory of BZ specia points (SPs) devel-
oped in [4-6]. It was shown in [7] that, for the density
matrix of a crystal to remain idempotent, the summa-
tion over SPs should be performed by introducing the
so-called weighting function, which is equivalent to the
imposition of cyclic boundary conditions or consider-
ation of a cyclic cluster [8]. The difficulties that arise
when the SP theory is applied to metals are associated
with the power-law (rather than exponential) decay of
the off-diagonal elements of the density matrix and can
be surmounted by using the k - p method, which
enables one to significantly refine the interpolation
based on a finite number of SPs[9]. In this paper, we

develop a unified approach to the construction of a set
of SPsfor calculating integrals over minimal unit cells
of periodic systems (the Wigner—Seitz cell of a direct
lattice and the BZ of areciprocal lattice). This method
is based on a scale transformation [going over to an
extended unit cell (EUC)] for a direct or a reciproca
lattice; this transformation takes into account the space
symmetry of the crystal and makesit possibleto choose
a set of SPs for which calculations become progres-
sively moreaccurate asthe EUC isincreased in size. By
extending the approach proposed in [6, 2], we develop
a method in which efficient sets of SPsin the BZ are
constructed by applying the EUC method and perform-
ing a shift from the center of the folded BZ (FBZ); this
method offers several advantages over the commonly
used Monkhorst—Pack method [5]. (In [6], EUC and
FBZ are referred to as LUC (large unit cell) and SBZ
(small Brillouin zone), respectively.) The differencein
the construction of sets of SPs for the direct and recip-
rocal lattices is discussed for crystals belonging to a
nonsymmorphic space group. The cases of a planar
square lattice and an fcc lattice are considered to illus-
trate general results.

In Section 2, we consider the EUC—BZ method for
constructing a set of SPs in the BZ without and with
changing the crystal symmetry (symmetric and non-
symmetric extensions, respectively). The Fourier coef-
ficients of expansion in terms of symmetrized plane
waves are calcul ated for periodic functions defined over
areciproca lattice. The EUC—HBZ method with a shift
from the FBZ center is applied to construct SP sets for
planar square and fcc lattices.

In Section 3, the expansion in terms of symmetrized
plane waves is considered for periodic functions
defined over a direct lattice. Extended unit cellsin the
reciprocal lattice and reduced Wigner—Seitz cellsin the

1063-7834/04/4607-1213$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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direct lattice are used. It is shown that, in contrast to
symmetrized plane wavesin thereciprocal lattice, sym-
metrized combinations of plane waves in the direct |at-
tice are different for different space groups of the same
crystal classand of the same crystal system. Thisdiffer-
enceisillustrated for double-periodic symmetry groups
of the C,, crystal class, more specifically, the symmor-
phic P4mm and nonsymmorphic P4bm groups. In Sec-
tion 4, we discuss the application of the results of this
work for performing self-consistent calculations of the
electronic structure of crystals.

2. EXTENDED UNIT CELL IN THE DIRECT
LATTICE AND SPECIAL POINTS
IN THE BRILLOUIN ZONE

Let us consider a triply periodic system (bulk crys-
tal) whose direct lattice is characterized by primitive
trandation vectors g (i = 1, 2, 3) possessing the prop-
erty (g - b)) = 2mQ ; and whose reciprocal lattice is
characterized by primitive vectors bj (G=1,2 3).The
transformations of the direct lattice considered in what
follows can also be applied to double- and single-peri-
odic systems. The basic trandation vectors of an EUC
inthedirect lattice can be expressed in terms of aninte-

ger matrix L as
al = ZL,. ., L=detl. 1)

The number of primitive cellsin the EUC in the direct
lattice is equal to the determinant L of the transforma-
tionmatrix in Eq. (1). Asaprimitive cell, we choose the
Wigner—Seitz cell. The primitive tranglation vectors of
the direct lattice can be expressed in terms of the basic
trangdlation vectors of the EUC as

a = Z(t)alaf”. @)

It iswell known that the space group F® of acrystal
(where s specifies the space groups belonging to the
same crystal class F) contains the group T of tranda-

tions through vectors a,, = Zi n,a; asan invariant sub-

group and that the crystal class F is isomorphic to the
factor group F®/T. Irrespective of whether the space
group F® of a crystal is symmorphic or nonsymmor-
phic, the space group of the corresponding reciprocal
lattice is symmorphic and belongs to the same crystal
class F. The type of reciprocal lattice involved can dif-
fer from that of the direct lattice; for example, a direct
fcc lattice has as its reciprocal a bee lattice. Note that
the point group F either coincides with the | attice point
group F, or isits subgroup, F [ F;. Under a symmetry
operation f O F, trandations a, of the direct lattice
transform into integer combinations of the primitive

EVARESTOV, SMIRNOV

vectors. In particular, for the primitive translations, we
have

fa = Z?ii'ai-. 3

The trandation vectors related by point symmetry
operations belong to the same star. Let us number the
coordination shellsin the direct lattice by anindex nin
increasing order of their radius R,. A coordination shell
can contain a few stars of the direct-lattice vectors
related by symmetry operations f 00 F. In this case, we
specify independent stars belonging to the same coor-
dination shell by the index v. Summations over lattice
vectors a, will be performed as follows: first, we sum
over the vectors belonging to the same star v, then over
the stars v belonging to the same coordination shell n,
and finally over the coordination shellsn:

2722 2 @

v a,d(nv)

The trandations through direct-lattice vectors a(L)

form an infinite translation group T®:
(L) z nJa(L) D T(L), (5)

where n; areintegers.

The factor group TV = T/TW isthe finite group of
internal direct-lattice trandations of the EUC. In this
group, the tranglations a,, are defined to within a vector

al” O TO; therefore, this group is a group with trans-
lation addition modulo T®,

Transformation (1) of the basic translation vectorsis
termed symmetric if the point symmetry of the lattice
generated by the EUC coincides with the point symme-
try of the original lattice (the type of lattice generated
can be different, but it must belong to the same crysta
system). For a symmetric transformation characterized
by amatrix L, the matrix LT(L)™ must be an integer
matrix. Indeed, under symmetry operations of the point
group of the crystal, the basic tranglation vectors a(L)
of the EUC are transformed as

al = ZL,.fa = ZL ----- (Chal”

v ®)
=3 (LFLHal,
R
where we took into account Egs. (1)—(3).
PHYSICS OF THE SOLID STATE Vol. 46 No. 7 2004
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If transformation (1) is not symmetric, then the
tranglation group T® is characterized by alower point

symmetry F© 0 F,. Translations a'" can also be bro-
ken down into coordination shellsand starswith respect
to the point group F®),

As an example, we consider a square lattice charac-
terized by primitive trandation vectors a, = (1, 0) and
a, = (0, 1) (in units of the lattice parameter a). The cor-
responding reciprocal lattice is also a square | attice and
ischaracterized by primitive vectorsb; =(1,0) and b, =
(0, 1) (inunits of 217a). Figure 1 showsthe basic trans-

lation vectors for two symmetric (aiz) : aéz) forL=2

41 41
and ai ), aé

(a§42), a§42) for L =4 and af), aés) for L = 5) exten-
sions of the primitive cell of the direct lattice. The
matrices of the corresponding transformations of the
primitive vectors of the original lattice are shown in
Tables 1 and 2. For transformation (1) in the direct lat-
tice of the crystal, the corresponding transformation in
the reciprocal lattice is characterized by the inverse
matrix and has the form

) for L = 4) and two nonsymmetric

b = 3 (Lhuby, (@b} = 2ng;. ()

Transformation (7) defines the FBZ, i.e., the Wigner—
Seitz cell in the reciprocal lattice corresponding to the
EUC in the direct lattice. The volume of the FBZ is L

times|ess than the BZ volume. Any point k inthe FBZ
isequivalent to L pointsin the original BZ,

@ kT ahe, t=12.L  ©
j

because it is joined with these points through transla-
tion vectors bj(s) of the new reciprocal lattice. The num-

bers qt(jb) are such that the points kfk) belong tothe BZ.

Out of the equivalent pointsthat are at the BZ boundary
and, therefore, are joined through reciprocal-lattice

vectors b, = f’: ,mb;, only one point is taken into
account. Figure 2a shows the pointsin the original BZ
that are equivalent to the center of the FBZ for four

EUC-FBZ transformations (described in Tables 1, 2).

The transformation corresponding to the transition
to an EUC in the direct lattice can be used to construct
sets of SPsfor calculating the Fourier coefficients of a
function ¢(k) and, in particular, for performing numer-
ical integration of the function over the BZ. The func-
tion ¢ (k) isassumed to be periodic in the reciprocal -l at-
tice space with periodsb; (j = 1, 2, 3) and to beinvariant
under the symmetry operations of the crystal class F of
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a)

al?

a® afd

? "t

Fig. 1. Primitive trandlation vectors and translation vectors
of two symmetric aﬁz) , agz) for L =2 a&‘u) , agu

L = 4) and two nonsymmetric (a§42) , a§42

) for

) forL=4; ais) :
aés) for L = 5) extensions of the primitive cell of the direct
lattice.

the space group F© of the crystal. The symmetry of the
function ¢(k) is the same for crystals belonging to any
(symmorphic or nonsymmorphic) space group of the
crystal classF:

d(k+by) = (k) = ¢(fk),
3
fOF, by = S mb ®)

i=1

In order to interpolate the function ¢(k), whose values
at afinite set of points are assumed to be known, we use
planewavesexp(ik - a,) that are periodic in therecipro-
cal-lattice space with periods b; (j = 1, 2, 3). Since the
function ¢ (k) possesses the full symmetry of the crys-
tal, we use symmetrized combinations of plane waves.

Ny

Ne

ow

Ny ,
e > exp(ik Dfay),

fOF

Po(k) = *= 5" exp(i f "k ()

fOF

(10)

where the subscript h numbers the coordination shells
of the vectors fa, in increasing order of their radius R,
and v specifies the irreducible stars of vectors belong-
ing to the coordination shell of radius R, (if there are
more than one such stars). Thus, a symmetrized plane
wave P,,,(k) correspondsto the vth star belonging to the



1216

EVARESTOV, SMIRNOV

Table 1. Parameters of SP sets for double-periodic crystals belonging to the C,, crystal class (square lattices)

Before shifting After shifting through k
n
L M N M/N Ry Legt Mg Net | Me/Ner | R,
. 0700 -
L=n0t0F L=r® k=11
0o 10 4n
1 1 1 1 1.0 1 4 3 1(3) |30(10 2
2 4 3 3 1.0 2 16 9 3(6) | 3.0(15) 4
3 9 6 3 2.0 3 36 19 6(10) | 3.2(1.9) 6
4 16 9 6 15 4 64 31 10(15) | 31(2.) 8
5 25 14 6 23 5 100 48 15(21) |32(23)| 10
6 36 19 10 1.9 6 144 65 21(28) |31(23)| 12
. 0440 .
f=nnlly L=2n® k=211
0-110 4n
1 2 2 2 1.0 )2 4 3 1(3) |30(L0) 2
2 8 5 4 1.2 2.2 16 9 3(6) | 3.0(15) 4
3 18 11 6 18 3.2 36 19 6(10) | 3.2(1.9) 6
4 32 17 9 1.9 4.2 64 31 10(15) | 3.1(2.) 8

Note: The values of N and Mg/Ngs that correspond to the SP set with L = Ly containing the I point (k = 0) are given in parentheses.

nth coordination shell of radius R, in the direct lattice.
N, is the number of rays of the star nv.
The functions P,,,(k) form a complete orthonormal

set in the space of fully symmetric periodic functions
[4]:

(Pry(K), Prv(K))
1 (11)
Vi

Ip:v(k)Pn'v'(k)dk = OOy
0

We expand the function ¢(k) in terms of the symme-
trized plane waves P, (K):

(k) = 5 CoyPry(k). (12)

Using Egs. (11), the Fourier coefficients of this expan-
sion can be found to be

_ 1 ps
Cov = Vb\_/[an(k)d)(k)dk- (13)

PHYSICS OF THE SOLID STATE \Vol. 46

In particular, the zeroth Fourier coefficient

-1 - T
Co = \Tb_[¢(k)dk = ¢(k) (14)

is related to the integral of the function ¢(k) over the
BZ.

The trandation group T contains afinite number

L of elementsa,. Irreducibl e representations of the T

group are one-dimensional, and their characters are
x" (a,) = exp(k; -a,) (t=1,2, ..., L), wherek, = k*

[see Egs. (8)]. The so-called second orthogonality rela
tion for the characters has the form

L

Zexp(ikt [a,)exp(-ik, (&,) = LZ(San .,aé”’(ls)
t=1 n

—-a,

where a,, can be considered to be determined to within
EUC vectors a,%L) [seeEq. (5)]. Wemultiply Eq. (15) by

No. 7 2004
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Table 2. SP setsfor double-periodic crystals belonging to the C,,, crystal class (square | attices)

1217

No. L L k M N M/N Ru Wi SP
1 [ fwo | 1 |00 1] 1 |1 |1 |1 ©,0)
w4 usy | 3 1 |30 |2 1 %4%
2 | Ly | 2 |00 2 | 2 |10 |2 |33 ©.0. 54
s v | 3 1 |30 |2 1 %’Zlg
3 | teo| 4 |00 3 | 3 |10 |2 %1,%,%1 0,0), %,(E,%,%
wa, u4 | 3 1 |30 |2 1 %’ZE
(1/4,0) 5 | 2 |25 |25 |33 LEET
wsvg | o | 3 30 |4 |33F |BAROES
4 |ty | 5 |00 4 | 2 |20 | f5 ég ©,0), %%
(10,15 | 7 3 23 | /10 %ég %,(%%%E—fa,%
5 |22 | 8 |00 5 | 4 |12 |20 3375 (00,538 ¢4
(1/4, 0) 5 | 2 |25 |25 |33 LEET
wsvgy | o | 3 30 |4 |33; |BRROED
6 | L@zo | 9 |00 6 | 3 |20 |3 |2%2%2 JooHERY
7 | (a0 16 | (0,0) 9 6 15 |4 %,%,% (0,0), %%%%
111 |getnds
wsug | o | 3 |30 |4 [212 |BHEHEY

2

O O
Note: L(ny,n,) = E E L(ny,ny) = ni”‘z-
O O

PHYSICS OF THE SOLID STATE Vol. 46 No.7 2004
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O
S
O
(b)
b 1/2b, bS' b
| QMD N
\ Shoy
N\ \Y
by \\\ \ b2)
\ 1
W I > ~— 3
7;‘\;,\“\:\\\ pED
O—F—0+—0—
o 1/2b,
® O
O

Fig. 2. Specia points generated by two symmetric (a(z) ,

(41)

)forL 2; ay (41) for L = 4) and two nonsymmet-

r|c(a(42) (42) forL=4; a(s) a, (5 for L = 5) extensions

of thepri mltlve cell of the direct lattice (a) without shifting
(k =0) and (b) with shifting through k # 0.

exp(ilz -(a,—a,)) and represent it in the form
L ~ ~
S exp(ik; o) exp(-ik" ay)
t=1

(16)

a,, a

= Lz exp(ik Hay-ay))3, _, o
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where summation is performed over the shifted set of
BZ points given by Eq. (8). Writing Eq. (16) for all vec-
torsfa, andf'a, (f,f'0F),i.e, for starsnv andn'v', and
then summing these equations and multiplying the

A Nnv Nn'v‘

2
Ne

result by , We obtain

k(k) «/N

B

Z exp(i

<y exp(-ik®ofa)) = L

frOF Ne

Ny Ny
I"IV2 nv (17)

Yy S exp(ik [(fa,—f'a))8 .. o

n fOFf'OF

for symmetric and nonsymmetric transformations (1),
we thus obtain

L ~ ~
S Po(k®)PR (k)
t=1

O max|a, — f'a,|

EL Nr?vvnv Pn"v"(k)én"ﬁa\;"\% (18)
_ O & v,Ry = min|a, — f'a,|
B max|a, — f'a,|

L > Nor Py () 88,51

g .. 4
[] W V'Ry= min|a, — f'a,|
respectively, where

Pre(K) = 40

Ne

S Y ewikOfas, .
fO Fan., O (ﬁ\;) (19)
N nv,n'v' _ N Nnv Nn‘v'
n'v' = '
Ne/Nyy:

and h and v are indices numbering the coordination

shellsand stars of vectors a ) OTO, Thesum over a,
in EQ. (19) does not involve aII rays of the stars fa,,

only the raysthat are vectors a ) of the coarser lattice.

Since P,,,(k) and their products are fully symmetric
functions, the summation in Eq. (18) over set (8) of
points in the BZ can be replaced by summation over
representatives of starsj of thissetinanirreducible part
of the BZ. Let us denote the number of points defined

by Eq. (8) inthejth star by N,-“z) and introduce weight-
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ing factors W]-(k) = Nj(k)/L. With this notation, Eqg. (18)
can be rewritten as
N i i i
k k k
S WP (ki )PR (k)

i=1

O maxa, - f'a, . .

3 Nor™ P (K) 8By, (20)
_ Cho v Ry = minja, — f'a,|
- % max|a, — f'a,|

0 N Pris(K) 8y,

ul z n"v' ( ) n"Av us

UN) V", Ry = minja, — f'a,|

where N('z) isthe number of points defined by Eq. (18)
in an irreducible part of the BZ.

Let the function ¢ (k) be represented by a truncated
Fourier series approximating Eq. (12),

M-1

8() = ¥ S CoPulk).

n=0 v

(21)

The number of terms in this sum (M) is referred to as
the accuracy of approximation of the function ¢ (k) and
of various integrals involving this function.

The left-hand side of Eg. (20) is nonzero only for

irreducible stars fa, containing vectors a( ) of the

coarser lattice; i.e., it is zero, for example, for the stars
that belong to the coordination shells with radius Ry

lyingintherange 0 < R < min|aj(L) 20| =Ry If K is

chosen so that P,.,.(k ) =0 [or Py (k) =0, for anon-
symmetric transformation defined by Eq. (1)] for the
first coordination shell (or thefirst several coordination
shells) in the coarser lattice, then the accuracy of calcu-
lation with a set of SPs can be increased to My > M,

corresponding to a coordination shell radius Ry . In
this case, the number of SPsin the irreducible part of
the BZ can decrease or increase (see below). Thus, the
left-hand side of Eq. (20) will be nonzero for stars fa,
belonging to coordination shells with aradius lying in
the range

0<R,<Ry, 2 Ry. (22)

For the radii to be within range (22), n and n' must be
suchthat Ro= R, + R; < Ry, , because maxja, —f'a,| <
lan| + || = Ry + Ry (f* O F).

The coefficient C,,, (n < M) of expansion (21) can be
calculated from the values of the functions ¢(k) and
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P,W(k}“ ) at points(8) if Ry + R,< Ry, (f OF). Indeed,
we have

z (k)(l)(k(k)) EP* k(k))
: (23)

z zcnvzw“m(k‘“) P (k") = C,.

n=0 v

Using the set of SPs (8), the coefficient C,, (n < M) is
calculated with an accuracy determined by the condi-
tion Ry < (Ry,, —R,) and depending on the number n.
In particular, the accuracy of calculationishighest (M =
Mg;) for the coefficient C, (n = 0, R, = 0) given by
Eq. (14), i.e, the integral of ¢(k) over the BZ, and the
accuracy isthelowest for the coefficientsCy, _, ,, given
by integrals (13) with n = M — 1. In the latter case, the
accuracy M is determined by the inequaity Ry _; <

Ru,, /2. Thequantity Eg; = Mgr/N™ iscalled the effi-
ciency of aset of SPsinthe BZ.

For a symmetric transformation (preserving the F
point symmetry), the sets of SPs (8) with k =0 consist

of integer stars. Shifted sets of SPs (with k # 0), asa
rule, and sets (8) obtained for nonsymmetric transfor-
mations do not possess this property. In any case, rela
tion (23) should be applied to a fully symmetric func-
tion ¢(k), i.e., after symmetrizing it with respect to the
point group of the system.

Among nonsymmetric transformations (1), the

transformations with aj(L) belonging to the same coor-
dination shell of radius Ry in the original lattice are
most appropriate for cubic lattices. Such vectors will
form thefirst coordination shell of the new latticeif the
sum and difference of any two of them are no less in

magnitude than the vectors a ) themselves. Therefore,

theangles a;;: between these vectors must meet the con-
dition W3 < 0(“-' < 213, which can always be satisfied.
Thus, one can aways construct a sequence of SP setsin
which the accuracy of sets increases successively by
unity. This sequence also contains SP sets correspond-
ing to symmetrical transformations (1).

Table 2 shows matrices L of transformations (1) in
the direct | attice and the corresponding SP sets (8) with

k = 0. For each of the sets, Table 2 lists the weights

(0) of their vectors k( ) the accuracy of the set M for
mtegral (14), and the number of SPs in the set. The
accuracy of an SP set can be specified by the radius Ry,
of the coordination shell of the corresponding transla-
tion vectors (in units of the square-lattice constant a).
For nonsymmetric extensions of the primitive cell of
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thedirect lattice, different choices of trand ation vectors
bel onging to the same coordination shell can lead to SP
sets characterized by different accuracies. Figure 2a
shows the FBZ translation vectors corresponding to the
transition to the EUCs indicated in Fig. 1.

Using a square lattice as an example, we will show
that the efficiency of an SP set constructed by the EUC—
FBZ method can be increased by shifting al pointsin

the BZ simultaneously through avector k # 0 (Fig. 2b).
It followsfrom Table 1 that, for the EUC—BZ transfor-
. . .~ 01140 ~
mation with matrix L = O O and for k = (1/4,
0-110

1/4), the SP set has one point in the irreducible part of
the BZ (Fig. 2b) instead of two points obtained for k =

0. However, since the star of the vector k = (14, 1/4)
consists of four vectors, it turns out that the SP set for

L = 2 obtained by shifting through the vector k = (1/4,
1/4) correspondsto the SP set obtained using the matrix

-~ Oood . .
L=0 O with L = 4 and shifting through the same

go 20

vector k = (1/4, 1/4). Therefore, with appropriate

choice of vector k in the FBZ, fairly efficient SP sets
can be constructed even for small extensions of the
primitive cell in the direct lattice. Table 2 lists the SP

sets with both k = 0 and various shifts k # 0 obtained
by usfor asquare lattice with symmetry F = C,,. It can
be seen from Table 2 that, as regards the efficiency of
the SP set obtained, the EUC-FBZ transformation with
subsequent shifting is equivalent to the transformation
with alarger Ly and, therefore, is characterized by an
effectively higher accuracy My and a higher value of
Eett = Mest/Nest.

Table 3 lists the parameters of various SP setsfor an
fcc lattice (crystal class O,) obtained using symmetric
extensions in the direct lattice with both a diagona
transformation matrix (preserving the fcc Bravais lat-
tice) and off-diagonal matrices corresponding to transi-
tions to simple cubic and bcc lattices. The data from
Table 3 complement the results obtained in[2] and indi-
cate the specific EUCHBZ transformationsthat lead to
the constructed SP sets.

The Monkhorst—Pack method [5] is a specific case
of the EUC-FBZ method proposed by usfor construct-
ing SP setsin the BZ; this case correspondsto transfor-

mation (1) with a diagona matrix (Lji = nd;;i,j =1,
2, 3) and shifting k = %(nl, n,, ng) for even values of

n,, n,, and nz and without shifting (I~< =0) for odd val-
ues. It can be seen from Table 3 that, for the fcc Bravais
lattice (N, = n, = nz = n), the Monkhorst—Pack method
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does not give amonotonically increasing accuracy M of
SP setswith increasing n. Indeed, forn=3, 4, 5, 6, and
7, the Monkhorst—Pack sets of SPs correspond to accu-
racy M (My) =9, 30, 24, 67, and 46, respectively. Inthe
EUC-FBZ method, the accuracy My of SP sets
increases monotonically with n.

Now, we briefly discuss the relation between the SP
sets and the cyclic-cluster model commonly used for
calculating defects in crystals [10-12]. In this model,
an infinite crystal is replaced by afinite crystal (coin-
ciding with an EUC in the direct lattice) and cyclic
boundary conditions are imposed; that is, all transla
tions of the EUC as a whole are assumed to coincide
with zero trandation. It was shown in [7] that an
approximate calculation of the one-electron density
matrix of an infinite crystal based on an SP set obtained
using the EUC-FBZ method leads to the cyclic-cluster
model with acluster corresponding to the EUC chosen.

Inthiscase, the SP setsobtained contain k =0, because
the symmetry group of a cyclic cluster (for symmetric
extensions) has an identity representation correspond-
ing to the center of the BZ.

The shifting through vector k considered above
when constructing SP sets corresponds, in fact, to con-
sideration of alarger cyclic cluster, i.e., to an increased
accuracy of interpolation over the BZ when calculating
the density matrix. Note that, in the cyclic-cluster
model, it is expedient to use only symmetric extensions
in constructing EUCSs, because only in this case is the
symmetry of the one-electron density matrix of acrys-
tal preserved. When SP sets are constructed, the infi-
nite-crystal model is considered and nonsymmetric
extensions are used only in order to ensure the proper
weights in the SP set and appropriate accuracy of the
set. As aready mentioned above, if an SP set con-
structed through a nonsymmetric extension is used to
calculate the density matrix, summation should be per-
formed over the stars of the vectors in the irreducible
part of the BZ that enter the SP set. In the following sec-
tion, we consider the problem of integrating a fully
symmetric function (defined in direct space) over the
primitive cell of the direct lattice.

3. EXTENDED UNIT CELL IN THE RECIPROCAL
LATTICE AND SPECIAL POINTS
IN THE WIGNER-SEITZ CELL

The EUC method for constructing an SP set in the
Wigner—Seitz cell is similar to the EUC method for
constructing an SP set in the BZ (see Section 2). In this
section, we dwell on distinctions between these
methods.

Let afunction U(r) be fully symmetric with respect
to the space group F© of acrystal:

U(r +a,) = U(r) = U(fe,r), (24)
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Table 3. Parameters of SP setsfor crystals belonging to the O, crystal class (fcc lattices)
Before shifting After shifting through k
n
L M N M/N Rwv Lest Mt Nest M s/ Nest Ry t
O O
. 0l00n . - 1
L=nOp100 L=n7, k:ﬁ(l,l,l)
O
0oo1ln
2 8 4 3 13 J2 32 8 2(6) | 4.0(1.3) 2
3 27 9 4 22 3./212 108 17 6(10) | 2.8 (1.7) 4.5
4 64 15 8 19 2./2 256 30 10(19) | 3.0(1.6) 4
5 125 24 10 24 5./2/2 500 47 19 25 125
6 216 34 16 21 3.2 864 67 28 24 18
7 343 46 20 23 7.J212 1372 91 44 21 245
8 512 59 29 20 4./2 2048 118 60 2.0 32
9 729 75 35 21 9./2/2 2916 148 85 17 40.5
H [l
A o-11 1q - 1
L=n01 -1 10 L=4n", k=-=(111)
0 0 4n
01l 1-1Q
1 4 2 2 1.0 1 32 8 2 4.0 2
2 32 8 6 13 2 256 30 10 30 4
3 108 17 10 1.7 3 864 67 28 24 18
4 256 30 19 16 4 2048 118 60 2.0 32
~ Hs-1-1{ L.
L:n%_l 3 _1%, L =16n", k :A—,ﬁ(l’l’l)
0-1-1 3
1 16 6 3 20 J3 32 8 2 4.0 2
2 128 23 11 21 2./3 256 30 10 30 4
3 432 51 22 23 3./3 864 67 28 24 18
4 1024 89 45 20 4./3 2048 118 60 2.0 32

Note: The values of Nt and Mgg/Ngg that correspond to the SP set with L = Lg containing the I point (k = 0) are given in parentheses.

+a,) O F® are operations of the

tions ¢ (k) inreciprocal space, functions U(r) satisfying

where ftf’n =(ft

symmetry group of the crystal and tis) are improper
trandations that accompany orthogonal operations f of
the point group F of the crystal (for symmorphic space
groups, all improper translations can be considered to
be zero trandation if the origin of the coordinates is
chosen properly). In contrast to fully symmetric func-
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Eqg. (24) have different symmetry for space groups
bel onging to the same crystal class and the same crystal
system because of the differencein the sets of improper

trandations tﬁs) that accompany operationsf [ F.

By anaogy with anirreducible part of the BZ in the
reciprocal lattice, we can define an irreducible part of
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<~ IWS for P4mm
1
2

- IWS for P4bm

Fig. 3. Irreducible parts of the Wigner—Seitz cell (IWS) for
the P4mm and P4bm layer symmetry groups.

theWigner—Seitz cell (IWS) inthedirect latticeasacell

containing one representative of each star ft(g)r (fdpF).

It turnsout that IWS cellsfor different groupsof acrys-
tal class and of acrystal system are different (whereas
irreducible parts of the BZs of such groups are identi-
cal). Asan example, we consider two layer groups with
a square lattice, PAmm and P4bm, belonging to the
crystal class C,,. The P4mm group is symmorphic,
whereas in the P4Abm group all reflectionsin planes are
accompanied by improper trandation (1/2, 1/2) through
the improper translation vector t, = (a; + a,)/2. Figure
3 shows irreducible parts of the Wigner—Seitz cell for
these groups.

In calculations of the electronic structure of crystals
performed in aplane-wave basis, this difference should
be taken into account when calculating integrals over
the Wigner—Seitz cell of the direct lattice (Fourier coef-
ficients). In this case, plane waves exp(ib,, - r) symme-

trized with respect to space group F® [asin Eq. (10)]

are used:
/Ny

(s) —
mu(r) - nF

S exp(iby, ) ™)
fOF (25)
= S exp(ifby, ) Cexp(-ifby, 1),

fOF

The symmetrized wave Qr(ns\f (r) corresponds to the puth
star belonging to the mth coordination shell of radius
Kminthereciprocal lattice. In Eq. (25), Ny, isthe num-
ber of raysin the star myu.

In contrast to the symmetrized combinations of
planewavesin reciprocal spacein Eq. (10), the symme-
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trized plane waves in the direct lattice defined by
Eq. (25) are different for different space groups of a
crystal class because of the presence of the factor

exp(-ifby, - tis)). Table 4 lists symmetrized combina

tions of plane waves Q,(Tff1 (r) for the P4Amm and P4bm

symmetry groups of crystalline layers belonging to the
same crystal class.

When integrals over the Wigner—Seitz cell are cal-
culated approximately, an expansion in terms of

& (r) is used [asin Eq. (12)],

U(r) = Y CruQm(r)
mp
with subsequent truncation of the series[asin Eq. (21)].

Similarly to set (8), an SP set in the Wigner—Seitz
cell hasthe form

(26)

(@ = F+th,-afs), t=12..,L, (27)
j

where vectors aj(s) define a folded Wigner—Seitz cell
[cf. Eq. (8)]. The numbers g are chosen such that the

points r{") lie in the Wigner-Seitz cell; furthermore,
out of the equivalent points that are at the boundary of
the Wigner—Seitz cell and, therefore, are joined by
direct-lattice vectors a,,, only one point is taken into
account.

By analogy with SP sets in the BZ, the accuracy

M of SPsetswith F =0in the Wigner—Seitz of the
direct lattice is determined by the radius Ky, =2

min|b{")| > 0. The values of this radius for the first 14

coordination shells of the sguare lattice are listed in
Table 4. Asin the theory of SPsin the BZ, integration
over theWigner—Seitz cell can be performed using only
pointsinitsirreducible part and the efficiency of an SP

set is characterized by the quantity ng) = Meﬁ/N(F),
which is the ratio of the number of the coordination
shell of radius Ky, inthereciprocal lattice to the num-

ber N© of SPsin the IWS cell.

We do not consider specific SP sets in the Wigner—
Seitz cell, because they can easily be derived from SP
setsin the BZ. The coordinates of SPs are measured in
units of the primitive vectors of the direct lattice. When
choosing an SP set, it should be taken into account that
the type of reciprocal lattice involved can differ from
the type of the corresponding direct lattice. For exam-
ple, the data on SP sets listed in Table 3 for the direct
fcc lattice can be used to perform integration over the
Wigner—Seitz cell of abcc lattice.

No. 7 2004
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Table4. Symmetrized planewaves Qfﬁzl (r) inasguarelattice for the PAmmand P4bm symmetry groups of crystallinelayers.
Vectors K ¢ representing the stars of wave vectors and their lengths dg are given in units of 21va, and the coordinates x and y

are given in units of a (a isthe lattice parameter)

m| Ko | d P4mm (C3,) P4bm (Cj,)
0/ (,0 |0 1 1
1|10 |1 €0s(211X) + cos(21y) 0
2 (L1 |./2 |2cos(2rx)cos(2my) 2cos(2rx)cos( 21ty)
311202 Cos(411X) + cos(4my) C0os(411X) + cos(4Ty)
41 (21| .5 | .J2[cos(2mx)cos(4my) + cos(41x) cos(2my)] | «/2[ sin(21x) sin(41ty) — sin(41x) sin(211y)]
5| (2,2 | 2./2 | 2cos(4rx)cos(4my) 2cos(41x)cos(41y)
6 (303 cos(611X) + cos(6Ty) 0
7131 | /10 | J/2[cos(6Tx)cos(2my) + cos(2x) cos(6Ty)] | ~/2[ cos(6TX) cos(21y) + cos(27x) cos(6T1y) ]
8 | (3,2 | /13 | /2[ cos(4Tx) cos(6Tty) + cos(6TX) cos(4Ty)] | ~/2[ sin(4TX) sin(6Tty) — Sin(6TX) sin(4T1y)]
9140 |4 cos(8mx) + cos(8ry) cos(8mx) + cos(8ry)
10 | (4,1) | /17 | J/2[cos(2mx) cos(8my) + cos(8TX) cos(2my)] | +/2[ sSin(21x) sin(8Tty) — sin(8Tx) sin(21y)]
11 | (3,3) | 3./2 | 2cos(61X)cos(6rty) 2cos(61x)cos(61y)
12 | (4,2) | /20 | ./2[cos(8TX)cos(4Ty) + cos(4Tx)cos(8Ty)] | +/2[ cos(8Tx) cos(4Tty) + cos(4Tx) cos(8Ty) ]
13 1(,0 |5 cos(10mx) + cos(10rmy) 0
14 1 (4,3) |5 J2[(61X) cos(8T1y) + cos(8Tx) cos(6T1y)] J2[ sin(6mx) sin(8y) — sin(8mx) sin(6Ty)]

4. CONCLUSIONS

The data obtained in this paper on the optimal SP
sets for calculating the Fourier coefficients of periodic
functions in the direct and reciprocal lattices are of
importance in estimating the accuracy of calculation of
the electronic structure of crystals. When a plane-wave
basis is used, the accuracy of calculation depends on
the number of plane waves in the basis and on the SP
set in the Wigner—Seitz cell used to calculate the Fou-
rier coefficients of expansion of the density in terms of

symmetrized plane waves Qr(f& (r). The quality of the
basis used is characterized by the so-called truncation

energy, which isthe kinetic energy Kiaxlz correspond-
ing to the plane wave with the maximum reciprocal-lat-
tice vector K, included in the plane-wave basis. The
quality of an SP set is characterized by the accuracy
Mg and depends on the radius Ry, . These character-

istics of the basis and SP set are often considered to be
independent, and the convergence of the results is
improved by increasing both the truncation energy
(which also depends on the pseudopotentials of the
specific atoms of the crystal) and the accuracy of the
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SP set in the Wigner—Seitz cell. However, as shown in
Section 2, for the basis used (i.e., for afixed K., the
SP set should be chosen so that its quality Mg corre-
sponds to the quality of the basis.

When a basis of localized atomic-type functions is
used, all relevant integrals of the basis functions can be
calculated analytically (without humerical integration
over the Wigner—Seitz cell); however, the results of cal-
culations depend on the quality of the basisused. Inthis
case, the accuracy of summation over the BZ should
correspond to the size of the cyclic system for which
integralsinvolving basis functions are summed over the
direct lattice [7].
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Abstract—The specific features of the absorption, photoluminescence, x-ra%/ luminescence, thermally stimu-
lated luminescence, and photostimulated |uminescence spectra of CsBr : Eu“* single crystals grown using the
Bridgman method are investigated in the temperature range 80-500 K at the highest possible dopant content
(0.1-0.4 mol % EuOBr in the batch) required for preparing perfect crystals. It is shown that an increase in the
dopant content leads to a broadening of the absorption and photol uminescence excitation bands with maxima
at wavelengths of 250 and 350 nm due to the interconfigurational transitions 4f /(3S;,,) — 4f®5d(ey, tpg) in
Eu?* ions. The photoluminescence and photostimulated luminescence spectra of CsBr : EUOBT single crystals
(0.2-0.4 mol % EuOBr) contain aband at a wavelength of A, = 450 nm and bands at wavelengths of A, =
508-523 and 436 nm. The last two bands are assigned to Eu?*—V isolated dipole centers and Eu®*-containing
aggregate centers, respectively. It isrevealed that the intensity of the luminescence associated with the aggre-
gate centers (A a = 508-523 nm) is maximum at an EuOBr content of less than or equal to 0.1 mol % and
decreases with an increase in the dopant content. The possibility of forming CsEuBr;-type nanocrystalsthat are
responsible for the green luminescence observed at a wavelength A, = 508-523 nm in CsBr : Eu crystals is
discussed. The intensity of photostimulated luminescence in the CsBr : EUOBr crystals irradiated with x-ray
photons is found to increase as the dopant content increases. It is demonstrated that CsBr : EUOBT crystals at a
dopant content in the range 0.3-0.4 mol % can be used as x-ray storage phosphors for visualizing x-ray images

with high spatial resolution. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

At present, x-ray images are predominantly visual-
ized with the use of BaFBr : Eu materials as storage
phosphors[1]. As hasbeen shown in anumber of recent
works [2—6], dkali halide crystals doped by ruthenium-
like or rare-earth ions with 4f-5d transitions (in partic-
ular, CsBr : Eu?*) exhibit better performance character-
istics as compared to BaFBr : Eu?* compounds. How-
ever, the luminescence properties of CsBr : Eu crystals
have been adequately investigated only at low activator
contents (0.01-0.1 mol %) [7, 9]. An important feature
of the incorporation of Eu?* impurities into the CsBr
compound is the formation of Eu**—V, dipoles (Vs is
acation vacancy), which, under specific conditions, can
form both associates of dipole centers [9] and nanoc-
rystals or precipitates of other phases [6, 10, 11]. In
turn, the formation of these dipoles can bring about sub-
stantial changes in the characteristics of storage phos-
phors[5, 6, 10]. Moreover, it has remained unclear how
the optical and luminescence properties of CsBr: Eu
crystals are affected by oxygen impurities acting as a
compensator (an alternative to the V- vacancies) for an
excess charge of Eu?* ionsin these crystals [10, 12].

The purpose of the present work was to investigate
the specific features revealed in the optical spectra of
CsBr crystals doped with EUOBT at the highest possible
content (0.1-0.4 mol % EuOBr in the batch) required
for preparing single-phase materials and to determine

the appropriate conditions for these phosphor crystals
to be used to visualize x-ray images.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The absorption and luminescence spectra of
CsBr: EUOBr crystals upon excitations of different
types were investigated as a function of the EuOBr
dopant content. The crystals were grown using the
Bridgman method from a cesium bromide salt (reagent
grade) in evacuated silicatubes at aresidual pressure of
1.3Pa

The EuOBr compound was synthesized from the
crystal hydrate EuBr; - 6H,O upon heat treatment at
high temperatures [13]. The EuOBr dopant thus pre-
pared wasintroduced into the batch at a content varying
in the range 0.1-0.4 mol %. At higher dopant contents,
the crystalsgrown contained inclusions of other phases.

The absorption spectra were recorded on a Specord
M40 spectrophotometer at atemperature of 300 K. The
photoluminescence, x-ray luminescence, thermally
stimulated luminescence (TSL), and photostimulated
luminescence (PSL) spectra in the temperature range
80-500 K were measured on a photometric setup
(SF-4A  monochromator) equipped with an FEU-51
photomultiplier. The photoluminescence was excited
with radiation from an LGI-21 nitrogen laser (wave-

1063-7834/04/4607-1225$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. (a) Absorption spectra of 1-mm-thick CsBr single
crystals doped with EUOBT at different contents (Ngyog/l):
(1) 0, (2) 0.1, (3) 0.2, and (4) 0.4 mol %. T = 300 K. The
inset shows the difference absorption spectraof CsBr single
crystals at EuOBr contents of (1) 0.1, (2) 0.2, and
(3) 0.4 mol %. (b) Photoluminescence excitation spectra of

CsBr : 0.1 mol % EuOBFr single crystals measured at wave-
lengths of (1) 520 and (2) 440 nm. T = 80 K.

length A = 337.1 nm; pulse duration, 8 ns). The crystals
were irradiated with x-ray photons from a URS instru-
ment (CrK, radiation, U, =30kV, | =12 pA). The pho-
tostimulated luminescence of the CsBr : EUOBr crys-
talsirradiated by x-ray photonswith adose of upto 2 R
at a temperature of 300 K was measured either under
excitation with light at a wavelength in the range 550—
750 nm or under radiation from a He-Ne laser (A =
633 nm). The emission of the samples was observed
through afilter with maximum transmission at a wave-
length of 440 nm.

The experiments were carried out using samples
stored at room temperature for three months.

3. RESULTS AND DISCUSSION

The absorption spectra of the CsBr : EUOBT crystals
measured at a temperature of 300 K (Fig. 1a) exhibit
two broad bands with maxima at wavelengths of 250
and 350 nm. As can be seen from Fig. 1a, these bands
have acomplex vibrational structure. Anincreaseinthe
dopant content in the crystal leadsto an increase in the
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intensity of absorption in these bands, their overlap-
ping, and a shift in the long-wavel ength edge from 400
to 450 nm. In general, the absorption spectra and the
location of the absorption bands of the CsBr : EUOBr
crystals are in agreement with those of alkali halide
crystals activated by europium in the form of

Eu®*Hal; [3, 7-9, 12]. The absorption bands observed

at wavelengths of 250 and 350 nm are due to the
allowed interconfigurational transitions between the
8S,,, ground electron terms of the 4f 7 shell and the

terms of the 4f°5d (e, t,y) shell, which are split by a
crystal field with C,, symmetry. It should be noted
that the energies of the electron terms of the 4f 5d
configuration of Eu?* ions are less than those of the °P;
electron terms of the 4f 7 configuration. Consequently,
the absorption and emission of the CsBr : EUOBr
crystals are not accompanied by 4f "—4f 7 transitions
and the spectrado not exhibit characteristic line struc-
ture. The fine structure of the absorption spectra is
predominantly associated with the electrostatic inter-
action between d and f electrons and the spin—orbit
interaction.

Apart from the Eu?*-V. single dipole centers,
which wereidentified using EPR spectroscopy in[5, 9],
the CsBr : Eu?* crystals contain more complex aggre-
gate centers that can be formed as a result of thermal
annealing [6, 10]. According to the data obtained by
Savel’'ev et al. [9], aggregation occurs even at room
temperature. Therefore, the formation of these centers
can be responsible for the shift observed in the long-
wavelength absorption edge in the range 400-450 nm
for CsBr : EUOBY crystals (at a dopant content ranging
from 0.1 to 0.4 mol %) as compared to the location of
this edge for the crystals at a lower dopant content
(~0.01 at. %) [8]. It is characteristic that, upon quench-
ing of the CsBr : EUOBT crystalsfrom 500 to 290 K, the
long-wavelength edge of the absorption band at 350 nm
is shifted to 400 nm. Apparently, this shift is caused by
the dominant contribution of the Eu**-V isolated
dipole centersto the absorption of the crystal. However,
long-term storage (over the course of three months) of
the samples at 295 K |eads to an opposite shift in the
long-wavel ength absorption edge of thisband, whichis
most likely associated with the aggregation processes.
It should be noted that these processes are also respon-
sible for the complex dependence of the luminescence
spectra of the CsBr : EUOBr crystals on the activator
content (Fig. 2).

The luminescence of Eu?* ionsin CsBr : Eu crystals
is observed upon the allowed interconfigurational transi-
tions between the g, (t,,) electron terms of the 4f°5d shell
and the S, ground electron terms of the 4f7 shell [7, §].
The photoluminescence spectra of the CsBr : EUOBr
single crystals (0.1-0.4 mol % EuOBr) measured upon
excitation into the long-wavelength absorption band of
Eu?* ions with the use of N, laser radiation at wave-
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length A = 337.1 nm (Fig. 2a) contain not only the well-
known luminescence band due to the presence of Eu?*—
Vs isolated dipole centers[5, 9] in the blue spectral range
435-450 nm but also aluminescence band (not described
earlier in the literature) in the green spectra range. The
photoluminescence of the CsBr:EuOBr crysas
depends on the activator content in a complex manner.
For an EuOBr content of 0.1 mol %, the luminescence
band with a maximum at a wavelength of 508 nm is
dominant in the spectrum of the CsBr: 0.1 mol %
EuOBr single crystal (Fig. 2a, curve 2). Anincreasein
the activator content to 0.2-0.4 mol % leads to an
increasein the intensity of the luminescence associated
with the Eu?*-V, isolated dipole centers in the range
400-500 nm and a decrease in the intensity of lumines-
cencein therange 500-600 nm to the point whereit dis-
appearscompletely (Fig. 2a, curves 3, 4). Asthe EuOBr
content increases from 0.1 to 0.2 and 0.4 mol %, the
maximum of the green luminescence band shifts to the
long-wavelength range from 508 to 523 and 550 nm,
respectively. The maxima of the blue luminescence
band for CsBr: Eu crystals at the aforementioned
EuOBr contents arelocated at wavel engths of 436, 440,
and 450 nm, respectively. It is evident that such a non-
trivial dependence of the intensity of the luminescence
bands on the EuOBr content in the CsBr : EUOBr crys-
talsis not aresult of their overlapping but is a manifes-
tation of the formation of luminescence centers that are
more complex than the Eu?*—V isolated dipol e centers.

Important information regarding these centers can
be obtained from a detailed anaysis of the lumines-
cence excitation spectra (Fig. 1b), especially for the
bands observed in the green (Fig. 1b, curve 1) and blue
(Fig. 1b, curve 2) spectral ranges. It can be seen from
Fig. 1b that, for the CsBr:EuOBr single crysta
(0.1 mol % EuOBr), the luminescence excitation spec-
trum measured at a wavelength of 520 nm (curve 1) is
dlightly broadened. This broadening can be judged
from a comparison of the positions of the peaks
observed in the short-wavel ength wing of the excitation
band at 250 nm and the positions of the peaks in the
long-wavelength wing of the excitation band at 350 nm
with those of the corresponding excitation bandsin the
luminescence excitation spectrum of the CsBr : EuOBr
single crystal (0.1 mol % EuOBr) measured at 440 nm
(curve 2). Asfollowsfrom the estimated shift (0.21 eV)
between the corresponding bands in the ranges 202—
208 and 370-375 nm, the crystal field strength respon-
sible for the spectral characteristics of Eu?* ionsin cen-
ters of green luminescence is 9% greater than the crys-
tal field strength for centers of blue luminescence asso-
ciated with the Eu**—V, isolated dipole centers.

Figure 2b depicts the x-ray luminescence spectra of
pure (curve 1) and europium-activated (0.2—0.4 mol %
EuOBr) (curves 3, 4) CsBr crystals. For pure CsBr
crystals, the luminescence with a maximum in the
wavelength range 490-500 nm at room temperature is
associated with the a centers [14], whereas the lumi-
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Fig. 2. (a) Photoluminescence spectra upon excitation with
nitrogen (N,) laser radiation (A = 337.1 nm) and (b) x-ray
luminescence spectra of CsBr single crystals at different
EuOBr contents: (1) 0, (2) 0.1, (3) 0.2, and (4) 0.4 moal %.
T= 300 K. The spectra are normalized to the maximum
intensity.

nescence observed at 80 K is assigned to self-trapped 11
excitons at awavelength Ao = 330 nm [12, 14]. Asthe
activator content increases, the maximum of the x-ray
luminescence band shifts toward the blue spectral
range. This shift can be explained by theincrease in the
rate of recombination through Eu?* centers. The mech-
anism of this process involves intermediate trapping of
holes by Eu?*—V, centers or their associates, followed
by recombination with electrons and a transfer of
energy to EU?* ions.

The thermally stimulated luminescence spectra of
the CsBr : EuOBr single crystals irradiated with x-ray
photons at a temperature of 80 K and then heated to
300 K (Fig. 3a, curves 2—4) exhibit peaks at 105, 137,
152, 162, and 186 K. The thermally stimulated lumi-
nescence spectra of the CsBr : EUOBTr single crystals
(0.4 mol % EuOBY) irradiated at atemperature of 300 K
and heated to 500 K (Fig. 3b) contain peaks at 335 and
420 K. A comparison of the thermally stimulated lumi-
nescence spectra of the CsBr single crystals activated
with EUOBT (curves 2—4) and the spectra of pure CsBr



1228

TSL intensity, arb. units
T

30

20

10+

1
150 200

1 1
350 400

1
300

T,K

Fig. 3. Thermally stimulated luminescence spectra of
(1) pure CsBr and (2-4) CsBr : Eu?* single crystals at dif-
ferent activator contents in the temperature ranges (a) 80—
225 and (b) 290450 K. Activator content: (1) 0, (2) 0.1,
(3) 0.2, and (4) 0.4 mol %.
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Fig. 4. Photostimulated luminescence excitation spectra of
CsBr single crystals at different EuOBr activator contents:
(1) 0, (2) 0.1, (3) 0.2, and (4) 0.4 mol %. T=300K.

single crystals (curve 1) shows that the peaks observed
at 152, 162, 186, 335, and 425 K are associated with the
introduction of Eu?* impurities into the pure crystal.
The spectral composition of the thermally stimulated
luminescence of the CsBr: EuOBr single crystals
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(0.4 mol % EuOBr) in the range of the most intense
peaks revealed at temperatures of 162 and 420 K corre-
sponds to the luminescence band with a maximum in
the wavelength range 440-450 nm. On this basis, we
can argue that thermal depletion of trapping centers
results in excitation of Eu?* centers through the recom-
bination of electrons and holes localized at Eu?*—V
dipoles or at their associates. Therefore, by anaogy
with the inferences made in [15], the high-temperature
peaks observed at 335 and 420 K inthe thermally stim-
ulated luminescence spectra can be attributed to ther-
mal depletion of F centers (V¢ cation vacancies) and F,
centers (F centers stabilized by the nearest neighbor
Eu?*—V dipoles). It seems likely that the thermally
stimulated |luminescence peaksin the range 150-190 K
can be associated with the formation of F~ centers (i.e.,
F centers with an additionally localized electron). Note
that the generation of these centersin K1 : Eu?* crystals
at temperatures in the range 123-173 K was observed
by Novosad and Streletska [12]. Under the above
assumption, the thermally stimulated luminescence

peaks observed at 152 and 162 K can beassignedto F,

centers with different coordinations of Eu*—Vc
dipoles, whereas the peak at 186 K can be attributed to
F~single centers.

In the case when the crystals subjected to prelimi-
nary irradiation with x-ray photons at 300 K are then
excited with light in the wavelength range 550750 nm
(Fig. 4), there appears an intense photostimul ated lumi-
nescence band in the blue spectral range. This band
exhibits a maximum in the wavelength range 650—
675 nm in the photostimulated |uminescence excitation
spectrum and corresponds to the absorption of F and F,
centers[3, 6, 12]. The spectral composition of the pho-
tostimulated luminescence, as a whole, corresponds to
the photoluminescence spectra (Fig. 2) and is governed
by the recombination of electrons (photoionized in
F-like centers) with holes trapped by Eu?*—V dipoles
and their associates. Anincreasein the activator content
leads to an increase in the intensity of photostimulated
luminescence with a dominant contribution from the
luminescence of Eu?*—V, isolated dipole centersin the
wavel ength range 440-450 nm.

An anaysis of the experimental results obtained
reveal ed that the CsBr : EUOBT single crystals accumu-
late the energy from x-ray photons. For the sasmeirradi-
ation dose, the higher the dopant content, the greater the
light sum accumulated by the crystals. It should be
noted that an EUOBr dopant content in the range 0.3—
0.4 mol % is optimum for preparing high-quality crys-
tals used as storage phosphors for visualizing x-ray
images with high spatial resolution. The luminescence
band of the CsBr : EUOBr single crystal (0.4 mol %
EuOBr) with a maximum at a wavelength of 450 nm
virtually coincides with the luminescence band of CsBr
crystals doped with EuBr; [6] and lies well away from
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the photostimulated luminescence excitation band.
This condition is necessary for practical application of
the CsBr : EUOBT single crystal (0.4 mol % EuOBrr) as
astorage phosphor, in particular, for screenswith ahigh
spatia resolution. For optical reading of information
recorded with these crystals, it is expedient to use radi-
ation from a He-Ne laser at wavelength A = 633 nm.
However, in this case, the He—Ne laser radiation and
photostimulated luminescence excitation spectrum
need to be matched more closely (Fig. 4).

Another way to improve the properties of phosphors
based on CsBr : Eu?* crystalswith the aim of increasing
the photostimulated luminescence intensity is to pro-
duce photosensitive centers in the form of Eu?*-con-
taining nanocrystals or precipitates of other phases that
are characterized by a greater carrier-capture cross sec-
tion than that for Eu?*—V.isolated dipole centers[6, 7].
Analysis of the possible types of such structures in
CsBr crystals presents considerable difficulties,
because the phase diagram of the Cs—Br—Eu system is
not yet known. Nonetheless, some conclusions can be
drawn on the basis of the luminescence characteristics
of CsBr crystals doped with EUOB at different concen-
trations. In particular, we can state that, apart from the
Eu?*-V, isolated dipole centers, which are character-
ized by the photoluminescence and photostimulated
luminescence bands at a wavelength of 450 nm
(Fig. 2a, curve 4), the CsBr: EUOBr single crystals
(0.1-0.4 mol % EuOBrr) contain several typesof centers
responsible for the photoluminescence and photostim-
ulated luminescence bands observed at wavel engths of
508-523 and 436 nm (Fig. 2a, curve 2).

The spectral composition of the photoluminescence
and photostimulated luminescence bands of aggregate
centers in CsBr crystals and the photoluminescence
excitation spectra suggest that the centers of green and
blue luminescence are associated with the Eu®* ions
located at | attice siteswith different symmetries. Thisis
confirmed by the fact that the crystal field strength for
centers of green luminescence exceeds the crystal field
strength for centers of blue luminescence by 9% and
that the photoluminescence and photostimulated lumi-
nescence spectra for the former centers are substan-
tially shifted (by 70 nm) toward the long-wavelength
range as compared to those for centers of blue lumines-
cence, which are characteristic of Eu?* ionsin the crys-
tal field with C,, symmetry. It is worth noting that,
among the large variety of materials characterized by
Eu?* luminescence [16], only crystals with a perovs-
kite-type structure (in particular, EUAIO; crystals)
exhibit luminescence in the green spectral range (510-
520 nm).

In [18, 19], it was found that annealing of CsCl—
PbCI, and CsBr—CdBr, solid solutions containing 0.5—

1.0 mol % Pb?* (or Cd?*) at temperatures T = 160
200°C leads to the formation of CsPbCl; and CsCdBr,
nanocrystals with a perovskite-type structure and sizes

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

2004

1229

equal to 250-300 lattice constants of these materials.
Nikl et al. [18] proposed a mechanism of formation of
such nanocrystals. By anadogy with this mechanism, we
can assumethat similar nanocrystals of the CsEuBr; type
are formed in EUOBr-doped CsBr single crystals with a
CsCl dtructure at a dopant content of 0.1-0.2 mol %.
This assumption is supported by the results obtained in
[6, 7], according to which the considerable changesin
the intensity of photostimulated luminescence in
CsBr : EuBr; (0.01-5.00 mol % EuBr;) powders
annealed in the temperature range 160—-220°C are asso-
ciated with the formation of CsEuBr; and Cs,EuBrg
nanocrystals. In [6, 7], the above inference regarding
the formation of these nanocrystals was made from a
comparison of the shape and positions of individual
lines in the x-ray diffraction patterns with those of the
corresponding lines for the CsPbBr; and Cs,PbBrg
phases [20].

In our opinion, it is these nanocrystals that serve as
centers of green luminescence in CsBr : Eu crystals,
whereas the EuBr,-type precipitates play the role of
aggregate centers responsible for the photolumines-
cence and photostimulated luminescence in the wave-
length range 436443 nm. Note that the luminescence
of EuBr,-type precipitatesin ABr : Eu (A = Na, K, Rb)
crystalswas observed in this spectral range by Medrano
et al. [11].

Novosad and Streletska[12] proposed an alternative
model for the aforementioned aggregate centers of
luminescence. According to their model, Eu?*—O? pair
centers with oxygen impurities compensating for the
excess charge of Eu?* ions are formed in CsBr: Eu
crystals. However, this model allows neither for the
complex dependences of the photoluminescence and
photostimulated |uminescence spectra on the activator
content nor the formation of different types of aggre-
gate centers of luminescencein CsBr : Eu crystals.
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Abstract—This paper reports on the results of investigations into the internal microscopic dissipative phenom-
enaoccurring in crystalline dielectricsin which theinteraction of all subsystemswith athermostat plays adom-
inant role. It is shown that, in realistic physical situations where alowance is made not only for the coupling
between interacting phonon subsystems of a dielectric but also for the interaction with a thermostat, the
umklapp processes proceeding in sampleswith asize smaller than the critical value Ly play aninsignificant role.
For these situations, it is proved that the phonon gas superflows through the volume without retardation and
comesto rest only due to the interaction with immobile surface phonons of the thermostat. Numerical calcula-
tions demonstrate that the umklapp processes manifest themselves solely at high temperatures T (exceeding a
temperature approximately equal to ©p/4, where O isthe Debye temperature) and for sampleswith asizel >
Lo, which, according to our estimates, should be of the order of 10 cm. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

As is known, the dissipative processes associated
with the attainment of an internal thermal equilibrium
in relaxing subsystems are of fundamental importance
in constructing the theory of thermal conductivity of
crystals.

It is generally believed that the final stage in attain-
ing equilibrium in dielectrics proceeds through the
umklapp mechanism [so-called umklapp processes
(see, for example, the monographs by Akhiezer et al.
[1] and Gurevich [2])] responsible for the relaxation of
the momentum of the phonon system. This mechanism
was first proposed by R. Peierlsin 1929. The umklapp
processes are actually of utmost importance but only
for bulk samples. Indeed, we can easily imagine a situ-
ation in which the sample has arelatively small size L
and the time 1, of the phonon mean free path between
the sample boundaries is equal to L/c,, where ¢, is the
mean acoustic velocity (the so-called Knudsen case).
Since the relaxation time associated with the umklapp
process is exponentialy long [1, 2], we can state with
assurance that there can frequently occur a situation
where the inegquality T, < L/c, is violated and becomes
reverse beginning from sizesL < 1,c.. Qualitatively, this
means that the phonons have no time to be retarded by
the umklapp processes and gain the very interesting
capacity to superflow. The fina retardation should be
accomplished only through the interaction with a ther-
mostat, because, in actual conditions, the sample (as a
rule) should bein contact with aheat reservoir at acon-
stant temperature T,. Thisimpliesthat, in alayer 9, the

bulk nonequilibrium superflowing phonons interact
with surface equilibrium immobile phonons (being in
direct contact with the heat reservoir) and, hence, will
be retarded by them. As aresult, the momentum relax-
ationwill cease. It isthis case that will be considered in
the present work.

2. THEORY AND NUMERICAL
CALCULATIONS

Let us assume that an external action (an acoustic
wave or pulsed laser radiation) disturbs an internal
phonon subsystem of a dielectric from equilibrium.
Then, the dielectric is instantaneously placed in ather-
mostat at a temperature T,. We seek to describe the
attainment of an internal relaxation with allowance
made for the interaction of all phonon subsystems with
the thermostat in a surface layer d.

Owing to contact between the surface of the dielec-
tric and a heat reservoir (Fig. 1), the system of surface
(but three-dimensional) phonons in the region o for a
time 1., = &/c (here, ¢ is the longitudinal acoustic
velacity, which is aways higher than the transverse
acoustic velocity ¢,) reaches an equilibrium Bose distri-

bution: Ns = [exp(fioy, (/Tg) — 117, where wy | = ¢ |Kis
the phonon dispersion and k is the wave vector. In what
follows, the Boltzmann constant kg will be taken equal
to unity. It isnecessary to stressthat we are dealing here
with not very low temperatures, which should at least
be higher than the liquid-helium temperature. The
description of the attainment of thermodynamic equi-
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Fig. 1. Schematic drawing of the region & involved in the
interaction responsible for the attainment of equilibrium in
the system of bulk nonequilibrium phonons for a sample
with size L < Lg (for explanation of the parameter Lq, see

text).
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Fig. 2. Numerically calculated inverse relaxation times for
diamond. Designations: lIt isthe inverse relaxation time for
processes with two longitudinal and one transverse
phonons, It isthe inverse relaxation timefor processeswith
one longitudinal and two transverse phonons, Opt is the
inverse relaxation time for the process of coupling of two
longitudinal phonons into one optical phonon, Imp is the
inverse relaxation time for the process of transformation of
alongitudinal phonon into atransverse phonon dueto impu-
rity scattering, and Unf is the inverse relaxation time for
umklapp processes involving longitudinal phonons.

librium at temperatures close to absolute zero is a spe-
cia problem.

The interaction between the bulk and surface
phonons leads to equalization of the nonequilibrium
parameters (T — T, i, — 0, V, — 0) and complete
thermalization of the internal subsystems. Running a
little ahead, it should be noted that this situation
becomes obvious after comparing the inverse relax-
ation times with the inverse time of the umklapp pro-
cess, which is illustrated clearly in Fig. 2 with the
results of numerical calculations. It can be seen from
Fig. 2 that, at temperatures below the Debye tempera-
ture ©p, the umklapp processes are suppressed and
become ineffective; consequently, the phonon gas
superflows toward the sample boundaries. In some
sense, thissituation is similar to aballistic flow of elec-
trons in metals under conditions of their weak interac-
tion with phonons.

In bulk samples (their size estimates are given
below), the umklapp processes play a dominant role
and the noneguilibrium phonon gasisretarded before it
reaches the boundaries of the dielectric.

In our model, we assume that the time T,,,,, = d/c; is
shorter than any one of the possible relaxation timesin
the systems under consideration (T, < T,q)- This con-
dition imposes a specific restriction on the size & of the
region of the surface contact. For example, at atemper-
ature T 0100 K, we have 1,4 = T); =5 x 10° s (Fig. 2)
and the condition d < 102 cmis satisfied at alongitudi-
nal acoustic velocity ¢, = 1.8 x 10° cm/s (taken for dia-
mond).

As the temperature increases, the relaxation times
T,4 become shorter and, hence, the quantity & should
also decrease. In this case, phonons in the immediate
vicinity of the surface become completely two-dimen-
sional. The interaction between the surface and bulk
phonons results in thermalization of bulk phonons.
Note that the temperature dependence of the relaxation
time radically changes if the interaction with two-
dimensional phononsis taken into account.

When analyzing the internal thermal equilibrium in
the dielectric, we considered the following four sub-
systems: (i) the subsystem of longitudinal (I) phonons,
(ii) the subsystem of transverse (t) phonons, (iii) the
subsystem of optical (0) phonons, and (iv) the thermo-
stat (T) with atemperature T, = const.

Reasoning from the principles devel oped, for exam-
ple, in monograph [2] (seeaso[3, 4]), we can makethe
inference that three-particle scattering in the subsystem
of transverse phonons is characterized by a shortest
relaxation time 1. Next in the hierarchical chain of
relaxation times is the time 1,; corresponding to the

interaction by, by, by, , where by, (by) isthe operator of
creation (annihilation) of a longitudinal phonon with
wave vector k and by, (by) is the operator of creation

PHYSICS OF THE SOLID STATE Vol. 46 No.7 2004
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Here, the inverse relaxation times are defined by the

formulas

boi, With the participation of

+
ok,
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b
Ik
optical phonons. This time is denoted as 1., The last

(annihilation) of atransverse phonon with wave vector
+

k. The process competing with thisinteraction isimpu-
rity scattering of alongitudinal phonon, followed by its
transformation into atransverse phonon. Therelaxation
time of this process is designated as Ty, .. Thetime 1y,
shorter than the time of longitudinal phonon relaxation
relaxation process, namely, the umklapp processwith a
characteristic time 1,. However, the results of the

numerical analysisindicate that, in the T-L plane, there
existsaregion inside which the umklapp processes play
adominant role (Fig. 3) (we do not deal with this case
in the present study). Therefore, al the aforementioned
it < Timpit < Ty < T < Ty Under the assumption that

these inequalities hold true, it is easy to elucidate qual-
itatively how all the subsystems reach thermodynamic

relaxation times satisfy thefollowing inequalities: Ty, <
equilibrium.

process in the above hierarchical chain is the slowest

longitudinal phonons appears to be the longest among
the aforementioned relaxation times;, however, it is

required to attain a quasi-equilibrium distribution of

due to the process b
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Tjre and Tipp 1, < Ty, Where the subscript T indicates

theinteraction with the thermostat. Aswas noted above,
the role of athermostat is played by immobile surface

Making allowance for the interaction with the ther-
mostat (which is important for our problem), we can
write the following inequalities. T < Ty € Tyt <<
phonons in the contact region o (see schemein Fig. 1).
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The approximate relationships for the relaxation times

can be represented in the form
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Now, it iseasy to write akinetic equation that, in the
T approximation, turns out to be quite sufficient for our

T =

The system of equations (2) isdetermined in thefol-

lowing way. The first equation representing the law of
conservation of energy is derived by multiplying both

sides of the kinetic equation into zwy,, followed by inte-
gration over d*k. The second equation describesthe law
of conservation of the number of longitudinal phonons

and is deduced through integration of both sides of the
kinetic equation. Finally, the third equation (for the
evolution of the drag velocity V) represents the law of

conservation of momentum of quasiparticles and is

Ti=To

we obtain the equations describing the relax-

ation of these parameters:

purposes. By linearizing this equation with respect to

the independent parameters V,, |, and &T
(where , is the chemical potential of longitudinal

phonons)

lowed by integration. As should be expected, this equa-
tion includes the relaxation time associated with the

thermostat and the characteristic relaxation time of the

obtained by multiplying the kinetic equationintok, fol-
umklapp process T,
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In the most interesting (theoretically and experi-
mentally) temperature range, namely, at T < ®p, and for
not too large samples with alinear size L (Fig. 3), the
inequality 1/t; > 11, (Fig. 2) must be satisfied. This
implies that the attainment of afinal equilibrium in all
the subsystems is characterized by the relaxation time

Tjr = (L/20)1),. For small-sized samplesat L = 20, we
obtain T3 = Ty In the case of bulk samples, we have
L > 25 and 1,1, > Ty In order to compare the relax-

ationtimest; and T, it is necessary to use an anaytical
expression for thetimet,,. Therelaxation timet,, for the

three-particle interaction of longitudinal phonons can
be written in the form

e AMglk+g J T 8

3 2 2 (k+g)° 10 ©
+—2[x +(x+1) ————————}
X

x [N(fay X) — N(Bwy, (x + 1))] dx.

The averaging of the inverse time TJ& over the equilib-

rium Bose distribution function of longitudinal
phonons is performed according to the formula

I N.k%

T, J’k N.kdk'

Substitution of the explicit expression (6) for 1/t into
the above formula gives

1 ﬁOD
T

- 342

yN(By)
gl(B)M ca -[ I

d(y,2)
(7)
J’ S(x, Y)[N(Bx) = N(B(x + y))] dx,

¢, 2) -y
2

where G = V° x 2.44 x 10°5, B = ©F /(TT), and the func-

tions have the form &(y, 2) = Ay +yz x 4T+ 417,
S(x, ) = 37E(x +y)2 + 32 + (x+y)2 = (Y, 2] u(B) =

[y N(By)dy. and Ny = <.

All the other mean relaxation times for a crystalline
dielectric with cubic symmetry are derived as follows.
The inverse relaxation time for the longitudinal phonon
interacting with one longitudinal virtual phonon and
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one transverse virtual phonon can be described by the
relationship

7

L - 39x10%2—5

i 2cZ9.(B)
O R [PA °(\° —1) N(BY)d g
EbaQ (1+2)\)I y4 y (8

ay

x I(X—Y)2¢1(X, Y)IN(B(x-y)) = N(Bx)] dx,
y

>’|>‘

wherea = ti,)\=c|/ct>1, Q) =

andcs=, /%q are the dimensionless parameters
1+2A

and the function has the form ¢,(x, y) = y*[x + y> — (x —
VAZ[(X +y)? = A2(x— )7 + 6(A% — )Y*(X -y [X° + y* —
A2(x — Y)?]? + 36(x — y)7[(x + y)* — N(x — y)]°. The
inverse time of the relaxation process with the participa
tion of the optical phonon is determined by the equality

1 _2 C|2

_ y T
acsgl(B)Eba C

2/3|:|
(1 +2)%) Ton

Tloo

x exp%—%% [A-ep(-BINGBYYYY  (9)
0

X _[ XeXp(=X)d5(x, y)dx,
X4 ()
wherethelower limit of integration iswritten asx(y) =

by, I 3n T :
-By== , b= ——————, and the function has
A PE) 4(1+2)%)7°Op

the form ¢g(x, ) = X2 — xyB -

S (bvB)? i
5(OYB) EBy +

The inverse relaxation time for impurity scattering
is represented by the formula

6

20 2
22bx(By)

1

e .é N(By)dy, 10
T g 1(B)Iy (By)dy (10)
where ¢; is the concentration of impurity atoms and
2, 51190 [ ~ ,
B = y APHERLY Here, y isthe phenomenological
18 Ea

dimensionless constant of the interaction between
phonons and impurity atoms.

Finaly, the last relaxation time is determined by the
expression
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Experimental parameters of dielectrics

1235

P ()
= E_ . —_ —_ —_ m c ™
s |2 . |83 || T | g g ¢ =8 5
v |E%| §&O 52 |« | % | -2|-2] 8 |. ¥~ | 9tm| » &
® |EE| 8L |5 |8 5 |9B|95|& | x| & |gof =3
= & | 57 |EB |2 | 2| 5| 8 o Y o
w® S5 a — — S -
— Z
C (dia m3m | 3.57[11] 8 1785| 351 |181 |121 (1322 | 15 1850[10] - 135
mond) 1860 [10]
2250 [10]
2196*
NaCl m3m | 5.64[11] 6 |31 | 217 | 457 | 269 | 298 | 1.7 | 320[10] | -8.43 7
275 [10]
285*
SO, 32 |a,b=4.913 9 2438 | 265 | 596 | 444 | 477 | 1.34 | 580* 21 25
(a-quartz) c=5.404[12] -8.15
(C333333)
* Calculated from the data presented in the table.
1 s C|7 It should be noted that all the above expressions for
— =59%x10 Y ——— the relaxation times were necessary for numerical cal-
Tyt acsgl(B) culations. The results of these calculations are pre-
sented in Fig. 2. The interested reader can verify the
i PN = validity of the relationships between the relaxation
Ep P Iy N(By)dy (11)  times by way of numerical integration.
a' C| (1+2A )

j¢2(x |1+ N+ NEBE - 3 ox.

where the limits of integration with respect to x are

written in the form B, = E?\ 05 1Dy and B, = d\ 05 ID
and the function ¢,(x, y) is defi ned by the rel atlonshlp

o000 =[F-3H -7

The mean relaxation time 15 can be estimated from
the formula

OD/T
1
= = —y N(y)(1+ N(y))dy, 12
- Lgl J’Tmyy ()( (y)dy, (12
where g7 = ODITy4N(y) (1 + N(y))dy is the normal-

ization function.
In the explicit form, we obtain

Before proceeding to the description of the thermal
conductivity coefficient, a number of points regarding
the parameter & need to be made. By definition, the sur-
face layer of the dielectric is the thermostat and its
thickness is determined by thetime of elastic relaxation
of surface (but three-dimensional) phonons due to their
scattering directly from the dielectric boundary. It can
be seen from the numerical estimates of the relaxation
times (Fig. 2) that, for diamond, the elastic relaxation
time corresponds to the time 1,;(Ty); i.€., the quantity &
should be less than ¢t (Ty). At T, ~ 107" s, we obtain
0<1.8x10°x 10" = 0.18 cm. For samples with alin-
ear size L 0.5 cm, the small parameter relating the

relaxation times T and 1,7, , according to relationships

(1), is determined to be € = 20/L = 0.72. As model
parameters (a, p, ©p, €tc.) in our calculations, we used
the reference experimental data presented in the table.
The calculations of the inverse relaxation times Tgl
(coinciding in order of magnitude with the inverse

relaxation time TﬁlT) and rjl demonstrated that the

o5/T
1 interaction of longitudinal phonons with transverse
. phonons of the thermostat is dominant for sampleswith
asizeL <Ly = 3-10 cm. However, for bulk samples
5 . (L > Lg) and in some regions in the T-L plane (Fig. 3),
O ..2C0#h NN -1)OT7 (13) theumklapp processes comeinto play.
X [012y —_— 2 ] 3 zl:e—
O acstha'cl (1+21%) 00 It should also be noted that the temperature depen-
o dence of the thermal conductivity coefficient k(T) at
) _ _ 0 any temperatures T, including the range to the right of
><‘[(X—l) $1(X)[N(Y(x=1)) = N(xy)ldx O the maximum, cannot be represented in analytical
0 form, even though this dependence is of particular
PHYSICS OF THE SOLID STATE Vol. 46 No. 7 2004
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interest. Nonethel ess, the problem can be solved using
the methods of numerical integration.

The analysis of the dependence K(T) will be started
with the general expression for the tensor k;, where
i, ] =X, Y, and z. Within the standard gas kinetic approx-
imation [2], the tensor k;; can be represented in the fol-

lowing from:

aNi(k)_ d’k
Kij = J'ﬁw,kvivj%nk 5
(2m) (14)
aN(k)_  d’k
+Iﬁwtkvl j at-l(- ) tk(ZT[)S,

where wy, (K) = ¢ ;K is the phonon dispersion.

By averaging tensor (14) over the traveling direc-
tions of phonons and retaining the components corre-
sponding to the fastest longitudinal relaxation process,
we obtain

ﬁC. 6N|(k)

1,0k, (15)

I 1(K)

where & is the parameter defined by the relationship
&1 =3Y3(1 + 2A%)Z3, In order not to overload the text,
hereafter the bar over k will be omitted.

Despite the simplicity of the derived formula, it can
be used to analyze the temperature dependence of the
thermal conductivity coefficient K over the entire range
of temperatures T. The problem isreduced to estimating
the relaxation times 1y, It can be shown that the laws of
conservation of energy and momentum allow only for

the following four dissipative processes: (1) by by by, .

(2) bikbi,Bu, (3) bicbyc, and (4) bbby, - In the

case of process (1), the allowable magnitudes of the vir-
tual wave vector are determined by the inequality k; =

C—C

T For process (2), we have the inequality
|

kEP' —1% <k < kEP + 1D For process (3), there are
no restrlctlons In the case of process (4), we can write
theinequality k; = = — L+ l%k where 3 is derived from

the mathematical defl nition of the spectrum of optical
phonons wy, = w, — Bk?, which holds good for the long-
wavel ength approximation: w, 02(c/a) and 3 = ac /4.

Asaresult, wefound that theinverse relaxation time
can be represented as the sum

i1, 1,1,1.5

) (26)
T Tuk Tak Tak Timpx L

GLADKOQV, GLADYSHEV

In sum (16), the relaxation times are determined by the
relationships

ak
1 ~ @Dha3
T = V1 M ZJ.dkl[Nl(kl—k)_lel]
(17)
x { ks A%[ (K, —K) A = (k,A— k)]
+6K;(1—-A)%)" + 36K (1— A%) (k,A— k)Y,
1 _ - @éﬁas
Tk 2M30|Ct3
z,k (18)
x jkf(l— B*)dk,[1 + N, — N0y — )],
7k
1 . Oina’ °
— ! D Ikl[N0k1 0(00|k—000k1)]
3k M
(19)
C 20, 2, 41
x%<4 'kk rgap ~ 29K K dk,
i 49 B % 1
1 meyi.05aa k!
- |y|mp 2D > , (20)
Timpk 18M°c, ¢
where ¥, = \722; = 1.94 x 10°%y°, A =
39° x 1081
K+ k= A (k—k,)° _ _
2Kk, (whereA< 1), A=¢lc,21,a=
A+ 1A -1), §, = P—2— =95x 1057, B=
39° x 108m

k(1 =A%) + 2K, A

y 4 = ()\ - 1)/2, Z, = ()\ + 1)/2' Z; =

1 C ~ 2 49
= + =, and = [ —
3k T Y 7Y s 27
The relaxation time L/¢; accounts for the Knudsen
scattering of longitudinal phonons from the sample
boundaries. This relaxation time is predominantly
responsible for the broadening of the maximum in the
dependencek(T) and playsasignificant role only at low
temperatures.
With the use of formulas (16)—20), the thermal con-
ductivity coefficient K (15) can be represented in the
following compact form:

=3.7x 105",

LT m (o}
K(T,A\,R) = =5—
alBdd 2 x 3% 52(1 + A% *°
oy (21)
y Ny(l +N,)
| TRy ¥
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and the function in the

where ©f = O,H 38 po*

° LD
denominator is the sum F(y) = Fy(y) + F,(y) + F5(y) +
Fimp(Y). The functions entering into this sum are given
in the Appendix.

Numerical integration of expression (21) with
allowance made for formulas (A1)—(A4) was carried
out using methods that have been widely coveredinthe
literature (see, for example, [5-7]), and, hence, we will
not dwell on their description. We note only that, asthe
parameters, we used the experimental data presented in

the table (it was assumed that ¢, = T;). The effective

constant y was chosen so that the results of numerical
integration would be consistent with the experimental
data. The last column of the table lists the dimensional
constants y,, related to the effective constant y through

the simple expression y, = y©p/a® (the dimensional
constant Y, is given for diamonds of the lla type).

Since relationships (A1)—(A4) include the quantity y?,
the dimensional constant y, can be determined only in

magnitude. The constant vy, is taken equal to 102
However, there arises a problem with the choice of the
Debye temperature. The point is that, according to dif-
ferent publications (and sometimes even in the same
publication), the Debye temperature ©p for the same
material has different values (the difference can be as
much as 20%,; seetable). In our calculationsfor the dia
mond and NaCl, we used the Debye temperatures taken
from[8]: ©y = 2250K for thediamond and ©5 =275 K
for NaCl. These data are in best agreement with the
Debye temperatures determined from the relationship
Op = hic6TeN/V)Y3, Since the value of O for quartzis
not given in [8], we used the Debye temperature cal cu-
lated from the above formula and the experimental data
presented in the table (@ = 580 K for quartz). Note
that, in our case, the difference in the Debye tempera-
tures for the same material leads to an insignificant
change in the dependence K(T). The experimental data
on the thermal conductivity were obtained for samples
of the following sizes. =0.5 cm for the diamond and
NaCl (in the calculation, the value of L was taken equal
to 0.5 cm) and 0.5 x 0.5 x 4 cm for quartz (the thermal
conductivity coefficient kK was measured along the C
axis, and, hence, the size wastaken to be L = 4 cm).

As can be seen from Figs. 4 and 5, the results of
numerical integration of the theoretical expression
derived for the thermal conductivity coefficient of
dielectrics arein good agreement with the experimental
data. It should be noted that, in this case, the contribu-
tion of impurity scattering cannot be ignored even for
the purest diamond of the Ila type (Fig. 44), because
perfect diamond crystals do not occur in nature and,
moreover, synthetic (artificial) diamonds contain even a
greater amount of defectsthan natural diamonds. In the
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Fig. 4. Temperature dependences of the thermal conductiv-
ity coefficient for diamondsof the (8) (1, 2) lla, (b) (3) I, and
(4) 11b types. Points are the experimental data taken from
(1, 3, 4) [10] and (2) [13]. Solid lines represent the results
of theoretical calculations.

calculation performed for diamonds of thellatypewith
the aforementioned integration parameters, we

obtained the dimensional constant y, = 1.35 X

10* erg/cm? and the concentration ¢; = 3 x 1075, which
corresponds to an impurity concentration of the order
of 5x 10% cm3. Here, it should be specially empha-
sized that, first, achangein the value of ;,,, would lead
to a change in the concentration of impurity atoms ¢;
and, second, an impurity concentration of 107 cm=3 is
not too high for diamonds. According to Plotnikova[9],
in the purest diamonds (I1a type), the concentration of
only nitrogen in the A form is less than 10% cm=. Fur-
thermore, up to 50 types of different defects (including
impurity and intrinsic point defects) arerevealedin dia-
monds. However, to the best of our knowledge, only
averaged data, as arule, are available in the literature.
In this respect, it is more difficult to compare the theo-
retical and experimental datafor diamonds of thel and
I1b types (Fig. 4b), because some diamonds of the I1b
type exhibit semiconductor properties [9, 10] and dia-
monds of the | type are usualy divided into subclasses
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depending on the type and amount of defects and impu-
rities [9]. There are also diamonds in which the impu-
rity concentration is higher than 10?° cm=. Moreover,
anincreasein theimpurity concentration to high values
should result in a change in the density, acoustic veloc-
ity, and other parameters of the material, which, inturn,
can substantially change the dependence k(T). With the
aim of simplifying our calculations and making allow-
ance for the fact that the experimental data are aver-
aged, all the integration parametersfor diamonds of the
| and Ilb types were taken to be constant (as was the
case with diamonds of the Ila type) and only the quan-

tities y and ¢; were varied in computations. The results
of the calculations are as follows: y, = 1.7 x
10 erg/lcm? and ¢; = 1.5 x 10 for diamonds of the I1b
typeand y, =2 x 10 erg/cm3 and ¢; = 6 x 10> for dia-
monds of the | type.

In the numerical experiment for NaCl and SiO,, we
took into account the mechanism of scattering of acous-
tic phonons by optical phonons. However, the impurity
concentration in these compounds was assumed to be
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negligible (¢, = 0), because grown crystals of NaCl and
SiO,, as arule, are of sufficiently high quality. From
analyzing the temperature dependences of the thermal
conductivity coefficient kK(T) presented in Fig. 5, we
can draw the evident conclusion that, athough NaCl is
anionic crystal and quartz is apiezoelectric crystal, the
main contribution to the dependences k(T) for these
crystals, asfor diamonds, is made by the phonon relax-
ation mechanism. This mechanism is associated with
the retardation of bulk phonons (traveling with drag
velocity V) by immobile thermalized phonons in the
boundary layer d. In this case, optical phonons play a
very important role. As regards the dimensional con-

stant y, for quartz, we assume that its value should dif-

fer from those for NaCl and diamonds. This can be
explained by the fact that a-quartz belongsto the sym-
metry group 32, for which the tensor Vimn, has not six
but fourteen independent components.

It turned out that an increase in theimpurity concen-
tration leads to a drastic decrease in the thermal con-
ductivity coefficient. This theoretical result isin agree-
ment with the experimental data. The dependence k(T)
becomes flatter, and the maximum of the thermal con-
ductivity coefficient shifts toward the high-temperature
range. This means that, in principle, there can occur a
situation where the thermal conductivity coefficient
K(T) will not reach its maximum up to the temperature
of the phase transition (for example, melting). A similar
dependence has been observed for a number of glasses
[10] (see dso [11-15]). The dependence k(T) for
glasses has defied explanation in such a simple way,
because relationship (21) for highly defective and non-
crystalline materials provides a means for evaluating
only the qualitative behavior of the thermal conductiv-
ity coefficient, even though the general tendency is
quite clear.

Figure 6 illustrates how the effective interaction
constant affects the thermal conductivity coefficient.
Curves 1 and 3 are plotted for the effective interaction
constants y, = 1.5 x 10* erg/cm® and y, = 3.5 x
10 erg/cmd, respectively. An increase in the effective
constant Y, leads to a decrease in the thermal conduc-

tivity coefficient k and a shift of the maximum in the
dependence k(T) toward the low-temperature range.

The rate of change in k(Y. ) indicates that the nonlinear
interaction constant has a profound effect on the max-
ima of the thermal conductivity coefficient. The posi-
tions of these maxima virtually coincide for the dia-
mond, NaCl, and quartz (Fig. 7). The positions of the
extremain the dependences shown in Fig. 7 are as fol-
lows: A = 1.35 for extremum a, A = 3.25 for extremum
b, A = 1.65 for extremum ¢, and A =7.8 for extremum d.
Itisof interest to note that, according to the experimen-
tal datataken from[10], the parameters A for crystalline
and vitreous dielectrics, for the most part, fall in the
range 1.34-3.10.
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acoustic velocity. The inset shows the same dependences on
areduced scale (1 : 10). Letters a, b, ¢, and d indicate the
extreme points observed in the dependences depicted on an
enlarged scale.

3. CONCLUSIONS

Thus, the main results obtained in this study can be
summarized as follows.

(1) The problem concerning the role of surface
phonons of athermostat in the theory of internal micro-
scopic relaxation in crystalline dielectrics was correctly
formulated for the first time.

(2) The relaxation theory was constructed with
allowance made for the interaction of four main sub-
systems: (i) the subsystem of longitudina acoustic
phonons, (ii) the subsystem of transverse acoustic
phonons, (iii) the subsystem of optical phonons, and
(iv) the subsystem of thermalized surface phonons. An
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exact relationship between the relaxation times was
obtained by numerical integration. Within strictly ana-
lytical approaches, it would beimpossible to derivethis
relationship and, hence, to elucidate the hierarchy of
relaxation times.

(3) In the framework of the relaxation theory con-
structed in this work, it became possible to describe
exactly the thermal conductivity coefficient with inclu-
sion of only the most important mechanisms of interac-
tions.

(4) The exact theoretical dependences k(T) for a
number of crystalline dielectrics (diamond, NaCl,
SiO,) were determined using numerical integration.
Satisfactory explanations were offered for the numer-
ous available experimental data over the entire range of
temperatures, except for the range of ultralow tempera-
tures. Analysis of the above dependences in this tem-
perature range will be the subject of a separate study.

(5) The dependences K(T) were constructed using
only the experimentally determined parameters. Our
analysis did not include adjustable parameters, except
for the constant of nonlinear phonon interaction and the
width & of the contact region. Since the sample size L
was small, the quantities 6 and L were of the same order
of magnitude; hence, the parameter /L was not
involved in the final relationships (see the above esti-
mates). The constant of nonlinear phonon interaction
was estimated at 10% erg/cm? from the best fitting to the
experimental data.

It should also be noted that examination of the
region of contact with athermostat and the temperature
dependence &(T) isan important problem from both the
theoretical and experimental standpoints.

ACKNOWLEDGMENTS

We would like to thank A.S. Sigov for helpful
remarks.

APPENDIX

Expression (21) involves the functions F4(y), Fa(y),
Fs(y), and Finp(y). The function F,(y) hasthe form

_ ol B PN -1) sOT Prfn
Faly) = ylaDpa“qD (1+2)\3)2y (o1 L&

‘ (A1)
x I(X—1)2¢1(X)[N(y(><—l)) — N(xy)] dx,



3y

9% x 16
action constant and the function ¢,(x) is defined by the
relationship

01(x) = [X*+1(x=1)"A7[(x+1)* = A*(x—1)7]
+6(x—=1)°A2 =[x+ 1-A3(x-1)3°

+36(x—1)[(x+1)* A’ (x=1)3".
The function F,(y) is represented in the form

where V¥ = =0.12y* isthe nonlinear inter-

el f P (A2 —1)
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xI¢Z(x)[1+ N%\% N%/%L—)—%H}dx

d-54

s T 0

Fao(y) =
(A2)

A—17

2Y11¢2() 50

and z, and z, are the same as in expression (16). By
using the expression F4(y) = (L/c)(Ll/t5) and taking
into account relationship (12) and the dispersion of
optical phononsat T < ©p, we obtain

where y} =

v 32801 [7°
Fa(y) Ovs Dp q 1+ 21%) o)
x (1 exp(~y)) exp - =LED
O T[TDEbD (A3)

% [ $300-/xexp(-x)dx.
Xy ()
Here, the lower limit of integration iswritten as x,(y) =

2
4i1 %/ + %E and the function ¢5(x, y) has the form

_ 2 w20
da(x,y) = X —xy—2txy’ + 2 () H+ 12 fD,
4_2
f 31 _ l’ ok 49Tty2 = 0.047%
4(1+22%)©p 81 x 39
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The function Fi,(y) is given by the formula

T
Fs(¥) = By T (A%)
_ L sYimpOu
where B, = 18 )\ 0. 2] Mcf o -
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Abstract—The optical, magnetooptical, and electric properties of epitaxia (La _,Pry)o7CaysMnO; films
(0<x<1) grown by MOCVD on LaAlO3 and SrTiO; substrates were studied. It is shown that the decreasein
the average cation radius resulting from isovalent substitution of the Pr for Laions brings about a lowering of
the Curie temperature, the metal—insulator transition temperature, and the temperatures of the maximain mag-
netotransmission (MT) and magnetoresistance (MR). These temperatures depend only weakly on the substrate
type. Substitution of La by Pr does not change the shape of the spectral response of the transverse Kerr effect.
For concentrations x < 0.50, the maximum values of the Kerr effect and of the MT vary insignificantly, which
should be assigned to the existence of asingly connected ferromagnetic metallic region at low temperatures. In
filmswith x = 0.75, the presence of ferromagnetic metallic drops in an antiferromagnetic insulating matrix was
revealed. The totality of the experimenta data obtained suggest that nanoscopic magnetic and electronic non-
uniformities exist both in films with a singly connected metallic region and in an x = 1 film, which is an anti-
ferromagnetic insulator. © 2004 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

The phenomena of colossal magnetoresistance
(MR) and giant magnetotransmission (MT) observedin
lanthanum manganites with perovskite structure offer a
broad potential for these materias in designing new
recording media, €l ectromagnetic radiation sensors[1],
and IR optoelectronic devices controlled by magnetic
or thermal fields [2]. These phenomena are related to
the metal-insulator (MI) transition observed to occur
near the Curie temperature and can be used to gain
valuable information in studies on nonuniform charge
distributions in manganites [3]. Deviations from sto-
ichiometry [3] and nonisovalent doping of the antifer-
romagnetic dielectric LaMnO; by Ca?* and Sr?* ions
bring about an increase in the volume of the ferromag-
netic phase, the Curie temperature (T¢), and the metal—
insulator transition temperature (Ty,,). The actual varia-
tionsin the magnetic and electric properties of the man-
ganites depend on the vacancy concentration and dop-
ing level, i.e., on the Mn*/Mn3* ion concentration ratio.

Isovalent doping also noticeably affects the Curie
temperature and the fractional volumes of the ferro-
magnetic (FM) and antiferromagnetic (AFM) phases.
Indeed, substitution of Pr3* for La* in an optimally
doped manganite La,,Ca,sMnO; initiates transition
from the FM metallic to the AFM insulating state [4].

In this system, (L&, _,Pr)o7Ca,sMn0O; (0 < x < 1), an
increase in the praseodymium concentration reduces
the Mn—O—-Mn valence angles because the ionic radius
of Pr3*issmaller than that of La?*, whilethe Mn**/Mn3*
ratio remains unchanged [5]. The phase diagram con-
structed from neutron diffraction data [4] defines the
concentration region x < 0.6 as the region of existence
of auniform FM metal, whiletheregion x> 0.8 isiden-
tified with auniforminsulator with acanted AFM struc-
ture. Within the concentration interval 0.6 < x< 0.8, a
macroscopically nonuniform magnetic state prevails,
which is essentially a mixture of the FM and AFM
phases.

The present study dealt primarily with the effect of
Pr doping on the magnetic and el ectronic subsystems of
epitaxial (Lay, _,Pr,)o-Ca,sMn0O; films (0 < x < 1) and
with the effect of the substrate on the magnetoresis-
tance and magnetotransmission of films. This study is
based on an integrated approach combining electrical,
optical, and magnetooptical measurements. The first of
them yield volume-averaged characteristics of the
material, the second permit isolation of the contribution
from regions with enhanced conductivity to light
absorption, and magnetooptical measurements offer
information concerning the magnetic subsystem.

1063-7834/04/4607-1241$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Reduced | attice parameters a', b, ¢ and average unit cell volume (a'b'c’)2 of films, maximum values of the MT at A = 6.7 pm
and of the MR in amagnetic field of 8 kOe, effective Curie temperature T¢. , and temperatures of the maximain MT and MR
of films of various composition grown on LaAlOg (LAO), SITiOz (STO), and Zrg g5Y ¢ 1501 925 (ZY O) single crysta substrates

Film/substrate a,b,A| ¢, A |(@bc)B Al MT,% | MR, % | TS, K | TRT.K | Tha K
Lag7CagsMnOy/LAO 3862 | 3872 | 3865+1 | 26 44 273 249 250
Lay7CagsMnOy/STO 3868 | 3859 | 38652 | 25 33 259 259 255
(Lag75Pr025)07C83MNOy/LAO | 3856 | 3.869 | 3860+1 | 30 68 211 213 211
(L& 75Pro25)07C803MNOy/STO | 3864 | 3855 | 38612 | 25 45 214 215 214
(Lay75Pr025)07C803MNOy/ZYO | 3864 | 3858 | 3861+1 | 25 19 211 211 211
(LagsPros)o7CapsMnOyLAO | 3848 | 3869 | 385+1 | 26 65 176 176 175
(Lay5Pro5)07CapsMnOy/STO 3861 | 3848 | 3856+1 | 23 60 179 180 177
(Lag.25Pr075)07C803MNOy/LAO | 3.841 | 3866 | 3.850+2 4 21 79 103 <95
(Lag.25Pr075)07C83MNOy/STO | 3.858 | 3835 | 3850+1 4 85 108 <9%
Pr.7C83MNnO4y/LAO 3.839 | 3858 | 3845+2
Pr.7C83Mn0O4/STO 3852 | 3835 | 3846+2
Unannealed
(Lag25Pro75)07C80sMNOy/LAO | 3841 | 3867 | 3850+2 | 10 45 97 120 115
(La.25Pr075)07C803MNOy/STO | 3.860 | 3.834 | 3851+1 2 40 97 120 137

2. SAMPLES AND EXPERIMENTAL
CONDITIONS

(Lay _4Pry)o7CaysMnO5 (LPC) epitaxial films (x=0,
0.25, 0.5, 0.75, 1) 300 nm thick were MOCVD grown
on single crystal, (001)-oriented perovskite SITiO;
(STO) and LaALO; (LAO) substrates at a substrate
temperature of 750°C and a partial oxygen pressure P =
0.003 atm. Thefilm with x = 0.25 was grown on afluo-
rite-structure Zry gsY 4.1501 gp5 (ZY O) substrate. Thefilm
thickness was the same because of the equal reagent
supply rates under diffusive deposition. To obtain
homogeneous oxygen stoichiometry, the films were
annealed for an hour in an oxygen flow under atmo-
spheric pressure at atemperature of 750°C. In order to
elucidate the part played by annealing in the formation
of the properties of films close in composition to the
percolation threshold, the characteristics of unannealed
filmswith x = 0.75 grown on LAO and STO substrates
were additionally studied. The table contains the
reduced lattice parameters (a, b', ¢') and the pseudocu-
bic perovskite parameter (a'b'c')¥® of films grown on
STO substrates (cubic structure, a = 3.903 A),
pseudocubic LAO substrates (a = 3.788 A), and, for the
x = 0.25 compoasition, on ZY O substrates (cubic struc-
ture, a = 5.14 A, which corresponds to the perovskite
cube face diagona, a/(2)Y?). The orientation of the
films relative to the substrates was derived from x-ray
diffraction measurements and is (001)[100]STO ||
(001)[100]LPC, (001)[100]LAO || (001)[100]LPC, and
(001)[110]ZYO || 020[111]LPC. The reduced parame-
ters are related to the parameters of the orthorhombic
cell (a, b, c) asfollows: ¢'=¢/2, (&' + b)/2=(a+ b)/(2 x

PHYSICS OF THE SOLID STATE \Vol. 46

2Y2) for films on STO; (@' + b')/2 = (a + b)/(4 x 2V2) +
c/4, ¢ = (a+b)/2x 2Y2for filmson LAO; and ¢' = (a +
b)/2 x 212, (@' + b") = (a + b)/(4 x 2¥2) + c/4 for the film
on ZYO. The fact that the values of a, b, ¢ for films on
different substrates are different indicates the existence
of residua strains between the film and the substrate;
these strains are elastic, because the average volume of
the perovskite cube (a'b'c’)¥? in films grown on differ-
ent substrates is practically the same (see table).
Annealing in oxygen relieves strains in the films and,
possibly, dightly changes the oxygen stoichiometry.
The film preparation conditions are described in [6],
where one can aso find x-ray diffraction, Raman spec-
troscopy, and electron microscopy data indicating the
structural and chemical homogeneity of the samples.
As a reference in the determination of the chemical
composition of thefilms, a ceramic of identical compo-
sition was used.

The transverse Kerr effect (TKE) was measured in
the energy range 1.0-3.8 €V and the temperature inter-
val 20-300 K for in-plane magnetic fields of up to
3.5 kOe. Thereative changein thereflected light inten-
sity 0 = [l — Ig)/l, was determined experimentally,
where |, and |, are the reflected light intensities with
and without the magnetic field applied, respectively.
The technique employed to measure the TKE is
described in somedetail in[7]. The electrical resistivity
of the films was measured by the two-probe method in
the temperature interval 77-300 K under magnetic
fields of up to 10 kOe directed perpendicular to the cur-
rent and along or perpendicular to the film plane. Silver

No. 7 2004



EFFECT OF ISOVALENT DOPING OF MANGANITE

1243

30
DX 044 JEE S LR
*
*
25} s
L2
0@ 0 9000 00y - e,
201 o @0 P ‘n..
40 - -,
"“9 0&@2 o n.‘
X 15‘ .//.——. (3 .
%
o <
s | o 5
=20+ .
10 \ s
25 %X = 0
- \ :
5 0
0.5 1.0 15 20 j’
H, kOe o A
o IR 075 o A4
| ..ID'ED"“‘U 4 QLo s
0 50 100 150 200 250 300
T, K

Fig. 1. Temperature dependences of the TKE of (Lay _Pry)g 7Ca03MnO3 films (0 < x < 0.75) grown on STO (open symbols) and

LAO (filled symbols) obtained at an energy of 2.8 eV in a magnetic field of 380 Oe. Inset shows field dependences of the TKE
measured at 2.8 eV and 77 K on LAO-grown films with different Pr concentrations.

contacts were ultrasonically applied to the films with
indium-based solder.

The absorption spectra of films in the energy range
0.1-1.4 eV were studied with a high-sensitive IR spec-
trometer in the temperature interval 80-295 K and
magnetic fields of up to 8 kOe directed both along the
film plane and perpendicular toit. The TKE, light inten-
sity transmitted through the film, MT, electrical resis-
tivity, and MR were measured as a function of temper-
ature in the heating mode at arate of ~1-3 K/minin the
temperature range 77-295 K. The field dependences of
the MT and MR were measured at the temperatures of
their maximum valuesin fields of up to 10 kOe.

3. EXPERIMENTAL RESULTS
3.1. The Kerr Effect

Figure 1 displays the temperature dependences of
the TKE taken at an energy of 2.8 eV inamagnetic field
of 380 Oe. Increasing the Pr concentration resultsin a

decrease in the ferromagnetic ordering temperature T¢&

(see table). The effective Curie temperature T was
determined as the point of the minimum of derivative
d(6)/dT, because &(T) reflects the temperature depen-
dence of the magnetization. The effective Curie tem-
peratures found in this way turn out to be dlightly
higher in the films grown on STO substrates than in the
filmsgrown on LAO and ZY O. The temperature depen-
dences of the TKE obtained in the cooling—heating
mode exhibit hysteretic behavior for al films. The
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actual pattern of the hysteresis and its sign and width
depend on the Pr concentration, film microstructure,
and the kind of substrate used [8, 9]. This behavior may
indicate that the transition to a magnetically ordered
state in the LPC system is afirst-order transition.

The spectral dependences of the TKE obtained in
the low-temperature domain, i.e., after the transition to
ametallic state, weresimilar for all filmsand mimicked
the spectra measured on ceramic samples [10]. The
magnetooptical activity of the manganites was shown
[11] to originate from the transitions in the Mn®* and
Mn* octahedral complexes, which are responsible for
the unique properties of these oxides. Substitution of Pr

for Laleadsto rotation and tilting of the[M nO? ] octa-
hedra rather than to their deformation and does not
change the Mn**/Mn3* ratio, which correlates with the
isovalent doping of the manganite. The magnitude of
the TKE decreases strongly in annealed and unannealed
samples with x = 0.75. The magnitude of the effect and
the pattern of the TKE spectral response are different
for unannealed films grown on different substrates
(Fig. 2). All sampleswith x = 0.75 exhibited an inverse
temperature hysteresis; in other words, the effect was
smaller under cooling.

Thefield dependence of the TKE measured on films
with x < 0.5 at 77 K shows saturation in weak fields of
~1.2 kOe, afeature characteristic of ferromagnets (see,
e.g., inset to Fig. 1 for filmswith x = 0 and 0.25 grown
on LAO). The nearly linear d(H) relation obtained on
the film with x = 0.75 attests to a predominantly AFM
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Fig. 2. Spectral response of the TKE in unannealed
(Lao_ZSPr0_75)0_7CEb_3M nO3 films grownon LAO and STO.
Inset shows the temperature dependence of the TKE for a
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ordering in these films, while the fairly large amplitude
of the TKE in weak fields indicates the existence of a
fraction of the FM phase.

3.2. The Electrical Resistivity
and Magnetoresistance

Thetemperature behavior of the electrical resistivity
p(T) of the LPC films displayed in Fig. 3 is evidence of
the M1 transition in compositionswith x < 0.5, in unan-
nealed films with x = 0.75 on both types of substrates,
and in the annealed film with x = 0.75 on STO, which
shows that the metalic behavior of p(T) below T
switches to a semiconductor pattern above T.. The M
transition temperature decreases with increasing Pr
concentration and is higher in films grown on STO sub-
strates. The difference in the Ml transition temperature
between films grown on different substrates is the
strongest for the x = 0.75 composition. The annealed
film with x = 0.75 on LAO and the x = 1 films do not
exhibit the MI transition in the temperature interval
covered in our study. At 150 K, the p(T) dependence
measured in the x = 0.25 film on LAO reveals a weak
anomaly. The film with x = 0.25 grown on ZYO has a
higher resistivity than the films grown on LAO and
STO perovskite substrates (particularly in the region of
FM ordering) and undergoes a diffuse M| transition.

The temperature dependences of the absolute value
of MR measured in LPC filmsin afield of 8 kOe per-
pendicular to the film plane have maxima near T,

109
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p, Qcm
T

10°F

102

104L

60

50

1

1 1
00 150

1 1 1
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Fig. 3. Temperature dependences of the electrical resistivity of (Lay _ 4Pry)g7CagsMnO3films (0 < x < 1) grown on STO (open sym-
bols, solid line for x = 1), LAO (filled symbols, dashed line for x = 1), and ZY O (asterisks, x = 0.25) and of unannealed films (pen-
tagons, x = 0.75). Inset shows field dependences of magnetoresistance at the maximum of MR(T) measured in afilm with x = 0.25
on STO in afield oriented in the film plane (curve 1) and perpendicular to this plane (curve 2).
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Fig. 4. Temperature dependences of the MR of (Lay _yPry)o7C893MnO3 films (0 < x < 0.75) grown on STO (open symbols), LAO

(filled symbols), and ZY O (asterisks, x = 0.25) and of unannealed films (pentagons, x = 0.75) in amagnetic field of 8 kOe directed
perpendicular to the surface of the films. Inset shows the MR(T) dependence for filmswith x = 1.

(Fig. 4, table). The temperature of the maximum in

magnetoresistance, Ty , in films grown on STO sub-

strates is higher than that in films grown on LAO. An
increase in the Pr concentration to x = 0.50 leads to an

increasein MR and adecreasein the temperature Ty .

For the x = 0.25 composition, the maximum MR ~ 70%
isreached in films prepared on LAO substrates and the
minimum MR (~19%) is reached in films grown on
ZYO. The decrease in the magnitude of MR observed
in films with x = 0.75, as well as the decrease in the
maximum value of TKE in the &(T) dependence of
these films (Fig. 1), is connected with the decrease in
the fractional volume of the FM phase in these films.
The presence of asmall fraction of the FM phase in the
x =1 composition is indicated by the appreciable mag-
nitude of MR in the temperature interval 110-150 K
(see inset to Fig. 4). Note the jumpy pattern that the
MR(T) curve acquires as the temperature is lowered to
150 K, exhibiting high jumps and abrupt dropsto zero.

Besides the main maximum near T, the MR(T)
dependence of filmswith x < 0.50 has aweaker, diffuse
satellite peak (Fig. 4). The satellite amplitude is the
largest (~12%) in the film with x = 0.25 grown on LAO
and isobserved at T~ 135 K; in filmswith x = 0.50 and
0.250n STO, the satellite peak is~4.5% at ~125 K, and
the smallest satellite peak, ~0.5%, was measured at
~165 K in x = 0 films. Besides the maximum in the
MR(T) relation, the film with x = 0.25 grown on ZYO
exhibits monotonic growth of MR with decreasing tem-
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perature for T < 170 K. The MR reaches ~10% at 80 K
inafield of 8 kOe.

The field dependences of MR of the films with x <
0.50 (see, for instance, inset to Fig. 3 for composition
x = 0.25) measured near T show no hysteresis and no
saturation under application of a magnetic field either
perpendicular or paralée to the film plane. The magne-
toresistance in an in-plane field is dightly larger than
the MR measured in a field perpendicular to the film
surface.

3.3. Optical Properties

A common feature of optical absorption spectra of
the films studied here (Fig. 5) is an increase in light
absorption at wavelengths A < 4 ym (E > 0.32 eV),
which can beidentified with the onset of interband tran-
sitions. At the fundamental absorption edge for compo-
sitions with x = 0.5 and 0.75 (anneded films), a band
appears at 1.15 pum (~1.08 eV), whose intensity is
higher in STO-grown films. As the samples are cooled
to ~T¢, the band shifts toward shorter wavel engths, and
below T, it shifts toward longer wavelengths (inset to
Fig. 5). No such band is seen in the spectraof filmswith
x=0and 1.

The absorption in the mid-IR range of filmswith x =
1 decreases under cooling from 295 to 80 K, as it does
in conventional semiconductors (Fig. 5). The absorp-
tion of filmswith x < 0.75 behaves differently with tem-
perature; namely, downto T it falls off, whilebelow T
the absorption undergoes a substantial growth. Appli-
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Fig. 5. Absorption spectraof (Lay _,Pry)g7C893MNO3 films grown on different substrates and measured at different temperatures.
Inset shows the temperature dependence of the position of the band at 1.15 pm in the spectrum of the film with x = 0.50 grown

on STO.
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Fig. 6. Temperature dependences of light transmission at A ~ 6.7 um in afield H = 0 obtained on (L& _,Pry)q.7Cag3Mn0O3 films
(0 <x<1) grown on STO (open symbols, bold solid linefor x = 1), LAO (filled symbols, dashed linefor x =1), and ZY O (asterisks,
x=0.25) and of unannealed films (pentagons, x = 0.75); the thin solid linefor thex = 0 composition isobtained in afield H = 8 kOe.

cation of amagnetic field near T enhances the absorp-
tion in films with x < 0.75 even further and shifts the
band at ~1.15 pum to longer wavelengths (Fig. 5). No
noticeable effect from the application of a magnetic
field (up to 8 kOe) was observed in the absorption spec-
traof filmswith x= 1.

The character of the variationinthe IR absorptionin
filmswith temperature near T and under application of
amagnetic field isclearly illustrated by the temperature

PHYSICS OF THE SOLID STATE \Vol. 46

dependence of the transmitted light intensity 1(T) mea-
sured at afixed wavelength A ~ 6.7 um (Fig. 6). For all
compositions, except the annealed films with x = 0.75,
the I(T) curves correlate well in behavior with the p(T)
dependences (Fig. 3). In films with x < 0.5 and unan-
nealed films with x = 0.75, the I(T) dependence under-
goes a sharp change in behavior with increasing tem-
perature near the Curie point, which isan optical coun-
terpart of the metal-insulator transition in the p(T)
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Fig. 7. Temperature dependences of the magnetotransmission at A ~ 6.7 um of (Lay _4Pry)o7Cag3sMnOs films (0 < x < 0.75)
obtained in a magnetic field of 8 kOe directed perpendicular to the surface of the films grown on STO (open symbols), LAO (filled
symbols), and ZY O (asterisks, x = 0.25) and of an unannealed film with x = 0.75 (pentagons). Inset shows field dependences of light
transmission at A ~ 6.7 um of filmswith x = 0.50 obtained in amagnetic field perpendicular to the film plane (open squares) and in
an in-planefield (filled circles). The curve corresponding to the x = 0 composition is offset upwards for clarity (filled triangles).

dependence. In the vicinity of the Ml transition, the IR
transmission drops by afactor of more than 4000. The
MI transition temperature in the I(T) dependence
decreases with increasing Pr concentration and, as in
the p(T) dependence, is higher in films grown on STO
substrates. In annealed filmswith x = 0.75, the M| tran-
sition in the I(T) dependence is observed to occur in
films on both types of substrates, despite its absencein
the p(T) dependence for the film grown on LAO
(Fig. 3). Thel(T) and p(T) dependences exhibit a semi-
conducting behavior in samples with x = 1 throughout
the temperature range covered.

Application of a magnetic field, as well as a
decreasein temperature, brings about adecreasein film
transparency near the MI transition (see, for instance,
the solid line in Fig. 6 for the x = 0 film on STO), i.e,,
the onset of negative magnetotransmission, whichisan
anal og of magnetoresi stance. Magnetotransmissionisa
relative magnetic field-induced change in the intensity
of thelight transmitted through afilm, MT = [l —1)/l,,
where |, and |, are the values of transmission with and
without amagnetic field present, respectively. The tem-
perature dependence of the absolute values of the film
MT (Fig. 7) follows the same pattern as that of the MR
(Fig. 4). Just as the MR, magnetotransmission reaches
a maximum near T.. As the Pr concentration is
increased to x = 0.50, thetemperature at which the max-

imum in magnetotransmission is observed (Tya )
decreases, but the value of MT changes insignificantly

(~25%), in contrast to MR. The asymmetry in the
MT(T) curves for films with x = 0.50 should be
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assigned to the appearance of an additional magne-
totransmission band in the form of a shoulder near
150 K. The value of MT in annealed samples with x =
0.75 is smaller than that in unannealed samples. Films
grown on STO substrates feature higher temperatures
of the maximum in MT than films grown on LAO and
ZYO (x=0.25). Practically no MT is observed in films
with x = 1 (less than 0.5%).

For films with x = 0, the field dependence of the
transmission has no hysteresisand no saturation and the
[(H) dependence is close to linear in fields above
1.5 kOe (inset to Fig. 7). Magnetotransmission, as well
as magnetoresistance, is an effect that is an even func-
tion of field. Filmswith x = 0.25, 0.50, and 0.75 (unan-
nealed) on either type of substrate reveal ahysteresisin
thel(H) relationinfields of up to 10 kOe. After removal
of the field oriented perpendicular to the film plane, the
transmission does not regain its original value. The new
value of transmission, for instance, in films with x =
0.50, decreases by ~17% compared to the original level
(insetto Fig. 7); infilmswith x = 0.75 (unanneal ed), by
~25%; and in films with x = 0.25, by ~3%. Demagne-
tizing the films by switching the field polarity does not
restore the original level of light transmission. Thefilm
with x = 0.50 placed in an in-plane field of up to 8 kOe
exhibits hysteresis, and the transmission recovers its
origina value as the magnetic field is cyclically
switched.
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4. DISCUSSION OF THE RESULTS

Let us compare the results of our study on the opti-
cal and magnetooptical properties and the electrical
resistivity of (Lay_.Pr)o7Ca,sMnO; epitaxia films
(0 = x £ 1) with the data from [4], where a phase dia-
gram for bulk polycrystals of this system is presented.
Asin [4], an increase in the concentration of Pr3* ions
substituting for La®* brings about a decrease in T that
is practically linear in x because of the decrease in the
cation radius. The Goldschmidt radius of theLa** ionis
1.06 A, and that of Pr3* is 1.01 A. The decrease in the
average cation radius [, Jwith the Pr concentration
increasing to x = 0.50 is accompanied by enhanced car-
rier localization, which entails a decrease in T and in
the MI transition temperature in the p(T) and I(T)
dependences and an increase in the electrical resistivity
and MR (seetable, Figs. 3, 4, 6). Importantly, one of the
most essential conclusions reached in [4] is the exist-
ence of praseodymium concentration ranges within
which the magnetic and charge states are uniform (x >
0.8, x< 0.6).

The values of T of films with x < 0.50 (see table)
insignificantly exceed those for polycrystals of corre-
sponding composition [4]. The enhanced T, may be
dueto different oxygen off-stoichiometries of filmsand
bulk polycrystals and to a specific feature of the film
state due to the strains generated at the film—substrate
interface and to the stress gradient across the film thick-
ness. The latter may also account for the differencesin
the magnitude and temperature of the maxima of MT
and MR and in the values of the TKE between LPC
films grown on STO and LAO.

Compressive (in the case of LPC-LAO and LPC-
ZYO) or tensile (LPC-STO) strains arising at the film—
substrate interface give rise to the formation of strain
components normal to this interface. The maximum
amplitude of potential energy at the interface is E, =
(uch/(2m?) = 530 erg/cm?, where ' isthe reduced | attice
parameter along the film surface normal and  is the
interface rigidity modulus (2.6 x 10 dyn/cm? [12]). In
general, the interface potential energy depends on the
parameter 3 = 2r(c/p)(A./|L), where theratio ¢/p = (a—
b)/(1/2)(a + b) characterizesthe lattice parameter misfit
between the substrate (b) and film (a), A, = (1 —0)/4, +
(1 —op)/u,, and o isthe Poisson ratio [12]. Estimates of
B madefor x =0.25, 0 = 0.3, and p,/l, = 1 yield 0.054
for LPC-STO, 0.093 for LPC-LAO, and 0.264 for
LPC-ZYO. For al the substrates, the condition < 1
is met. A rough relation connecting the critical film
thickness h/a with the critical lattice misfit f, = (a—b)/a
can be derived from the equation [12]

In[2Ttf e/(1—-0) + 2T[(1—0)2th/(1—20)a] =0,

where f. is ~0.01 for the LPC-STO combination, 0.02
for LPC-LAO, and 0.06 for LPC-ZYO. As follows
from Eq. (1), thelargest pseudomorphic layer isinfilms
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grown on STO, h/a = 20. In films grown on LAO, this
valueis smaller than 10, and the smallest value, 2, cor-
responds to films grown on ZYO. These values are
noticeably smaller than the thicknesses of the films
themselves, which implies that this difference cannot
produce an appreciable change in the critical tempera-
tures. At the same time, one may conceive of a small
contribution due to thermal stresses arising because of
the different coefficients of thermal expansion of the
film and the substrate.

LPC films 300-nm thick with x = 0.50 and 0.25
exhibit a dight difference in the critical temperature

TZ, the MI transition temperature, Ty7 , and Tyg

depending on the substrate material. There are a num-
ber of publications on La,,Ca;sMnO; films in which
substitution of an STO by aLAO substrate resulted in a

shift in T, the MI transition temperature, and Tyg

toward (i) higher temperatures up to 30°C [13-15],
(ii) lower temperatures [16, 17], or (iii) remained prac-
tically unaffected [18, 19]. Inthefirst and second cases,
the values of T, of the films differed appreciably from
those in the phase diagram constructed for bulk sam-
ples [4]. In the third case, asin our studies, the values
of T¢ of filmsand bulk samples are similar. All publica-
tions mentioned above pointed out the substantial effect
of strainsat the film—substrate interface and of twinning
on the position of the critical temperatures. Deviation
from oxygen stoichiometry was also found to have a
considerable effect on the critical temperatures [17].
We believe that, because of the large thickness
(300 nm) of the (001)LPC films with x < 0.50, their
deviation from oxygen stoichiometry (as well as the
substrate type) does not affect the position of critical
temperatures for films grown on different substrates.

The maximum sensitivity of the critical tempera-
turesand of the magnitude of M T to the oxygen stoichi-
ometry of filmsand the substrate typeis observed when
comparing the properties of annealed and unannealed
films with the Pr concentration x = 0.75, which corre-
sponds to separation into the FM metallic and AFM
insulating phases (Ty > T¢ [4]). In unannealed films,

most likely, the Mn**/Mn3* concentration ratio changes
from that of the annealed composition. Such nonisova-
lent doping can result in higher Curietemperaturesthan
for the annealed films and in the MI transition in films
on both types of substrates (Figs. 3, 6). The values of
MT (for films grown on LAO) and of MR also turn out
to be higher than those for the films annealed in oxygen
(see table). The difference in the MT value and in the
magnitude and shape of the spectral response of TKE
between unanneal ed filmswith x = 0.75 grown on LAO
and STO substrates suggests different deviations from
oxygen stoichiometry, and this deviation is probably
higher in the film grown on LAO. The magnitude of the
TKE in this film is higher because of the larger ferro-
magnetic contribution. Annealing in an oxygen flow
resultsin a more uniform film stoichiometry. The criti-
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cal temperatures decrease, and the values of the MT
(~4%) and TKE level off. At the sametime, in annealed
filmswith x = 0.75, the M1 transition is seen in the p(T)
dependence (Fig. 3) only in the film grown on an STO
substrate, whilein the I(T) relation (Fig. 6) the Ml tran-
sition manifests itself in films grown on both type of
substrates. As we have shown for manganites with
weakly nonisovalent doping [3, 20], this observation is
a compelling argument for the presence of metallic
drops that are not connected with one another in an
insulating matrix. The existence of afairly strong Kerr
effectinfilmswith x = 0.75 (Fig. 1), whose appearance
temperature is close to the temperature of the M1 tran-
sition observed in the I(T) dependence, suggests that
the metallic regions are ferromagnetic. Thus, filmswith
x = 0.75 undergo phase separation just as polycrystal-
line samples do [4]. Tensile stresses in films grown on
STO substrates are conducive to the formation of
metallic regions of amore elongated shape, giving rise
to through conduction in such films, which does not
occur in films grown on LAO.

Infilmswith x = 1, only the magnetoresistance data
(seeinset to Fig. 4) attest to the existence of charge and
magnetic small-scale nonuniformities. Quite possibly,
nonuniformities form in this composition in the layer
close to the interface, where conduction channels ter-
minate and current instabilities similar to the pinching
effect in semiconductors set in. As aready mentioned,
the thickness h/a of thislayer is small; therefore, field-
induced changes in transmission manifest themselves
here only weakly (MT < 0.5%).

Optical and magnetooptical studies show that LPC
films are aso nonuniform, both magneticaly and in
charge distribution, in the concentration range x < 0.50,
where asingly connected metallic region forms. Asfol-
lows from the p(T) relations obtained for LPC films
(Fig. 3), the percolation threshold, i.e., the transition
from isolated metallic drops to through conduction in
the crystal, occurs in the concentration range 0.5 < x <
0.75. Near the percolation threshold, at x = 0.50, the
MR reaches its maximum value (Fig. 4). As the film
conductivity increases (x < 0.5), the MR decreases.
This behavior of the MR is characteristic of nonuni-
form systems and doped magnetic semiconductors. An
exclusion isthe minimum value of MR in acompletely
relaxed x = 0.25 film grown on aZY O substrate, which
has the lowest conductivity. The higher electrical resis-
tivity of the film grown on ZYO (Fig. 3) compared to
those grown on LAO and STO perovskite substrates
should be assigned to the resistance of large-angle
boundaries separating regions with different crystallo-
graphic orientations, which form in a lanthanum man-
ganite film grown on ZY O [21]. The growth in the MR
in the film grown on ZYO observed to occur with
decreasing temperature (Fig. 4) can be accounted for by
the tunneling of spin-polarized carriers through the
boundaries between these regions [21].

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

2004

1249

Nonuniformities are also possibly responsible for
the satellites in the MR(T) dependences and for the
asymmetry in the MT(T) curves (Fig. 7) for composi-
tions with x < 0.50. Structural changes may serve as
another explanation for the appearance of the satellites
and of theanomaly in p(T) at 150 K observed inthex =
0.25 film. Studies of this system performed over a
broad range of temperatures [22, 23] did not uncover
indications of structural transformations but revealed
only ajump in volume for a polycrystal withx = 0.5 at
atemperature of 150 K, which isassociated with the M|
trangition. Infilmswith x = 0.5, asatellitein the MR(T)
relation is observed at 125 K.

Under application of a magnetic field, transmission
isstrongly reduced only in the FM regions, whileinthe
AFM matrix it remains unchanged; therefore, theMT is
actually proportional to the relative changein transmis-
sion in the FM regions and, unlike the MR, reaches a
maximum when a singly connected metallic region
formsin the sample below T [3].

In our case, substitution of Pr¥* for La** does not
change the Mn®*/Mn* ratio and the singly connected
metallic FM region persists up to the Pr concentration
x = 0.5. Thisis what accounts for the similarity of the
valuesof TKE at 70K (Fig. 1) and of the maximum val-
ues of the MT, ~25%, between films with x < 0.50
grown on different substrates (Fig. 7).

Below the percolation threshold x > 0.6 [4], the val-
uesof the TKE and MT decrease noticeably, which sug-
gests a decrease in the fractional volume of the FM
phase. Becauseit is sensitive to even asmall concentra-
tion of metalic drops, the MT effect is fairly large,
~10%, for the unannealed x = 0.75 film grown on STO
(Fig. 7).

The charge and magnetic nonuniformities aso
become manifest in absorption spectrain the form of a
resonance-like line a ~1.15 pum, whose position
depends on the magnetic ordering (Fig. 5). This band
probably originates from the overlap between elec-
tronic transitions and the geometric resonance (the Mie
resonance) [3], i.e., from the appearance of afeaturein
the absorption spectrum resulting from surface plas-
mon excitation at the boundary of nonuniformities.
This effect is accompanied by the onset of forbidden or
weakly allowed transitions. The shift in the line toward
longer wavelengthsfor T < T or under application of a
magnetic field (in the vicinity of T.) may be due to a
change in the resonance conditions near T.

Field dependences of the TKE at low temperatures
show saturation for compositionswith x < 0.50 (inset to
Fig. 1).The absence of saturation in the I(H) and p(H)
dependences near T under application of a magnetic
field in the film plane and perpendicular to it should be
assigned to magnetic moment fluctuations becoming
maximum near T (Figs. 3, 7). The hysteresis in the
I(H) dependences near T observed under application
of amagnetic field perpendicular to the film plane (the
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case of the maximum demagnetizing factor) is similar
tothat in the p(H) relation at 75 K [13] and is observed
for compositions close to the percolation threshold. The
residual transmission in the hysteretic | (H) dependence
(Fig. 7) cannot be removed by demagnetizing the films
and is probably associated with the magnetic field—
induced melting of the charge-ordered state (the transi-
tion to the charge-ordered state occurs at T = 180 K
[23]). The melting of the charge-ordered stateis argued
for by the decrease in film transmission after the first
cycle of field variation. The residua transmission
reaches a maximum value of ~25% at x = 0.75 (for the
unanneal ed film; the anneal ed films were not measured
because of the weak MT effect), where the fractional
volume of the AFM charge-ordered phase exceeds that
of the FM phase, and reaches a minimum level of ~3%
in the x = 0.25 films. There is no residual transmission
inthel(H) dependence when an in-plane magnetic field
isapplied (the case of the minimum demagnetizing fac-
tor). Thedifferencein thel(H) behavior between differ-
ent field geometries can be due to anisotropic magnetic
nonuniformities. The MT hysteresisitself is apparently
caused by a hysteresis of the magnetic structure in the
transition layer separating the AFM matrix from FM
drops, because it is not seen in the MR(T) dependences
near T (Fig. 3). The MT hysteresis is determined by
the ratio of the fractional volumes of the AFM and FM
regions at a given Pr concentration and by the shape of
the FM regions in films grown on different substrates.
The shape of the FM regions depends on the character
of strains at the film—substrate interface, which define
the shape of charge-disordered regions [24]. The
absence of MT hysteresis at x = 0 is due to the small
fraction of magnetic nonuniformities in these films.
The TKE hysteresis observed in all films in the heat-
ing—cooling mode al so attests to the existence of mag-
netic nonuniformities.

The high values of magnetotransmission in the IR
range suggest that (La, _,Pr,)7CaysMnO; films may
potentialy be applied as a new functional material for
magnetically  controlled  optoelectronic  devices
intended for operation in the temperature range from
170 to 260 K. A number of conceivable optoelectronic
devices were briefly described in [2]. The film with x =
0.25 grown on aLAO substrate has a high value of MR,
~70%, in a field of 8 kOe at 211 K, which makes it
promising for applications.

5. CONCLUSIONS

Isovalent substitution of La®* by the smaller radius
Pr¥* ionsin (La, _,Pr,)e7Ca,sMnO; films brings about
adecreasein the Curie temperature, in the temperatures
of the maximain magnetotransmission and magnetore-
sistance, and in the MI transition point. The nature of
the substrate does not noticeably affect the Curie tem-
perature and the temperatures of the maxima in the
magnetotransmission and magnetoresistance. The
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dlight changesin the maximum values of the Kerr effect
and magnetotransmission for concentrations x < 0.50
arguefor the formation of asingly connected ferromag-
netic metallic region in films at low temperatures. The
totality of the magnetooptical and optical data obtained
indicates, however, that nanoscopic magnetic and elec-
tronic nonuniformities exist both in films with asingly
connected region and in afilm with x = 1, which isan
antiferromagnetic insulator. It has been shown that
films with x = 0.75 undergo separation into an antifer-
romagnetic insulating matrix and ferromagnetic metal -
lic drops.
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Abstract—BY studying the magnetic and magnetoel astic properties, it is established that, asthe temperatureis
lowered, Sm; _,Sr,MnO; single crystals (x = 0.5, 0.55) undergo spontaneous phase transitions from the para-
magnetic to alocal charge-ordered state at T, = 220 K and to an A-type antiferromagnetic state at Ty = 175 K.
It isshown that strong magnetic fields (H,, ~ 200 kOe) break up the antiferromagnetic order and charge ordering
and drive a phase transition to a conducting ferromagnetic state. H—T phase diagrams are constructed for single

crystals with x = 0.5 and 0.55. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The R;_,M,Mn0O; substituted manganites (R = La,
Pr, Nd, Sm; M = Ca, Sr) have attracted considerable
interest over the past decade, largely due to the discov-
ery of the colossal magnetoresistance effect in these
compounds within a certain concentration interval [1,
2]. Substituted manganites are also remarkable for the
strong correlation between their spin—charge lattice
degrees of freedom and for the variety of T—x phasedia-
grams. The phase diagrams differ appreciably depend-
ing on the actual type of rare-earth ion involved. Asthe
tolerance factor decreases as the atomic number of R
increases or as one goes from Sr to Ca, the band width
decreases, which enhances the localization effects and
drives the transition from the ferromagnetic to antifer-
romagnetic and charge ordering state.

Among the various R; _,M,MnO; substituted man-
ganites, the compounds with x = 0.5 are of particular
interest, because it is in them that states with various
types of magnetic, orbital, and charge ordering were
discovered. Of these compounds, Sm,sSr,sMnO;isthe
least studied; the information on the character of its
ordering is fairly contradictory. A study [3] performed
on polycrystaline samples yielded a T-x phase dia-
gram according to which the x = 0.5 compoasition
should be a ferromagnet with local charge ordering.
Measurements carried out on a Smg sSrsMnO; single
crystal revedled antiferromagnetic ordering [4]. In
order to straighten out these contradictions, we carried
out an investigation of both spontaneous phase transi-
tions and phase transitions induced by a strong mag-
netic field in these single crystalswith x = 0.5 and 0.55.

Our study of the magnetic and magnetoelastic proper-
ties revealed, in contrast to [3], that these compounds
have no spontaneous magnetic moment and that they
undergo two spontaneous phase transitions, namely,
local charge ordering at T, = 220 K and antiferromag-
netic ordering at Ty = 175 K. We showed that a strong
magnetic field (~200 kOe) suppresses the weakly mag-
netic, low-conducting state and drives a phase transi-
tion to the ferromagnetic conducting state.

2. EXPERIMENTAL RESULTS
AND DISCUSSION

Single crystals of Sm;_,Sr,MnO; (x = 0.5, 0.55)
were grown by zone melting with radiative heating. The
magnetic and magnetoel astic properties were measured
in the temperature range 10-300 K. In weak magnetic
fields, the magnetic susceptibility passes through a
broad maximum near T, = 220K (Fig. 1a), followed by
adrop as the temperature decreasesto Ty, = 175 K. We
believethat at T, = 220 K local charge ordering setsin,
in full agreement with [3], while at Ty = 175 K, as
opposed to [3], antiferromagnetic ordering takes place,
which is indicated by the absence of a spontaneous
moment in the M(H) curves (inset to Fig. 1a). As seen
from Fig. 1b, at Ty = 175 K aloca maximum appears
in the temperature dependence of electrical resitivity,
while on the whole the p(T) graph features semicon-
ducting behavior typical of manganites with a fairly
large degree of localization. The temperature depen-
dence of therma expansion likewise exhibited an
anomaly at Ty = 175 K (Fig. 1c), while at T, = 220 K

1063-7834/04/4607-1252$26.00 © 2004 MAIK “Nauka/ Interperiodica’



ANOMALIES IN THE MAGNETIC AND MAGNETOELASTIC PROPERTIES

Ty )

g 1071 E

p, Q

_.
<
38}
T

Al/lyp0 k> 1073
LS o
T T T

|
98]
T

50 100

|
N

150 200 250 300
T,K

)

Fig. 1. Temperature dependences for Smy _,Sr,MnO3 sin-
gle crystals (a) with magnetic susceptibility measured at
H = 5.75 kOe for compositions (1) x = 0.5 and (2) 0.55,
(b) electrical resistivity measured for x = 0.5, and (c) ther-
mal expansion for x = 0.5. Inset shows magnetization curves
obtained in weak magnetic fields.

no anomay was observed, probably because of the
charge ordering bearing a local character [3]. We
believe that SmysSr,sMNO; has an A-type antiferro-
magnetic structure; i.e., it consists of antiferromagneti-
cally coupled ferromagnetic layers.

Magnetization curves measured in a strong mag-
netic field revealed an increase in magnetization with
jumpsat T < Ty = 175 K, which switched to a diffuse
behavior inthetemperaturerange 175< T < 220K. The
strong rise in magnetization in threshold fields H, is
obviously due to a transition to a ferromagnetic state
with suppression of antiferromagnetic ordering for T <
Ty and suppression of local charge ordering in the
range 175 < T < 220 K (we assumed the average charge
ordering temperature to be T, = 220 K). The threshold
field for T = 10 K was H,, = 240 kOe. The magnetiza-
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Fig. 2. Magnetization vs. magnetic field obtained at differ-
ent temperatures for single crystals of (a) Smg 5SrpsMnO3

and (b) Sm0.45$ro.55M nO3.

tion curves of the composition with x = 0.55 obtained in
a strong magnetic field exhibited a similar behavior
(Fig. 2b). The threshold fields driving the phase transi-
tion to the ferromagnetic state at different temperatures
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were used to construct H-T phase diagrams for both
compositions (Fig. 3). The difference between the data
on the magnetic structure of SmysSrosMnO; single
crystalsand polycrystals should possibly be assigned to
single crystals having a better oxygen stoichiometry.

We aso found that the phase transition from the
antiferromagnetic to the ferromagnetic state is accom-

panied by a magnetostrictive deformation ATl ~ 103

Note that the transition is so steep that after the first
measurement the sample partially breaks down, so the
subsequent val ues of the magnetostriction turn out to be
an order of magnitude smaller. For thisreason, the mag-
netostriction is plotted in Fig. 4 in arbitrary units. Note
that the magnetostrictive deformation is accompanied
by strong hysteresis having complex character.

3. CONCLUSIONS

We have established that Sm,_,Sr,MnO; single
crystals (x = 0.5, 0.55) are not ferromagnets as was
reported in [3]. Our measurements revealed that two
spontaneous phase transformations occur with decreas-
ing temperature, namely, a transition to a state with
local charge ordering at T, = 220 K and atransition to
the pure antiferromagnetic state, tentatively identified
asAtype, at Ty = 175 K. Thus, the T-x phase diagram
presented in [3] for a composition close to x = 0.5
apparently needs to be refined. A strong magnetic field
(~200 kOe) suppresses the antiferromagnetic and
charge-ordered phases and drives a phase transition to
the ferromagnetic conducting state.
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Abstract—Thin ReygBaysMnO; epitaxia films (Re = La, Pr, Nd, Gd) grown on (001)SITiO; and
(001)ZrO4(Y ,04) single crystal substrates have been prepared and studied. All the films were found to have a
cubic perovskite structure, with the exception of the film with Re = La, which revealed rhombohedral distortion
of the perovskite cell. The temperature dependences of the electrical resistivity and magnetoresistance pass
through a maximum near the Curie point T, where the magnetoresistance reaches a colossal value. The mag-
netization isotherms M(H) are superpositions of a magnetization that islinear in field (like that of an antiferro-
magnet) and aweak spontaneous magnetization. The magnetic moment per formulaunit is substantially smaller
than that expected under complete ferro- or ferrimagnetic ordering. The magnetizations of samples cooled ina
magnetic field (FC samples) and with no field applied (ZFC samples) differ by an amount that persists up to the
highest measurement fields (50 kOe). The M(T) dependence obtained in strong magnetic fieldsisclosetolinear.
Hysteresis loops of the FC samples are shifted along the field axis. The above magnetic and electric properties
of thin films are explained in terms of two coexisting magnetic phases, which are due to strong s—d exchange

coupling. © 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

The Re, _,A,MnO; manganites (Re is a rare earth
ion; A = Ca, Sr, Ba) are currently attracting consider-
ableinterest because of the colossal magnetoresistance
exhibited by some of them at room temperature. The
best studied thus far are the compositions with Sr and
Ca. Much less information is available on the
Re, _,Ba,MnO; compounds, particularly, on their thin
films. Only Lg; _,BaMnO; thin filmswith x = 0.2 and
0.33 have been investigated [1-3]; their room-tempera-
ture magnetoresistance RyR, was observed to reach
~50% inamagneticfield H =0.8 T for the former com-
position and H = 5T for the latter. It has been pointed
out that the magnetoresi stance of the composition with
x = 0.33 depends strongly on the deviation of oxygen
from stoichiometry [4]. The Lg, _,Ba,MnO; system is
obvioudly of considerable interest, because it exhibits
very high Curietemperatures T (up to 362 K inthex =
0.3 composition) [5—7]. Such high values of T are due
to the relatively large average radius of the A cation
([0, indeed, it is known that in the ABO; manganites
T growswith increasing [M,[18, 9]. However, the mis-
fit in size between the A cations (Re** and B&?*) reduces
T [10].

Thereis currently no consensus on the crystal struc-
ture of the Re, _, Ba,MnO; compounds. For instance, in
compositionswith 0.2 < x< 0.4 of the La, _,BaMnO;

system, the hexagonal structure R3c was observed in
[6], whereas stoi chiometric samples of Re; _,BaMnO;
(Re = La, Pr) exhibited a more complex crystal struc-
ture (according to the data from [7]), which correlates
with neutron diffraction data [11]. At the same time,
investigation of Raman and x-ray spectra showed that
polycrystalline samples of La _,BaMnO; with x =
0.35 undergo separation into the cubic phase
LayesBay3sMnO; and the hexagonal phase BaMnO;
[12]. Thisis believed to be due to the size of the B&?*
ions being too large for the cubic structure to be ableto
accommodate them for x = 0.35[12].

This communication reports on a study of the crys-
tallographic, magnetic, and electrical properties of thin
Re, _,BaMnO; epitaxial films (Re = La, Pr, Nd, Gd)
and interpretation of their features based on the theory
of magnetic semiconductors. Re;_,BaMnO; films
(Re = Pr, Nd, Gd) were obtained and characterized by
usfor thefirst time.

2. THIN-FILM PREPARATION
AND EXPERIMENTAL TECHNIQUE

All the films were grown by MOCV D with an aero-
sol source of vapors of volatile metalorganic com-
pounds. The aerosol was prepared by the ultrasonic
method from a solution in diglyme (the total concentra-
tion of the metal organic compoundsin the solution was
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0.02 mol/l). The starting volatile compounds were
Re(thd); (Re = La, Pr, Nd, Gd), Mn(thd);, and
Ba(thd),(Phen),, where thd stands for 2,2,6,6-tetrame-
thylheptane-3,5-dionate and Phen, for o-phenanthro-
line. Deposition was performed in a reactor with the
substrate holder inductively heated to 800°C at an oxy-
gen partial pressure of 3 mbar and a total pressure of
6 mbar. The deposition rate was 1 um/h. The film thick-
ness was varied in the range 300400 nm. We used
(001)SITiO; and (001)ZrO,(Y,04) single crystal sub-
strates. The films thus prepared were characterized by
scanning electron microscopy complemented with
X-ray microprobe analysis and x-ray diffraction.

The thin-film magnetization was measured with a
SQUID magnetometer, and the electrical resistivity, by
the four-probe technique.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

3.1. Sructural Characteristics

X-ray diffraction measurements of the films depos-
ited on (001)SrTiO; showed them to be cube-on-cube
epitaxially grown single-phase perovskites. The
pseudocubic lattice parameter of the perovskite phase
decreased monotonically with decreasing Re** ionic
radius. Only a LaygBay,MnO; film revealed the weak
superstructural reflections and pseudocubic-reflection
splitting expected to be observed in a rhombohedrally

distorted perovskite structure (space group R3c),
which correlated with the behavior of this material in
the ceramic state [7]. The other Re, sBay ,MnO; films
did not exhibit either peak splitting or the appearance of
superstructural reflections characteristic of the rhombo-
hedral, tetragonal, and orthorhombic distortions that
can bemetintherare-earth (RE) perovskite manganites
described in the literature. The rise in the symmetry to
cubic can be attributed to the disorder parameter
increasing with decreasing RE ion radius (and, accord-
ingly, to the increased difference between the ionic
radii of the RE element and barium, which fill the A
sublattice of the perovskite structure in arandom man-
ner). Thiseffect should be most pronounced for compo-
sitions with barium doping levels approaching 0.5.

A film on the (001)ZrO,Y,O3) substrate grew
simultaneoudly in two orientations, (001) and (110).
Our earlier studies of perovskite manganite filmsgrown
on (001)ZrO,(Y ,0,) reveaed, asarule, one orientation
type only, (110) [13, 14]. We assign the appearance of
the second orientation to the increase in the perovskite
lattice constant caused by barium doping, which
changes the lattice misfit between the film and the sub-
strate.
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3.2. Magnetic Properties

Figure 1 givesthe temperature dependences of mag-
netization M(T) of all the films studied [except the
NdBaMnO film on the ZrO,(Y ,O;) substrate] in differ-
ent magnetic fields. For the NdBaMnO film on
ZrO,(Y ,05), thisdependenceis similar to that shownin
Fig. 1c. As seen from Fig. 1, at temperatures below a
certain characteristic temperature T;, each M(T) curve
splits in two at a certain field. The upper part of the
curve was obtained in the following way. At this field,
the sample was cooled from 300 down to 5 K (FC sam-
ple), after which its magnetization was measured under
heating in the same field. The lower part of the curve
was obtained in the same magnetic field under heating,
but its cooling before the measurement proceeded dif-
ferently; namely, the sample was cooled from 300 to
5 K with no field applied (ZFC sample). For T < T;, the
magnetization of the FC sample was higher than that of
the ZFC sample; this difference was the larger, the
lower the temperature and the magnetic field in which
the magnetization was measured. In weak fields, the
M(T) curves of the ZFC sample exhibit a maximum at
the temperature T;, while for T > T; the M(T) curves of
the ZFC and FC samples merge. In strong fields, no
maximum is observed in the M(T) curves of the ZFC
sample; nevertheless, the difference between the ZFC
and FC curves persists up to the highest fields used,
H =50 kOe (except for the GdBaMnO film, for which
the difference disappears for H < 6 kOe). Note that the
M(T) curves obtained for the NdBaMnO film on
ZrO,(Y,0O5) in different magnetic fields are close to
those observed for the film of the same composition on
the SITiO; substrate (Fig. 1c).

Figure 2 presents magneti zation isotherms of the FC
samples of GdBaMnO and NdBaMnO films grown on
SITiO; substrates. The isotherms of the other films
studied in this work are similar to those depicted in
Fig. 2. One immediately sees that the M(H) curves
actually represent a superposition of aweak spontane-
ous magnetization and a magnetization that is linear in
field (like that of an antiferromagnet). Extrapolation of
the linear part of the M(H) curves to the point of its
intersection with the M axis yielded this spontaneous
magnetization, which was used to calculate the mag-
netic moment P, (in pg/f.u.). The values of p, at 5 K
are listed in the table for al the films studied in this
work. The table also presents the theoretical magnetic
moments W, (in pg/f.u.) calculated for three cases of
spin ordering of the Mn®*, Mn*, and Re** ions; thefirst
value was obtained taking into account ferromagnetic
(FM) ordering of the Mn3* and Mn** ions only; the sec-
ond, taking into account the FM ordering of the Mn3*,
Mn*, and Re** spins; and the third, when the coupling
between the Re* spins and the ferromagneticaly
ordered Mn** and Mn* ions is antiferromagnetic. We
used the purely spin values of the ion magnetic
moments: 2 g for Pr¥*, 3 pg for Nd®*, and 7 pg for

No. 7 2004



CRYSTALLOGRAPHIC, MAGNETIC, AND ELECTRICAL PROPERTIES

(@)
Lao_6Ba0.4MnO3(SI’TiO3)

60

M, emu/g

0 100 200 300

Y

T,K
A DD AA ’
2 MM
| | EIHIIJ"DE'DED AAAAA
100

200 300
T,K

1257
12+ (b) 30
6 kOe oo fy  ProsBapMnO;
10 |- = 20 '\.h
g ..
13) .
81 = 50kOe -,
= < A
Q).\ 6 éé Il 1 1 1 1 1
s | ! o 8 0 100 200 300
- AN
n A
o

Gdj ¢Bay 4MnO;(SrTiO5)

100 200
Q T,K

go %0000
man S D 0000 00000000000

0 100 200 300
T,K

300

Fig. 1. Temperature dependences of the magnetization of thin Rey gBag 4MnOs films (Re = La, Pr, Nd, Gd) on SrTiO3 substrates
measured in different magnetic fields. In the temperature region where the curves bifurcate, upper curves relate to FC samples and

lower curves, to ZFC samples.

Gd**. Asisevident fromthetable, p, isfar smaler than
My for al thefilmsstudied. This observation also argues
for the coexistence of two magnetic phasesin the films
under study.

As seen from Figs. 1la—1c, the M(T) dependence for
filmswith Re = La, Pr, and Nd in strong fields is close
to linear, afeature not typical of ferromagnets. For fer-
romagnets, the M(T) dependenceisknown to follow the
Brillouin function [15]. The exact value of the Curie
temperature T can obviously be extracted only from
experiments performed with no external magnetic field
applied, because amagnetic field suppresses and broad-
ensthe phase transition. In practice, however, the Curie
point is customarily determined by extrapolating the
steepest part of the M(T) curve to the temperature axis,
although this procedure yields, generally speaking, a
certain characteristic temperature T¢' close to Te.. If the
Curie temperature of the films studied here is deter-
mined in thisway, T will depend strongly on the field
in which it is measured. The values of T¢' obtained by
this technique are given in the table. From the table, it
follows that the magnitude of T.' of our films grows

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

strongly with increasing H. For instance, T of the
LaBaMnO film measured in fields of 100 Oe and
50 kOeis 283 and 373 K, respectively. In magnetically
uniform magnets with spontaneous magnetization, for
example, in ferromagnets, this difference does not
exceed 10 K.

As seen from Fig. 1d, the magnetizations of the FC
and ZFC GdBaMnO filmsdiffer only in weak fieldsand
disappear altogether in H = 6 kOe. The shape of the
M(T) curvesfor this film differs from that for the other
films studied (Figs. 1a-1c). In weak fields, asisevident
from Fig. 1d, the M(T) curves of the ZFC sample pass
through a maximum and then exhibit a minimum fol-
lowed by a steep rise. In place of the minimum seenin
the curvefor the ZFC sample, the M(T) curve of the FC
sample shows an inflection, after which arapid rise sets
in as the temperature is lowered still further. For H 2
6 kOe, there is no difference between the FC and ZFC
magnetizations and the magnetization falls off mono-
tonically with increasing temperature without any of
the features observed in lower fields. The magnetic
moment in afield of 50 kOeat 5K is3.28 pg/f.u. At the
sametime, the M(T) curvesobtainedinfieldsH < 6 kOe
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resemble those characteristic of a ferrimagnet with a
compensation point. In this case, py, at low tempera-
tures should be equal to the difference between the
magnetic moments of the Gd* and manganese ions,
i.e., 0.6 pg/f.u. The experimentally observed magnetic
moment at H = 500 Oe, where the compensation point
isstill seen, does not exceed 0.08 g/f.u. (i.e., 7.5 times
smaller than p,). This means that only part of the
sample (about 13%) is ferrimagnetic; the remainder
resides in the antiferromagnetic (AFM) state. Note that
the ferrimagnetic state with a compensation point was
observed earlir in a related compound,
Gdys,Cay3sMNO; [16]. The existence of the AFM
phase in the GdBaMnO film, as mentioned above, is
indicated by its magnetization isotherms, shown in
Fig. 2a. For H = 6 kOe, the compensation point on the
M(T) curvesis no longer discernible and the film mag-
netization increases strongly, with the magnetic
moment in a field of 50 kOe at 5 K becoming p =
3.28 yg/f.u. This magnetic moment is substantially
larger than the value that should be expected under
complete ferrimagnetic ordering of the sample
(0.6 pg/f.u.) but noticeably smaller than what should be
expected in the case of complete FM ordering
(7.8 pyg/f.u.). It may be conjectured that in these fields
the moments of the Gd** and manganese ions are ferro-
magnetically ordered but the FM phase occupies only
part of the sample. It thus follows that, in the
GdBaMnO film residing in a state with two magnetic
phases, the spontaneously magnetized phase undergoes
a magnetic field-induced transition from the ferrimag-
netic to FM ordering. The experimental M(T) curve
obtained in afield of 50 kOe can be fitted well by the
Langevin function for an ensemble of superparamag-
netic clusterswith an FM cluster moment L = 22 g and
atrue magnetization M, = 73.6 emu/g (Fig. 3):

M/M, = coth(uH/KT) —KT/uH, D

where M is the magnetization at the given temperature
and M, isthe true magnetization. Assuming the spins of

the Gd®* and manganeseionsinacluster to beferromag-
netically ordered, a cluster should contain ~3 chemical
formulas. This argues for the existence of two, FM and
AFM, magnetic phases in the GdBaMnO film, with the
FM cluster moment being ~22 .

The existence of a state with two magnetic phasesin
the films under study is corroborated by the hysteresis
loops of the FC samples being displaced along the H
axis. Figure 4 illustrates the displaced loops for the
GdBaMnO and PrBaMnO films. A similar shift of the
hysteresis loop was first observed in partially oxidized
cobalt and was attributed to the exchange interaction
between the ferromagnetic Co particles and their AFM
shells of CoO [17]. This phenomenon was subse-
quently called exchange anisotropy. Observation of
shifted hysteresis loops in a sample cooled in a weak
magnetic field was later considered evidence of the
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Magnetic properties of thin Rey ¢Bay 4MnO; films (Re = La, Pr, Nd, Gd) grown on (001)SrTiO5 or (001)ZrO,(Y ,05)
Parameter La Pr Nd Nd Gd
(SITIOy) (SITIOg) (SITIOy) (ZrO, (Y ,05) (SITIOR)

Mexs Mp/f.U. 1.93 1.15 152 1.35 3.28
Mipe Me/f.u. 3.6 36,48, 24 3.6,54,1.8 3.6,54,18 3.6,7.8,0.6
AH, Oe 57 400 230 300 380

K, % 10 1 1.9 1.2 3.2 2.7
Tlc: K (H = 100 Oe) 283 160 142 145 75

T'c ,K (H =6 kOe) 308 213 170 210 26

Te, K (H=50kO0g) 373 369 260 50

T;, K (H =100 Oe) 100 95 73 75

T;, K (H =6 kOg) 50 50 41 38

T;, K (H =50 kOe) 30 33 33

Tomax) K 284 116

Note: Py is the magnetic moment per formula unit calculated from spontaneous magnetization at 5 K, Ly, is the theoretical magnetic
moment per formulaunit, AH is the displacement of the hysteresisloop along the H axismeasured at 5 K, K|, is the exchange anisot-

ropy constant, T'C isthe Curie temperature determined by extrapol ating the steepest part of the magnetization vs. temperature curve

to intercept with the temperature axis, T is the temperature of the maximum in the temperature dependence of magnetization of the
FC sample, and Tpmax) is the temperature of the maximum in the temperature dependence of resistivity.

existence of a spin-glass-like state in the sample. Nev-
ertheless, this phenomenon finds explanation only for
the cluster spin glasses and should not exist in a true
spin glass consisting only of randomly oriented spins.
Kouvel [18] explained the shifted hysteresis |oops that
he observed in CuMn and AgMn spin glasses in terms
of a nonuniform distribution of the Mn ions;, he
believed that the Mn-depleted regions are ferromag-
netic and the Mn rich ones are antiferromagnetic, with
the two being coupled by exchange interaction. The
shifted hysteresis loops observed by us indicate unam-
biguoudly the presence of two magnetic phases, FM
and AFM, in the films under study, with the FM and
AFM regions exchange coupled. From the shift of the
hysteresis |oops

AH = K, /M, 2

where K, is the exchange anisotropy constant and M, is
the saturation magnetization, we calculated K, for all
the above films. This constant was found to be on the
order of 10* erg/cm? (see table). Given the value of K,
one can derive the exchange integral J describing one
Mn—O-Mn bond through the FM/AFM interface
between the phasesin the film for aknown surface area
of thisinterface. Unfortunately, these dataare currently
lacking.

3.3. Electrical Properties
The €electrical resistivity p and magnetoresistance
Ap/p = (Py— Py = o)/ Py = o Of LaBaMnO, PrBaMnO, and
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NdBaMnO films on SITiO; substrates were studied for
T>78K infieldsH < 8.2 kOe. Because of their small
thickness, the GdBaMnO and NdBaMnO films on
SITiO; and ZrO,(Y,03) substrates, respectively, had
such a high electrical resistivity that we succeeded in
measuring it by the four-probe technique above T only.
Figure5displaysp(T) curvesfor al thefilmson SrTiO;
substrates studied by us, and Fig. 6 shows (Ap/p)(T)
curvesfor the PrBaMnO and LaBaMnO films. The mag-
netoresistanceis negative. We seefrom Figs. 5 and 6 that

M, emu/g
10+ .
.
T L
" :l
5+ o =
n
- n
- - M, emu/g
0 15
= u '
[ ] 5r
- - 0 L]
- am" - - _.l':-
~15 L :
e 420 2 4
-10 | | | In—]’ kOe |
-5 -3 -1 0 1 3 5
H, kOe

Fig. 4. Hysteresis loop of athin PrggBag 4MnO3 film on a
SrTiO5 substrate obtained at 5 K after cooling in amagnetic
field of 4 kOe. Inset: same for athin Gdy gBag 4MnO5 film
grown on SrTiOs.
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Fig. 5. Temperature dependence of the resistivity of thin
RepgBag4MnO3 films grown on SrTiO3 substrates. Re

stands for (1) Gd, (2) Nd, (3) Pr, and (4) La

Ap/p, %
50

40

Pry ¢Bag 4MnO4

30
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LaO.6B aO'4MnO3

0 100

150 200 250 300 350
T,K

Fig. 6. Temperature dependence of the magnetoresistance
of thin PrgeBag4sMnO3 and Lag gBag 4MnO; films mea-

sured in amagnetic field of 8.5 kOe.

the p(T) and |(Ap/p)|(T) curves pass through a maxi-
mum, and the temperatures of the maximum for the lat-
ter curves are lower than those for the former curves, a
situation typical of magnetic semiconductors. These
temperatures are listed in the table. The maximum val-
ues of p are ~102 Q cm for PrBaMnO and NdBaMnO
and ~10"° Q cm for LaBaMnO. The magnetoresistance
at the maximum is very high; as seen from Fig. 6, it is
43% for the PrBaMnO films.

The presence of maxima in the p(T) and |Ap/p|(T)
curves and the colossal magnetoresistance imply that
our films are in a state with two coexisting magnetic
phases induced by strong s—d exchange. Obviously
enough, these compoasitions are actually AFM semicon-
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ductors LaMnO;, PrMnO;, NdMnO;, and GdMnO,

doped by Ba?* ions. Judging from the value of p of the
LaBaMnO, PrBaMnO, and NdBaMnO films grown on
SITiO; substrates, their state is conducting, with the
conducting FM matrix containing AFM clusters free of
charge carriers (holes). This conducting state with two
magnetic phases originates from a strong s-d exchange
and is described in review [19]. The conducting state
with two magnetic phasesis characterized by astrongly
increased resistivity in the vicinity of the Curie temper-
ature. One can conceive here of two mechanisms
through which the magnetic impurity interaction can
affect the resitivity, namely, the scattering of carriers,
which reduces their mobility, and the formation of atail
of their band, which consists of localized states. Near
the Curie point, the mobility of carriers decreases dra-
matically and they localize partially in the band tail,
which accountsfor the maximum in the p(T) curve near
Tc. A magnetic field delocalizes the carriers from the
band tails and increases their mobility, thereby giving
rise to the colossal magnetoresistance.

3.4. Experimental Evidence of the Existence
of a Ferromagnetic—Antiferromagnetic Two-Phase
Sate in Thin Re,gBay ,MnO; Films
(Re= La, Pr, Nd, Gd)

The above-mentioned magnetic properties resemble
those of cluster spin glasses. For instance, the FC and
ZFC samples have different magnetizations (Fig. 1),
the magnetic moment per formula unit a 5 K is very
small (see table), and the M(T) curves differ in shape
from the Brillouin function. Nevertheless, thereare also
substantial differences. Indeed, in spin glasses, the
value of M of an FC sample does not depend on T for
T < T;, provided that the cluster size does not vary with
T, which is frequently observed in spin glasses. In the
case under study, the magnetization of an FC sample
grows with decreasing temperature. In spin glasses, the
magnetizations of FC and ZFC samples remain differ-
ent only in weak fields, not over afew kilooersteds; by
contrast, in the films studied by us, this difference per-
sists up to the maximum fields used, 50 kOe (except for
the GdBaMnO film). These observations can be
assigned to the FM phase of a two-phase sample
increasing in volume with decreasing temperature. The
difference in the shape of the M(T) curves from that of
the Brillouin function can be attributed to the same fac-
tor. The magnetization isotherms of spin glasses are
nonlinear; as can be seen from Fig. 2, the films under
study represent a superposition of a small spontaneous
magnetization with a magnetization that is linear in
field and characteristic of antiferromagnets.

The H-shifted hysteresis loops of the FC samples
are not unambiguous evidence of the coexistence of
two magnetic phases in them. Although this property is
also observed in spin glasses, it implies only the exist-
ence of FM and AFM regions in them coupled by
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exchange interaction [18]. In our earlier study [20], we
estimated from this shift AH the exchange integral J
describing one Mn—O-Mn bond through the FM/AFM
interface for a number of manganites residing in the
insulating FM/AFM two-phase state. It was found that
[J] ~ 10% eV; i.e., this value was two orders of magni-
tude smaller than the absolute value of the negative
exchange integral between the FM layers in LaMnOs,
|J;] = 5.8 x 10 eV derived from neutron scattering
experiments [21]. This means that the presence of a
transition layer with canted spins at the above interface
is unlikely. Because the charge carriers in such a two-
phase sample are concentrated in its FM phase and are
absent from the AFM phase, the topology of the two-
phase-state is determined by Coulomb forces and the
surface interface energy. As is evident from the table,
the volume of the FM phase is comparable to that occu-
pied by the AFM phase in LaBaMnO, PrBaMnO, and
NdBaMnO films grown on SrTiO; substrates. Judging
from the magnitude of p, the magnetic-two-phase state
of these films is conducting, with the FM phase filling
the space between the AFM insulating spheres. Theval-
ues of K, for the films studied by us (part of which are
in the conducting two-phase state) and for the mangan-
ites studied in [20] and residing in the insulating two-
magnetic-phase state are of the same order of magni-
tude. This fact suggests that the areas of the FM/AFM
interfaces in these cases are likewise of the same order
of magnitude and that the conclusions drawn in [20]
can be extended to the films studied here; in other
words, it is unlikely that a canted spin layer is present
at the above interface.

The GdBaMnO film is apparently in the insulating
magnetic-two-phase state; using the Langevin func-
tion (1), we estimated the FM cluster moment for this
film at H = 50 kOe to be 22 pg, which shows that this
cluster includes 3 formula units.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research, project no. 03-02-16100.

REFERENCES

1. R.vonHemolt, J. Wecker, B. Holzapfel, L. Schultz, and
K. Zamwer, Phys. Rev. Lett. 71 (14), 2331 (1993).

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

2004

1261

2. G.C. Xiong, W. Li,H. L. Ju, R. L. Greene, and T. Ven-
katesan, Appl. Phys. Lett. 66 (13), 1689 (1995).

3. T. Kanki, H. Tanaka, and T. Kawai, Phys. Rev. B 64,
224418 (2001).

4. H. L. J Ju, J. Gopaakrishnan, J. L. Peng, Q. Li,
G. C. Xiong, T. Venkatesan, and R. L. Greene, Phys.
Rev. B 51 (9), 6143 (1995).

5. G. H. Jonker and J. H. van Santen, Physica (Amsterdam)
16 (2), 337 (1950); G. H. Jonker, Physica (Amsterdam)
22 (4), 702 (1956).

6. P G. Radaelli, M. Marezio, H. Y. Hwang, and
C. W. J. Cheong, Solid State Chem. 122 (3), 444 (1996).

7. A. Barnabe, F. Millange, A. Maignan, M. Hervieu, and
B. Raveau, Chem. Mater. 10 (2), 252 (1998).

8. F. Millange, A. Maignan, V. Caignaert, Ch. Simon, and
B. Raveau, Z. Phys. B 101 (2), 169 (1996).

9. A. Maignan, Ch. Simon, V. Caignaert, M. Hervieu, and
B. Raveau, Z. Phys. B 99 (3), 305 (1996).

10. L. M. Rodriguez-Martinez and J. P. Attfield, Phys. Rev.
B 54 (22), R15622 (1996).

11. Z. Jirak, E. Pollet, A. F. Andersen, J. C. Grenier, and
P. Hagenmuller, Eur. J. Solid State Inorg. Chem. 27 (3),
421 (1990).

12. C. Roy and R. C. Budhani, J. Appl. Phys. 85 (6), 3124
(1999).

13. O.Yu. Gorbenko, R. V. Demin, A. R. Kaul’, L. |. Korol-
eva, and R. Szymczak, Fiz. Tverd. Tela (St. Petersburg)
40 (2), 290 (1998) [Phys. Solid State 40, 263 (1998)].

14. A. |. Abramovich, L. I. Koroleva, A. V. Michurin,
R. Szymczak, and S. Deev, Zh. Eksp. Teor. Fiz. 118 (2),
455 (2000) [JETP 91, 399 (2000)].

15. S. V. Vonsovskii, Magnetism (Nauka, Moscow, 1971;
Wiley, New York, 1974).

16. G. J. Snyder, C. H. Booth, F. Bridges, R. Hiskes,
S. DiCaralis, M. R. Beasley, and T. H. Geballe, Phys.
Rev. B 55 (10), 6453 (1997).

17. W. H. Meiklgjohn and C. P. Bean, Phys. Rev. 105 (3),
904 (1957).

18. J. S. Kouvel, J. Phys. Chem. Solids 21, 57 (1961);
J. Phys. Chem. Solids 24, 795 (1963).

19. E. L. Nagaev, Usp. Fiz. Nauk 166 (8), 833 (1996) [Phys.
Usp. 39, 781 (1996)]; Phys. Rep. 346, 381 (2001).

20. R.V. Demin, L. I. Koroleva, R. Szymczak, and H. Szym-
czak, Pis ma zZh. Eksp. Teor. Fiz. 75 (7), 402 (2002)
[JETP Lett. 75, 331 (2002)].

21. F. Moussa, M. Hennion, and J. Rodriguez-Carvgjal,
Phys. Rev. B 54 (21), 15149 (1996).

Trandated by G. Skrebtsov



Physics of the Solid Sate, Vol. 46, No. 7, 2004, pp. 1262-1269. Translated from Fizika Tverdogo Tela, \ol. 46, No. 7, 2004, pp. 1224-1230.
Original Russian Text Copyright © 2004 by Laguta, Glinchuk, Kondakova.

MAGNETISM

AND FERROELECTRICITY

The Vogel-+ulcher Law asa Criterion for Identifying

aMixed Ferroelectric—-GlassPhasein Potassium Tantalate Doped

with Lithium

V. V. Laguta, M. D. Glinchuk, and |. V. Kondakova

Frantsevich Institute of Materials Science Problems, National Academy of Sciences of Ukraine,
ul. Krzhizhanovskogo 3, Kiev, 03680 Ukraine

e-mail: depd@materials.kiev.ua
Received October 31, 2003

Abstract—The dynamic dielectric response and the nonlinear dielectric susceptibility of K, _,Li, TaO5 (X =
0.010, 0.016, 0.030) compounds are measured in adc electric field in the temperature range 4 < T < 150 K. It
is found that the permittivity €' of K, _,Li,TaO; samples with two lower concentrations of lithium impurities
decreasesin an electric field E. For sampleswith alithium concentration x = 0.030, the permittivity €' decreases
inelectricfieldsE> 1 kV/cmandincreasesinfields E < 0.5 kV/cm. The observed dependences of the maximum
of the permittivity on the temperature and the frequency of the measuring field obey the Arrhenius law for sam-
ples with lower concentrations of lithium impurities (x = 0.010, 0.016) and the Vogel—Fulcher law for samples
with ahigher lithium concentration (x = 0.030). The results of the theoretical treatment performed in the frame-
work of the random-field theory are consistent with the experimental data. It is established that the Arrhenius
law is valid for dipole glass phases, whereas the Vogel—Fulcher law holds true for a mixed ferroel ectric—glass
phase in which the short-range and long-range polar orders coexist. The inference is made that the results of
measurements of the dielectric response can be used to identify a mixed ferroel ectric—glass phase in any disor-

dered ferroelectric material. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Disordered ferroelectrics have attracted the par-
ticular attention of researches owing to their unusual
properties. Potassium tantalate with lithium and nio-
bium impurity ions occupying off-center positionsin
the crystal lattice has been frequently used as a
model disordered ferroelectric material. All proper-
ties of K, _,Li,TaO; (KLT) and KTa; _,Nb,O; (KTN)
compounds substantially depend on the concentration
of Li* or Nb>* off-center ions even at small x < 0.1 [1,
2]. In particular, the dipol e glass phase with short-range
polar clusters is observed at low impurity concentra-
tions (x < x., where x. is the critical concentration). At
higher impurity concentrations (X, = X 2 X.), there exists
a mixed ferroelectric—glass phase in which the short-
range and long-range polar orders occur simulta
neously. A further increase in the impurity concentra-
tion (x = Xg) leads to the formation of a ferroelectric
phase. The critical concentrations measured in the
experiments are asfollows: x, =0.022 for K, _,Li,TaO;
ferroelectrics and x, = 0.008 for KTg, _Nb,O; ferro-
electrics (see, for example, [3]). According to theoreti-
cal calculations, the critical concentration x. and the
phase diagram of disordered ferroelectrics, as awhole,
are governed by the type and parameters of the distribu-
tion function of random electric fields, namely, theratio
of the most probable field E, to the half-width AE;. The

most probablefield E; is completely determined by the
contribution of electric dipoles and is proportional to
their concentration (E, ~ x) [1]. However, apart from
the above contribution, the half-width AE; depends on
the contribution from other sources of random electric
fields, for example, point charges and dilatation centers
[4]. Note that the inclusion of contributions from these
additional sources of random electric fields provides an
explanation for therelatively high critical concentration
of impuritiesin K, _,Li,TaO; ferroelectrics.

In the general case, the dipole glass, mixed ferro-
electric—glass, and ferroelectric phases are character-
ized by the following ratios of the field parameters:
EyAE; <1, E/AE; > 1, and Ey/AE; > 1, respectively. Up
to now, the problem of separating and identifying the
dipole glass phase and mixed ferroel ectric—glass phase
in many disordered ferroelectrics, specifically in relax-
ors, has been extremely complicated. Although the non-
ergodic behavior and processes with long relaxation
timesaretypical of both the dipole glass and mixed fer-
roel ectric—glass phases, these characteristics have been
initially used for describing only the glass state. On the
other hand, theoretical analysis of the effect of an exter-
nal dc electric field on the dielectric susceptibility has
demonstrated that the applied dc eectric field aways
decreases the dielectric response in the dipole glass
phase and either decreases or increasesthis responsein
the ferroelectric—glass phase [5, 6]. Therefore, the

1063-7834/04/4607-1262$26.00 © 2004 MAIK “Nauka/ Interperiodica’



THE VOGEL-FULCHER LAW AS A CRITERION

results of measuring the nonlinear dielectric suscepti-
bility makeit possibleto identify a mixed ferroelectric—
glass phase. It is known that, in the model disordered
ferroelectric compounds K _, Li, TaO;, the dipole glass
and ferroelectric phases exist at impurity concentra-
tions x < X, = 0.022 [7] and x = Xy = 0.05 [8], respec-
tively. Hence, we can expect the formation of a mixed
ferroel ectric—glass phase in samples with intermediate
concentrations of impurities. Thus, the results of mea-
suring the nonlinear dielectric response in sampleswith
impurity concentrationslying in the above range can be
used to identify a mixed ferroelectric—glass phase.
Moreover, it is reasonable to compare the experimental
and theoretical dependences of the dynamic dielectric
susceptibility in the lithium concentration ranges corre-
sponding to the dipole glass and mixed ferroelectric—
glass phases.

In the present work, we measured the dynamic
dielectric response and the nonlinear permittivity of
K, _,Li,TaO3; compoundsin an external dc electricfield
with the aim of identifying a mixed ferroelectric—glass
phase. Furthermore, we proposed anew approach to the
identification of the dipole glass and mixed ferroelec-
tric—glass phases on the basis of analyzing the temper-
ature dependence of the dynamic dielectric response. In
this work, we demonstrated both experimentally and
theoretically that the temperatures of the maximum of
the permittivity at different frequencies of measure-
ment obey the Arrhenius law for dipole glass phases
and the Vogel—Fulcher law for a mixed ferroelectric—
glass phase. Since the temperature and frequency
dependences of the permittivity, asarule, are measured
in the study of disordered ferroelectrics, the proposed
method for identifying the dipole glass and mixed fer-
roel ectric—glass phases seems very promising.

2. EXPERIMENTAL TECHNIQUE
AND RESULTS

We studied single crystals of the KTaO; compound
doped with lithium ions at contents of 1.0, 1.6, and
3.0at. %. The faces of crystals3 x 2 x 1 mm in size
were parallel to the (001) planes. Electrodes were
applied to the opposite faces of the crystal sample with
the use of asilver paste.

The dielectric response was measured as a function
of the frequency and temperaturein an external dc elec-
tric field with a strength of up to 2000 VV/cm. The mea-
surements were performed on an HP 4275A bridge.
The frequency of the ac electric field ranged from
10 kHz to 2 MHz. The temperature was varied from
300 to 4.2 K. The heating rate was 0.2-0.3 K/min.

Figures 1 and 2 show the temperature dependences
of the permittivity and the dielectric loss measured at
different frequencies for KTaO; samples with lithium
contents of 1.0 and 1.6 at. % in a zero dc electric field.
These dependences are characteristic of crystals doped
with lithium at these contents. The temperature depen-
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Fig. 1. Temperature dependences of the real part €' and the
imaginary part " of the permittivity of KTaO3: 1.0 at. % Li
and their frequency dispersion.

dences of the permittivity and the dielectric loss mea-
sured at different frequencies for the KTaO; : 3.0 at. %
Li sample are plotted in Fig. 3. At temperatures T < T,
(where T, is the temperature of the maximum of the
permittivity), the experimental dependences are char-
acterized by a specific anomaly, namely, a stepwise
decrease in the real part €' and in the imaginary part €"
of the permittivity at T = 50 K (see insets to Fig. 3). It
can also be seen that this anomaly exhibits a hysteresis
upon heating and cooling. Note that the temperature of
the principal peak of the permittivity does not depend
on the order in which the sample is subjected to heat
treatment; i.e., it isidentical upon heating and cooling.
The second distinguishing feature of the anomaly at
T=50K isthat it is dispersionless. This means that, at
least in the frequency range 10*-2 x 106 Hz, the tem-
perature of the jump in the permittivity € does not
depend on the frequency of the ac electric field.
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Fig. 2. Temperature dependences of the real part €' and the
imaginary part €" of the permittivity of KTaO3: 1.6 at. % Li
and their frequency dispersion.

For samples doped with lithium at the three above
contents, we analyzed the temperature dependences of
the dispersion of the permittivity at temperatures close
to T,, under the assumption that the relaxation of lith-

Dynamic characteristics of the dielectric response of
K, _Li,TaO; compounds

X
Para- 0.010 0.016 0.030
meter experi experi experi

i- i- i-
ment theory ment theory ment theory
U, K 970 | 1109 | 994 | 1150 | 918 860
Vo, HZ | 2.4 4 % 29 x 4 % 3.9 x 4 x
102 | 102 | 102 | 10 | 10% | 10%
Tg K 0 0 0 0 12 15
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Fig. 3. Temperature dependences of the real part €' and the
imaginary part €" of the permittivity of KTaO3: 3.0 at. % Li
and their frequency dispersion. The insets show the anom-
aly of the dielectric response at T =50 K.

ium dipoles has a Debye character and that the fre-
guency of dipole reorientations obeys either the Arrhe-
nius law

V = veexp(-U/Ty) 1
or the Vogel—Fulcher law
vV = veexp[-U/(T,—Ty)l. ()]

Here, the preexponential factor v, the activation barrier
U, and the freezing temperature T, are adjustable
parameters. These parameters are listed in the table.
Their values indicate that the dispersion of the permit-
tivity € for samples with low lithium contents (1.0,
1.6 at. %) is determined by the dynamics of individual
(isolated or weskly interacting) lithium dipoles and is
adequately described by the Arrhenius law, whichisin
good agreement with the ‘Li NMR data [1]. For sam-
ples with a higher lithium content (3.0 at. %), the dis-
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Fig. 4. Temperature dependences of the red part €' of the
permittivity of KTaO3 : 1.0 at. % Li measured under zero-

field cooling (ZFC) conditions before (circles) and after
(squares) application of adc electric field Eg = 1.4 kV/cm.

Solid lines represent experimental data corrected for the
space-charge effect.

persion of the permittivity € ceases to obey the Arrhe-
nius law. In this case, the use of the Vogel—Fulcher law
for describing the temperature dependence of the fre-
guency of dipole reorientations leads to better agree-
ment with the experimental data at reasonable adjust-
able parameters. It is this approach that is most fre-
guently applied to the description of the dynamics of
compounds containing the dipole glass phase or mixed
ferroel ectric—glass phase with allowance made for col-
lective interactions.

The nonlinear effects of the permittivity were exam-
ined in an external dc electric field E. The permittivity
was measured under the “field cooling” (FC) and “field
cooling—zero-field heating” (FC—ZFH) conditions.
After each measurement in an external dc electric field,
the sample was heated to room temperature in order to
eliminate the space charge. The space charge was accu-
mulated in the immediate vicinity of the electrodes,
which led to a decrease in the measured capacitance of
the sample. On the other hand, the space-charge effect
a low temperatures (4-150 K) can be taken into
account under the assumption that there exists a tem-
perature-independent capacitor connected in series
with a capacitor of an “ideal” sample. It is evident that
this additional capacitance, which depends on the elec-
tric field strength, can be determined by comparing the
valuesof €'(T) measured in the zero-field cooling (ZFC)
mode immediately after applying adc eectric field and
after slow heating (for 46 h) to 400-500 K. As an
exampl e, the temperature dependences of the permittiv-
ity €'(T) measured with and without a dc electric field
and experimental data, including the correction to €'(T)
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Fig. 5. (a) Effect of the dc electric field on the temperature
dependence of the rea part ¢ of the permittivity of
KTaO3: 1.0 at. % Li measured under field-cooling (FC)

conditions at a frequency of 100 kHz. (b) Temperature
dependences of the nonlinear part of the permittivity €'.

through the introduction of the series-connected capac-
itor C,, are presented in Fig. 4. It can be seen from this
figure that the introduction of the series-connected
capacitor into the circuit makes it possible to take into
account the space-charge effect to sufficient accuracy.

Theresults of dielectric measurements under the FC
conditions for the KTaO, : 1.0 at. % Li compound with
due regard for the space-charge effect are presented in
Fig. 5a. The temperature dependence of the nonlinear
part of the permittivity €', i.e., the difference €'(T, E) —
€'(T, 0), isdepicted in Fig. 5b. It can be seenfrom Fig. 5
that the permittivity of the sample in an external dc
electric field decreases at temperatures below the tem-
perature Ty, which is usually referred to as the temper-
ature of freezing of the dipole glass. It isat this temper-
aturethat the dipole system losesits ergodicity. A similar
dependence€'(T) isobserved for the KTaO;: 1.6 at. % Li
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Fig. 6. Temperature dependences of the real part €' of the
permittivity of KTaO3 : 3.0 at. % Li measured under ZFC

(solid lines) and FC (dotted lines) conditions in dc electric
fields of (a) 0.5 and (b) 2 kV/cm.

compound. For the KTaO; : 3.0 at. % Li sample, thedc
electric field has aradically different effect on the per-
mittivity. A profound effect of the dc electric field on
the permittivity is observed only at temperatures T <
50 K. The permittivity €' increases in weak electric
fields(E<0.5kV/cm) at T <50 K. However, in stronger
fields E = 1 kV/cm, the permittivity €' decreases; i.e.,
the difference €'(T, E) — €'(T, 0) can be both positive and
negative in sign (Figs. 6a, 6b). Moreover, the tempera-
ture dependence of the permittivity €' exhibits a broad
maximum in the temperaturerange T < 50 K. Itis quite
possible that this maximum shifts toward the high-tem-
perature range with an increase in the frequency. How-
ever, we will not analyze this effect, because the posi-
tion of the maximum cannot be determined to sufficient
accuracy. Furthermore, the dc electric field substan-
tially affectsthe jump in the permittivity €' at T= 50 K.
This anomaly decreases and completely disappears in
electric fieldswith astrength of the order of 1-2 kV/cm.
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3. DIELECTRIC SUSCEPTIBILITY
IN THE FRAMEWORK OF THE RANDOM-FIELD
THEORY

Let us consider the temperature and frequency
dependences of the dielectric susceptibility of disor-
dered ferroelectrics. In the general case, the dielectric
susceptibility is determined by the reorientational
motion of electric dipoles. In disordered ferroelectrics,
the reorientation rate of electric dipoles strongly
depends on random electric fields at their sites, because
these fields affect the barrier between equivalent equi-
librium positions of the dipoles with different orienta-
tions of the dipole moment [9]. It is obvious that the
observed diel ectric response can be obtained by averag-
ing over random el ectric fieldswith allowance made for
their distribution function. In [5], for electric dipoles
with two possible orientations, the averaging was per-
formed with adistribution function accounting for both
the linear and nonlinear effectsin external and internal
(random) electric fields [10]. The rdationship thus
derived for the dielectric susceptibility is asfollows:

an Q

80X " I-o ©)
_2E - Ein 32 2
Q= - IJ'tanhEkTDexp(—Ap -Cp9)
00 4
. pcos(p(E +EylL))
><Sn(pEi) 1+i(k)‘[l(Ei) dEldpv
_ 32[qZer* _ L6mpd* 7 s
A= Tshen ™ =715 0 0 e,
) ®)
E - ATind*? o = Tcosh(ZEi/kT)
7 g " YT U cosh(E/KT)

Here, E isthe external dc electric field (the ac measur-
ing field is assumed to be very weak and tends to zero),
n is the concentration of electric dipoles with dipole
moment d, d* = dy(e, — 1)/3, y is the Lorentz factor,
€, isthe static permittivity of KTaO; asthe host lattice,
L is the ferroelectric order parameter (dimensionless
polarization) characterizing the number of coherently
oriented dipoles, n, isthe concentration of point defects
with charge Ze, r. is the correlation length of the host
lattice, and E; stands for the internal random electric
fields with a distribution function obtained in the
framework of the statistical theory (see[4]). Thetime T
obeys the Arrhenius law for the reorientational motion
of electric dipoles between two equivalent positions
separated by a barrier with height U: T = 1,exp(U/KT).
Expression (4) was derived under the assumption that
each isolated electric dipol e attains equilibrium through
Debye relaxation.

Therefore, relationships (3)—«5) describe the depen-
dences of the dielectric susceptibility on the tempera-
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ture, frequency, external dc electric field, parameters of
the host lattice, and sources of random electric fields.

In [5], the dielectric susceptibility (nonlinear with
respect to the external dc electric field) was calculated
from formulas (3) and (4). These calculations demon-
strated that, for parameters corresponding to a mixed
ferroelectric—glass phase, the external dc electric field
either decreases or increases the dielectric response,
depending on the field strength and temperature. In the
dipole glass phase, an external dc electric field of any
strength leads only to a decrease in the dielectric
response over the entire range of temperatures.

The theoretical inference made in [5] is confirmed
by the experimental data presented in Figs. 5 and 6. In
actual fact, the permittivity of K, _, Li, TaO; compounds
with lithium concentrations x = 0.010 and 0.016, which
correspond to the dipole glass phase (because x < x, =
0.022), decreases in an external electric field (Fig. 5).
For samples with x = 0.03, i.e., in the mixed ferroelec-
tric—glass phase, the external dc electric field E has a
substantialy different effect on the permittivity
(Fig. 6). It can be seen from Fig. 6 that the permittivity
€' increases in weak electric fields E < 0.5 kV/cm at
temperatures T < 50 K and decreases in stronger fields
E > 1 kV/cm. Thisimpliesthat the difference €'(T, E) —
€'(T, 0) can be both positive and negative in sign.

Now, we analyze the frequency and temperature
dependences of the dielectric susceptibility in the
absence of an external dc electric field (E=0). The cal-
culations were performed according to formulas (3)
and (4) for the following parameters obtained earlier by
the NMR technique for individual lithium ions in
K, _,Li,TaO; compounds[11]: U = 1000K; 1,= 10",
and x = 0.010, 0.016, and 0.030. The temperature-
dependent correlation lengths involved in relation-
ships (5) were determined from an expression for the
static permittivity of pure potassium tantalate (whose
magnitude is proportional to the soft-mode frequency
according to the Barrett formula) with the parameters
taken from [12]. The values of &, in relationships (4)
and (5) were obtained from the phenomenological
expression for pure KTaOg: €,=48 + C/(T —T,), where
C=5x10*K and T, 012.9 K. We also assumed that
impurity point charges make a considerable contribu-
tion to the width of the random-field distribution. Since
nothing is a priori known about the concentration and
other characteristics of point defects in K, _,Li,TaO;
ferroelectrics, the parameter A determined by these
defects can be used as an adjustable parameter of theory
and experiment. It should be emphasized that changes
inthe parameter A do not lead to ashift in the maximum
of the dependence €'(T) (i.e, T,, = const) and only
broaden the distribution and decrease its maximum
(Fig. 7). Since the temperature T, of the maximum of
the permittivity is the most important characteristic
responsible for the temperature dependence of the
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Fig. 7. Theoretical temperature dependences of thereal part
€' of the permittivity of aK, _,Li,TaOz ferroelectric at afre-

quency of 10% Hz for different concentrations A of point
charges: (1) Ay, (2) 2A¢, and (3) 3A; (where A; is an arbi-
trary relative concentration of point charges).

relaxation rate, it is clear that the choice of the parame-
ter A does not affect the rel axation behavior.

Figures 8a—8c present the results of calculating the
permittivity €'(w, T) according to relationships (3) and
(4) for x = 0.010, 0.016, and 0.030. The temperatures
T.(v) of the maxima of the permittivity are described
by the Arrhenius law with high accuracy for the follow-
ing parameters: U = 1100K and v, =4 x 102 Hz for x =
0.01 and U =1150K and v, =4 x 10 Hz for x= 0.016.
Our attempts to describe the dependence T,,(v) for x =
0.03 in terms of the Arrhenius law with reasonable val-
ues of the parameter v, were not successful. The exper-
imental data were described only using the Vogel—
Fulcher law (2) for parameters v, = 4 x 102 Hz and
Ty=15K.

A comparison of the calculated data with the results
of dielectric measurements shows that theory ade-
guately describes experiment and that the theoretical
and experimental parameters of the Arrhenius and
Vogel—Fulcher laws are close to each other (see table).
Thus, the experimental investigation and theoretical
analysis proved that, for K, _,Li, TaO; compounds, the
Arrhenius law is valid for the dipole glass phase (x =
0.010, 0.016), whereas the Vogel—ulcher law holds
true for the mixed ferroel ectric—glass phase (x = 0.030).

4. DISCUSSION
Investigations into the model disordering of
K;_4Li,TaO; ferroelectrics demonstrated that the

relaxation rates are adequately described by the Arrhe-
niuslaw at x < x; (the dipole glass phase) and the Vogel—
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Fig. 8. Theoretical temperature dependences of thereal part
€' of the permittivity of K, _ ,Li,TaO3 ferroelectrics at
frequencies of (1) 10%, (2) 4 x 10%, (3) 10°, (4) 4 x 10°, and
(5) 108 Hz for lithium contents of (a) 1.0, (b), 1.6, and
(c) 3.0 at. %.

Fulcher law at x > X (the mixed ferroelectric—glass
phase). It should be noted that the rate of dielectric
relaxation in K, _,Li,TaO; compounds (at x > x.) has
already been described theoretically by the Vogel—
Fulcher law in [13]. However, for many years, the
dielectric spectra of K,_,Li,TaO; compounds, as a
rule, were described by the Arrhenius law over the
entire range of lithium concentrations[1, 2]. Therefore,
the experimental data obtained in the present work for
the first time confirmed the validity of the Vogel—
Fulcher law for K _,Li, TaO; compounds with lithium
concentrations X, > x > X.. Note also that a similar situ-
ation occurs with investigations into the properties of
KTg _,Nb,O; compounds. Samara [14] wasthefirst to
demonstrate that the relaxation processes in these com-
pounds at x > x. = 0.008, i.e., in the ferroel ectric—glass
phase, can be described by the Vogel-Fulcher law
rather than by the Arrhenius law, which holds true only
at low lithium concentrations, i.e., in the dipole glass
phase (see[1-3] and referencestherein). In the study of
the specific featuresin the properties of the dipole glass
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and mixed ferroelectric—glass phases, the significant
advantage of K,;_,Li,TaO; and KTa, _,Nb,O; com-
pounds over more complex disordered ferroelectrics,
such as relaxors PbMgy,5Nb,;0s, is that the aforemen-
tioned phases can be prepared by varying the concen-
tration of lithium or niobium ions. Taking into account
that the phases of all disordered ferroelectrics are of
similar nature, the results of our investigations into the
dielectric properties of K, _,Li,TaO; compounds open
up possibilities for identifying the dipole glass and
mixed ferroel ectric—glass phases in any disordered fer-
roelectrics, including relaxors. In particular, since the
Vogel—Fulcher law has been successfully used for
describing the dielectric relaxation in all relaxors (see,
for example, [15, 16]), we can conclude that all ferro-
electric relaxors are in a mixed ferroelectric—glass
phase in which the short-range and long-range polar
orders coexist. This inference is in good agreement
with experimental data on the nonlinear dielectric sus-
ceptibility of PbMg,,5Nb,,;0; ferroelectrics, according
to which an external dc electric field can lead to both a
decrease and an increase in the dielectric susceptibility
[6]. In our case, the same situation was observed for the
K, _«Li,TaO; compound at x = 0.03. Furthermore, a
similar effect of the external electric field E on the
dielectric susceptibility, namely, an increase in the
dielectric response at some temperatures T and electric
field strengths E, was observed earlier for K; _,Li, TaO4
compounds with x = 0.026 [17] and 0.035 [18].

The origin of the weak maximum in the dependence
€'(T, v) of the K; _,Li,TaO; compound (x = 0.030) at
T= 50 K remains unclear. Similar anomalies with a
hysteresis in the experimental dependences €'(T) were
previously observed for the K; _,Li, TaO; ferroelectric
at x =0.026 [7]. We cannot rule out the possibility that
these anomalies in the mixed ferroel ectric—glass phase
are associated with the first-order phase transition in
long-range order regions. Earlier [12], two types of
anomalies in the dielectric response of disordered fer-
roelectrics in the mixed ferroel ectric—glass phase were
predicted theoretically. At present, we are performing
further investigations with the aim of elucidating the
nature of the anomaliesin the dielectric response of the
model disordered ferroelectrics K, _,Li, TaOs.
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Abstract—The structure and dielectric characteristics of the (1000 nm)SrTiOz spacer in a (001)SrRuO; ||
(001)SITiO5 || (001)L &g g7Cay 33MNO; trilayer heterostructure grown on a (001)(LaAlOg)g 3 + (SroAITaOg) 7
substrate have been studied. Both oxide electrodes, as well as the strontium titanate layer, were cube-on-cube
epitaxially grown. The unit cell parameter in the SrTiO; layer measured in the substrate plane (3.908 + 0.003 A)

practically coincided with that determined along the normal to the substrate surface (3.909 + 0.003 A). Thetem-
perature dependence of the real part of the permittivity €' of the SITiO; layer in the range 70-180 K fits the

relation (') ~ sglcgl (T—T¢) well, where Cy and T are the Curie constant and the Curie-\Wei sstemperature,
respectively, for bulk strontium titanate crystals and €, is the free-space permittivity. The data obtained on the tem-
perature dependence of the permittivity of SrTiOj; films enabled usto evaluate the effective depth of electric field

penetration into the manganite electrode (L, = 0.5 nm) and the corresponding capacitance (C, = 1 x 107° F/lcn?)
of the interface separating the (001)SrTiO5 layer from the (001)L &, 5,Cay 33MNO5 bottom electrode. © 2004

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Thin layers of (Ba,Sr)TiO; (BSTO) are a promising
material for application in microelectronics (RAM cells
[1]) and microwave technologies (tunable filters, phase
shifters, delay lines, etc. [2]). The permittivity € = €' —
ie" (¢'and €" arethe real and imaginary parts of permit-
tivity), the leakage current, and the loss tangent tand =
g"/e' of aBSTO film depend strongly on its microstruc-
ture, which is determined by the growth conditions and
parameters of the substrate and the conducting material
employed for the el ectrodes. The response of €' of athin
BSTOfilmto an electric field and temperature variation
is, as arule, substantially weaker than that of a single
crystal. The strong difference in the temperature and
field dependences of €' between thin film and bulk
BSTO samples can originate, besides from microstruc-
ture degradation, from (i) the formation of an off-sto-
ichiometric spacer at the film/electrode interface [3],
(ii) astrong electric field in the bulk of the ferroelectric
layer [4], (iii) biaxial mechanical strains [5] caused by
lattice misfit and different temperature coefficients of
linear expansion of the film and the substrate, etc.

BSTO epitaxia films are more attractive for appli-
cations than polycrystalline layers, because they are
distinctly oriented (the parameters of the BSTO para-
and ferroelectric phases are anisotropic [6, 7]), both
with respect to the surface normal and azimuthally; in

addition, these films have no large-angle grain bound-
ariesin the bulk, near which one usually observes devi-
ations from stoichiometry (primarily, in oxygen). To
fabricate plane-parallel film capacitors with an epitax-
ial BSTO spacer, thin layers of conducting perovskite-
like oxides SrRuO; (SRO), (LaSr)CoO; and
Y Ba,Cu;0; _ 5 have been employed to advantage for the
bottom electrode [4, §].

We report here on a study of the structure and
dielectric parametersof aSrTiO; (STO) layer grown on
the surface of a conducting film of manganite
(120 nm)L gy 5;Ca, 3sMNO; (LCMO). Thin films of per-
ovskite-like manganites can be employed to advantage
as electrodes in capacitive heterostructures that include
aferroelectric layer, because the effective hole concen-
tration in their bulk at temperatures close to the ferro-
magnetic phase transition point is strongly magnetic-
field dependent, which is conducive to the devel opment
of tunable devices (we have in mind controlling the
impedance of a heterostructure with a magnetic field).
Thereisonly avery small number of publications deal-
ing with studies of epitaxia heterostructures that
include thin layers of manganites and ferroelectrics[9].

The material used for the top electrode was stron-
tium ruthenate. As we showed earlier [10], the stray
capacitance per unit area of the BSTO/SRO interfaceis

1063-7834/04/4607-1270$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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substantially larger than that of the BSTO/noble-metal
contact.

2. EXPERIMENTAL

An excimer laser (ComPex 205, KrF, A = 248 nm,
T = 30 ns) was used for successive evaporation of the start-
ing stoichiometric targets, LCMO — STO — SRO,
prepared by standard ceramic technology. Trilayer hetero-
structures (200 nm)SRO/(1000 nm)STO/ (120 nm)LCMO
were grown on the surface of asingle-crystal substrate
(001)(LaAIO,) 5 + (SrAITaOg) 7 (LSATO) at an oxygen
pressure Py = 0.3 mbar. Thelaser radiation density onthe
target surface waswithin thelimits (1.8-2.0) Jcm?. Inthe
course of the electrode preparation (LCMO, SRO), the
substrate temperature was maintained at T, = 760°C.
The temperature T, was raised to 780°C when deposit-
ing the STO layer.

The phase composition of the heterostructures thus
grown, the orientation of the films making up these het-
erostructures, and the lattice parameters of the elec-
trodes and the STO spacer were studied by x-ray dif-
fraction (Philips X'pert MRD, CuK,;, w20 and ¢
scans, rocking curves). To estimate the average grain
size and the lattice distortions in the heterostructure
layers, thefirst four Bragg peaks (of each of the layers)
in the w/20scans were visualized with a four-crystal
germanium monochromator ({220} Ge) forming the
incident x-ray beam and a plane graphite monochroma:
tor (to measure 20).

The morphology of the free surface of the grown
films was studied with an atomic force microscope
(NanoScope-111a, tapping mode).

Square contact pads (S= 200 x 200 um) on the top
SRO €lectrode, as well as windows in the STO spacer
(intended for providing electrical contact with the com-
mon bottom LCMO electrode), were made by photoli-
thography and ion milling (Ar, 500V, 0.2 mA).

The capacitance C = £'Sd and the loss tangent tand
of the plane-parallel SRO/STO/LCMO capacitor struc-
tures (Fig. 1) were measured with an hp 4263A LCR
meter (f = 100 kHz) at a constant bias V, = £2.5V
applied to the oxide electrodes and with no bias. The
same LCR meter was employed to measure the resis-
tance R of the conducting oxide electrodes in the van
der Pauw geometry. The electrical resistivity p of the
film electrodes was calculated from the relation p =
Rrd,/In2 [11], where d, is the conducting oxide layer
thickness.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The structure and dielectric and electronic proper-
ties of heteroepitaxial films of perovskite-like oxides
depend strongly on the conditions of their growth and
the substrate characteristics. The difference in the tem-
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Fig. 1. Schematic of aplane-parallel capacitive heterostructure
used to study the didectric parameters of a (1000 nm)STO
layer grown on the (O01)LCMO || (001)LSATO surface.

perature coefficients of linear expansion and the misfit
m between the lattice parameters of the deposited layer
material g and the material of the substrate a; [m =
(a. — aj)la, x 100%)] are the major factors responsible
for the biaxial mechanical strains, which exert a pro-
nounced influence on the electron transport, ferroelec-
tricity, and ferromagnetism in thin layers of perovskite-
like oxides.

The temperature coefficients of linear expansion of
SRO, STO, LCMO, and LSATO are very close to one
another [4]. The lattice parameters of LCMO
(pseudocubic, a; = 3.858 A [12], T = 300 K) and
LSATO (pseudocubic, a, = 3.868 A [13], T = 300 K)
differ only dightly, m=-0.3%. Thiswasadecisivefac-
tor in choosing LSATO as the substrate material. The
STO cubic cell parameter (a; = 3.905 A [14]) is larger
than that of the LCMO (m = 1%), which accounts for
the manganite film grown on a strontium titanate sub-
strate being acted upon by tensile in-plane mechanical
stresses. Thin epitaxial LCMO films grown on the sur-
face of strontium titanate single crystals have typically
high electrical resistivities p and low ferromagnetic
phase transition temperatures [15] (compared to those
for magnetic films grown on (001)LSATO). To fabri-
cate the top electrode with a high conductivity through-
out the temperature range covered in our study (4.2—
300 K), an epitaxial film of strontium ruthenate (SRO
pseudocubic cell parameter 3.923 A [16], T = 300 K)
was grown on the STO/LCMO/LSATO surface. Appli-
cation of different conducting oxides for the bottom
and top electrode materials made it possible for us to
estimate (using x-ray measurements) the lattice param-
eters, both in the substrate plane and along its surface
normal, for al layers in the trilayer heterostructures
prepared.

We analyze first the data obtained on the structure
and surface morphology of the layers making up the
SRO/STO/LCMO/(001)LSATO heterostructure and
then the data on the electrical parameters of the elec-
trodes and the dielectric properties of the STO layer.
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Fig. 2. X-ray diffractogram (CuK1, w/20) of the (001)SRO ||
(001)STO || (001)LCMO || (001)LSATO heterostructure
obtained in the case where the plane containing the incident
and reflected x-ray beamswas oriented perpendicular to the
substrate plane; the asterisk denotes substrate peaks. Inset
shows a fragment of the diffractogram obtained from the
same heterostructure in the case where the plane containing
theincident and reflected x-ray beams was oriented perpen-
dicular to (101)LSATO.

3.1. Layer Srructurein the SRO/STO/LCMO Trilayer
System

Our analysis of the x-ray diffractograms of the
SRO/STO/LCMO heterostructure did not reveal any
peaks that would indicate the presence of macroinclu-
sions of secondary phasesin its bulk or on the free sur-
face (Fig. 2). Asseen from Fig. 2, the reflections due to
the electrodes (SRO and LCMO), the STO layer, and
the substrate in the x-ray scans obtained were reliably
resolved. The x-ray measurements (/26 and ¢ scans)
suggest that the ferroelectric film and the oxide elec-
trodesin the grown heterostructureswere preferentially
oriented (both azimuthally and relative to the normal to
the substrate plane) with the (001) plane and the [010]
directionin SRO, STO, and LCMO paralld to the (001)
plane and the [010] direction in the LSATO substrate,
respectively.

The lattice parameter of the (120 nm)LCMO layer
in the SRO/STO/LCMO/LSATO heterostructure,
which was measured along the normal to the substrate
plane (a5 = 3.837 + 0.003 A), was less than that in the
substrate plane (a; = 3.866 + 0.003 A) (see table). The
measured parameter a, in the manganite layer coin-
cided with the parameter of the pseudocubic LSATO
unit cell, which impliesthat the LCMO film was grown
coherently on the substrate surface. Because of the neg-
ative value of m, the (001)LCMO || (001)LSATO films
were subjected to weak in-plane tensile stresses. An
analysis of the measured diffractograms (20 = 20°—
120°) did not reveal any complex structure in the
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Fig.
(120 nm)LCMO film grown coherently on (O01)LSATO.
The film surface clearly reveals growth steps with a height
that isamultiple of the LCMO lattice parameter.

3. AFM image of the free surface of the

(00N)LCMO peaksthat would indicate strain rel axation
in the 120-nm-thick manganite film (or in part of it).

The effective cell volume Vg = agalz| =57.32 A3inthe

LCMO layer of the SRO/STO/LCMO heterostructure
differed only dightly from those for the bulk stoichio-

metric LCMO samples (V. = 57.42 A3[12], seetable).

The LCMO films grown on (001)LSATO substrates
had a smooth surface (Fig. 3). The AFM image of the
free surface of the manganitefilm clearly shows growth
steps, whose height is a multiple of the LCMO lattice
parameter. Unlike the thin LCMO films grown on the
surface of substrates with an appreciable negative (for
instance, STO) or positive (LaAlOy) lattice misfit, on
the surface of the (001)LCMO || (001)LSATO layers
prepared in this study we did not see the characteristic
hollows [17] decorating small-angle grain boundaries
in the manganite layer.

The lattice parameter of the strontium titanate layer
in the SRO/STO/LCMO heterostructure measured in
the substrate plane practically coincided with that
determined along the normal to the substrate surface
(see table). The strain relaxation in the STO layer
occurred in the course of its deposition and cooling to
room temperature.

The (200 nm)SRO film in the
SRO/STO/LCMO/LSATO heterostructure was sub-
jected to in-plane compressive strains. Thelattice misfit
is~0.7% in the case of an SRO film grown on the STO
surface. The lattice parameter measured in the stron-
tium ruthenate layer along the normal to the substrate
plane (3.973 + 0.003 A) was substantially larger than
that in the substrate plane (3.915 + 0.003 A). Epitaxial
SRO filmstend to grow coherently on the substrate sur-
face even in the case of afairly large m[18].

To estimate the average grain size in the conducting
electrodes and the ferroelectric spacer in the
SRO/STO/LCMO heterostructure, we made use of the
data on the dependence of the FWHM 3 of the peaksin
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Fig. 4. 9cosB vs. sinB for (1) the top SRO electrode,
(2) STO spacer, (3) bottom LCMO electrode, and (4) the
LSATO substrate in the (100 nm)SRO/(1000 nm)STO/
(220 nm)LCMO/(500 pum)L SATO heterostructure.

the x-ray diffractograms on 6 (Fig. 4). The dependence
of 9 on the effective grain size t and the average lattice
distortion Aa/a in afilm can be written as[19]

9cosd = 0.9\,/t + 2Aa/asing, 1)

where A, = 1.54056 A isthe x-ray wavelength. We used
Eqg. (1) and the 9 cosB vs. sind relations extracted from
X-ray measurements to derive (from the intercept that
the straight line makes on the ordinate axis) the values
of t for al layersin the heterostructure (see table). The
slope of the graphsin Fig. 4 yielded the relative lattice
distortions in the oxide electrodes and the ferroelectric
spacer (see table). The largest value, t ~ 150 nm, was
obtained for the bottom electrode in the
SRO/STO/LCMO heterostructure; thisvalue differslit-
tle from the thickness of the manganite layer. Thus, if
the LCMO layer in the SRO/STO/LCMO heterostruc-
ture consists of crystalline grains, their average sizeis
150 nm. The mechanisms responsible for the formation
of grain boundaries in coherently grown epitaxial films
were considered by usin [20]. Theaveragegrain sizein

strate, (2) bottom LCMO electrode, and (3) STO spacer in
the SRO/STO/LCMO/LSATO heterostructure.

the STO film grown on LCMO/LSATO was 60 nm,
which fits well with the corresponding data for the
(700 nm)Bay 55Srp 751105 layer grown on  the
SRO/LSATO surface [4]. The values of Aa/a were the
largest for the top electrode (SRO) in the
SRO/STO/LCMO heterostructure, which consisted of
crystalline grains of the smallest size (seetable).

The structure of the STO spacer in the
SRO/STO/LCMO trilayer system obtained under the
above growth conditions is governed to a considerable
extent by the quality of the structure and morphology of
the free surface of the manganite electrode. The small
lattice misfit between LCMO and LSATO favors the
formation of high-perfection epitaxial (001)LCMO
films on the (001)LSATO surface [21]. The halfwidth
of the rocking curve for the (002) x-ray reflection pro-
duced by the (120 nm)LCMO film in a (001)SRO ||
(001)STO || (001)LCMO || (001)LSATO heterostruc-
ture was in the range 0.06°—0.09°, which is about one-
half that for the STO (002) x-ray peak from the same
heterostructure (seeinset to Fig. 5). A rocking curve for
the (002) x-ray peak from asingle crystal LSATO sub-
strate is shown for comparison in the same figure.

Parameters of layersin the heterostructure (001)SRO || (001)STO || (001)LCMO || (001)LSATO (T = 300 K)

Layer d, nm ag, A a, A Vg, A3 t, nm (Aa/a) x 10*
LCMO 120 3.837 3.866 57.32 150 11
STO 1000 3.908 3.909 59.72 60 3
SRO 100 3.973 3.915 60.89 40 26

Note: The pseudocubic |attice parameter in the L SATO substrates used here was 3.867 + 0.003 A (calculated from our x-ray data).
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Fig. 6. Temperature dependences of (1, 2) €'/eg and (3) gy/e’
obtained for the STO layer in the SRO/STO/LCMO hetero-
structure. (1, 3) V,, = 0 and (2) V, = —2.5V. In the tempera-

tureinterval 70-180 K, gy/¢" increased linearly with temper-
ature (dashed straight line 4).

3.2. Electrical Resistivity of SRO and LCMO Films
in an SRO/STO/LCMO Heterostructure

Figure 5 presents temperature dependences of p for
the LCMO layer in the (1000 nm)STO/(120 nm)LCM O/
LSATO and the (100 nm)SRO layer grown on the
(1000 nm)STO/(120 nm)LCMO/(001)L SATO surface.
A sharp peak on the p(T) curvefor the (120 nm)LCMO
film was observed at Ty = 225 K, which fits well with
the corresponding available data on bulk stoichiometric
LCMO samples [22]. We did not find any systematic
difference in the values of p for the manganite film
(120 nm)LCMO/LSATO before and after the formation
of a (1000 nm)STO layer on its surface. Ferromagnetic
spin ordering in the SRO layer accounts for the change
in the slope of the p(T) curveat T~ 150K (Fig. 5). The
absolute values of the electrical resistivity of the SRO
layer in the grown heterostructures were severa times
those for the strontium ruthenate film grown on asingle
crystal substrate of strontium titanate. This should be
assigned to the high density of grain boundaries and
oxygen vacancies in the SRO layer grown on
STO/LCMO/LSATO. For T < 200 K, the conductivity
of both the top (SRO) and the bottom (LCMO) elec-
trode in the SRO/STO/LCMO heterostructure was in
excess of 500 Q' cm™ (Fig. 5).

3.3. Dielectric Parameters of STO Films

The temperature dependences of €' of the STO layer
in the SRO/STO/LCMO heterostructure measured at
V, =0 and -2.5V are presented in graphical form in
Fig. 6. The maximum in the €'(T) curve for V,, = 0 was
observed at temperature Ty, = 25 K. The response of €'
of the STO layer in the SRO/STO/LCMO heterostruc-
tureto electric field (E < 25 kV/cm) was seen to persist
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upto 150 K. Inbulk single-domain STO single crystals,
noticeable suppression of €' by the electric field was
observed at temperatures below the structural phase
transition point Tg (=65 K [7]). Nonuniform biaxial
stresses may account for the substantial T fluctuations
in the grains making up the STO layer.

The €'(T) relation measured in the range 70-180 K
for the STO layer in the SRO/STO/LCMO/LSATO het-
erostructure was fitted well by the relation

()" = g Co(T=Tg)+g @)

where T = 30 K is the Curie-Weiss temperature for
STOsinglecrystals[7]; C,=0.86 x 10° K isaconstant,
which practically coincides with the Curie constant for
bulk strontium titanate samples [23]; and g, = 1100¢,,

It appears natural to relate the second termin Eq. (2)
to the effect of STO/electrode interfaces on the effec-
tive permittivity of the strontium titanate spacer mea
sured in the experiment, or rather, to the stray capaci-
tance C, = €,9d created by electric field penetration into
the top and bottom electrodes, which, according to [24,
25], does not depend on either the electric field or tem-
perature. The capacitance (per unit STO/electrode
interface area) C, = C,/S= 1 x 10°% F/cm? induced by
the penetration of an electric field into an electrode can
be cast as[24]

C. = £/23L,, 3)

where g, isthe permittivity of the electrode material and
L. isthe characteristic depth of electric field penetration
into the electrode. We could not find any literature data
on the value of the low-frequency (f < 1 MHZz) permit-
tivity of LCMO. A rough estimate of L, in afilm of a
perovskite-like manganite can be gained from the high-
frequency permittivity € = 8.5¢, reported in [26].
Assuming the contributionsto C, from the top and bot-
tom ferroelectric/electrode interfaces in  the
SRO/STO/LCMO heterostructure to be approximately
equal and using Eq. (3) for the characteristic electric
field penetration depth into the manganite el ectrode, we
obtained L, = 5 A. The characteristic electric field pen-
etration depth into the manganite electrode exceeds the
value of L, for noble metals by nearly an order of mag-
nitude [24]. According to [24], L. can be cast as

L2 = 2¢.E-/3ne’, (%)

where E¢ is the Fermi energy and n is the carrier con-
centration in the electrode. With n= 6 x 10?* cm3 (hole
concentration in the LCMO electrode in accordance
with the chemical formula) and the effective hole mass
m* = 2.5m, [22] (this value of m* was used to estimate
Er; my isthe free electron mass), Eqg. (4) yieldsfor L, a
valueof 1.5 A. Thefairly large difference (three to four
times) between the value of L, derived from the exper-
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imental data on the temperature dependence of €' for
the STO spacer and that calculated using Eg. (4) indi-
cates that the hole concentration in the LCMO layer
near theinterface with the ferroelectric layer is substan-
tialy lower than that in the bulk of the manganite layer.
The decrease in the hole concentration in the LCMO
layer near the STO/LCMO interface may be associated
with itsdepletion in oxygen. It isthe high concentration
of oxygen vacancies in the near-surface layer that
accounted for the drop in the magnetization of thin
(<50 A) LCMO films with a decrease in their thick-
ness [27].

Asthetemperatureincreased intherange 200-255K,
€' of the STO layer in the SRO/STO/LCMO hetero-
structure decreased more slowly than predicted by
Eq. (2) (Fig. 6). Among the factors responsible for the
features in the €'(T) relation appearing at temperatures
close to the ferromagnetic phase transition point, one
could mention, in addition to the variation in the effec-
tive hole concentration, that (i) the lattice parametersin
the LCMO layer undergo a sharp changein thistemper-
atureinterval (the Jahn—Teller distortion), which cannot
but affect the effective permittivity of the manganite
electrode; (ii) the walls separating the ferromagnetic
from antiferromagnetic domains in the LCMO layer

and polarons may contribute to €, ; and (iii) the induc-
tance of the bottom electrode changes strongly in the
above temperature interval, which may influence the
measured effective capacitance of the
SRO/STO/LCMO heterostructure.

The suppression of € by an electric field was
observed to be most pronounced at temperatures close
to Ty (seeFig. 6 and inset to Fig. 7). No hysteresiswas
observed in the measured €'(V,) relations within the
4.2-t0 150-K interval (V, wasvaried inthe order 0 —
+25V —0— 25V — 0instepsof 0.05V; see
inset to Fig. 7). The maximum in the €'(V,) relations
obtained for STO filmsin the SRO/STO/LCMO hetero-
structures grown was found to be dlightly shifted
toward positive values of V,. The lack of symmetry in
the €'(V,) curve with respect to the point V, = 0 is par-
tially associated with the existence of abuilt-in electric
fieldin the bulk of the ferroelectric layer, which formed
because the work functions of the bottom (LCMO) and
top (SRO) electrodes were different.

For T< 200K, tand (V, = 0) for the STO spacer did
not exceed 0.03 and increased approximately linearly
with temperature (Fig. 7). Application of a bias of
+2.5V to the oxide electrodes brought about a slight
decrease in tand (see inset to Fig. 7). The sharp peak

in the tand (T) curve is due to the low conductivity of
the manganite electrode at temperatures close to the
ferromagnetic phase transition point. The maximum
values of the loss tangent were measured on the
SRO/STO/LCMO capacitive heterostructure at the
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Fig. 7. Temperature dependence of tand for a plane-paral-
lel SRO/STO/LCMO capacitive structure. Inset shows the
(1, 2) €'/eg(Vy) and (3) tand (V},) dependences measured for
the STO layer in the SRO/STO/LCMO heterostructure at
temperature T equal to (1) 25 and (2, 3) 77 K.

same transition temperature at which the maximum in
the p(T) dependence for the LCMO electrode was
observed.

4. CONCLUSIONS

The strontium titanate layer (d < 1000 nm) grown at
T, = 780°C and Py = 0.3 mbar on the surface of a
(001)LCMO || (001)L SATO epitaxial film consists of
grains with a lateral size of ~60 nm. The crystal
grains in the STO layer show distinct preferential
orientation (both azimuthal and relative to the nor-
mal to the substrate surface). Mechanical strains in
the (1000 nNm)STO spacer in the
SRO/STO/LCMO/LSATO heterostructure relax to a
considerable extent in the course of deposition and
cooling of the heterostructure from T,to 300 K. For T <
180K, the characteristic electric field penetration depth
into the manganite (LCMO) electrode is about 5 A.
Because of the relatively large value of L, the stray
capacitance of the STO/LCMO interface may exert
considerableinfluence on the pattern of the temperature
dependence of €' of the ferroelectric layer.
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Abstract—The classical theory of nucleation and growth is used to study the thermodynamics and kinetics of
switching of multiaxial ferroelectrics. The initial stage of 180°- and 90°-domain switching is studied in the tet-
ragonal, orthorhombic, and trigonal phases. The multidimensional kinetic theory of first-order phase transitions
is applied to describe the initial stage of switching of ferroelectric crystals in the general case where three-
dimensional growth (along the radius and height) of repolarized domains occurs. The energy of nucleus forma-
tioniscalculated in the vicinity of the saddle point of an activation barrier in the space of sizes and shapes, and
the dependence of the critical domain size on the switching field is found. The two-dimensional Fokker—Planck
kinetic equation is reduced to a one-dimensional Zel’dovich equation, and a stationary solution to the Zel’ dov-
ich equation is obtained. The diffusion coefficients are derived in the size space for the normal and layer-by-
layer mechanisms of domain growth. The main characteristic of theinitial switching stage, namely, the steady-
state flux of repolarized domains, isfound as a function of the applied field. © 2004 MAIK “ Nauka/lnterperi-

odica” .

1. INTRODUCTION

This work is the continuation of our studies [1, 2]
dealing with the development of a kinetic theory of
switching of ferroelectrics and related materias. In
those papers, we showed that the role of an applied
electric field during the switching of ferroelectrics is
analogous to that of supersaturation or supercooling
during conventional phase transitions in solutions and
melts. Thisanaogy allows usto apply the classical the-
ory of nucleation and growth to develop a theory of
switching of ferroelectrics.

This work deas with the thermodynamic and
kinetic description of theinitial switching stage in mul-
tiaxia ferroelectrics, i.e., the stage of the fluctuation
formation of nucleation centers of a new repolarized
phase. An important feature of such crystals (typically
represented by barium titanate BaTiO,) isthat the order
parameter that appears has several components. As a
consequence, during the repolarization of a ferroelec-
tric, both 180° and 90° domains can form depending on
the direction of the applied field. The kinetic descrip-
tion of the nucleation and growth of 180° domains in
multiaxial ferroelectrics does not differ radically from
the description of repolarization of uniaxia ferroelec-
trics[1]. Therefore, in thiswork, particular attention is
given to the thermodynamics and kinetics of nucleation
of 90° domains.

Another specific feature of the theory described
below is the consideration of the general case of three-
dimensional domain growth. In our previous studies|[1,
2], the growth of nucleation centers was implicitly

assumed to be two-dimensional, since we took into
account only radial domain growth. The presence of
two degrees of freedom for repolarized domains does
not allow usto apply the “traditional” one-dimensional
kinetic theory; it requires a two-dimensional Fokker—
Planck kinetic equation. To analyze and solve the cor-
responding equations, we use the multidimensional
kinetic theory of first-order phase transitions proposed
by Shneidman [3] and then developed in [4, 5].

This paper is organized as follows. In Section 2, we
study the thermodynamics of switching of a multiaxial
ferroelectric, making allowance for various symmetry
types of the pyroelectric phase. In particular, we con-
sider switching in the tetragonal, orthorhombic, and
trigonal low-symmetry phases. In Section 3, the kinet-
ics of the initial switching stage is studied using the
multidimensional kinetic theory of first-order phase
transitions. We introduce a two-dimensional nonequi-
librium distribution function of repolarized domains
over the number of unit cells and the corresponding
two-dimensional Fokker—Planck (Zel'dovich) kinetic
equation and find the domain critical size asafunction
of the switching field. The two-dimensional kinetic
equation is reduced to a one-dimensiona Zel’dovich
eguation, and the main kinetic characteristic of the ini-
tial switching stage, namely, the steady-state flux of
repolarization centers, is determined. In Section 4, we
discuss the results and compare them qualitatively with
the experimental data on barium titanate.

1063-7834/04/4607-1277$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2. THERMODYNAMICS OF SWITCHING

Let usconsider amultiaxial ferroelectric crystal ina
spatialy uniform (single-domain) state at atemperature
below the Curie point. For definiteness, the high-sym-
metry phase of the crystal isassumed to belong to point
symmetry group m3m. A typical example of a ferro-
electric whose parael ectric phase has this symmetry is
barium titanate BaTiO,.

Let the crystal be placed in an external electric field
E. The Cartesian coordinate system is chosen so that
thex, y, and z axes are directed along the corresponding
fourfold rotation axes of the cubic group m3m of the
initial high-symmetry phase of the crystal. In this case,
the incomplete thermodynamic potential of the multi-
axial ferroelectric in the external electric field at atem-
perature near the Curie point has the form [6]

1 1
® = Oy(p, T)+5a(T-To)n"+ 780"
1)
1
+3Ba(n.ny + nyn; +n;n) —anE,

where n = {n,, ny, N4 is the order parameter of the
proper ferroelectric phase transition, which transforms
like apolar vector; ®y(p, T) isthe part of the thermody-
namic potential that isindependent of the order param-
eter; p and T are the pressure and temperature of the
medium where the crystal is placed, respectively; a, B4,
and [3, are the coefficients of expansion of the thermo-
dynamic potential in powers of n; T isthe Curie tem-
perature; and a is a positive constant.

Minimizing thermodynamic potential (1), we obtain
the following relation between the order-parameter
components and the external field:

od
a_ni = G(T_Tc)ni+Bln2ni

2
+B,(n*~nf)n;—aE = 0,

i =XY,zZ

Using the explicit form of Gibbs potential (1), we
can derive arelation between the polarization vector P
and the order parameter 1,

0P

P 0E;

where the equilibrium values of the order-parameter

components are determined by the solutions to sys-
tem (2).

We first consider the case of a zero externa field
(E = 0). It follows from system (2) that, in the absence
of an eectric field at temperatures above the Curie
point, the high-symmetry phaseis stable (n = 0). When
studying switching, we are interested in the tempera-
ture range below the Curie point, where a stable state is
characterized by a nonzero order parameter (low-sym-
metry phase) and, hence, a nonzero polarization. It

=an;, i=XY,z 3
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should be noted that, unlike uniaxial ferroelectrics,
which have a single low-symmetry phase, multiaxial
ferroelectrics can have two or more low-symmetry
phases, each of which is stable in the corresponding
temperature range. For example, at T < T, thermody-
namic potential (1) allowsthe existence of three differ-
ent low-symmetry phases [6]. One low-symmetry
phase, which will be called phase I, corresponds to the
following solutions to system (2):

a(To-T
ni21,20 = nj21,20 =0, r]lfl,ZO = %,
1
20(Tc=T) (4
T

2

Pit2o = Pj120 =0, Py = a

ihj,k=xYy,z

The second low-symmetry phase (phase Il) corre-
sponds to a different type of solutions to system (2):

2 _ 2 _a(Tc-T) 2 _
Niz,20 = Njr,20 = 26, + B, Nky,20 = 0,
2 _ g2 _ 20(Te=T) o _ )
Pit2o = Pjr2o = @ 2B, B, Pii,20 = 0,
ihj,k=xYy,z
Finally, solutions of the type
2 _ 2 _ 2 _ a(Te—T)
Nxy,20 = Nyz,20 = Nzg20 = m7
(6)
p2 - p2 _ p2 _ 20(Tc—T)
x1, 20 y1, 20 21,20 —"_3[31 + 28,

are related to the third possible low-symmetry phase
(phase I11).

The appearance of anonzero order parameter below
the Curie point is caused by a change (lowering) of the
symmetry of the ferroelectric crystal. In particular,
solutions (4) correspond to the tetragonal point group
4mm; solutions (5), to the orthorhombic point group
mm2; and phase |11 [solutions (6)] belongs to the trigo-
nal point group 3m|[6]. The stability of alow-symmetry
phase in a certain temperature range is determined by
the rel ations between the expansion coefficients of ther-
modynamic potential (1). Therefore, to describe the
switching of a multiaxial ferroelectric, one has to take
into account the specific features of the low-symmetry
phase that exists under given thermodynamic condi-
tions.

Under given thermodynamic conditions, the quanti-
tative measure of the metastability of asystem undergo-
ing a first-order phase transition is the difference in
chemical potential between the parent and new phases;
the time evolution of this quantity alows complete
description of the transition kinetics. For first-order
phase transitions occurring in solutions or melts, this
guantity is called supersaturation or supercooling. To
develop a kinetic theory of phase transformation in an
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arbitrary metastable condensed system (e.g., in the
course of repolarization of a ferroelectric, magnetiza-
tion reversal of a ferromagnet, martensitic transforma-
tions, etc.), it is necessary to define the corresponding
anal og of supersaturation or supercooling. In particular,
in the kinetic theory of switching of uniaxial ferroelec-
trics[1], where a phase transition is described by aone-
component order parameter, we introduced quantities
AP = [P, = Pyo| and &p = |P, = Puyol/|Poao] = AP/ Py,
which we call repolarization and relative repolariza-
tion, respectively. To describe the switching of uniaxial
ferroelastic ferroelectrics, we also introduced redefor-
mation in addition to repolarization [2].

To thermodynamically describe the switching of
multiaxial ferroelectrics where an order parameter has
several components, it is necessary to generalize the
concepts of repolarization and relative repolarization
introduced earlier. To thisend, weintroduce the follow-
ing quantities characterizing the metastability of amul-
tiaxial ferroelectric:

_ r]—r]10| _ An
£, = | =20 @
I e T LY

These quantities will be called reorientation and rela-
tive reorientation, respectively. Taking into account
relation (3) between the order parameter n and the
polarization vector P, weintroduce generalized repolar-
ization and relative repolarization as follows:

AP=|P—Py| = ajn-ny,

_ |P_P10| _ AP _ (8)
P

Now, let us consider the case of aweak field applied
to the crystal. The repolarization and relative repolar-
ization can easily be determined as functions of this
field. To this end, we expand the left-hand side of
Eq. (2) in powers of (N —Nyo)

An =|n-ny,

[a(T=Te)N +B1(3Nn 510 + Ny1o + Nio)
+B2(Ny10 + N310) 18N, + 2(By + Bo)NyaoNxa0Ny
+2(By + Bo)NsioN a0l = aE,,
2(B1 + B2)NwaoNy1dny + [a(T =Te)n

+B1(Ns10 + 30510 + Nar0) + BoNsao + Naro) 14N, (9)
+2(B1 + B2)NzoNy10dN,y = aE,,
2(B1 * B2)NxaoNz208N« *+ 2(B1 + B2)Ny10N 208N,
+[a(T=Te)N +B1(Nss0 + Ny1o + 3N310)
+B2(Nyi0 + Ny10) 18N, = aE,,
whereAn, =1, —"N,ao, ANy =Ny —"Ny10, ANA AN, =N~ N0.
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With definitions (7) and (8), Egs. (9) alow one to
derive the genera relation between the repolarization
AP and the external field E and, hence, open theway for
thermodynamic and kinetic description of the switch-
ing of multiaxial ferroelectrics using well-devel oped
methods from the classical theory of nucleation and
growth. It should be noted that the generality of this
approach consists in the fact the thermodynamics and
kinetics of switching of aferroelectric from any possi-
ble low-symmetry phase can be studied using a univer-
sal model, which is based on the concept of repolariza-
tion as an analog of supersaturation. Therefore, we will
discuss in more detail the specific features of the
description of the switching thermodynamics with
allowance for the symmetry of possible pyroelectric
phases of the multiaxia ferroelectric crystal under

study.

For convenience in the further thermodynamic
description of switching, we consider the following
temperature ranges separately. L et us assumethat phase
| isstableintherange T, < T < T; phasell, intherange
T,<T<T,; and that phaselll isstableat T < T,. Note
that this situation takes place in BaTiO; crystals [6].

First, we consider thetemperaturerange T, < T < T,
where the tetragona 4mm phase (phasel) is stable. Let
the order parameter and the spontaneous pol arization of
the this single-domain low-symmetry phase be n =
{0,0,n4 and P={0, O, P}, respectively. We place the
ferroelectric in an external electric field, which is either
opposite to theinitial polarization of phasel, E = {0, O,
—E}, or perpendicular toit, E = {0, E,, 0} . As aresult
of the application of the external field, the ferroelectric
initial phase has a certain excess energy and does not
correspond to the absol ute minimum of thermodynamic
potential (1); thus it is a metastable phase. A stable
phase should have a polarization directed aong the
external field. As a consequence, nucleation centers of
anew energetically favorable phase form in the crysta
and there appear either 180° domains, when the applied
field is opposite to the initial polarization, or 90°
domains, when the switching field is normal to it. The
former case (homogeneous formation of 180° domains)
was studied earlier when analyzing the switching of
uniaxial ferroelectrics [1] and uniaxial ferroelastic fer-
roelectrics [2]. Therefore, we will consider only the
nucleation and growth of 90° domains.

Substituting the order parameter n,, = {0, O,
Nao} andthefield E={0, E,, O} into Egs. (9), we obtain

An, = 0,
akE XwE
An, = L — = y; !, (10)
a(T=Te) + (B1+B2)Nzwo
An, = 0,
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wherex,, = a(B,/B,)/a(Tc — T) is the yy component of
the dielectric susceptibility tensor. It follows that
— — nyy — —
An = An, = —a AP = aAn = x,,E,, a
nyEy'
leO

- An _ XuEy
N0l @

&p

& =

These expressions determine the reorientation An
and repolarization AP as afunction of the applied field
for switching the ferroel ectric from the tetragonal pyro-
electric phase. As seen from Egs. (11), in the case of
nucleation of 90° domains in the ferroelectric, the role
of supersaturation during conventional first-order phase
transitions is played by the electric field applied per-
pendicular to the polarization axis of the crystal. It
should be noted that, for repolarization of the initia
sample with the formation of 180° domains, the analog
of supersaturation is a field directed parallel to the
polarization axis[1].

Now, we consider thetemperaturerange T, < T< T,
where the orthorhombic mm?2 phase of the model ferro-
electric under study is stable. For definiteness, the order
parameter is taken to be Nyg = { Ny, Ny O}, Where
Nx10 = Ny10, Which agrees with one of the possible solu-
tions from (5) corresponding to the point symmetry of
this pyroelectric phase. Using general relations (9), itis
easy to show that [6]

APX = XxxEx+XxyEy = XlEx+X2Ey1 (12)
AI:)y = nyEx+nyEy = X2Ex+XlEyv
where X1 = X = Xyp X2 = Xy = Xy

Depending on the direction of the external field,
both 90° and 180° repolarization centers can form. In
particular, in the switching field E = {-E,, E, 0} with

E, = E, = E/J/2 (which causes the formation of 90°
domains in the orthorhombic phase), the reorientation
An and repolarization AP are

an = JonZ+an? = EXioXd

a
AP = alAn = E[X; X4,
Elxa—Xs| _ ElXa—Xd

W Pflo + P)Zflo P1o

whereE = ,[E; + E; = E,2and Py = /Py + Poy =
leO’\/é'

On the other hand, when 180° domains nucleate in
thefield E = {-E,, —E,, 0} with E, = E,, the reorienta-

(13)

&p =

&
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tion and repolarization in the orthorhombic phase are
different:

E +
An = —(Xla Xe)  pp = E(X1+X2),
_ E(X1+X2)

Po

(14)

Eq:EP

The thermodynamics of switching from the trigonal
phaseis studied similarly. It is obvious that the consid-
eration given above can easily be applied to apyroel ec-
tric phase of any allowable symmetry. In other words,
the application of an external electric field in a certain
direction makes the initial pyroelectric phase metasta-
ble. The reorientation introduced above can serves as a
guantitative characteristic of the metastability of the
ferroelectric crystal. The type of repolarization centers
forming in the parent multiaxia ferroelectric is speci-
fied by the direction of the applied field, whilethe meta-
stability of the system is fully determined by the mag-
nitude of the applied field.

3. KINETICS OF THE INITIAL STAGE
OF SWITCHING

To describe the kinetics of switching of multiaxial
ferroelectrics, we introduce, in addition to the polariza-
tion P = {P,, P,, P} used above, the corresponding
specific quantity p = {py, py, P4 per unit cell of the
crystal, i.e., the dipole moment of the unit cell, p = Pw,
where wis the unit cell volume.

Then, we make an assumption about the shape of the
nucleating ferroel ectric domains. Note that the shape of
domains, as well as their orientation, cannot be arbi-
trary, since the continuity condition of the tangential
component of an el ectric-field vector must be met at the
nucleation center—medium interface in a ferroelectric
[7]. Nucleation centers can be, for example, cylindrical
in shape (with the lateral surface oriented paralel to the
field) or, in amore general case, ellipsoidal, with one of
the principal axes oriented along the field. In[1, 2], the
growth of cylindrical domains with a constant height
and a variable base radius was studied; in other words,
it was implicitly assumed that domains had a single
degree of freedom that could affect the kinetics of
switching of aferroelectric. In what follows, we study
the general case of the kinetics of the early switching
stage, where repol arization centers have two degrees of
freedom.

Let us analyze the nucleation of a cylindrical
domain with height H and base radius R. Elementary
building blocks of such domains are assumed to be unit
cells of the crystal with polarization p. When arepolar-
ization center forms, the free energy of theferroelectric
crystal changes by AF, which, according to the classical
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theory of nucleation and growth, can be determined
from the relation

V
(15

2
- —”'E)Hm + 0(2nR? + 21RH),

where f, and f, are the free energies per unit cell of the
medium and nucleation center, respectively; Af =f, —f,;
V = 1iR?H and S= 21R2 + 2rRH are the volume and sur-
face area of the cylindrical domain; and o isthe surface
tension coefficient of the domain wall.

The quantity Af can be interpreted as the effective
driving force that leads to the growth of energetically
favorable domains with polarization directed aong the
applied field. To find Af, we write the initial thermody—

namic potential (1) intheform ® = ®o — EP, where ®
is the field-independent part of the potential. Then, the
free energies of the unit cells with polarization directed
along the field, opposite to the field, and perpendicular
toitae® = ®g —Ep, D = Oy + Ep, and ® = Py,
respectively (p is the specific polarization introduced
earlier). It follows that, in the case of switching of the
ferroelectric crystal with the formation of 180°
domains, the energy of the system decreases by Af =
2E, [1] and the gain in energy due to the formation of
90° domainsis Af = Ep.

It should be noted that the process of repolarization
of a ferroelectric is inevitably accompanied by pro-
cesses that decrease the effective driving force Af of the
phase transformation. In particular, the effect of the
elastic energy related to the critical phenomenon and
the depolarizing field can be of importance. Note also
that the elastic stresses caused by deformation of the
crystal lattice can result in a ferroelastic transition,
which is observed in ferroelastic ferroelectrics.

Instead of the parameters R and H of a cylindrical
nucleation center, we introduce new variablesn and a,
where n is the number of unit cellsin anucleation cen-
ter of volume V and a = H/R is the characteristic ratio
of the linear dimensions of a domain. The free energy
of the nucleation center expressed in terms of the new
variables takes the form

2/3
AF(n, a) = —nAf + 2moted] CL+an, s

00 0,250 (16)

The critical domain size is determined by the saddle
point (n, 0 in the energy surface AF = AF(n, a),
where

0AF(n, o) _ 0AF(n, a) _
o 0, a0 0. a7
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From Egs. (17), we obtain
- 0w’ - BWE
n, = 16— =2, V.= (18)
(Af ) OafO

Therefore, the minimum energy for the formation of a
critical nucleusis

3 2
oW

(af)*

The critica domain size and the minimum energy for
nucleus formation are functions of the applied field and
can be calculated directly. Note also that these depen-
dences can be applied for studying both 180° domains
(at Af = 2Ep) and 90° domains (at Af = Ep).

To describe the kinetics of switching of the ferro-
electric crystal with alowance for the three-dimen-
sional growth of new-phase nucleation centers, we
introduce the two-dimensional nonequilibrium distri-
bution function of repolarized domains over the num-
ber of unit cells and their shapes f(n, a, t) normalized
to the number of domains N(t) per unit volume of the
crystal:

R.in = AF(n, a.) = 8Tt

(19)

00 00

J’J’f(n,a,t)dnda = N(t).
00

Thetime evolution of the two-dimensional nonequi-
librium distribution function is determined by the solu-
tion to the corresponding two-dimensional Fokker—
Planck kinetic equation [5]

of(n,a,t)
ot
_ of(n, a, t) _1 9AF(n, a)
- an ”[ on kBT an f(n,a,t)} (20)
0 of(nat) 1 _1 9AF(n, a)
* 3500 o5 YT oa (o ).

where D,, and D, are the diffusion coefficients in the
space of sizes and shapes, respectively, and kg is the
Boltzmann constant.

Kinetic equation (20) can be solved using the multi-
dimensional kinetic theory of first-order phase transi-
tions[3-5]. In thistheory, the multidimensional kinetic
equation is linearized in the vicinity of a saddle point
(i.e., the Fokker—Planck approximation is used, as is
normally done for studying the kinetics of first-order
phase transitions) and then a linear transformation is
performed in order to pass to new, separable variables
characterizing the state of a nucleation center [4]. The
Fokker—Planck equation linearized in thevicinity of the
saddle point corresponds to constant (i.e., independent
of the variables characterizing a nucleation center) dif-
fusion coefficients in the space of sizes and shapes;
their values are calculated at the saddle point.
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Let us find a stationary solution to kinetic equa-
tion (20), which describes theinitial stage of switching
of the ferroelectric crystal under study. First, following
[4, 5], we analyze the energy for nucleus formation
AF = AF(n, a), which is determined by Eq. (16) in the
vicinity of the saddle point (n;, o). In the vicinity of
this point, we can use the quadratic approximation to
the quantity AF

AF(n, ) = AF,—A(n—n) +B(a-a,)’ (21)

where AF, is the minimum energy for the formation of
a critical nucleus (19), A = (Af)¥96ncPw?, and B =
2ncew?/3(Af )2

As can be seen from the structure of Eq. (21), nisa
thermodynamically unstable variable and a is thermo-
dynamically stable. Note that the presence of athermo-
dynamically unstable variable describing a nucleation
center isacharacteristic feature of all multidimensional
first-order phase transitions [4].

Using the Gibbs formula and the energy for nucleus
formation (21), we can obtain the equilibrium distribu-
tion of domains over their sizes and shapes:

0 AF(n, o)
feq(n ) = exp - KT —
A(N-n)T 7 B(a-a )25(22)
_eXpDkTDeXpD T 0OPO T O

Using this equilibrium distribution function for
domains, kinetic equation (20) can be supplemented
with the standard initial and boundary conditions

f(n,a,0) = 0,
—1 —0
fe(n, 0) |, fea(n, 0) |, (23)
f(n,a,t) .1 fnoat) )
fe(n, Q) |4 feq(n, O) |
We seek a solution to Eqg. (20) in theform
_ O B(C( ac) ]
f(n,a,t) = CexpD ——————————k T ¢(n 1), (24)
where the normalizing constant C is chosen such that
0 B(a-a))T
CIexp —k T d

With this constant C, the distribution function ¢(n, t) is
normalized to the number of domains per unit volume
of thecrystal, i.e.,

[é(n,tan = N(t).
0

ZAKHAROV et al.

By substituting Eq. (24) into Eg. (20), the two-
dimensional kinetic equation is reduced to an ordinary
one-dimensional Zel’dovich eguation,

00 - p, 22000 2AN_Dy 1, 1)] o5)
with the initial and boundary conditi ons
¢(n,0) =0,
o(ny g oY .o (29
beg(N) |- o beg(N) -

Knowing the energy for the formation of a critical
nucleus (19) and using the expression for the diffusion
coefficient D,, in the space of sizes, we can determine
the steady-state flux of repolarization centers (the main
kinetic characteristic of theinitial stage of switching of
the ferroelectric). According to [1, 8], the steady-state
flux is given by

1
| = N,D,—
ﬁﬂ/
AFC}

X eXp[_k T/
B

where N, isthe number of unit cells per unit volume of
the crystal, which can be estimated as N, ~ 1/w.

Substituting Eq. (21), we abtain

1 9°AF(n, a)
2kBT anz

n

(@)

_ -
| = N,D, A exp 8throo2
ThkeT 7] keT(AF)?]

] (28)
N Dn(Af) 8o w’
4o /6kBT kBT(Af)z_

To determine the steady-state flux |, we need to
know the diffusion coefficient in the size space D,,. The
explicit form of this coefficient significantly depends
on the growth mechanism of repolarized regionsin the
crystal. In [1], two mechanisms of domain growth,
namely, the normal and layer-by-layer mechanisms,
were studied. Using the technique developed in [1], we
can easily find the diffusion coefficient with allowance
for the three-dimensional growth of repolarized regions
for both growth mechanisms. In the case of the normal
mechanism, we obtain

DY = 6n BOEZUQD

where [3, is the kinetic coefficient.

Following [1] in the case of the layer-by-layer
growth mechanism, we obtain

@ _ Af [200\]]
D, = 61‘[{35(00 SOAr D (30)
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where 34, and o, are the step-rel ated kinetic coefficient
and surface tension coefficient, respectively.

With these expressions, the steady-state fluxes of
repolarization centers take the form
8now’ }

I‘”-BON W 60exp— A
NkgT kg T(Af)

60 60 ool —
kT P
where superscripts 1 and 2 refer to the normal and
layer-by-layer growth mechanisms, respectively.

L et us express the steady-state fluxesin terms of the

electric field applied to the crystal. For the flux of 180°
domains, we obtain

(31)

2 8o w
1® = 28N, ‘*’o —}

ke T(Af)?

W = BoN,w 60 exp{—

2MG W

ks T(PE)®
60
ogn kT exp{—

and, for the flux of 90° domains, we have
8o W }

1 = BN, oo/60exp— ;
T | kg T(PE)

@ _ /60 3
I = 2Bg4oN, moSt T exp{

For comparison with the experimental data, the follow-
ing approximate expressions can be conveniently used
for the domain fluxes as afunction of the electric field:

(32
2) 2Tr03w2
1® = 28N, 0= —

ks T(PE)®

(33)
8Mo°w’ } '
ks T(PE)*

1,2 8n03w2
Int®? = ¢, ,-—— (34)
ks T(PE)
for 90° domains and
2T[03002
Int*? = ¢y ,— === (35)
ks T(PE)

for 180° domains. Here, the constants C, , depend on
the domain-growth mechanism and are determined by
the preexponential factorsin Egs. (32) and (33).

Finally, the time required for the domain flux to
reach a steady-state value and thelifetime of the steady-
state flux can be estimated from the formulas obtained
in[1].

4. DISCUSSION OF THE RESULTS

Now, we present some estimates for the critical
nucleus size and the steady-state repolarization flux.
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We use the experimental data for the best studied mul-
tiaxia ferroelectric, barium titanate. According to [6, 9,
10], the Curie temperature of barium titanate is T ~
393 K; the equilibrium spontaneous polarization at T ~
373 K is Py~ 1.2 x 107t C m?; the dielectric suscep-
tibilities along and perpendicular to the polar axis are
X~ 60 and ¥, ~ 300, respectively; the molecular
weight is M ~ 0.233 kg mol; and the density isp ~
6.02 x 10° kg cm3. The unit cell volume of barium
titanate is estimated as w ~ M/pN, = 0.64 x 102 m3
(N, isAvogadro’s number); therefore, N, ~ w? = 1.6 x
10 m3. Thekinetic coefficient 3, depends on the acti-
vation energy for atomic displacement in the ferroelec-
tric; according to [1], it can be estimated as 3, ~
103 m2? st

To estimate the critical nucleus size and the repolar-
ization flux, it is necessary to know the surface tension
coefficient o of adomain wall and, in the case of layer-
by-layer growth, the surface tension coefficient of the
step. The experimental (as well as theoretical) esti-
mates of the surface tension coefficients are highly con-
tradictory [11-14]. For example, according to Miller
and Weinreich, 0 ~ 056 x 102 J m?2, whereas
Zhirnov's calculations give 0 ~ (2—4) x 103 IJm=2for a
180° wall and o ~ 10 x 102 I m2 for a 90° wall [10].
Following [15], we can assume that the coefficient of
surface tension of adomain wall in barium titanate lies
in the range from ¢ ~ 0.1 x 103 to ~10 x 10° I m=2.
This scatter in the values of o makesit difficult to make
strict quantitative estimations using Egs. (18) and (31)—
(35), and the further consideration is qualitative in
character.

Note that, in general, the coefficient of surface ten-
sion should be determined from the nucleation rate of a
new phase, namely, from Egs. (31)—(35). Therefore, it
is necessary to find the nucleation rate experimentally
and to compare it with theoretical dependences (31)—
(35). Only in this case can one find the exact value of
the surface interphase energy. It should be noted that
the process of repolarization, as a rule, begins at the
surface of a ferroelectric, specifically, at the places
where electrodes are applied or at defects, which are
always present in crystals. In this case, the energy for
nucleus formation decreases significantly and the pro-
cess of switching acquires features that are inherent to
the heterogeneous formation of nucleation centerson a
substrate. Therefore, in general, Egs. (31)—(35) should
contain acoefficient y (0 < y < 1) taking into account the
decreasein the energy for the formation of arepolariza-
tion center.

For the normal growth mechanism, the numerical
calculation by Egs. (18) and (31)—35) with ¢ ~ 0.56 x
103 IJm2 indicates that, with applied fields E, < E,, or
E, < Ey (Where E;, ~ 4 x 10°V m and E,, ~ 0.8 x
106V m™), the steady-state repolarization fluxes are
zero; hence, the crystal isnot switched. Thisestimation
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of the lower value of the applied field agrees with the
experimental values of the coercive field for barium
titanate [16]. We think that the slightly overestimated
values can be explained by the rough assumption
regarding the cylindrical shape of domains. More accu-
rate estimates can be obtained assuming an ellipsoidal
shape of nucleation centers and taking into account the
depolarizing fields and lattice defects. Infields E, > E.,
or E, > E,, itiseasy to estimate the main characteristics
of the initial repolarization stage. For example, in a
field E, =7 x 10°V m, the dimensions of the critical
nucleation center of a 180° domain are R, H, ~ 108 m

and the steady-state flux is | ~ 10%. Similar linear
dimensions of critica nucleation centers for 90°
domainsarereachedinafield E,= 0.8 x 10"V m, and

the steady-state flux under these conditionsis | ~ 10%.

5. CONCLUSIONS

Let us briefly formulate the basic result of thiswork
and directions for further developing our approach. In
the context of the classical theory of nucleation and
growth, we have considered the thermodynamics and
kinetics of the initial stage of switching of multiaxial
ferroelectrics. The switching Kkinetics has been
described in the most general case, where repolarized
domains have two degrees of freedom and their growth
is not limited by any formal relations. However, we
considered only theinitial stage of the switching kinet-
ics, wherethe fraction of acrystal involved in the phase
transformation is very small. Therefore, there is virtu-
ally no switching current at this stage. In this connec-
tion, it isinteresting to study the second and third stages
of the phase transformation, i.e., the stages of bulk
polarization and Ostwald ripening. These problemswill
be discussed in a future publication.
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Abstract—Temperature dependences of the pyroelectric, piezoelectric, and polarization responses of glycine
phosphite crystal's containing different amounts of glycine phosphate were studied in therange 120-320K. The
experimental data obtained suggest the presence of a built-in bias field oriented along the twofold symmetry
axisin these crystals. Thisfield was found to be 5 kV/cm. It is suggested that the built-in bias plays a decisive
role in the formation of the pyroelectric and piezoelectric crystal responses in the temperature interval 225—
280 K, whichissignificantly higher than the ferroel ectric phase transition point in nominally pure glycine phos-
phite crystals (224 K). © 2004 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

Investigation of crystals of protein aminoacids and
their derivatives, of which many belong to crystal
groups lacking inversion symmetry (including polar
groups) and may possess piezo-, pyro-, and ferroelec-
tric properties, is of considerable interest both in the
physics of crystals and biophysics (see reviews [1, 2]
and references therein). The phase transition observed
recently [3] in glycine phosphite (NH,CH,COOH) -
H;PO; (Gly - H3PO,) at about 224 K from the parael ec-
tric phase of symmetry C,, to the ferroelectric state of
symmetry C, raises interest in glycine phosphite crys-
tals containing glycine phosphate (Gly - H;PO,). The
fact is that Gly - H;PO, crystals, which, like Gly -
H;PO;, have a centrosymmetric monoclinic structure
C,, a room temperature, retain this structure under
cooling to at least 120 K and do not exhibit piezoel ec-
tric propertiesin this temperature interval [4].

2. EXPERIMENTAL TECHNIQUE

We studied single crystals grown from saturated
aqueous solutions of Gly - H;PO; and Gly - H;PO,
mixed in ratios of 90: 10, 75: 25, 60 : 40, and 10 : 90.
The crystals were grown under slow cooling of the
solutions from 25 to 8°C at arate of 1 K/day to avol-
ume of about 1 cm?. X-ray diffraction analysis of crys-
tals of various compositions showed that the crystals on
the glycine phosphite side have the structure of pure
glycine phosphite and that the crystals on the glycine
phosphate side have the structure of pure glycine phos-

phate, thusindicating low mutual solubility of the com-
ponents in the solid phase (we estimated it to be no
greater than 0.1%). The pyroelectric, piezoelectric, and
dielectric properties were studied in most detail on
crystals grown from solutions with a component ratio
of 75: 25.

Gly - H3PO; crystals belong to space group P2,/a—

Cgh of the monoclinic system at room temperature [5].

The samplesintended for investigation of the pyroelec-
tric and dielectric properties were platelets 8 x 3 x
0.2 mm in size cut from single crystals, with the major
face oriented perpendicular to the twofold symmetry
axis. Conducting electrodes were applied as aslurry of
finely dispersed silver. Measurements were conducted
in avacuum of 107 bar in the temperature range from
200to 293 K.

The pyroelectric response of the crystals was mea-
sured under stepped IR irradiation [6]. The IR radiation
was produced by an incandescent lamp with a 0.2-mm-
thick silicon filter. The voltage was fed from a load
resistor of 10 GQ to the input of a KR544-UD-1A-
based operational amplifier with avoltage gain of unity
and then supplied to a recorder. For illustration, Fig. 1
shows the typical time dependence of the pyroelectric
response of the crystals studied (obtained for nominally
pure glycine phosphite at 210 K) after the IR source
was turned on. The quantitative characteristic of the
pyroelectric response in this study was the maximum
pyroelectric voltage, which is proportional to the pyro-
electric coefficient of the material [6].
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Fig. 1. Pyroelectric response of nominally pure glycine
phosphite crystals plotted vs. time of IR illumination (at
210 K).

Dielectric hysteresis loops were measured in the
standard Sawyer—Tower arrangement at 50 Hz, with the
samples dc-biased from an external source within the
voltage range from O to +200 V. The dielectric permit-
tivity € and the loss tangent tand were studied in the
frequency range from 1 kHz to 1 MHz for voltage
amplitudes of 4V and 100 mV measured with E7-8 and
E7-12 bridges, respectively.

The integrated piezoel ectric response of the crystals
was measured in the temperature range 120-320 K on
an |S-2 NQR setup [4]. The sampleto be studied, in the
form of a set of small crystalites, was placed in the
capacitor of acircuit to which 4-ps-long voltage pulses
with a carrier frequency of 10 MHz were applied at a
pulse repetition frequency of 12 Hz and a maximum
voltage across the circuit of 4 kV. The piezoelectric
response signals were measured with an A1-1024 mul-
tichannel pulse-height analyzer.
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Fig. 2. Temperature behavior of the pyroelectric responses
of nominally pure glycine phosphite (solid line) and of gly-
cine phosphite doped with glycine phosphate (dashed line).
Numbers on the curves denote the percentage of glycine
phosphate impurity in the starting agueous solution.
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3. EXPERIMENTAL RESULTS
AND DISCUSSION

Figure 2 displays temperature dependences of the
pyroelectric response of nhominally pure glycine phos-
phite and of glycine phosphite containing glycine phos-
phate measured under identical conditions; the data
related to doped crystals were obtained on crystals
grown from an agueous solution of Gly - H3PO; and
Gly - H3PO, taken in aratio of 75 : 25. Introducing an
impurity is seen to shift the pyroel ectric response peak
toward lower temperatures and reduce its intensity. In
addition to this peak, Gly - H;PO; crystals doped with
Gly - H;PO, exhibited a pyroel ectric response signal of
opposite polarity that was comparable in magnitude to
this peak in the temperature region considerably in
excess of the Curie temperature (up to 280 K). Prepo-
larization of the crystals with afield of £10 kV/cm did
not change either the sign or the amplitude of the pyro-
electric responses as the temperature was lowered from
room temperature to 200 K. This gives us grounds to
suggest that glycine phosphite crystals doped with gly-
cine phosphate have a built-in bias field similar to that
revealed earlier in crystals of natural colemanite[7] and
later in triglycine sulfate doped with L-alanine [8] and
some other materials.

Figure 3 displays temperature dependences of the
integral piezoelectric response of Gly - H;PO; crystals
grown with different concentrations of Gly - H;PO, in
the original aqueous solution (theintegral piezoelectric
response is understood to mean the total piezoelectric-
response signal intensity, which is determined both by
the electromechanical coupling and by the sample ring-
ing time, i.e., the damping time of elastic vibrations).
Asthetemperatureislowered from the phase transition
point of pure Gly - H;PO; (224 K [3]), the piezoel ectric
response is seen to vary nonmonotonically with tem-

§70007I T T T T T T T T T I7350-§
=] =]
560001 {300
[a+] [a+]
& 50001 1250 5
8 4000 2008
Sl e
© 3000} 11508
2 2
£2000 11005
o o
3 1000 450
ON) 0 - ,0 ﬁ
b: 1 1 1 1 1 1 1 1 1 1 1 b—-:
120 160 200 240 280 320
T,K

Fig. 3. Temperature behavior of the pyroelectric responses
of nominally pure glycine phosphite and of glycine phos-
phite doped with different amounts of glycine phosphate.
Numbers on the curves are the same asthosein Fig. 2. The
right-hand ordinate axis corresponds to pure crystals, and
the left-hand ordinate axis, to doped crystals.
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Fig. 4. Temperature behavior of the piezoelectric responses
of nominally pure and doped glycine phosphite crystals.
Numbers on the curves are the same as those in Fig. 3.

perature. Figure 3 also shows that, as the Gly - H;PO,
concentration is increased, the maxima and minima of
these dependences shift toward lower temperatures.
Note also the relatively low piezoelectric response of
pure crystals compared to the doped ones, which may
be attributed to the higher damping of elastic vibrations
in pure crystals.

Figure 4 presents temperature dependences of the
integral piezoelectric response (in arbitrary units) of
pure and doped glycine phosphite crystals obtained at
temperatures close to the ferroelectric phase transition
point of pure Gly - H3PO,. These dependences clearly
show the temperature interval of the piezoelectric
response of doped crystals to spread noticeably toward
higher temperatures as compared to the nominally pure
samples. Possible reasons for this behavior will be dis-
cussed later.

Figures 5 and 6 display P(E) hysteresis loops mea-
sured on crystals of nominally pure and doped glycine
phosphite, respectively. A comparison of theserelations
obtained at the same temperature (220 K) with and
without application of an external bias of both polari-
ties suggests that, in the glycine phosphite crystal
doped with glycine phosphate, there exists a built-in
field of about 5 kV/cm oriented parallel to the C, crys-
tallographic axis. This conclusion follows both directly
from the strongly asymmetric shape of the hysteresis
loops of the doped crystal measured without a bias and
from the pattern of the variation in the dielectric hyster-
esis loop shape produced when a bias of either polarity
is applied to the crystal from an external source. For
instance, when anegative biasis applied to the top elec-
trode connected directly to the ac voltage source in the
Sawyer—Tower circuit and generates a field E, =
-3 kV/cm in the crystas, the change in polarization
induced by the measuring voltage increases consider-
ably, whereas a positive bias producing a field E, =
+3 kV/cm reduces the changein the polarization. It can
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Fig. 5. Dielectric hysteresisloops of nominally pureglycine
phosphite obtained at afrequency of 50 Hz at different tem-
peratures.

be assumed that in the first case the external bias field
is directed oppositely to the built-in field in the crystal
and partially counterbalancesit. By contrast, in the sec-
ond case, the bias produced by the external source and
aligned with the built-in field adds to the latter and fur-
ther saturates the crystal polarization generated by the
built-in field, thereby suppressing the polarization
switching effected by the ac measuring voltage. Note
that our crystals of pure glycine phosphite also have a
built-in bias field, albeit alower one than in the doped
glycine phosphite (not over 500 V/cm), which is indi-
cated by the relatively weak asymmetry of the hystere-
sisloops showninFig. 5 and is supported by datain the
literature [9]; the generation of this field in nominally
pure crystals should most probably be assigned to their
containing residual impurities and defects.
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Fig. 6. Dielectric hysteresis loops of glycine phosphite
doped with glycine phosphate (75 : 25 solution ratio) plot-
ted vs. external bias Ey,. Temperature 220 K, and measuring

voltage frequency 50 Hz. The positive and negative values
of the bias correspond to the field Ey, parallel and antiparal-

lel to the direction of the built-in biasfield E;, respectively.

Figures 7 and 8 illustrate the temperature behavior
of the permittivity of pure and doped glycine phosphite
crystals measured on the same samples with no external
bias applied and with a bias of both polarities. Applica-
tion of a bias voltage to samples of pure glycine phos-
phite is seen to entail approximately the same decrease
in € at the maximum of the temperature dependence for
both voltage polarities (Fig. 7), whereas biasing crys-
tals with the glycine phosphate impurity (Fig. 8) pro-
duces essentially different results when the voltage
polarity is switched; indeed, with the external field
opposing the built-in bias (E, = =7 kV/cm), the € peak
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Fig. 7. Temperature behavior of the permittivity of nomi-
nally pure glycine phosphite crystals measured for different
values of the external bias field E,. Measuring voltage fre-
quency 1 MHz, and field 5 V/cm. Theinterpretation of pos-
itive and negative values of the bias is the same as that in
Fig. 6.

increases in amplitude, while for the opposite orienta-
tion (E, = +7 kV/cm) it decreases.

Additional evidence of the existence of a strong
built-in field in crystals doped with glycine phosphate
isgiven by the temperature dependences of tand of pure
and doped (60 : 40) glycine phosphite crystals mea-
sured at 1 kHz and a measuring voltage amplitude of
4V (i.e, inan electric field of 200 V/cm). We see that,
in contrast to pure crystals, whose tand grows strongly
with decreasing temperature to reach a maximum at a
temperature a few degrees below T, tand in doped
samples remains relatively small within the tempera-
ture range covered. In view of the contribution of
molecular motions to the ferroelectric phase transition
observed in glycine phosphite crystals[10], thismay be
accounted for by the hindering action that the built-in
bias field in doped crystals exerts on these molecular
motions, which are apparently responsible for the high
values of tand and the above-mentioned strong damp-
ing of elastic vibrations in pure crystals.

Thus, the totality of the results obtained suggests
that, in glycine phosphite crystals doped with glycine
phosphate, there exists a strong (about 5 kV/cm) built-
in bias field aligned with the C, crystallographic axis.
This internal bias field may account for the pyro- and
piezoelectric response in crystals doped with glycine
phosphate at temperatures substantially in excess of the
ferroelectric phase transition temperature, thus causing
a dight deformation of the glycine phosphite lattice,
which is, however, large enough for the pyro- and
piezoelectric activity to become observable in the tem-
perature region from 225 to 280 K. To verify this con-
jecture experimentally, one should carry out an addi-
tional investigation, primarily, comprehensive x-ray
diffraction characterization of doped glycine phosphite
crystalsin the above temperature region.
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Fig. 8. Temperature behavior of the permittivity of glycine
phosphite doped with glycine phosphate (75 : 25 solution
ratio) measured for different values of the external biasfield
E,,. Conditions of measurement and notation of the curves

arethe same asthosein Fig. 7.

The existence of a built-in biasfield in Gly - H;PO4
crystals doped with Gly - H;PO, also makes it possible
to explain (at least qualitatively) the above-mentioned
reversal of the sign of the pyroeectric response
observed to occur as one crosses the Curie temperature
Tc. Asin the colemanite crystals studied earlier, which
revealed a shift in hysteresis loopsin the absence of an
external bias[7], in triglycine sulfate doped with L-ala-
nine [8, 11], in deuterated glycine phosphite [12], and
in BaTiO4 ceramics doped by acceptor impurities[13],
the formation of abuilt-in biasfield E; in doped glycine
phosphite crystals is accounted for most probably by
structural defects, which possess an eectric dipole
moment and are oriented appropriately with respect to
the crystallographic axes. The preferential orientation
of dipolar defects is usualy related to the energy of
their electrical and/or elastic interaction with the crystal
lattice[7, 8, 11-15]. In Gly - H3PO; crystals doped with
Gly - H3PO,, complexes including differently charged
anions [HPO]~ and [PO,] 3, which also differ in terms
of their spatial configuration and size, may serve as
such dipolar defects. The preferential orientation of
these defects most probably forming in the course of
crystal growth creates apolarization P; in the crystals at
T > Te. Inacrystal cooled below T, this polarization
adds algebraically to the spontaneous polarization Pg
oriented along the C, symmetry axis to make the total
polarization Py = P, + P, in the crystal at T < T, with
the vectors P; and P, being either parallel or antiparallel
to each other, depending on the absolute and relative
magnitude of the electric and elastic interaction ener-
gies[13].

Figure 10 schematically shows the assumed orienta-
tion of the vectors P;, P, Py, and E; in the crystalsunder
study and the corresponding pattern of the temperature
dependence of the pyroelectric coefficient dP/dT at
temperatures above and below T.. At T > T, because of
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Fig. 9. Temperature behavior of loss tangent tand of nomi-
nally pure glycine phosphite (solid ling) and of glycine
phosphite doped with glycine phosphate (60 : 40 solution
ratio, dashed line). M easuring voltage frequency 1 kHz, and
field 200 V/em.

the continuity of the normal component of electric
induction D = g4E + P, the dipole-induced polarization
P, brings about aredistribution of free charges between
the crystal electrodes connected through the load resis-
tor in pyroelectric response measurements, so the sur-

I<Tc T>Tc

+ +| + + I
e @ | tels (@l
- L= = + + + +
P

L P,
O 4

3 =

2 =

I 3
0

I mmmmmmmmmm FT T

C

Fig. 10. Schematic image of glycine phosphate—doped gly-
cine phosphite crystals connected in acircuit for measuring
the pyroelectric response and temperature dependences of
the polarization P and the pyroelectric coefficient dP/dT. P;

isthe polarization induced by the oriented dipoles present in
the crystal, E; is the dipole field (built-in bias field), Pg is
spontaneous polarization; Ps is the total (net) polarization,
and I, is the pyroelectric current. Symbols + and — denote

the polarity of free charges at the electrodes. Curves 1-3 are
temperature dependences of P;, P, and Ps (and of their

derivatives), respectively.
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face charge density at the electrodes becomes equal to
|P;]. When the crystal is heated by IR radiation, P;
decreases in magnitude and a pyroelectric current
appears in the measuring circuit; the pyroelectric
response signal, which is proportional to dP,/dT, varies
comparatively weakly with temperature and, for the
dipole orientation shown in Fig. 10, is negative at T >
Tc. For the antiparallel orientation (with respect to P;)
of the spontaneous polarization vector P, which
appears under cooling below T, and for |P| > |P;|, the
pyroelectric  response (proportional to dPs/dT)
becomes negativeat T < T.
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Abstract—An effective Hamiltonian for ZrTi cation ordering in PbZr,Ti; _,O5 solid solutionsis written out.
To determine the parameters of the effective Hamiltonian, a nonempirical calculation is performed within an
ionic-crystal model taking into account the deformation and dipole and quadrupol e polarizabilities of ions. The
thermodynamic properties of cation ordering are studied using the Monte Carlo method. The calculated phase
transition temperatures (180 and 250 K for the concentrations x = 1/3 and 1/2, respectively) are much lower
than the melting temperature of the compound under study. At such temperatures, the ordering kineticsisfrozen
and, in redlity, the phase transition to the ordered phase does not occur, in agreement with experimental obser-
vations. Within the same ionic-crystal model, we calculated the high-frequency permittivity, Born dynamic
charges, and the lattice vibration spectrum for a completely disordered phase and certain ordered phases. It is
shown that soft vibration modes, including ferroelectric ones, exist in the lattice vibration spectrum of both the
completely disordered and the ordered phases. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Solid solutions of lead titanate and lead zirconate
Pbzr,Ti,_,O; (PZT) have been attracting research
attention for many decades; a great number of experi-
mental and theoretical studies have dealt with their
physical properties. The PZT system has a complicated
phase diagram and anumber of interesting propertiesin
terms of both theory and application (in particular, high
values of the piezoelectric constants).

At high temperatures, PZT has a perovskite struc-
ture. As the temperature is decreased, this compound
exhibits structural phase transitions to arhombohedral,
an orthorhombic, or amonoclinic phase with ferroelec-
tric or antiferroelectric ordering, depending on the
Zr/Ti content ratio (see, eg., [1] and references
therein). Phase transitions related to the ordering of tet-
ravalent zirconium and titanium cations have not been
observed experimentally at any concentration or tem-
perature; however, there are experimental indications
that, in the samples under study, there exist small
regionswith an ordered distribution of titanium and zir-
conium ions over the lattice sites [2]. Apparently, the
presence of such ordered regions has asignificant effect
on lattice instability with respect to ferroelectric, anti-
ferroelectric, and rotational distortions[3]. The proper-
ties of the solid solutions, in particular, the energies of
different structures [4], some lattice vibration frequen-
cies in the distorted phases [3], and Born effective
charges in the disordered and ordered phases [5-§],
were studied by performing ab initio calculations using
different approaches in combination with the density
functional method. However, the phase transitions

related to ordering of titanium and zirconium ions over
the lattice sites were not discussed in the papers men-
tioned above; it was only noted that the energy of such
ordering is small, because the valences of ions ran-
domly distributed over the perovskite structure are

equal.

In this paper, we perform anonempirical calculation
within an ionic-crystal model including the deforma-
tion and dipole and quadrupole polarizabilities of ions
to study phase transitions related to ordering of tita-
nium and zirconium ions and determine the entire
vibration frequency spectrum of the disordered phase,
the vibration frequencies at g = O for the ordered
phases, the Born effective charges, and the high-fre-
quency permittivity.

In Section 2, we introduce an effective Hamiltonian
describing phase transitions of the order—disorder type
in amodel two-component Zr/Ti aloy. The parameters
of the effective Hamiltonian, in which interactions
within the first three coordination shells are taken into
account, are determined by cal culating the total energy
of the crystal in different ordered phases. At certain val-
ues of the parameters of the effective Hamiltonian,
using the Monte Carlo method, we study the thermody-
namic properties of the system, namely, the phase tran-
sition temperatures and the temperature dependences of
the heat capacity and of the long-range and short-range
order parameters.

In Section 3, inthe virtual-crystal approximation for
different values of the Zr/Ti content ratio, we calculate
the permittivity, Born effective charges, and the entire
lattice vibration spectrum of the cubic phase of the dis-

1063-7834/04/4607-1291$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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ordered crystal for different concentrations x. Analo-
gous calculations are also carried out for certain
ordered phases of PbZzr,Ti,_,O5; with x = /3 and 1/2;
however, for brevity, we present here only the vibration
frequencies at the center of the Brillouin zone.

Finaly, in Section 4, we summarize the results of
the study.

2. STATISTICAL MECHANICS
OF B-CATION ORDERING

To describe phase transitions related to B-cation
ordering in PbZr,Ti; _,O5 solid solutions, we use the
effective-Hamiltonian method in which only the
degrees of freedom related to positional disorder of tita-
nium and zirconium atoms at the sites of the crystal lat-

tice (the b positions in the O; space group) are taken

into account. In this case, the problem of B-cation
ordering in AB'B"O; solid solutions is equivalent to the
problem of ordering in a two-component aloy and we
can use amodel based on the assumption that the atoms
of a solution are placed at the sites of a certain rigid
crystal lattice [9]. The configuration energy of the solu-
tion isexpressed asthe sum of all interatomic pair inter-
action potentials. In this model, the Hamiltonian of the
system can be written as

1 '
= éz[VB‘B‘(rki rj)nanjB
K, j
+Vep(Tu TN N, +2Veg(furdnen; 1 (D)
=3 [0 e(ry) + " Her(r )] + Ho,
j

where vgg, Vgg, and vgg are the pair interaction
potentials between B' atoms, between B" atoms, and
between B' and B" atoms, respectively, at lattice sitesr,
and r; and pg and pg- are the chemical potentials of the

cations B' and B". The quantities njB' and njB " areran-
dom functions defined as follows: if sitej is occupied
by aB' atom, then njB' =1land nJB =0, and if sitej is
occupied by a B" atom, then njB' =1.The

quantities nJ-B' and nJ-B" satisfy the relation njB' + n]B =
1. Using this relation, we can rewrite Eq. (1) as[9]

22 V(I r])nk

=0and n]B

j _Hzn +H01 (2)

where
V(1) = Veg(Na ) + Vee(rery)
—2Vgp(ri rj)
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is the effective interaction constant and
M = He(rj) —He(r))

+ g(VB'B'(rkv r)=Vee(rer;))

isthe chemical potential of the system.

The effective interaction constants are evaluated by
performing a nonempirical calculation of the total
energy of the crystal in the Gordon—Kim model with
inclusion of the dipole and quadrupole polarizabilities
of ions[10, 11]. The total energy is

E = Es+E,+E;+Eyq+ Er, (3)
where

Na
_ 1 (0) (00)
ES——ZZIZiC Z+ zlcb (Vi,Vj,|Ri—Rj|),(4)
i,j= i,j=

Lal(v))

B=1
11 2
+q>i(j,a)s(Vi:Vj’|Ri—RJ|)—Ci(j,)aB%DF ()

N, 3

+ 33 POV Y, R -R) -CLZ),
i,j=la=1

Na

3
1
e Zz yz [a '(v)
316(¢.(,2?By5(v“v Ri=R|)=Clps) [a]° ©)

1N
_ézz

(20) (2)
CDIJ GB(VI' V |Ri - RJ|) _CiLGBZJ)’

(21)

3
Z IJ qu(VUV |Ri_Rj|)
B,y =

i

mn—\

(7)

(3) y
'l apy ) P

Here, E; is the interaction energy of spherically sym-
metric ions; E,, E,, and E,, are the interaction energies

of dipole and quadrupole moments; Eqyy; = ZN: . E
1

Ri—R)|

long-range part of the interactions, which is calculated

by the Ewald method; ® s, (Vi, Vi, |R; — Ry]) is the

short-range part of theinteraction; and P{" (q°" ) arethe
dipole (quadrupole) moments of ions, which can be
found by minimizing the total energy of the crystal [11].

is the

is the self-energy of ions; C( ) ="
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To find the crystal energy in the disordered phase,
we use the virtual-crystal approximation. In this
approximation, the short-range part of pair interactions
of avirtual ion BCwith the other ions (i) is

1 I I
®ig = XPjg + (1 -X) P 8)

The contribution from the virtual ion to the self-energy
can be written as
Es" = XEg"+ (1—xX)Epr. 9)
The quadrupole and dipole polarizabilities of the vir-
tual ion B are

ag? = xag®+ (1-x)as’. (10)
Thelong-range part of the interaction remains the same
asthat for the pure components of the solutions.

Let usdiscussthe phasetransitionin aPbZr,Ti; _,O;
solid solution related to ordering of the B cations in the
case where x = 1/2 and 1/3. Furthermore, in the effec-
tive Hamiltonian (2), we restrict ourselves to interac-
tionswithin thefirst three coordination shells. To calcu-
late the effective constants, we find the energies of sev-
eral structures with different ordering of the titanium
ions. For the ordered structures, we use the notation
from [12], where an analogous calculation of the ener-
gies was performed for the PbSc,,,Ta,;,05 solid solu-
tion. Table 1 lists the configuration motif, the lattice
parameters of the ordered structures, the energies per
ABO; formula unit calculated without and with regard
to relaxation of Pb and O ions, and expressions of the
energy in terms of the effective constants defined in
Eq. (2). Thetable a so givesthe energies of mixtures of
pure substances PbTiO; (PTO) and PbZrO; (PZO) for
concentrationsx = 1/2 and 1/3. It is seen from the Table 1
that at any concentration the most favorable ordered
structure considered is the structure with Zr and Ti cat-
ions ordered aong the body diagonal of the cubic unit
cell of the disordered phase. However, without taking
the relaxation of Pb and O ionsinto account, this struc-
ture has a somewhat greater energy than the mixture of
the pure substances. For concentration x = 1/2, the
result obtained agrees with calculations performed by
other authors [4]. The difference in the energies of the
two unrelaxed structures with ordering along the [111]
and [100] directions obtained in this study (5.3 mRy)
also agrees with the results obtained in other calcula-
tions (4.6 and 5.9 mRy [4]).

Since only the degrees of freedom related to posi-
tional disorder of B' and B" atoms are taken into account
in the effective Hamiltonian, the effective interaction
constants are cal culated using the energies of unrelaxed
structures. The energy expressed in terms of the effec-
tive constants contains a constant energy E,, which is
independent of the positions of B' and B" ions and can
be taken as the zero of energy. The calculated effective
interaction constants are listed in Table 2.
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To study the statistical properties of the phase tran-
sitions related to the ordering of B cations in the
PbZr,Ti, _,O3; compounds (x = 1/2, 1/3), in addition to
using the effective Hamiltonian (2), we applied the
standard Monte Carlo method [13].

The Monte Carlo procedure consists in the follow-
ing. Astheinitial structure, we take one of the ordered
structures or the completely disordered structure at a
fixed temperature. One Monte Carlo step is sequential
running over all lattice sites. For each site (), one of the
nearest neighbors is randomly chosen (S). If the atoms
at sitessand s are of the same type, then the configura-
tion remains unchanged. If the atoms at sites s and s
differ in type, then we calculate the energy difference
between the initial configuration and the configuration
in which the atoms in sites sand s change places:

3
AEconf — z 2(mg')B' — ml(al')B" + 5) Vi, (11)
i=1

where mg)B is the number of ith nearest B'-type neigh-

bors of aB'-type atom, mg)B is the number of ith near-
est B'-type neighbors of a B"-type atom before the per-

mutation,andd=1ifi=1and d=0ifi =2, 3.

The latter condition means that the nearest neigh-
bors change places. The permutation is accepted and
the configuration is taken to be new in the following
cases. (i) AE®" < 0 or (i) AE®" > 0 if & <
exp[-AE®"/KT], where & is a random number and
O0<é&¢<1

After each Monte Carlo step, we calculate the
energy of the configuration, the short-range order
parameter o, and thelong-range order parameter ). The
short-range order parameter is defined by [14]

- Ng g — Ngg-(disorder)

: , (12)
Ngg-(Order) —ngg-(disorder)

where Ngg.(disorder) = ZNx (1 — X) is the number of

B'B" pairsin the completely disordered solid solution, Z
is the coordination number, N is the number of atoms
in the solution, and x is the concentration of atoms of
type B'.

For concentration x = 1/2, the structures with order-
ing alongthe[111], [110], and [100] directions havethe
lowest energies; therefore, they are of greatest interest.
For each of these structures, we calculate the short-
range and long-range order parameters.

For different completely ordered structures in the
case where x = 1/2, the values of ngg-(order) are

Ne(111) = 6N, Ny (110) = 4N,
Ngg(100) = 2N.
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Table 1. Energies of different ordered PbZr,Ti, _,O5 structures

Configuration Calculated energies without regard
{IKL} {MNOP} to theion self-energy, eV
B'=+1,B"=-1 Ey ] fth
. pressions of the energy
0 @ Laztz;(c):e:p??r%n’ge\';ers in terms of the effective
without relaxation with relaxation constants v;
x=1/2
-11-11 a=b=c=2 —158.128282 —158.253272 6v,+8v,— 2+ E
Ay 1 3~ H 0
{1-11-1}
B'B" along [111]
-11-1-1 a=b=c=2 —158.074271 —158.180158 3v,+ 6V, +8vy— W2+ E
2l 3 0
{111-1}
{1111} a=b=a, —158.056270 —158.227649 2v, +8v,+ 8vy— /2 + Ey
{-11-1-1} c=2a,
B'B" along [100]
{1-11-1} a=b=.2a,, —158.091386 —158.210677 4y, +8v,— U2+ E
=N 1 2 0
{1-11-1} cC=a
B'B" along [110]
{-1-1-11} a=b=c=2a, —158.091829 —158.203578 4y, + 6V, +4v,— 2 + Ey
{111-1}
{1-1-1-1} a=b=c=2a, —158.073826 —158.160574 3v,+8vy+4vy— /2 + Ey
{111-1}
{1111} a=b=a, -158.012134 —158.900837 Vit4v,+4vy—u/i2+ Ey
{1111}+ c=4a,
{-1-1-1-1}
{-1-1-1-1}
1/2PZ0 + 1/2PTO -158.157773
x=1/3
B'B" along [100] a=b=a, —159.074277 —159.210991 (4vq + 16v, + 16v5—20)/3 + E,
c=3a
B'B" along [111] a=b= ﬁao , —159.133164 —159.259862 4v,+4v, +4v,—2u/3 + Ey
c = J/3a,
1/3PZ0 + 2/3PTO —159.229638

For concentration x = 1/3, two ordered structures were

Table 2. Effective interaction constants (in meV) considered, namely, those with ordering along the

v v v [111] and [100] directions. The number of B'B" pairs
1 2 3 for the ordered structuresin the case of x = 1/3is
~12.22 161 -0.86 Nee(111) = 4N, nNgg(100) = 4/3N.
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Fig. 1. Temperature dependence of the excess heat capacity
related to B-cation ordering in the PbZry,Tiy»O3 solid
solution.

Thelong-range order parameter for x = 1/2 isdefined as
4Rg(B)

N
where Rg(B") is the number of atoms of type B' at their
“sites proper.”

For different types of ordering, the B' sites are
defined by the following conditions:

1

: (13)

explim(x+y+2z)] = 1, (149)
for ordering along the [111] direction,
exp[im(x+y)] = 1, (14b)
for ordering along the [110] direction, and
exp[iT(x)] = 1, (14c)

for ordering along the [100] direction, where x, y, and z
are the site coordinates.

For concentration x = 1/3, the long-range order
parameter is

_ 1/9Rg(B) ‘

= 2‘ 1 (15)
The B' sites are defined by the following conditions:

Tt
cos%%—(x+y+z)% =1, (16a)
for ordering along the [111] direction and
T
cos%% =1, (16b)

for ordering along the [100] direction.

We studied lattices 16 x 16 x16 in size for x = 1/2
and 18 x 18 x 18 for x = 1/3 with periodic boundary
conditions. The first 10 000 steps at each temperature
are disregarded and are not included in averaging the
quantities E®", ), and 0. The average values E®"[]
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Fig. 2. Temperature dependence of the long-range and

short-range order parameters in the PbZry,Tiq,O5 solid

solution.

400

[(E®" )21 M and [dCare cal culated in two steps. After
p = 50 steps, the group averages are calcul ated:

1g 1g
s Bi;ni’ o E)izlci, (a7

EECOMQ] - 1. i E‘conf |:(Eoonf)ZDb - 1. P (Eponf)Z
25 25

Then, the averaging over M = 500 groupsis performed:
1o 1o
O = M;Dﬂg, (o0 = M‘Zl [of],

M

|:EconfE| — % Z |:EconfmJ’ (18)
i=1
M

HECOM)ZD — %Z |:(Ec;onf)ZDJ.

The heat capacity of the system is defined as C =
ki-I-Z (mEconf )ZD_ [Econf B)

The temperature dependences of the heat capacity
and of the short-range and long-range order parameters
for x=1/2 are shown in Figs. 1 and 2. At low tempera-
tures, the only stable structure is the structure with the
ordering along the [111] direction, which appears both
upon heating and cooling. The structures with other
ordering types are unstable; this can be seen from
Fig. 2. The long-range order parameters of the struc-
tureswith ordering along the[110] and [100] directions
are equa to zero throughout the entire temperature
range. The phase transition from the ordered to the dis-
ordered state occurs at atemperature of about 250 K. As
noted in Section 1, experimental data show that order-
ing does not occur in the PbZry;,Ti,,,04 solid solution.
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Fig. 3. Same asin Fig. 1 but for the PbZr3Ti,303 solid
solution.
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Fig. 4. Temperature dependence of the long-range and
short-range order parameters for the PbZry3Ti5 303 solid
solution. Dashed lines show the order parameter for order-
ing along [111] with a B-cation ratio of 1 : 2, points repre-
sent the order parameter for ordering along [111] with a
B-cationratio of 1: 1 in the heating and cooling modes, and
triangles represent the short-range order parameter.

Since the ordering processes in solid solutions, as well
asinmetal aloys, arediffusivein character, thekinetics
of these processes is frozen at the transition tempera-
ture obtained, T = 250 K, which is much smaller than
the melting temperature of PZT (T, ~ 1200 K); there-
fore, the phase transition to an ordered state does not
occur.

The temperature dependences of the heat capacity
and of the short-range and long-range order parameters
for concentration x = 1/3 are shown in Figs. 3 and 4.
The structurewith the 1 : 2 ratio and ordering along the
[111] direction is metastable for this concentration. If
we start the Monte Carlo procedure at a low tempera-
ture from this configuration, then the structure col-
lapses with increasing temperature. Part of the solution
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becomes ordered along the body diagonal to the Zr/Ti
ratio of 1: 1, and regions of pure Ti appear. With afur-
ther increase in temperature (near 180 K), the ordered
regions with the 1: 1 ratio become disordered. In the
cooling regime, ordered regions with the 1: 1 ratio
appear at 180 K, and this structure survives down to low
temperatures. A peak in the heat capacity is observed to
occur at 180 K. There are experimental indications [2]
that nanodomains with the ordering of Zr and Ti ionsin
aratioof 1: 1 existin PZT solid solutions at low tem-
peratures.

3. LATTICE DYNAMICS OF THE DISORDERED
AND CERTAIN ORDERED PHASES

The freguency vibration spectrum, high-frequency
permittivity, Born effective charges, and elastic moduli
of the ordered phases of PbZr,Ti; _,O5 solid solutions
are calculated within the Gordon—Kim model of ionic
crystals with regard to deformability and dipole and
guadrupole distortions of the electronic density of ions.
The corresponding formulas for calculations can be
found in [15]. In the case of disordered solid solutions,
we calculated the dynamic properties using the virtual-
crystal approximation; i.e., in the dynamic matrix, al
but the long-range Coulomb contributions are calcu-
lated by expanding the interaction energy of a virtual
(BLion with the other ions into a Taylor seriesin small
displacements.

First, we discuss the case of disordered solid solu-
tions, which, like the pure components, have a cubic
perovskite structure and one molecule per unit cell.

Table 3 lists the calculated lattice cell parameters,
high-frequency permittivity, Born effective charges,
and elastic moduli for the pure components PbZrO; and
PbTiO; and for solid solutions with concentrations x =
1/3, 1/2, and 2/3. For comparison, the results of other
abinitio calculations[16, 17] are dso0 presented. Figure5
shows the calculated vibration spectrum of the disor-
dered PbZr,;,Ti;,05 solid solution for symmetry points
and directions in the Brillouin zone, and Table 4 lists
the calculated vibration frequencies at the I (0, 0, 0) and
R(1/2, 1/2, 1/2) points for the pure components and for
the disordered solutions with concentrations x = 1/3,
1/2, and 2/3. It is seen from Tables 3 and 4 that the
results of our calculations agree (within 10-30%) with
the results of other ab initio calculations (except for the
value of g, for PbTiO; obtained in [17]). In solid solu-
tions, as well as in the pure components, there are soft
modes in the vibration spectrum. We note that, in addi-
tion to apolar vibration mode, our calculations for pure
PbTiO; predict antiferroelectric lattice instability and
that the vibration mode R,;, whose eigenvectors corre-
spond to rotation of the TiO4 octahedron, turnsout to be
hard. At the same time, in PbZrO;, in addition to the
ferroelectric and antiferroelectric instabilities, there
exists a soft mode R,5 related to rotation of the ZrO,
octahedron. All three types of instability exist in asolid
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Table 3. Lattice parameter a,, permittivity €., Born effective charge Z, and elastic moduli C;; for crystals PbZr,Ti, _,O3 in

the virtual-crystal approximation

C

X 2, A € Zep Zmn Zor Zos | 102GPa | 107GPa | 102GPa
0 | 383 490 | 278 5.67 —493 | 176 258 116 114
3.97* 824% | 390%* | 7.06** | -583** | —256+*
13 | 391 521 | 278 5.78 —a97 | -1.79 245 0.99 0.96
12 | 395 487 | 277 5.62 _468 | -1.86 234 0.91 0.90
3.00%%* 3.02%%% | GAT* | _Bgexx | _pBakks
23 | 397 481 | 277 5.56 _453 | -1.90 242 0.89 0.86
1 | 403 450 | 277 5.35 —415 | -1.98 2.36 0.80 0.78
4.12* 6.97% | 3.92%* | 585+ | —481%* | —2.4gr

* Calculated by the pseudopotential method and the linear-response method [17].
** Calculated by the pseudopotential method and the frozen-phonon method [16].
*** Calculated by the pseudopotential method in the virtual-crystal approximation [6].

solution if the position of atetravalent cation is occu-
pied by the virtual atom B[]

It is seen from Table 1 that, for concentration x =
1/2, there are two ordered structures of lowest energies.
The structure with the B' and B" cations ordered along
the [001] direction has the P4/mmm symmetry, and the
structure with ordering along the [111] direction (the
elpasolite structure) has the Fm3m symmetry. For both
structures, there are adjustable parameters. In the tet-
ragonal structure, the oxygen ions located between the
Zr and Ti ions, as well asthe Pb ions, can be displaced
along the z axis. In the elpasolite structure, there is a
degree of freedom related to “breathing” of the oxygen
octahedron. We minimized thetotal energy with respect
to the volume and the free parameters at a constant
value of theratio c/a = 2.0 for the tetragonal lattice. For
the el pasolite structure, the oxygen octahedron isdrawn
tothe Ti ion by 0.05 A. For the tetragonal structure, the

oxygen and lead ions are displaced along the z axis to
the Ti ion by 0.11 A. The calculated unit cell parame-
ters, high-frequency permittivity, and Born effective
charges for these two ordered structures at x = 1/3 and
1/2 are given in Tables 5 and 6; for comparison, the
results of other calculations are also presented. It is
seen from Tables 5 and 6 that the Born dynamic charges
calculated inthisstudy (especialy for theleadion) both
in the disordered and in the ordered phases at concen-
trations x = 1/2 and 1/3 are somewhat smaller than
those obtained using the pseudopotential method [18].
It isinteresting to note that, in the pure components of
a solution, the effective charge of the titanium ion
exceeds that of the zirconium ion, whereas for the
ordered structures the effective charge of the zirconium
ion either is approximately equal to or exceeds that of
the titanium ion.

ot T~ | W |
s 200 ;é§i 200 Z—T
r X M r R X R M

Fig. 5. Phonon spectrum of PbZry,Ti1;,03 calculated in the virtual-crystal approximation.
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Table 4. Vibration frequencies (cm™) for PbZr, Ti, _,O5 calculated for various concentrationsin the virtual-crystal approxi-

mation (the mode degeneracy is indicated in parentheses)

q=0
X TO1(2) LO1 T3 TO2(2) LO2 TO3(2) LO3
0 87.3i 142.0 180.8 236.7 318.9 437.8 616.3
144i* 104* 121* 410* 497* 673*
1/3 88.3i 121.6 154.6 2225 288.7 442.8 608.2
1/2 89.5i 114.7 156.4 219.7 289.6 448.4 600.7
2/3 88.4i 113.3 153.4 218.2 285.5 470.8 611.4
1 91.9i 104.9 150.0 2141 2835 488.2 609.3
131i* 90* 30** 63* 310* 486* 720%*
140i** 170** 600**
q=R
Ri5(3) Ros(3) Ri5(3) Ros(3) Ri2(2) Ry
0 110.5i 51.3 1775 383.0 423.8 718.9
1/3 119.4i 67.8i 171.8 365.7 438.6 691.2
1/2 113.3i 77.5i 178.8 342.2 451.6 676.8
2/3 110.9i 93.6i 181.5 328.5 483.9 677.5
1 105.0i 113.3i 190.9 299.7 510.8 661.6

* Calculated by the pseudopotential method and the frozen-phonon method [15].
** Calculated by the pseudopotential method and the linear-response method [16].

Table5. Lattice parameters, Born effective charges, and permittivity for ordered PbZr,,Tiq;,05 solid solutions with different
ordering types (for the ordering along [001], the Ol ionslie between Zr and Ti ions, the O2 ions lie in the same plane as the

Zr ions, and the O3 ionslie in the same plane asthe Ti ions)

. € Zpy Zyi Zz Zon Zop Zos
Ordering ag, A

11 | 33 | xx | zz | xX XX | zZz | XX | zZ |XXW| ZzZ | XYY | z
Along [111] |a=7.88 | 497|497 | 278 5.48 577 -1.85|-4.71
Along[001] |a=3.95, | 501|485|278|284|552|6.02|6.10|553|-1.79|-4.98|-5.02| 212|511, |-1.51

c/la=20 -1.93 -1.71

Along[001] |a=399, | - - 3.0 53 6.0 -4.6 21 21
(caculaion | c/la=207
datafrom [5])

We calculated the entire lattice vibration spectrain
low-energy ordered PZT phases at concentrations x =
1/3 and 1/2. The limiting optical vibration frequencies
at q=0aregivenin Table 7. For comparison, the table
also lists the results of ab initio LAPW calculations of
limiting frequenciesin the PbZr,,Ti,,,05 phase ordered
along the[111] direction [3]. We see from Table 7 that,
for both values of the Zr/Ti ratio in the ordered phases,
the crystal lattice is unstable with respect both to the
ferroelectric mode (100.6i and 115i cm™ in the phases

P3m1 and P4mm for x = 1/3, respectively, and 87.3i

and 103.5i cm™ in the phases Fm3m and P4/mmm for
x = 1/2, respectively) and to other vibration modes. We

PHYSICS OF THE SOLID STATE \Vol. 46

note that, in the ordered Pb,ZrTiOg with an elpasolite
structure, in addition to the ferroelectric soft mode,
there is a soft T;; mode that is very close in energy
(87i cm™) and whose eigenvectors correspond to rota-
tions of the TiOg (ZrOg) octahedrons. Thus, for a Zr/Ti
ratio close to 1/2, we might expect both polar and rota-
tiona distortions of the crystal lattice. It is seen from
Table 7 that the PbyZrTi,O4 compound with ordering
along the[111] and [001] directionsiseven more unsta-
ble with respect to aferroelectric mode or other vibra-
tion modes that are close in energy. For these values of
the Zr/Ti ratio, the pattern of lattice distortions during
structural phase transitions can be more complicated.
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Table 6. Permittivity and Born effective charges for ordered PbZr;3Ti,:05 solid solutions with different ordering types

Ordering along [001] (calculation data) Ordering along[111] (our calculation
this study [18] data)
lon €11 €33 €11 €33 €11 €33
5.09 5.28 - - 511 5.04
Zix Zz Zix Zz Zix Zz
Pb1 2.88 2.87 3.90 4.04 2.86 2.96
Pb2 2.81 2.92 3.88 3.53 2.93 2.65
Pb3 2.88 2.87 3.90 4,04 2.86 2.96
Til 5.50 6.52 6.77 6.65 5.63 5.07
Ti2 5.50 6.52 6.77 6.65 5.63 5.07
Zr 6.09 5.87 6.33 6.69 5.24 5.75
01 -1.65 -5.32 —2.58 -5.39 -1.69 -5.23
02 -5.16 -1.62 —-5.58 —2.34 -1.57 -5.20
O3 -1.72 -1.62 —-2.72 -2.34 -1.57 -5.20
o4 -1.55 —6.09 —2.53 -5.57 -1.65 —-4.91
05 -5.16 -1.62 —-5.58 —2.34 -1.79 —4.93
06 -1.72 -1.62 —-2.72 —-2.34 -1.65 -4.91
o7 -1.65 -5.32 —2.58 -5.39 -1.79 —-4.93
08 —5.06 —2.17 -5.17 —2.94 -1.65 —-4.91
09 -1.96 —2.17 -2.33 —-2.94 -1.65 -4.91

Table 7. Vibration frequencies (cm™) at q = 0for ordered PZT structureswith concentration x = 1/3 and 1/2 (the mode degen-
eracy isindicated in parentheses)

PbgZrTi,Oq PbsZrTiOg
ordering along [111], rderina alona 1001 ordering along [111], Fm3m rdering along [001
P3mil symmetry ° girmrg] Z/I?n%([a(t)r?/ ], symmetry (Cal culation data) OP%?’I’TTT?YT?S?/mgI"L%?I‘);,
(our calculation data) (our calculation data) this study 3] (our calculation data)
100.6i 218.1 115.0i 185.6 87.3i(2) 125i 103.5i 379.7
98.9i 219.2 95.5i 186.6(2) 87.0i(3) 101.8i 398.6
94.6i(2) 2374 67.51(2) 1955 58.2i(3) 16i 28.8(2) 431.9
66.7i 261.8 235 202.0 117.0 75.9 453.3
52.8i 286.5 22.8i 203.9 157.3(3) 82.6 5175
52.7i 299.6 63.3(2) 2270 217.5(2) 106.3 625.6
16.9i(2) 332.2 91.4(2) 296.6 226.9(3) 158 1194 626.1
3.6i 335.3(2) 97.6 3195 276.5 120.8
42.3 357.3 102.3 375.9 361.3(2) 326 158.9
78.3 370.6 116.0 383.4(2) 372.2 357 159.4
90.3(2) 3721 138.7(2) 384.8 442.6(2) 538 164.8(2)
120.9 459.8 141.8 4429 456.6(2) 190.3
147.9(2) 489.3(2) 160.3(2) 452.1 608.2 197.5
156.8 491.8 167.5(2) 551.0 699.7 838 205.9
207.4 622.2 1725 628.7 210.6
2116 687.5 181.7 650.6 212.9
214.7(2) 723.7 1834 666.0 2138
215.2 2933
PHYSICS OF THE SOLID STATE Vol. 46 No.7 2004
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4. CONCLUSIONS

Thus, we have written out the effective Hamiltonian
and studied the thermodynamic properties of cation
ordering in PbZr,Ti,_,O; solid solutions using the
Monte Carlo method. We have calculated the parame-
tersof the effective Hamiltonian by performing nonem-
pirical total-energy calculations for structures with dif-
ferent types of zirconium and titanium ion ordering.
The energies were calculated using the ionic-crysta
model with regard to deformability and dipole and qua-
drupole polarizabilities of the ions. By carrying out
Monte Carlo calculations, we determined the cation-
ordering phase transition temperatures T, = 180 and
=250 K for concentrations x = 1/3 and 1/2, respectively.
For the compound under study, these temperatures are
much lower than the melting temperature (T,a: ~
1200 K). Due to the alloy ordering being diffusive in
character, the ordering kinetics at temperatures close to
room temperature is frozen and in reality the phase
transition in the ordered phase does not occur, in agree-
ment with experiment.

Using the same ionic-crystal model, we have calcu-
lated the high-frequency permittivity, Born dynamic
charges, and the lattice vibration spectra for the com-
pletely disordered and for the ordered phases of lowest
energies. It was found that there are soft vibration
modes, including ferroelectric modes, in the lattice
vibration spectrum both in the completely disordered
and in the ordered phases; moreover, afew soft modes
of different symmetry have almost equal energies.
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Abstract—Raman scattering spectra of RoMnCl; are measured at room temperature under high hydrostatic
pressure. The results are interpreted based on first principles lattice dynamics calculations. The experimental
data obtained correlate with the calculations in the low frequency domain but disagree slightly in the region of
high-frequency vibrations. The transition from the hexagonal to the cubic perovskite phase observed earlier
(near 0.7 GPa) was confirmed, and new transitions to lower symmetry distorted phases were discovered (at

1.1and 5 GPa). © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

The RbMnCl; crystal belongs to the large family of
perovskite-like structures with the general formula
ABX;. The smaller radius cations B (in this case, of
manganese) surrounded by anions X form fairly rigid
octahedral groups in these structures, with the larger
radius cations A located in the voids between these
groups. These octahedra can share corners to form a
classical cubic perovskite lattice (c-type packing in
Fig. 1a) or faces in the case of hexagona structures
(h-type packing in Fig. 1b). Most of the widely known
oxygen-containing perovskites crystallize in the cubic
packing, and their properties have been studied in con-
siderable detail. Halogen-containing perovskites are
capable of forming both cubic and hexagonal lattices,
as well as mixed structural types consisting of combi-
nations of these two types[1], asillustrated in Fig. 1c.
These structures are exemplified by RobMnX; crystals,
where X stands for ahalogen. The fluoride RoMnF; has
a cubic perovskite structure, the bromide RbMnBr,
possesses a hexagonal structure, and the chloride
RbMnCl; has a mixed structure (Fig. 1c¢) [1, 2]. The
similarity in the chemical composition and structure of
these crystal's gives grounds to suggest that a changein
the external conditions (temperature or pressure) may
induce phase transitions between these structural types,
which should inevitably manifest itself in anomaliesin
the lattice dynamics. Indeed, RoMnCl; exhibits aphase
transition with decreasing temperature (which is
accompanied by restoration of the soft mode in the
Raman spectrum [3]), aswell asanother transition from

the hexagonal to cubic structure at high temperatures
and pressures. In [4], a fine-grained RbMnCl; powder
was subjected to a hydrostatic pressure of above
0.7 GPa and annealed under pressure (for half an hour
at 700°C), after which the cubic structure stabilized in
this way was studied under normal conditions. In [5],
the cubic structure was observed to formin a part of the
sample volume at comparable temperatures and pres-
sures. Although it was pointed out that the actual
annealing temperature affects the pressure of the transi-
tion to the cubic phase only dlightly, this transition has
nevertheless not been observed at room temperature
to date.

Recent theoretical studies of this group of crystals
[6] performed in an ab initio approach [7] revealed that
the hexagonal structure of RbMnCl; should become
unstable with increasing hydrostatic pressure, with the
cubic modification of the crystal becoming energeti-
cally preferable (the calculated pressure at which the
hexagonal lattice should lose stability is about 1 GPa,
which correlates well with the experimental value of
0.7 GPa). According to those calculations, the onset of
instability of the hexagonal lattice should be attributed
to the high polarizability of the halogen ion and the
breakdown of the fine balance between the multipole
contributions to the energy of the hexagonal structure.
Considering that the difference between the cal cul ated
energies of the cubic and hexagonal RbMnCl; lattices
is very small and depends on pressure only weakly,
those cal culations obviously require experimental veri-
fication, both to test the validity of this approach for
calculating theion interaction potential as awhole and,

1063-7834/04/4607-1301$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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(a) X

Fig. 1. Octahedral group packing in ABXz polytypes.
(a) Cubic perovskite structure and (b) double-layer hexago-
nal and (c) six-layer hexagonal structures.

in particular, to look for the existence of aroom temper-
ature transition of the hexagonal to cubic structure in
RbMnClI; under pressure.

This stimulated our present comparative experimen-
tal investigation of polarized Raman spectrain the hex-
agonal phase of RoMnCl; and of the vibrational spec-
trum calculated by the method proposed in [7] and by
another technique similar to it [8] and a study of the
effect of hydrostatic pressure on the Raman spectrum of
thiscrystal.

PHYSICS OF THE SOLID STATE \Vol. 46

VTYURIN et al.

2. STRUCTURE AND SYMMETRY
OF THE CRYSTAL

The crystals intended for experimental study were
Bridgman-grown in a quartz ampoule by multiple
recrystallization. The grown bright red boules were
40 mm in diameter and up to 50 mm long and were
inspected to select regions with no inclusions, crystal-
lites, or other structural defects visible with a micro-
scope. The samples fabricated for polarization mea-
surements were rectangular parallelepipeds measuring
3 x 4 x 5 mm, with two edges oriented along the a and
c crystallographic axes. The orientation was performed
using the x-ray technique to within £15" and using a
polarization microscope; in the course of experiments
conducted under normal conditions, the crystal orienta-
tion was checked periodically from the absence of bire-
fringence in the sample and from the Rayleigh scatter-
ing background level. The techniques employed to
grow the single crystals and prepare the samples are
described in [3].

At room temperature, the structure of the crystal
belongs to space group P6s/mmc, Z = 6 [1, 9]. Each of
theionsin the unit cell can occupy two symmetry-inde-
pendent positions, with the five atomic coordinates not
being fixed by crystal symmetry (Table 1). As follows
both from experimental studies [9] and from calcula
tions of the equilibrium crystal structure [6], the MnClg
octahedra differ slightly from the ideal shape; indeed,
they are extended along the hexagonal axis.

The vibrational representation can be decomposed
into irreducible representations at the center of the Bril-
louin zone for the hexagonal phase as

I = 5A4(XX, Yy, 22) + 6E,4(XZ, Yz, 2X, Zy)
+8E,4(XX, YY, XY, YX) + Ay, + 7Ay, + 2B, + 6By, (1)
+9E;, + 7TE,, + 2A55 + 6By, + By,

with the Raman tensor components in which the vibra-
tional modes of the corresponding symmetry are active
being shown in parentheses. While this result differs
somewhat from the expression given in [3], it agrees
with the number of vibrational degrees of freedom per
unit cell and isin accord with [8].

One can write a similar expression for the cubic
phase (Pm3m, Z = 1),

M= 4F,, + Fy. 2

This expression does not contain Raman active vibra-
tions. Asfollowsfrom acomparison of Egs. (1) and (2),
the selection rules for these structures are essentially
different, which greatly simplifies their assignment by
Raman spectroscopy.

No. 7 2004
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3. EXPERIMENTAL TECHNIQUE
AND RESULTS

3.1. Raman Scattering under Normal Conditions

The experiment under normal conditions was per-
formed on a computerized DFS-24-based Raman spec-
trometer. The experimental techniques used, the design
of the setup, and the data treatment chosen were
described in considerable detail in [10]. Ar* laser polar-
ized radiation served for pumping (500 mW, 514.5 nm).

We obtained spectra in four scattering geometries:
y(xx)z with the expected lines, according to Eq. (1),
SAg + BEyg Y(XY)Z with 8E,q lines, y(x2)x with 6E,4
lines; and y(zz)x with 5A4 lines. The results obtained
aredisplayed in Fig. 2.

The y(x2)x and y(zz)x components are seen to be
substantially weaker than the others (the spectra are
plotted on an arbitrary scale, but the drop in scattering
intensity is evident from the deteriorating signal/noise
ratio). Obviously enough, thisis due to a strong anisot-
ropy in the crystal susceptibility. Out of the five
expected A lines, only two, at 55 and 178 cmr?, can be
reliably detected in Fig. 2c. To search for the others, the
spectrain Figs. 2aand 2b need to be compared. In com-
parison with Fig. 2b, Fig. 2arevealsastrong increasein
intensity in the region of 260 cm™ and a somewhat
weaker, but still clearly pronounced increase near
138 cmr. The remaining maxima in Figs. 2a and 2b,
namely, the maxima at 49, 60, 78, 154, 174, and
218 cmr?, should be assigned to E,ytype vibrations.
Note that the strongest spectral line at 260 cm™ also
manifestsitself in the xy component, although at a sub-
stantialy lower intensity, which may be due to either
sample misorientation or to the radiation becoming
depolarized by defects in the crystal structure. The
remaining, weakest component of the xz spectrum is
shown in Fig. 2d. Out of the six expected E,4 lines, one
sees reliably only the maxima at 55, 111, and 153 cmr,
with a tentative identification of a weak line near
80 cm?; its intensity is, however, comparable to the
background level.

3.2. Raman Scattering under Pressure

Room temperature experiments under high hydro-
static pressure (up to 9 GPa) were carried out on adia-
mond anvil setup similar to the one employed in [11,
12]; the chamber containing the samplewas0.25mmin
diameter and 0.1 mm in height. The pressure was deter-
mined to within 0.05 GPa from the luminescence band
shift of ruby [12, 13], a microcrystal of which was
placed near the nonoriented sample measuring 50—
70 um. The pressure-transmitting medium was ahighly
dehydrated mixture of ethyl and methyl acohols. The
Raman spectra were also excited by an Ar* laser
(514.5 nm, 500 mW) and recorded with an OMARS 89
(Dilor) multichannel Raman spectrometer. Because of
the small sample size and the strong diffuse scattering,

PHYSICS OF THE SOLID STATE Vol. 46 No. 7
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Table 1. Positions of atomsin the six-layer hexagonal struc-
ture of RoMnCl; (in unitsof a, = 7.1 A, c,=19.0 A [8])

lon Position X y z
Rb1 2(b) 0 0 va
Rb2 4(f) 13 2/3 7
Mn1 2(a) 0 0 0
Mn2 2(f) 13 2/3 Z
Cl1 6(h) 1 2y1 va
Cl2 12(k) 1 2y, Z3

only the high-frequency part of the spectrum (150—
500 cm™) was recorded. Simultaneously, the domain
structure and birefringence in the sample were
observed with a polarization microscope.

The transformation of the spectrum with pressureis
shown in Fig. 3. The high-frequency part of the spec-
trum observed under normal pressure coincides with
that shown in Fig. 2a; namely, one clearly seesastrong
peak at 260 cm, aweak maximum at 218 cm?, and an
increase in intensity as the 154-174 cm™ doublet is
approached. A similar pattern (with aslight increasein
the peak frequency) is observed when the pressure is
increased to ~0.4 GPa, where the spectral intensity
beginsto gradually fall off. At the sametime, the micro-
scope reveal sthe appearance and growth of an optically
isotropic region in the crystal. Note that the possible
phase separation at the pressure-induced transition to
the cubic phase was pointed out in [5]. At pressures
above 0.75 GPa, there is no Raman scattering at all and
the crystal becomes completely optically isotropic
(with the exception of small regions on the surface,
which may be due either to surface defects or to crystal
interaction with the pressure-transmitting medium).
This phase transition point agrees satisfactorily with
the value of 1.1 GPa quoted in [6] and the transition
pressure of 0.7 GPareported in [4].

As the pressure increases above ~1.1 GPa, Raman
scattering reappears, but its spectrum changes the pat-
tern in that the 218 cm line is absent and a doublet
forms in its place in the region of 200 cm™. On the
whole, the pattern of the spectrum (in this high-fre-
guency part, which derives primarily from stretch
vibrations of the bonds forming the octahedral groups)
closely resemblesthat of the spectra of “cubic” perovs-
kites after transition to the rhombohedrally distorted
phase (see, e.g., [14]). As the pressure increases, the
intensity of the Raman lines and their frequencies
increase. At pressures near 5 GPa, the frequency growth
rate increases, while the line intensities start to wane
noticeably, which may indicate the onset of one more
phase transition (Fig. 4). No other transient phenomena
are observed in the spectra as the pressure is increased
still more (up to 9.65 GPa). Asthe pressure isrelieved,
the crystal recoversitsoriginal state by passing through
the same sequence of changes. Multiple transitions
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Fig. 3. Pressure-induced transformation of the high-fre-
200 quency part of a Raman spectrum.
0 slo 1(')0 1 _'%0 2(')0 2_%0 300 through the first detected point of transition from the
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Raman shift, cm™

1

hexagonal to the optically isotropic phase do not entail

its displacement, nor are any hysteresis phenomena
observed (within the measurement accuracy), in con-
trast with [4], where the annealed cubic phase persisted

Fig. 2. Room-temperature polarized Raman spectra of
after the removal of pressure.

RbMnCl; measured in different scattering geometries.
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4. MODELING OF THE SPECTRUM

To calculate the vibrational spectrum, we used the
Gordon—Kim model and took into account theion elec-
tronic density distortion up to quadrupoles[7, 15]. The
electronic density of the crystal in this model is repre-
sented as the sum of electronic densities of individual
ions:

2 |
P =3 S P ()Yin(8, @), 3

I=0m=-

where pi(l) and pi(z) are the dipole and quadrupole

components of the ion electronic density, respectively.
The electronic density of anionwas calculated in terms
of the Watson sphere, which describes the effect of the
crystal environment [7, 15]:

+Z/Ry, r<R
viy=g._ " v 4)
+Z/r, r>Ry

where Zistheion charge and R isthe radius of the Wat-
son sphere. The total crystal energy can be written as

E = Ey+Ey g+Eq_q+Eq_q+Ear, 5)
where Eg; isthe sum of theion self-energies,

E, = —%zé(o)z + @ (6)

is the interaction energy of spherically symmetric
ions, and

Eyo = 3d(@, +@™ -C?)d + d(@ -C"2),

1. 7.1 1,= =
Eq-o = 50| 8g ~35(@*-C9)|Q
™
-2Q(@®-c?2),

Eyq = —Q@™-C)d

are the energies of the dipole—dipole, quadrupole-qua-
drupole, and dipole—quadrupole interactions, respec-
tively; 04 and O, are the diagona matrices of the
dipole and quadrupole polarizabilities of single ions
calculated by the Steinheimer method (for more details,
see [7]). The short-range parts of the ion pair interac-
tions ®!") are calculated in terms of the density func-
tional theory as

o = F(p(r=R) +p{ (r =Ry)) ©
—F"(r-r)-p"(r -R))),
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Fig. 4. Pressure dependences of the strongest spectral line
frequencies. Dashed vertical lines indicate the tentative
transition points, and solid straight lines are linear extrapo-
lations.

and the long-range part of the interaction potential
+1' +1' 1
cl" = go+n_L1 9)
! IRl

iscalculated by Ewald’s method. Thefitting parameters
of the structure (Table 1), aswell asthe dipole and qua-
drupole ion moments, were determined from the fol-
lowing energy minimum conditions:

0E _
od
[whence it follows that
d= A[&)(lo) _ 6(1)2 + Q((’I‘)(ZJ-) _6(3))]
A = (@ + 0™ -c?)”
with A being a matrix that is the inverse of that of the
dipole—dipole interaction in Eq. (7)] and
OE _
0Q
which yields the equation
Q = B(@™-c?+A,

0,

(10)
0,

where

—~ o 1 =
B = [an—S—G(cb(zz’—C(“))

1
+(&)(21’—6(3)),&(&)(21’—6(3))} ’ (11)

A = (@' -cPz)A@* -c®)".
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Note that the structural parameters calculated in this
way are ailmost identical to the figures derived experi-
mentally [8]. Equations (3)—(11) are discussed in more
detail in [6].

To calculate the vibrational spectrum of a crystal,
one has to take into account the dependence of its
energy (5) on the displacements of ionsfrom their equi-
librium positions. The corresponding expression for the
dynamic matrix, including the electronic polarizability
of ionsand their breathing modesin the crystal environ-
ment, can be written in the form (for a crystal of arbi-

trary symmetry) [7]
exp(=igXx;;)

MM,

Dl iey = a Ly
x gzzjcé?(q, jiNZ; + DER(a. ji")

Dap(a, Ji") =

(12)

D oma ~gr O
~ Y Dhv(g, ik)Dw(q, kk)Dhv(a, ')

k k=1 0
The matrices entering Eq. (12) are defined as follows:
Dia(a, i) =

(00)

Prrap(ds 1)

3 N,
=Y Y (@R (@ ik -Cq(a, 12

yo=1k K =1

X Agy (0, KK)[@R p5(a, K ) = CS3(a, K Zi,

T
Age(a, ji") = [ “eE 0+ o (g, i) -C@(q, jj )],
d,j

Dav(d, i") = Prva(a, i)
3 N,
=YY PRa(a, KA (@, k)BT (K,
y=1k k=1
Dw(a, jj') = ®N(a, jj")
z U (0. [ A0, k) @35 (0, K],
y3 =1k Kk =1
DaR(d, ji') = D& (a, jj") (13)

z Py vs( Prryaas(d: 1i') = Cysan(a §i)Z)

yé=1

3 N,
=3 S | Zd®Ra (. (k) ~Ca(@, k)
yo=1k k=1
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3
=Y Pivs(®ra(a, k) -

yo=1

Cyaas(a, Jk))zj}
* (01)

x A0, KK)| (Pr'5 (0, K" = Caa(a, K)) Ze

3
=Y Pis(®R(a.K)) - c“QBa(q,k'j'))z,}.

yo=1
(2) mAB. Yo
PI ap = -z B
jzly6zl
N,
(20) (1)
Z (CD]k yé(vilv le) C]k yézk)
k=1
gapvo_ [8apdidys , o (22) @ 77
BIJ |: GZQI y6 IJ aByé(Vlv ) Cu aBy6i| '

where N, is the number of atomsin a unit cell and the

| attice sum matrices C@ and C™ describe the contribu-
tions from long-range Coulomb interactions to the
dynamic matrix. The short-range interaction contribu-
tions can be cast as

" 5 q)(ll)[l;JQ]
Prrap(0: J]') = ZWGXD(—W”),
- or, THor; Y]
(I g CD(”)ETJQ]
Dy (g, i) = VoV,

n

exp(-ign),

amma]

) —— 6 ® 4jt
Dry,o(Q, ') = z—m
n aR“DjD N

exp(—ign), (14)

00!

ONCRIDE Z‘"“E%‘

exp(-ign),

1 aq)(”)mqj
20, ii") = T —sg—ep(-ian).

n J

Note that this approach to calculating the frequen-
cies and eigenvectors of lattice vibrations differs some-
what from the method proposed in [8], where the Gor-
don—Kim model was used to determine the Born—
Mayer potential coefficients.
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Table 2. Vibration frequencies in the hexagonal phase (in cm™)

Vibration mode Calc. Datafrom [8] Exp. Vibration mode Calc. Datafrom [8] Exp.
Ay 52 40 55 Eig 25 44

Ay 90 161 Eig 53 120 55
Ay 114 254 138 Eig 69 157 80?
Ay 149 339 178 Eig 97 171 111
Ay 189 368 260 Eig 155 301 153
A 87i 20i Eqg 65i 51i

Axg 61 63 E,(LO/TO) 49i/73i 40

Axg 85i 71 E,(LO/TO) 0/0 0

Ay (LO/ITO) 0/0 0 E,(LO/TO) 50/15 56

A, (LO/ITO) 42/36 35 E,(LO/TO) 53/51 64

A, (LOITO) 73/59 56 E,(LO/TO) 74/69 119

Ay (LO/ITO) 86/83 146 E,(LO/TO) 98/80 171

Ay (LO/ITO) 141/88 202 E,(LO/TO) 111/104 242

Ay (LO/ITO) 157/144 271 E,(LO/TO) 136/128 244

Ay (LOITO) 200/187 352 E,(LO/TO) 186/163 330

Big 30 26 Egg 24 39

Big 70 62 Egg 42 55 49
Big 77 99 Eyg 53 80 60
Big 83 174 Eyg 76 143 78
Big 155 296 = 90 216 154
Big 185 356 = 105 242 174
By, 61 74 = 157 306 218
By, 88i 44 Egg 67i 39i

Byg 84i 53i E,, 86i 7

Boy 52 53 E,, 27 42

By, 57 112 E,, 32 82

B,y 114 221 = 80 135

B,y 148 276 = 95 166

B,y 150 339 = 119 215

B,y 202 391 =% 163 328

To make a symmetry analysis of the eigenvectors of
the normal lattice vibration modes obtained by diago-
nalizing the dynamic matrix (12), we made use of the
projection operators to expand the eigenvectors in
terms of a set of basis functions for irreducible repre-
sentations of the crystal symmetry group. We con-
structed a complete vibrational representation P(g) for
the space group of the hexagonal phase and used it to
calculate the projection operators [16]:

_ d(p)
p wQEGXp(g)P(g)a

where d(p) is the dimension of a representation p of a
point symmetry operation, N(g) is the dimension of the

(15)
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symmetry group, X,(9) isthe character of the matrix of
the irreducible representation p, P(g) is the vibrational
representation of the symmetry operation of the given
irreducible representation p of group G, P, is the pro-
jection operator, and summation is performed over al
symmetry group operations. An eigenvector f of vibra-
tion transforms according to the irreducibl e representa-
tion p of group G provided it satisfies the criterion [16]

- N(9)
Pf = —=£f,
* d(p)
This algorithm of expansion of the dynamic matrix

eigenvectorsin termsof irreducible representationswas
realized with the Mathematica 4.2 software package.

(16)
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Table 3. Eigenvectors of fully symmetric lattice vibrations in the hexagonal phase

—1 —1

Atom gﬂg{é Frequency (cm™) Atom mé Frequency (cm™)
52 91 114 149 189 52 91 114 149 189
Rb X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X 0.012 | -0.016 | 0.024 | —0.006 | 0.004
Y 0.000 | 0.002 | 0.000| 0.000 | 0.000 Y 0.012 | -0.016 | 0.024 | —0.006 | 0.004
z 0.000 | 0.000| 0.000| 0.000 | 0.000 Z 0.000 | 0.000 | 0.000| 0.000| 0.000
Rb X |-0.001| 0.000| 0.000| 0.000| 0.000|| CI X |-0.012 | 0.013 |-0.024 | 0.006 | —0.004
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y 0.000 | 0.000 | 0.000| 0.000| 0.000
z 0.000 | 0.000| 0.000| 0.000 | 0.000 z 0.000 | 0.000 | 0.000| 0.000| 0.000
Rb X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X 0.000 | 0.000 | 0.000| 0.000| 0.000
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y |-0.012| 0.006 | -0.024 | 0.006 | —0.004
Z |-0012| 0.001| 0.005|-0.003| 0.001 z 0.000 | 0.000 | 0.000| 0.000| 0.000
Rb X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X |-0.003 |-0.005 | -0.002 | 0.010| 0.018
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y |-0.002 | -0.005 | -0.002 | 0.010 | 0.018
z 0.012 | —-0.001 | —0.006 | 0.003 | —0.001 Z 0.002 | 0.007 | 0.002 |-0.001| 0.003
Rb X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X 0.003 | 0.005| 0.002|-0.009 | -0.019
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y 0.000 | -0.001 | 0.000 | 0.000| 0.000
Z |-0.012| 0.001| 0.006 |-0.003 | 0.001 Y4 0.002 | 0.007 | 0.002 |-0.001| 0.003
Rb X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X 0.000 | -0.001 | 0.000 | 0.000 | 0.000
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y 0.002 | 0.002 | 0.002|-0.010 | -0.018
z 0.012 | -0.001 | —0.005 | 0.003 | —0.001 Z 0.002 | 0.007 | 0.002 |-0.001| 0.003
Mn X 0.000 | 0.000| 0.000| 0.000| 0.000|| ClI X 0.003 | 0.005| 0.002|-0.009 | —0.019
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y 0.002 | 0.006 | 0.002 | —0.009 | —0.019
z 0.000 | 0.000| 0.000| 0.000 | 0.000 Z |-0.002|-0.007 | -0.002 | 0.001 | —0.003
Mn X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X | -0.003 | -0.005 | -0.002 | 0.010 | 0.018
Y 0.000 | 0.000| 0.000| 0.000 | 0.000 Y 0.000 | 0.000 | 0.000| 0.000| 0.000
z 0.000 | 0.000| 0.000| 0.000 | 0.000 Z |-0.002|-0.007 | -0.002 | 0.001 | —0.003
Mn X 0.000 | 0.001| 0.000| 0.000| 0.000|| CI X 0.000 | -0.001 | 0.000 | 0.000 | 0.000
Y 0.000 | -0.005 | 0.000 | 0.000 | 0.000 Y |-0.002 |-0.003 | -0.002 | 0.010 | 0.018
Z |-0.001| 0.003| 0.006 | 0.011 |-0.005 Z |-0.002|-0.007 | -0.002 | 0.001 | —0.003
Mn X 0.000 | 0.001| 0.000| 0.000| 0.000|| ClI X 0.003 | 0.005| 0.002|-0.009 | —0.019
Y 0.000 | 0.006 | 0.000| 0.000 | 0.000 Y 0.002 | 0.006 | 0.002 | —0.000 | —0.019
Z 0.001 | -0.003 | —0.005 | -0.011 | 0.005 Z 0.002 | 0.007 | 0.002 |-0.001| 0.003
Mn X 0.000 | 0.001| 0.000| 0.000| 0.000|| CI X |-0.003 | -0.005 | -0.002 | 0.010| 0.018
Y 0.000 | 0.006 | 0.000| 0.000 | 0.000 Y 0.000 | 0.000 | 0.000| 0.000| 0.000
Z |-0.001| 0.003| 0.005| 0.011 |-0.005 Z 0.002 | 0.007 | 0.002 |-0.001| 0.003
Mn X 0.000 | 0.001| 0.000| 0.000| 0.000|| CI X 0.000 | -0.001 | 0.000 | 0.000 | 0.000
Y 0.000 | -0.005 | 0.000 | 0.000 | 0.000 Y |-0.002|-0.003 |-0.002| 0.010| 0.018
z 0.001 | -0.003 | —0.006 | —0.011 | 0.005 Z 0.002 | 0.007 | 0.002 |-0.001| 0.003
Cl X |-0.012| 0.013|-0.025| 0.006 |-0.004|| CI X |-0.003 |-0.005 | -0.002 | 0.010| 0.018
Y |-0.012| 0.013|-0.025| 0.006 |—0.004 Y |-0.002|-0.005|-0.002| 0.010| 0.018
z 0.000 | 0.000| 0.000| 0.000 | 0.000 Z |-0.002|-0.007 | -0.002 | 0.001 | —0.003
Cl X 0.012 | -0.016 | 0.024 | -0.006 | 0.004 || CI X 0.003 | 0.005| 0.002 |-0.009 | —0.019
Y 0.000 | 0.001| 0.000| 0.000 | 0.000 Y 0.000 | -0.001 | 0.000 | 0.000 | 0.000
z 0.000 | 0.000| 0.000| 0.000 | 0.000 Z |-0.002|-0.007 | -0.002 | 0.001 | —0.003
Cl X 0.000 | 0.000| 0.000| 0.000| 0.000|| CI X 0.000 | -0.001 | 0.000 | 0.000 | 0.000
Y 0.012 | -0.006 | 0.025 | —-0.006 | 0.004 Y 0.002 | 0.002 | 0.002|-0.010 | —0.018
z 0.000 | 0.000| 0.000| 0.000 | 0.000 Z |-0.002|-0.007 | -0.002 | 0.001 | —0.003
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5. RESULTS AND DISCUSSION

The results of the calculations of the eigenfrequen-
cies and their assignment according to irreducible rep-
resentations of the crystal symmetry group are com-
pared in Table 2 with the results quoted in [8] and the
frequencies of the experimentally observed Raman
spectral lines; the eigenvectors of the fully symmetric
(Ayg) Vibrations are presented in Table 3.

The calculated and experimental frequencies for all
vibration modes are seen to be in satisfactory agree-
ment considering that the method of cal culation did not
employ fitting parameters. Some of the calculated fre-
guencies turned out to be imaginary, which indicates
the lattice of the hexagonal phase to be unstable at 0 K
and is in accord with the phase transition in RoMnCl,
observed to occur at 272 K [3] (a comprehensive anal-
ysis of the origin of this instability is given in [8] in
terms of asimilar approach; we do not dwell oniit here).
We did not succeed in observing the lowest frequency
modes near 20 cm2, apparently because of the low-fre-
guency dynamics undergoing strong rearrangement at
this phase transition; this could al so be associated, how-
ever, with the strong wing of Rayleigh scattering in this
region. In accordance with experiment, the calculation
shows that the highest frequency vibrations correspond
to theirreduciblerepresentation A,,; an analysis of their
eigenvectors (Table 3) suggests that such vibrations are
primarily connected with the chlorine ions being dis-
placed in the Mn—Cl bond direction (although they also
have asmall contribution from the manganese ions and
even an insignificant contribution from the heavy rubid-
ium ions). As seen from Table 2, the disagreement
between the cal cul ated and experimental frequenciesis
the largest in this spectral region.

In the middle frequency range, the agreement
between the calculated and experimental frequenciesis
noticeably better; the dynamicsis governed here appar-
ently primarily by long-range Coulomb interactions of
theions. Interestingly, the heavy rubidium ions provide
a substantial contribution to the eigenvectors of the
fairly high-frequency modes at 114 and 149 cm,
which is even larger than that to the lower lying modes
(Table 3).

Note that the calculation of the crystal lattice poten-
tial and of the phonon spectrum performed in [8] took
into account only the Coulomb interaction of point ions
and the short-range repulsion of spherically symmetric
free ions. However, as shown in [7], the energetically
preferable structure for RoMnCl; in this case is cubic
rather than hexagonal. Stabilization of the latter struc-
ture is determined by the polarization energy, which is
connected with the presence of dipole and quadrupole
ion moments.

Note, however, that the frequency spectra obtained
by the methodsused in[7] and [8] are qualitatively sim-
ilar; also similar are the numbers of imaginary frequen-
ciescorresponding to vibrationsthat are unstable at low
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temperatures (the lowest positive frequency of 7 cm,
which was obtained with the Born—Mayer potential,
turned out to be imaginary when the multipole distor-
tions of the electronic density wereincluded). Thissim-
ilarity suggests that an analysis of the origin of the lat-
tice instability at low temperatures (which is deter-
mined primarily by the low-frequency dynamics)
should yield similar resultsin both cases. Good qualita
tive agreement is also observed in the middle frequency
range (up to 50-60 cm™). By contrast, in the region of
high-frequency vibrations, which are associated prima-
rily with the stretch vibrations of the Mn—Cl bonds, the
results are in obvious disagreement. Apparently, this
indicates overestimation of the force constants of these
bonds with the Born—-Mayer potential, whereas the
multipole approximation underestimates them.

The agreement between the calculated (1.1 GPa)
and experimental (0.7 GPa) pressures for the transition
from the hexagonal to cubic phase should apparently be
considered satisfactory. This is corroborated by the
optical isotropy of the crystal and the absence of Raman
scattering. Note that this phase transition, associated
with a considerable rearrangement of the lattice, entails
separation of the phases that coexist in the pressure
interval 0.4-0.8 GPa (and, possibly, at still higher pres-
sures near the sample surface, where structural defects
should play an appreciable role).

6. CONCLUSIONS

Thus, our study has revealed that the fitting parame-
ter—free method proposed in [8, 15] permits efficient
calculation of thelattice stability and dynamics of ionic
crystals in fairly complex structures. A comparative
analysis of Raman scattering and of the calculated lat-
tice vibration spectrum for the RbMnCl; hexagonal
phase made it possible to assign most of the Raman
linesallowed by the selection rules and to determine the
eigenvectors of the corresponding vibrations. Some dif-
ferences between the experimental and calculated fre-
guencies observed in the high-frequency part of the
spectrum can be tentatively related to the covalency of
the Mn—Cl bonds.

The pressure-induced transition from the hexagonal
to cubic phase, which was earlier observed to occur
only at high temperatures, has been detected at room
temperature, in full agreement with calculations [5].
This transition takes place through separation of the
phasesthat coexist in the range 0.4-0.8 GPa, which cor-
relates with the calculated pressure of 1.1 GPaat which
the hexagonal phase becomes unstable; the phase tran-
sition was found to be reversible and was not accompa
nied by noticeable hysteresis effects. A further increase
in pressure was observed to drive transitions at 1.1 GPa
and, tentatively, at 5 GPa.
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Abstract—Raman scattering spectra of el pasolite Rb,K ScFg are studied in awide temperature range including
two phase transitions: from the cubic to thetetragonal phase and then to the monoclinic phase. The experimental
Raman scattering spectrum is compared with the lattice vibration spectra of these phases calculated using an
ab initio approach. A number of anomalies (caused by structural rearrangement during the phase transitions)
are revealed and quantitatively analyzed in the ranges of both the intramolecular vibrations of the octahedron
molecular ScFg ions and low-frequency intermolecular lettice vibrations. The interaction between low-fre-
guency intramolecular vibrations and the intermolecular modesis found to be significant, and strong resonance
interaction of the rotational soft modes (which are recovered bel ow the phase transition points) with hard low-
frequency vibrations of the rubidium ion sublattice is detected. These interactions are shown to substantially
complicate the spectra. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The perovskite-like Rb,KScFg crystal belongs to
the family of A,BWB®@X, elpasolites, where A and B
are metal cations or more complex molecular ions and
X are oxygen or halogen anions [1]. As arule, one of
the highly polarized cations entersinto the rather rigid
octahedral molecular group BX; and the crystal struc-
ture can be considered a skeleton of these octahedra
separated by cations with a strongly localized electron
density. In many cases, phase transitions in elpasolites
are related to changes in the octahedral skeleton,
namely, small tilts of these octahedra or their orienta-
tion ordering. In particular, these changes manifest
themselves experimentally in substantial anomaliesin
the crystal lattice dynamics, including the condensa-
tion of soft phonon modes during displacive transitions
[1-5].

The Rb,KScF; crystal undergoes phase transitions
from the cubic to the tetragona phase and then to the
monoclinic phase [6]. The stability of these structures
and the dynamics of their lattices were analyzed in [7,
8] by performing nonempirical calculations. It was
shown that the instability of these structures is of
phonon nature and that the mechanism of at least the
first transition is related to the condensation of an opti-
cal phonon, which should appear again in the low-sym-
metry phases. Earlier searches for manifestations of
such vibrations in Raman scattering spectra did not
meet with success [9] (asin the cases of other fluorine-
containing elpasolites [10]). Later, observation of the

recovery of soft phonon modesin the Rb,K Sck; crystal
was reported in [11, 12]. However, the number of these
modesisinconsistent with that predicted by group-the-
oretic analysis [13] and they can be observed experi-
mentally only well below the phase transition point.
Therefore, the purpose of this work is to analyze the
experimental spectral data quantitatively, compare
them with the results of numerical calculations, and
establish the causes of discrepancies between the calcu-
lated and experimental data.

2. CRYSTAL STRUCTURE
AND SYMMETRY

The unit cell of the high-symmetry cubic phase of
the elpasolite A,BB**X; can be represented as a cubic
perovskite cell with doubled parametersin which the B
and B®* ions alternate along all three coordinate axes.
The structure of the unit cell (space group Fm3m, Z = 4)
isshownin Fig. 1.

Asthe temperature decreases, the Rb,K ScF; crystal
undergoes two sequential phase transitions: from the
cubic to the tetragonal phase (space group 1114/m,
Z=2)a T, =252 K and then to the monoclinic phase
(spacegroup P12,/nl,Z=2) at T, = 223 K [6]. The cal-
culated distortion of the structure[8] that is predicted to
occur at the first phase transition isshown in Fig. 2. As
is seen, this distortion is a rotation of the rigid Sckg
octahedra.

1063-7834/04/4607-1311$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Structure of the initial cubic phase of the Rb,K ScFg
crystal.

Fig. 2. Lattice distortions associated with the transition to
the tetragonal phase.

Fm3m(T) 1114/m(T)
A 1g 3Ag
Eg
3B,
2F,, 3E,

Fig. 3. Correlation diagrams for the Raman-active vibra-
tions of the cubic and tetragonal phases.

Fm3m() P12,/n1(T) Fm3m(X)
Ay, 124, 3Xt
E X3
8 X%'
2F2g 12Bg 3xt

Fig. 4. Correlation diagrams for the Raman-active vibra-
tions of the cubic and monoclinic phases.

PHYSICS OF THE SOLID STATE \Vol. 46

KRYLOVA et al.

In the high-symmetry cubic phase, the reduction of
the oscillation representation at the center of the Bril-
louin zoneis

Mo (FM3m) = Alg(xx, vy, 22) + Eg(xx, vy, Z2) !
+ 2F2g(xz, yz, Xy) + Fig*+ 5F 1+ Fou. @)

The Raman tensor components in which the corre-
sponding vibrations are active are indicated in paren-
theses. Theintramolecular modes related to the internal
vibrational degrees of freedom in the Sck4 octahedron
in the crystal can be considered to interact only weakly
with intermolecular lattice vibrations related to the
rigid motion of the octahedron asawhole and to remain
strongly localized, which agrees with the data from
[10-13]. In this case, in the cubic phase, only the inter-
molecular mode F,, is Raman-active; the other Raman-
active modes are the intramolecular vibrations of this
group.

Sincethe symmetry of the free octahedron coincides
with the symmetry of the position of the ScF; groupsin
the crystal, the symmetry and shape of their intramol ec-
ular vibrations should remain unchanged in this
approximation [14].

In the tetragonal phase, the reduction of the oscilla-
tion representation at the center of the Brillouin zone
has the form

Mo (1114/m) = 3A4(XX, Yy, zz) + 3B4(XX, Yy, Xy)
+3E4(Xz yz) + 5A, + B, + 6E,.

Figure 3 shows the correlation diagram for vibra-
tions (1) and (2).

The structural distortions due to the first phase tran-
sition (Fig. 2) transform according to the triply degen-
erate irreducible representation F,,. Therefore, the soft
mode above the transition point should aso transform
according to thisrepresentation; thismodeisinactivein
the Raman scattering spectra (and the infrared absorp-
tion spectra).

From the correlation diagram in Fig. 3, it follows
that, below the transition point to the tetragonal phase,
the degeneracy of theintramolecular (E, F,y) and inter-
molecular (F,,) vibrations can be removed (i.e., split-
ting will occur) and two soft modes can split and
become Raman-active.

In the low-symmetry monoclinic phase, the reduc-
tion of the oscillation representation of the symmetry
group hasthe form

Minr(P124/n1) = 12A4(XX, Yy, 2Z, XY, yX)
+12By(Xz, yz, zX, zy) + 18A, + 18B,.
The transition to the monoclinic phase is accompanied

by a twofold increase in the unit cell volume. The
modes at the X(0, 0, T¥a) point in the Brillouin zone,

including the possible soft mode X, , are Raman-inac-
tive; however, they can become Raman-active below

)

©)
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the second transition point (and the soft mode can aso
be recovered). The correlation between the Raman-
active modes in the monoclinic phase and the modesin
the cubic phaseis shown in Fig. 4. Asis seen, the mode

X, isthe only onein this structure and it corresponds

to rotation of the octahedral groups. We might also
expect further splitting of the modesthat are degenerate
in the tetragonal phase, including the recovering soft
mode corresponding to the transition from the cubic to
the tetragonal phase.

3. EXPERIMENTAL AND DATA PROCESSING
TECHNIQUES

To study Raman spectra, we applied polarized
514.5-nm radiation from a 500-mW Ar* laser as an
excitation source. The spectra were recorded in the
180° geometry using a T-64000 spectrometer (1.S.A.,
Jobin Yvon) with matrix recording. Samples 2 x 2 x
4 mm in size were taken from the solidification batch
used in [6, 11]; their edges were orientated along the
crystallographic axes of the cubic phase. The samples
are optically transparent and do not contain color
defects or inclusions that are visible under a micro-
scope. To weaken the wing of elastic scattering asmuch
as possibleto record low-frequency spectra, we applied
a triple monochromator in the dispersion subtraction
mode. Low frequencies were cut beginning from 8 cm™.
To record high-resolution spectra of intramolecular
vibrations (with minimum distortion of line contours),
we applied the dispersion addition mode. The spectral
size of the recording matrix cell was 650/1024 cm™ in
the dispersion subtraction mode and 220/1024 cmr in
the dispersion addition mode; the counting time was
600 s. The temperature of a sample during the record-
ing of spectrawas maintained with an accuracy of bet-
ter than 0.2 K. The Rb,K Sck; crystal was studied in the
temperature range 50-600 K.

To determine the parameters of spectral lines, we
processed the experimental datawith the SigmaPlot 8.0
software package using the dispersion shape of a con-
tour. Moreover, we took into account the frequency-
dependent correction

1
1-exp(—-hQ,/kgT)

to the temperature dependence of the scattering inten-
sity.

To correctly compare the experimental Raman spec-
trawith the calculations carried out in [ 7, 8] and deter-
mine the eigenvectors of the observed vibrations, we
performed a group-theoretic analysis of the eigenvec-
tors of the calculated lattice vibrations. For this pur-
pose, the cal culated eigenvectors of the dynamic matrix
are expanded in terms of the basis functions of theirre-
ducible representations of the crystal symmetry group
using projection operators. We constructed the com-

14(Qq) 0|Qqo/ T Ny +1 = @)
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Fig. 5. Raman spectrum of the cubic phase of Rb,KScFg
(T =300 K).

plete oscillation representation P(g) of the space group
of the hexagonal phase and then found the projection
operators [15]:

o = NS S X(9P(@). )

guG

Here, d(p) is the dimension of the representation p of
the point symmetry operation, N(g) isthe dimension of
the symmetry group, X,(9) isthe character of the matrix
of the irreducible representation p, P(g) is the oscilla-
tion representation of the symmetry operation for the
irreducible representation p of the group G, and P, is
the projection operator. Summation is performed over
al operations of the symmetry group. A vibration
eigenvector f is transformed according to the irreduc-
ible representation p of thegroup Gif it satisfiesthe cri-
terion [15]

- N(9)
P f = =1, 6
T ©
This algorithm of expansion of the eigenvectors of a
dynamic matrix in terms of the irreducible representa-
tions is realized using the Mathematica 4.2 software
package.

4. EXPERIMENTAL RESULTS AND DISCUSSION

4.1. Raman Scattering Spectrum
of the Cubic Phase

The spectrum of the Rb,KScF; cubic crystal far
from the phase transition point is shown in Fig. 5. In
Table 1, the calculated modes of the cubic phase[7] are
assigned to the symmetry types and the experimental
frequencies are compared with the corresponding cal-
culated frequencies.

The number, frequencies, and polarization of the
spectral lines of the cubic phase agree well with those
observed earlier [9-13]. The lines are strongly polar-
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Table 1. Experimental and calculated vibration frequencies
(cm™) of Rb,K ScFg in the cubic phase

Vibrationmode | Calculation[7] Experiment
Fig 66i
Fiu 34i
Fag 26i 89
Fiu 0
Fiu 80
Fou 99
Fiu 135
Fag 152 230
F 164
Fiu 185
Fiu 189
= 343 390
Ag 402 505
Fiu 404
Fiu 462

Note: Boldface type shows the calculated frequency of the soft
mode corresponding to the first phase transition.

ized, which confirms the high quality of the sample.
The calculated frequencies are somewhat lower than
the experimental ones, which can be due to the fact that
the cal culations correspond to the absol ute zero of tem-
perature, where the cubic phase is unstable. This cir-
cumstance also explains the imaginary values of the
frequencies of the low-frequency vibrations.

Table 2 gives examples for the eigenvectors of
intramolecular vibrations of the ScFg octahedra. Aswas
expected, the eigenvectors of the two highest frequency
vibration modes (390 and 505 cm™) correspond to
intramolecular vibrations of the free ScF; octahedra

Table 2. Eigenvectors of theinternal vibrations of the Sckg ion

KRYLOVA et al.

(390 and 498 cm for the free ScFg ion, respectively
[14]). However, the low-frequency intramolecular
vibration of the octahedral ion and the intermolecul ar
vibration mode of the rubidium ion sublattice (both
vibrations have the F,, symmetry) are found to be
mixed, although their vibration frequencies are rather
far from each other (230 and 89 cm, respectively).
This finding indicates noticeable interaction between
the intermolecular and the intramolecular vibrations
even in the high-symmetry cubic phase.

4.2. Temperature Dependence
of the Internal Vibration Modes

The correlation diagrams of the Raman-active inter-
nal modes are given in Fig. 6. It is seen that, below the
transition to the monoclinic phase, an additiona line
corresponding to the Brillouin zone boundary can
appear in the region of the fully symmetrical high-fre-
quency vibration of the ScFg group.

Thetransformation of the spectrum in the frequency
range in question is shown in Fig. 7, and the tempera-
ture dependences of the frequencies and half-widths of
the observed lines are shown in Fig. 8. In Fig. 7, addi-
tiona lines are clearly seen to appear in this spectral
region at low temperatures, which agrees well with the
selection rules (see the correlation diagram in Fig. 6).
The temperature dependence of the frequency signifi-
cantly changes in character near the phase transforma-
tion points. Extrapolating the temperature dependence
of the frequency in the cubic phase using the well-
known relation [12, 13] (see Fig. 8)

Qq(T) = Qqu(0)exp(-3y,aT) (7)

gives the product of the Griineisen parameter by the
coefficient of thermal expansion, y,0 = 0.2 x 105 K,
Thefrequency extrapolated to zero temperatureisequal
to 518 cm™. Such alow value of the Griineisen param-

= Ag

Atom X y z X y z X y z
Rb 0 0 0 0 0 0 0 0 0
Rb 0 0 0 0 0 0 0 0 0
K 0 0 0 0 0 0 0 0 0
Sc 0 0 0 0 0 0 0 0 0
F 0 0 0.29 0 0 0.5 0 0 -0.41
F 0 0 -0.29 0 0 -05 0 0 0.41
F 0.29 0 0 0.5 0 0 041 0 0
F -0.29 0 0 -0.5 0 0 -0.41 0 0
F 0 —-0.58 0 0 0 0 0 -0.41 0
F 0 0.58 0 0 0 0 0 041 0
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eter, even making allowance for its dependence on the
frequency

= BrfQ
ya - QGDdPDT (8)

indicates that the effect of anharmonicity on this vibra-
tionisweak (Q isthefrequency of thisvibration, Bris
the isothermal bulk modulus of elasticity, P is the
hydrostatic pressure).

The frequency shift with respect to the extrapol ated
value below the transition to the tetragonal phase is
showninFig. 9.

A small additional frequency shift appears even in
the cubic phase in a rather wide (about 50 K) region
above the phase transition point. The shift increases
monotonically in the tetragonal phase and becomesvir-
tually linear in the monoclinic phase, which corre-
sponds to a second-order (or close-to-second-order)
phase transformation.

The half-width of this line a'so changes with tem-
perature. Its temperature dependence is shown in
Fig. 10. The curve in Fig. 10 is the haf-width in the
cubic phase fitted by the expression

1
exp(nQp,/kgT) -1

0(Qu T) = 0(Qq, O)H +

©)
¥ 1 O
exp(fQp,/ksT) — 10

which describes the line broadening caused by the
decay into two phonons [16, 17]. The experimental
dependence is seen to be correctly described by this
expression; thisfact indicates the absence of substantial
contributions from other line-broadening mechanisms,
e.g., structural disordering of the crystal in the high-
temperature phase. The fitted frequencies of the
phonons involved in the decay of this intramolecular

vibration are found to be Qg = 413 ct and Qg =

Q4 —Qgp, Which correspond to a decay into two optical
phonons with one of the phonons being close in fre-
guency to the intramolecular vibration v, [14] and the
other falling in the region of high-frequency lattice
vibrations. The line half-width extrapolated to zero
temperatureis 0.9 cm.

Asfollowsfrom Fig. 5, the intramolecular vibration
Vv, in the cubic phase is very weak; for this reason, we
failed to reliably detect its splitting below the phase
transition points. The temperature dependence of its
frequency is also described well by Eq. (7) with y,a =
0.4 x 10~ KL, which corresponds to a higher value of
the Griineisen parameter (i.e., greater anharmonicity of
vibrations); the frequency extrapolated to zero temper-
atureisequal to 407 cm.

The temperature dependences of the frequencies
and half-widths of the lines detected in the region of the
intramolecular vibration vs are shown in Fig. 11. The
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number of the lines corresponds to the selection rules
(Fig. 6), and their positions agree qualitatively with the
calculations[7].

The frequency of the most intense linein this range
(232 cm™) remains virtually unchanged in the cubic
phase, which indicates that the contributions from ther-
mal expansion and phonon—phonon interaction to the
temperature dependence of the frequency compensate
each other. Below the transition from the cubic to the
tetragona phase, the frequency of this line changes
continuously and theline splitsto form adoubl et. At the
transition to the monoclinic phase, the frequencies
changein ajump and split further. The continuous vari-
ation of the spectrum during the first phase transition
and the jumpwise change during the second transition
agree with the data on the thermodynamics of these
transitions [6]. The lines that appear in the monoclinic

PHYSICS OF THE SOLID STATE \Vol. 46

KRYLOVA et al.

12 T T T T
0F o -
0
£ 8F 3 AQ(A, )
" %
>
§ 6 ooo u
S 4t Q% i
i? &
2+ o i
[,
Ok 1 1 % | o
0 100 200 300 400 500
T,K

Fig. 9. Temperature dependence of the frequency shift of
the fully symmetrical internal vibration with respect to the
extrapolated value.

270 T
260 - .
- BB TG §
IE 250+ .
o
& 240+ _
‘% BER DT 3
= 230 TIBFELS O i
£ PR TS
5 2201 i
~ § i
210k w0 08 1
200 1 1 1 1 1
0 100 200 300 400 500 600
T,K

Fig. 11. Temperature dependences of thelinefrequenciesin
the region of the internal vibration vs. The vertical bars

show the line half-widths (HWHM).

phase and correspond to the Brillouin zone boundary of
the cubic phase are very weak, and some of them can be
detected only far bel ow the transition to the monoclinic
phase.

The temperature dependence of the half-width of
the line at 232 cm™ fitted by Eq. (9) gives a value of
0.1 cm™ for the line half-width extrapolated to T = 0
and a frequency of 224 cm for the phonon that forms
during decay; this frequency corresponds to the decay
into an optical and acoustic phonons at the Brillouin
zone boundary.

4.3. Temperature Dependence
of the Lattice Vibration Modes

The variation of the intermolecular vibration spec-
trum with temperature is shown in Fig. 12. The spec-
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trum can be divided into two portions, above and bel ow
60 cm. The higher frequency spectrum correspondsto
stable (hard) intermolecular vibration modes of the
rubidium ion sublattice with a small admixture of the
low-frequency intramolecular deformation vibration
mode of the ScF; ions. (The eigenvector of this mode,
as well as the eigenvector of the Raman-inactive soft
mode in the cubic phase, is given in Table 3). In this
range, the frequency of the intermolecular mode grows
slowly (89 cm™ at room temperature). Below the first
transition point, this mode splitsinto two lines and then
splits further below the second transition point and
additional low-intensity lines appear upon deeper cool-
ing. The temperature dependences of the frequencies
and widths of these lines are shown in Fig. 13.

The total number of lines detected in this higher fre-
guency range corresponds to the selection rules (see the
correlation diagram in Fig. 14).

Note that new lines appear immediately after the
phase transitions, which is related to the splitting of
degenerate vibration modes in the high-symmetry
phases. However, the additional lines caused by atwo-
fold increase in the unit cell volume appear far below
the phase transition points. This finding can be
explained by the fact that the phase transitions result in
substantial changes in the crystal dynamics, which
leadsto shiftsand splitting of the lines corresponding to
Raman-active modes in the high-temperature phase. At
the same time, the derivatives of the crystal dielectric
susceptibility with respect to the atomic displacements
change only weakly and the forbidden vibrations at the
Brillouin zone boundary remain weak until their eigen-
vectors become sufficiently strongly distorted.

In the low-frequency portion of the spectrum
(<60 cm™), the central scattering peak grows and
broadens as the temperature decreases in the region
several degrees above the phase transition point. Below
the first transition point, a wide wing (which can be
interpreted as the excitation of a low-intensity broad
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Fig. 12. Variation of the lattice vibration spectrum of
Rb,K ScFg with temperature.

band) appears near the central peak (Fig. 15). At lower
temperatures, this band exhibits two maxima, at 26 and
39 cm . Figure 15 shows the temperature dependence
of the squared frequencies of the maximaof theselines.

In the tetragonal phase, no significant shifts in the
frequencies of these lines are observed (the accuracy of

Table 3. Eigenvectors of lattice vibration modes in the cubic phase

Hard F,y mode, Q = 89 cm™ Soft F,4 mode, Q = 66i cm™
Atom X y z X y z
Rb 0.35 -0.52 0.18 0 0 0
Rb -0.35 0.52 -0.18 0 0 0
K 0 0 0 0 0 0
Sc 0 0 0 0 0 0
F -0.16 0.10 0 0.39 0.08 0
F 0.16 -0.10 0 -0.39 -0.08 0
F 0 -0.05 0.16 0 0.31 0.39
F 0 0.05 -0.16 0 -0.31 —0.39
F 0.05 0 0.10 0.31 0 -0.08
F -0.05 0 -0.10 -0.31 0 0.08
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determining the line positions is low, because the noise
level iscomparableto thelineintensities). We note only
atransfer of intensity to the high-frequency portion of
this band and a decrease in the intensity of the central
peak (which is likely due to rearrangement of the
domain structure) with decreasing temperature.

When the second transition point is reached, the
intensity of elastic scattering increases jumpwise and
the intensity of the detected band is redistributed;
namely, its high-frequency portion increases substan-
tidly. The frequency of this maximum increases mono-
tonically upon cooling, and the temperature depen-
dence of the frequency squared is almost linear, which
is characteristic of the soft modes related to displacive
second-order (or close-to-second-order) phase transi-
tions. Below 100 K, where the lines become strongly
narrower because of small anharmonicity at such tem-
peratures, this maximum splits in two. As the tempera-
ture decreases further, the high-frequency component
of the doublet formed continues to move upward,
whereas the position of the low-frequency component
remains virtually unchanged (47—48 cm™).

The position of the lowest frequency maximum aso
remains virtually unchanged (23-27 cm™). Itsintensity
decreases slowly, and, below 100 K, it can hardly be
detected against the noise background.

The number of lines observed in thelattice vibration
spectra is consistent with the selection rules (see the
correlation diagram in Fig. 14). This diagram shows
that, below thefirst transition point, the two modes will
be observed that are formed as aresult of the condensa-
tion and partia splitting of the earlier Raman-inactive
F14 phonon, which corresponds to rotational vibrations
of the octahedron groups prior to thetransition (Table 3).
By analogy with the hard intermolecular modes, we
might expect their intensities to be rather low. After the
second phase transition, they should split toyield atrip-
let (the symmetry of the corresponding vibrationsin the
monoclinic phaseis Ay + 2B,). Simultaneously, the soft

3000 T T T T
2500 o .

— — [\e]

N o) N =

S S S S

=] S (=] S
T

Squared frequency, cm™

O 1 1 1 1
50 100 150 200 250 300
T,K

Fig. 15. Temperature dependence of the squared frequen-
cies of the detected low-frequency lattice vibrations.
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mode corresponding to this transition should begin to
recover; this mode also has the A; symmetry in the
monoclinic phase and also corresponds to rotations of
the octahedron groups in the high-temperature phase.
The presence of the hard vibration modes of the rubid-
ium ion sublattice of the same symmetry in the spec-
trum (Fig. 14; the calculated frequencies and eigenvec-
torsof al lattice vibrationsin the monoclinic phase can
be found in [18]) leads to their resonance interaction
with the recovering soft modes. This mode interaction
is accompanied by strong mixing of their eigenvectors
until the high-frequency component of the“ soft multip-
let” shiftstoward sufficiently high frequencies, whereit
becomes observable in the experimental spectrum.
Notethat, according to the dynamics cal culations of the
monaoclinic phase at T = 0 [7], the frequencies of the
two lowest vibration modes in the spectrum are 22 and
31 cm™, which agrees well with the experimental posi-
tion of the low-frequency maximum (23-27 cm™).
However, calculations [18] show that the eigenvector of
these vibrationsisasuperposition of therotations of the
rigid ScFg groups (without distortion) and the displace-
ments of the rubidium atoms.

5. CONCLUSIONS

The phase transitions in Rb,K ScF; have been found
to be accompanied by the recovery of soft phonon
modes, which allows us to attribute them to displacive
transitions[8, 9]. We did not detect any lattice disorder-
ing—induced anomalies in the lattice dynamics of the
high-symmetry phase. The group-theoretic analysis
shows that the eigenvectors of both soft modes above
the phase transition points are connected with the rota-

tions of the ScF, octahedron molecular ions. Below
the transition to the monoclinic phase, a strong interac-
tion between the recovering rotational soft modes and
the displacements of the rubidium ions is observed.
This interaction results in modification of the tempera-
ture dependences of the phonon frequencies and mix-
ing of the phonon eigenvectors and complicates the
vibration spectrum.

Anomalies in the temperature dependences of the
parameters of the hard intermolecular modes and the
intramolecular vibrations of the KScFg groups have
been revealed and interpreted. Quantitative analysis of
these anomalies supported the transition to the tetrago-
nal phase being a second-order transition and the tran-
sition to the monoclinic phase being afirst-order (close-
to-second-order) transition. The small values of theline
half-widths and their temperature dependences indicate
that the vibration damping in the high-symmetry phase
is determined by the decay of phonons due to their
anharmonicity and is not related to structure disorder-
ing, except, possibly, for the pretransition region.
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Abstract—The unit cell parameters a, b, and ¢ of [N(CH5),],ZnCl, have been measured by x-ray diffraction
in the temperature range 80-293 K. Temperature dependences of the thermal expansion coefficientsa,, o, and
o, along the principal crystallographic axes and of the unit cell thermal expansion coefficient oy, were deter-
mined. It isshown that thea = f(T), b =f(T), and ¢ = f(T) curves exhibit anomaliesin the form of jumps at phase
transition temperatures T; = 161 K and T, = 181 K and that the phase transition occurring at T; = 276 K man-
ifestsitself inthea =f(T) and b = f(T) curvesasabreak. A dight anisotropy in the coefficient of thermal expan-
sion of the crystal was revealed. The phase transitions occurring at T; = 161 K and T, = 181 K in
[N(CH3)4],ZnCl 4 were established to be first-order. © 2004 MAIK “ Nauka/I nterperiodica” .

1. INTRODUCTION

The tetramethylammonium tetrachlorozincate
[N(CHs),],ZnCl, belongs to the [N(CHy),],XB, family
(X=2n, Co, Cu, Mn, Fe, Cd, Ni; B=Cl, Br), whichis
characterized by the occurrence of phase transitions
(PTs) in most of these crystals and by the manifestation
of ferroelectric properties within a relatively narrow
temperature interval [1]. In addition, some of these
crystals exhibit an intermediate incommensurate phase
at the crossover from the para- to the ferroelectric
phase.

The [N(CHs),],ZnCl, crystal isof interest because it
undergoes a sequence of phase transitions. PTs were
shown in [2] to occur in this crystal at 161, 181, 276.3,
279, and 293 K, with ferroel ectric properties (spontane-
ous polarization along the a axis and a hysteresis loop)
revealed in the range 276.3-279 K. The paraelectric
phase crosses over to the ferroelectric phase in this
crystal through an incommensurate phase with a mod-
ulation wave vector ¢; = 0.42c*, which is observed in
the temperature interval 279-293 K.

At room temperature, [N(CHy;),],ZnCl, belongs to
the orthorhombic crystal system (space group Pmcn)
and has unit cell parameters a = 8.946 + 0.007 A, b =
15515+ 0.012 A, and ¢ = 12.268 + 0.007 A [4] or a =
8.998A,b=15541A,¢c=12276 AandZ=4[5]. The
crystal structure of this compound was studied by x-ray
diffraction at 303, 333, and 363 K (normal phase) and
278.5K (ferroelectric phase) [6]. The [N(CHa),],ZnCl,
crystal in the ferroel ectric phase was shown to be mon-
oclinic (space group P2,cn). The crystal structure of the
phases in the temperature intervals 276.3-181 K and
181-161 K is monoclinic (space groups P112;/n and
P12,/c1, respectively) and below 161 K, orthorhombic
(space group P2,2,2;) [3]. It was of interest to deter-

mine the variation in the unit cell parameters with tem-
perature in the regions of these PTs.

In this study, measurements of the variation in the
unit cell parameters of [N(CH,),],ZnCl, with tempera-
ture and the coefficients of therma expansion deter-
mined from them are given.

2. EXPERIMENTAL TECHNIQUES

X-ray measurements of the unit cell parameters
were carried out on a DRON-3 diffractometer with
CuK, and MoK, monochromatic radiation in the tem-
perature interval 80293 K. The measurements were
performed on 4 x 4 x 3-mm single crystal platelets,
whose faces were growth planes parallel to the (010),
(001), and (110) crystallographic planes. The tempera-
ture dependences of the unit cell parameters were
derived from measurements of the Bragg angles of the
080, 004, and 440 20 reflections. The Bragg reflections
at large angles obtained from this crystal were very
weak. Therefore, we had to use reflections at compara-
tively small angles to determine the cell parameters.
The parameters b and ¢ were determined using samples
whose mgjor faces coincided with the (010) and (001)
growth planes. The parameter a was derived from the
temperature dependences dy, = f(T) and dy; = f(T).
Because the maximum changes in the angles induced
by monoclinic distortions in the P112,/n and P12,/c;
phases do not exceed Ay < 0.6° and AP < 0.06°, respec-
tively [7] (thus yielding an error of Aa~ 10 A in the
calculation of the parameter a), we neglected the mon-
oclinic distortions in its determination. The diffraction
spectraweretaken in the 6—-20 arrangement. Thereflec-
tion intensity profiles were scanned in steps of 0.01°
over a constant pulse accumulation time T, =20 s. The
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20 angles were determined from the centers of gravity
of the reflections.

Samples were placed in a helium cryostat designed
for x-ray measurements. The desired temperature was
set and maintained automatically with aVRT-2 temper-
ature control unit. The sample temperature was moni-
tored by means of achromel—alumel-0.15% Fe thermo-
couple, one of whose junctions was attached to the
sample and the other was thermostatted in thawing ice.
This system permitted usto set and maintain the sample
temperatureto within 0.1 K over thetemperatureregion
covered. Prior to each exposure, the sample was kept at
the given temperature for 10-12 min.

The room-temperature unit cell parameters of the
[N(CH,),],ZnCl, crystal determined by us are a =
8.993+0.009A, b=15533+0.008A, andc=12.273 +
0.008 A, which isin satisfactory agreement with litera-
ture data.

The experimental temperature dependences of the
unit cell parameters and volume were used to derive the
corresponding coefficients of thermal expansion
(TECs) a, = f(T), a, = f(T), and a. = f(T) along the
principal crystallographic axes, as well as the coeffi-
cient of thermal expansion of the cell volume ay, = f(T),
in the temperature interval 80-293 K. In the intervals
80-161, 161-181, and 181-293 K, thec=f(T) and V =
f(T) curves were fitted by three cubic polynomials of

thetypeL=A+ 5 (-1)'B,T' . Thea=f(T) and b =
f(T) curveswerefitted by four cubic polynomialsof this
type in the intervals 80-161, 161-181, 181-276, and

276293 K because of an anomaly at T; = 276 K, which
was not observed in the c = f(T) and V = f(T) curves.

The fitting curves were divided into temperature
sections 0.7-1.5-K long, within which the TECs were

calculated using therelation o = 1AL whereL isthe

LAT’
unit cell parameter corresponding to the center of the
AT section and AL isthe change in the parameter within
this section.

3. RESULTS AND DISCUSSION

Figures 14 plot the temperature dependences of the
unit cell parameters and volume and of the coefficient
of therma expansion of the [N(CH,),],ZnCl, crysta
obtained in the range 80-293 K. From these figures, we
see that the cell parameters a, b, and ¢ and volume V
grow smoothly with increasing temperature. In the
phase transition regionsat T, = 161 K and T, = 181 K,
however, the a = f(T), b = f(T), ¢ = f(T), and V = f(T)
curves exhibit anomaliesin the form of jumps. Interest-
ingly, the jJumps seen a T, = 161 K in the temperature
dependences of the cell parameters a, b, and ¢ and of
the cell volume V are small in amplitude, namely,
=0.011, =0.004, =0.005 A, and =3.6 A3, respectively.
The changes in the parameters a, b, and ¢ measured in
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the PT region at T, = 181K arefairly large: Aa=0.081 A,
Ab = 0.041 A, and Ac = 0.04 A. Note, however, that
while the parameters b and ¢ drop abruptly by Ab =
0.041 A and Ac= 0.04 A at T, = 181 K, the parameter
aincreases by Aa = 0.081 A. As aresult, the cell vol-
ume changesinsignificantly at thisPT, AV=5.3A3, and
these large changes in linear dimension do not lead to
crystal breakup.

Inthe PT region at T;= 276 K, thea=1f(T) and b =
f(T) curves exhibit distinct anomalies in the form of
breaks. As for the PT at T, = 279 K, it is practically
impossible to separate this PT from the PT at T,
because their temperatures are too close. Note that the
cell parametersa, b, and c undergo slight changes asthe
temperature increases in the range 80-161 K. By con-
trast, after the phase transition at T, = 181 K, the three
cell parameters suffer a stronger variation with increas-
ing temperature, with the result that the TEC in the
range 181-276 K is larger in magnitude than in the
interval 80-161 K (Figs. 1-3).

Asisevident from Figs. 1-4, thea, =f(T) and o, =
f(T) curvesfeature asmall maximum in thetemperature
interval betweenthe PTsat T, =161 K and T, = 181 K,
while the TEC a, decreases with increasing tempera-
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ture. At the PT points T, = 161 K and T, = 181 K, the
o, =f(T) and a. = f(T) curves pass through sharp min-
ima, while the a, = f(T) curve hasaminimum at T, =
161 K and amaximum at T, = 181 K. In the PT region
a T, = 276 K, the TEC drops along the a axis while
undergoing ajump along the b axis. In the region of the
phasetransitionsat T; = 161 K and T, = 181 K, the vol-
ume expansion coefficient a,, varies with temperature
similarly to the TEC a,.

Asseen from the above data (Figs. 1-3), the thermal
expansion of [N(CH,),],ZnCl, is dlightly anisotropic,
with therelation betweenthe TECs a,, a,,, and o being
different in different temperature intervals. In the range
80-161K, a,=a,=d., whilein thetemperature region
181-276 K, where the crystal structure is monoclinic,
the thermal expansion anisotropy is more noticeable,
o, >0, > d,. Inthetemperatureinterval 161-181 K, the
TEC relation can be written as o, = a,, < a,. Note that,
in the ranges 80-161 and 181-276 K, the TECs along
the three principal crystallographic axesvary little with
increasing temperature. Above T; = 276 K, a, and a,
vary more strongly, with ay, increasing and a, decre-
asing.

The above data allow us to conclude that the phase
transitionsat T; = 161 K and T, = 181 K arefirst-order.
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Abstract—The temperature dependences of the shear modulus and internal friction in ceramic samples of
(1 = X)SITiO; + xSrMgy,3Nb,305 solid solutions were studied by the torsional vibration method in the range

80-300 K. It was established that the temperature T, of the O,f—Djﬁ structural phase transition in these solid
solutions increases with increasing x, although the lattice constant also increases. A discussion is presented of
the contributionsto the T,(x) dependence due to a change in the volume and changes caused by the presence of

a second solid-solution component (the impurity contribution). It is also shown that the defect-induced relax-
ation revealed earlier in astudy of the dielectric properties of these materials manifestsitself ininternal friction

peaks. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

At atemperature T, = (105-110) K, strontium titan-
ate SrTiO; undergoes an improper ferroelastic phase
transition with doubling of the unit cell (soft mode at

the Brillouin zone edge) and with a Oﬁ—Diﬁ symmetry
change (thistransitionisalso referred to asantiferrodis-
tortive). In SrTiOs-based solid solutions of the
Sr; - ATiO; type, the change in the transition temper-
ature T, correlates with the change in the | attice param-
eter [1]; indeed, for A= Cathetemperature T, increases
[2] and the lattice parameter a decreases, whereas for
A = Pb and Ba the transition temperature T, decreases
[3, 4] while the lattice parameter increases. Note that
the introduction of a small amount of the second com-
ponent in the above solid solutions drives aferroel ectric
phase transition at low temperatures [1].

It was of interest to explore the character of the T,(X)
dependence in SrTi; _,(MgysNby3), 05 solid solutions,
in which Mg?* and Nb> substitute for the Ti%* ions.
These solid solutions were aso found to suffer a very
strong dielectric relaxation [5], which raised the
intriguing question of whether this relaxation is aso
seen in the elastic properties.

2. EXPERIMENT

(1 —X)SITiOz + XSrMg,3Nb,;05 samples were pre-
pared using standard ceramic technology [5]. The start-
ing reagents were strontium carbonate and very-high-
purity oxides of Ti, Mg, and Nb. The SrMg;;3Nb,;30;

ceramic was synthesized in two steps, with columbite
MgNDb,Og prepared in the first step,

MgO + Nb,O5 = MgNb,Og,
and SrMg;;5Nb,,;03, in the second,
SrCO; + 1/3MgNb,Og = SrMgy,5Nb,505 + CO.,.

The columbite was synthesized at 1000°C for 20 h.
Sampleswere subjected to compression under 200 MPa
(2 kbar) and sintered at 1460°C for 1.5 h. In contrast to
the small samples 8 mm in diameter and 2 mm thick
used in [5], the present study was carried out on large
ceramic plates 1.5 x 4.5 cmin areaand 0.4 to 1.4 cm
thick, from which samples 1.5 x 0.2 x 0.2 cm in size
were cut for measurements. The density of al the sam-
ples was 94 to 97% of the density as determined from
x-ray diffraction.

X-ray diffraction measurements were conducted on
aDRON-2 diffractometer at room temperature. The lat-
tice parameters were measured on powders with Ge as
an internal reference.

The shear modulus G and the Q factor were deter-
mined on areverse torsion pendulum [6]. A long twist-
ing rod was attached to the sample, and the lower end
of the rod was fixed. A special electromagnetic system
periodically twisted the rod and, hence, the sample at
the resonance frequency of the composite oscillator
(the twisting rod—sample system), which was 25 Hz in
our case. Photoel ectric sensors were employed to mea-
sure small torsional strains. The interna friction
(inverse Q factor, Q1) was derived from the decay rate
of free oscillations. The shear modulus G was deter-
mined from the period (frequency) of resonance oscil-
lations. The maximum shear stresses in a sample
reached about 10 MPa. Such stresses corresponded to
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Fig. 1. Concentration dependence of thelattice parameter of
(1 —x)SITiO3 + xSrMgy3Nb,303 solid solutions.
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Fig. 2. Temperature dependences of (a) the relative shear
modulus G/G(300 K) and (b) internal friction QL in (1 —
X)SrTiOz + xSrMgy/3Nb,305 solid solutions for different
values of x.

shear strains of the order of 10~ and sample twisting
anglesof about 0.1°. All measurementswere performed
at strain amplitudes substantially smaller than their
maximum values.
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3. EXPERIMENTAL RESULTS
AND DISCUSSION

Figure 1 plots the dependence of the lattice parame-
ter of the (1 — X)SrTiO; + xSrMg,,5Nb,,305 solid solu-
tion on concentration X.

SrMg,sNb,,305 belongs to the trigonal crystal sys-

tem and space group ng with unit cell parametersa =

5.66 A and c = 6.98 A [7]. The parameter of the reduced
perovskite cell isa, = 4.01 A. As seen from Fig. 1, the
lattice parameter of the solid solution as a function of x
varies from the SrTiO; parameter (a = 3.905 A) to the
reduced lattice parameter of SrMgysNb,0;5 (8, =
4.01 A) following the linear Vegard law. The slope of
the a(x) graph is da/dx = 0.1 A. For concentrations x >
0.15, the linear a(x) relation breaks down, and for x =
0.2 the sampl es become two-phase, which suggests that
the solubility limit of SrMg,3Nby;05 in SITiO; lies at
avalue of x between 0.15 and 0.2.

Figure 2 illustrates the temperature behavior of the
relative shear modulus G/G(300 K) and of internal fric-
tion Q* obtained for samples with x = 0, 0.01, 0.03,
0.07, and 0.15. We see that the temperature depen-
dences of the shear modulus in the phase transition
region behave as they do in SrTiO; single crystals sub-
jected to torsional vibrations about the [110] direction
[8]. When a single crystal is oriented in this way, the
domain wall motion provides a dominant contribution
to the change in the shear modulus at the phase transi-
tion. In ceramic samples, this change turns out to be of
the same magnitude or even slightly larger (for x=0.07,
0.15) than in asingle crystal of pure strontium titanate
(note that the diffuse anomaly of the shear modulusin
the sample with x = 0.15 is apparently due to this con-
centration being close to the solubility limit). Thus, the
contribution from structural domainsin a ceramic with
an average grain size of about 10 pm to the elastic prop-
ertiesis not less than that in single crystals. The domi-
nant contribution of domainsto the change in the shear
modulus in the region of the phase transition in single
crystals was corroborated by experiments with static
shear stresses [8]. Such stresses convert the sample to
the single-domain state, with the phase transition—
induced changes in the shear modulus decreasing by
approximately one order of magnitude. Unfortunately,
such experiments cannot be performed on ceramic sam-
ples because of their comparatively high brittleness.

Now, we consider the temperature dependence of
the interna friction, Q(T). As seen from Fig. 2b, the
QYT relation exhibits two anomalies, namely, an
appreciableincrease in internal friction at temperatures
near 100 K and internal-friction peaks at about 130,
135, and 165 K for concentrations x = 0.03, 0.07, and
0.15, respectively. The origin of thefirst anomaly liesin
the fact that alternating elastic stresses initiate domain
wall motion, which accounts for the increased losses.
As for the internal friction peaks, they may be due to
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reorientation of {Mg?*—V}-type defects driven by
elastic stresses [9]. These defects are actually electric
and elastic dipoles consisting of the Mg?* ionin the Ti**
position in the SrTiO; lattice and of a nearby vacancy
V,, of the O? ion, which provides charge neutrality. It
appears[5] that it is reorientation of such defects by an
ac electric field that accounts for the giant dielectric
relaxation. The samples employed in this study aso
exhibit dielectric relaxation, albeit not so strong as that
observed in [5]. Our suggestion that it is the reorienta-
tion of such defects that is responsible for the internal
friction peaksis borne out by the following two exper-
imental observations.

According to [5], the dielectric relaxation frequen-
cies obey the Arrhenius relation

W = wyexp(-U/KT). (@)}

As suggested by experimental data on dielectric relax-
ation [5], the activation energy U for x=0.03, 0.07, and
0.15is0.21, 0.24, and 0.3 eV and the values obtained
for the frequency w, are (in units of 10! s%) 1.1, 2.5,
and 5, respectively. If the internal friction peaks are
connected with the same defects, then these data can be
used to calculate the temperatures at which internal
friction peaks should appear at a frequency of 25 Hz.
For the concentrations x = 0.03, 0.07, and 0.15, these
temperatures are found to be 120, 130, and 160 K,
which agrees quite satisfactorily with the experimental
results of 130, 135, and 165 K, respectively (Fig. 2b).

The second point consists in that high-temperature
annealing of samples with subsequent quenching car-
ried out in the presence of defects associated with oxy-
gen vacancies should bring about an enhancement of
internal friction losses. Indeed, as follows from Fig. 3,
annealing at 1300°C followed by quenching to room
temperature resulted in increased | osses.

The mechanism of internal friction lossesis similar
to that of dielectric losses.

When considering the dielectric losses, the { Mg*—
Vo} defect should be treated as an electric dipole that
can be reoriented by an aternating electric field [5]. In
the case of internal friction losses, the same defect acts
as an elagtic dipole, whose symmetry breaks down
under elastic deformation [9]. Assuming the relaxation
mechanism of |osses, we have

G = G, -3G/(1+ w1,

Q" = (3G/G)wT/(1 + w'T’).

Here, 0G = G, — Gy, for w1 > 1, G = G, while for
Wt < 1, G=G,. Also, the quantity G, isthe shear mod-
ulus to which the relaxing defects cannot contribute
because the time is too short and G, is the shear modu-
lus containing the total contribution from the defects.

For the relaxation time 1 in EQ. (2), the Arrhenius
relation holds; therefore, asthe temperature is lowered,

)
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Fig. 4. Temperature T, of the improper ferroelastic phase
trangition plotted vs. concentration x of (1 — X)SITiO3 +
xSrMg1,3Nby305 solid solutions. Also shown for compari-
son are data for Srq_,ATiO5 solid solutions with A = Ca
[2], Pb[3], and Ba[4].

the shear modulus should increase from G, at high tem-
peraturesto G,, in the low-temperature limit.

Let us estimate the value of G = G,, — G, from the
experimental internal friction losses. As follows from

Eq. (2), for wt=1, wehave Qt = Q,,, = 8G/2G. The

experimenta value of Q;ﬁx (the amplitude above the

background) is on the order of 107. The change in the
shear modulus should be of the same order of magni-
tude, i.e., dG/G = 102. Such a change cannot be reli-
ably detected in our experiments against the back-
ground of the giant change in the shear modulus at the
phase transition.
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Temperature T, of the Oﬁ—Diﬁ phase transition in SITiO3-
based solid solutions SrTi, _,B,0O5 and Sr; _,ATiO3

Lo dT/dy, | (T/OV)(0VIOX), | (OT,/0X)y,
Substituting ion 102K 102K 102K
B: (Mgy3Nby3) 11 —2.38 134
A: Ca 26 1 25
A Pb -6 -0.4 5.6
A: Ba —25 2.2 —23

Now, we consider the dependence of the phase tran-
sition temperature T, on the solid-solution concentra-
tion x. Let us determine the temperature T, from the
G(T) graphs (Figs. 2, 3) as the temperature at which
G(T) is0.8 of the value of G(T) at the same temperature
but does not contain the contribution from the phase
transition. The values of T, obtained in this way are
plotted asafunction of xin Fig. 4. Also shown for com-
parison are the data for Sr;_,ATiO; solid solutions
with A= Ca[2], Pb[3], and Ba[4] (more complete data
for the case of Pb and Ba can be found in [10]).

As follows from Fig. 4 and the data on the lattice
parameter of the solid solutions, the changes in T,(X)
and a(x) are correlated, as already mentioned, in the
cases of Ca, Pb, and Ba. Asthe lattice parameter of the
solid solution decreases, its phase transition tempera-
ture T, increases (Ca), and as the lattice parameter
increases, the temperature T, decreases (Pb, Ba). The
reverse occurs with the SrTi; _,(MgysNb,3), 05 solid
solution; indeed, an increase in the lattice constant of
the solid solution is accompanied by an increase in the
transition temperature T, (Fig. 1).

A change in the transition temperature of a solid
solution can be written as

dT/dx = (T./0X), + (AT JAV) (0VIdx). (3)

Theterm (0T,/0x)y, in thisexpression isthe contribution
from the second component of the solid solution to the
variation of the transition temperature at a constant vol-
ume (the impurity contribution), and the second term
on the right-hand side of Eq. (3) describes the depen-
dence of the transition temperature on volume (the vol-
ume contribution).

The volume contribution can be recast in the form
(0T /0V), = —B(0T,/0p),(1/V)(0V/0X). (@]

Here, B isthe bulk modulus and (0T,/0p), isthe change
in transition temperature under hydrostatic pressure.
For SrTiO;, we have B = 1.8 x 10'! Paand dT,/dp =
1.7 x 10%® K/Pa [11]. As follows from Fig. 1,
(Va)da/dx = +2.6 x 107 or (1/V)(dV/0x) = +7.8 x 1072,
From Eqg. (4), the volume contribution is found to be
(0T,/0V),(0VIOX) = —2.38 x 107 K. Next, we substitute
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the experimental value dT,/dx = 11 x 10K into Eq. (3)
and obtain (0T,/0x), = +13.4 x 10% K for the impurity
contribution.

The val ues of the volume and impurity contributions
to the T,(x) dependence are given in the table. Also pre-
sented for comparison are data available on other
SrTiO;-based solid solutions [1]. As seen from the
table, while the signs of the volume and impurity con-
tributionsto the changein T, coincidefor the solid solu-
tions with substitution in the A position, the impurity
contribution is an order of magnitude larger than the
volume contribution. In the case of B substitution, the
contributions are opposite in sign but the impurity con-
tribution is about six timeslarger in magnitude than the
volume contribution.

ACKNOWLEDGMENTS

The authors express their gratitude to N.V. Zaitseva
for performing the x-ray diffraction measurements and
V.V. Krasovskaya, B.S. Vcherashnii, and V.A. Yank-
ovskaya for preparing the samples.

This study was supported by the program of the
President of the Russian Federation (project no. NSh-
2168.2003.2), the program *“Physics of Solid-State
Nanostructures,” and the program of the Department of
Physical Sciences, Russian Academy of Sciences.

REFERENCES

1. V.V. Lemanov, Ferroelectrics 226, 133 (1999).

2. U. Bianchi, PhD Thesis (Gerhard-Mercator-Univ., Duis-
burg, 1996).

3. K. S Aleksandrov, A. I. Krupny, V. J. Fritzberg, and
A. N. Rubulis, Phys. Status Solidi A 15, K177 (1973).

4. V. V. Lemanov, E. P. Smirnova, P. P. Syrnikov, and
E. A. Tarakanov, Phys. Rev. B 54, 3151 (1996).

5. V. V. Lemanov, A. V. Sotnikov, E. P. Smirnova, and
M. Weihnacht, Fiz. Tverd. Tela (St. Petersburg) 44, 1948
(2002) [Phys. Solid State 44, 2039 (2002)].

6. S. A. Gridnev, V. |. Kudryash, and L. A. Shuvaov, |zv.
Akad. Nauk SSSR, Ser. Fiz. 43 (8), 1718 (1979).

7. F S. Galasso, Sructure, Properties, and Preparation of
Perovskite-Type Compounds (Pergamon, Oxford, 1969).

8. V. V. Lemanov, S. A. Gridnev, and E. V. Ukhin, Fiz.
Tverd. Tela(St. Petersburg) 44, 1106 (2002) [Phys. Solid
State 44, 1156 (2002)].

9. A. S. Nowick and B. S. Berry, Anelastic Relaxation in
Crystalline Solids (Academic, New York, 1972; Atomiz-
dat, Moscow, 1975).

10. V. V. Lemanov, E. P. Smirnova, A. V. Sotnikov, and
M. Weihnacht (in press).

11. G. Sorge, G. Schmidt, E. Hegenbarth, and C. H. Frenzel,
Phys. Status Solidi 37, K17 (1970).

Translated by G. Skrebtsov

No. 7 2004



Physics of the Solid Sate, Vol. 46, No. 7, 2004, pp. 1327-1330. Translated from Fizika Tverdogo Tela, \Vol. 46, No. 7, 2004, pp. 1287-1290.

Original Russian Text Copyright © 2004 by Yu. Gafner, S. Gafner, Entel.

LOW-DIMENSIONAL SYSTEMS

AND SURFACE PHYSICS

Formation of an |cosahedral Structureduring Crystallization
of Nickel Nanoclusters

Yu. Ya Gafner*, S. L. Gafner*, and P. Entel**
* Khakas State University, Abakan, 655017 Russia
e-mail: ygafner @khsu.ru
** Universitat Duisburg-Essen, Duisburg, 47048 Germany
Received September 8, 2003

Abstract—The crystallization of nickel nanoclusters is investigated using a molecular dynamics simulation
with tight-binding potential s. The formation of acluster structure depends on the cooling conditions. Slow cool-
ing results in the formation of a face-centered cubic structure, whereas fast cooling, according to the data
obtained in 40% of the simulation experiments, leads to the formation of an icosahedral structure. The molec-
ular dynamics simulation experiments demonstrate the possibility of controlling the formation of a structure of
nickel nanoclusters during crystallization. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Investigation of the properties of small-sized metal-
lic particles containing from several hundredsto several
thousands of atoms is of great research interest due to
their possible use as catalysts or surface nanostructures
[1-4]. The properties of such particles are intermediate
between those exhibited by molecules and crystalline
solids. This makes them especially attractive for usein
various fields of engineering. In this respect, the under-
standing of the mechanisms of formation of nanoclus-
tersfrom aliquid or gas phaseis particularly important
for the controlled growth of low-dimensional structures
with specified parameters. Elucidation of the internal
structure of free clusters can play akey rolein explain-
ing their physical and chemical features.

The structure of metallic nanoclustersand, in partic-
ular, the size dependence of their properties have been
intensively studied using experimental and theoretical
methods over the course of more than 30 years. Com-
puter simulations have demonstrated that, compared to
conventiona bulk materials, nanoclusters are charac-
terized by several structural modifications. For exam-
ple, nanoclusters of metals with a face-centered cubic
lattice can exist in face-centered cubic, hexagonal
closely packed, icosahedral, and decahedral modifica-
tions[5-11]. Some of these modifications are presented
in Fig. 1. Metallic clusters with different symmetries
were experimentally observed by Martin [7] with the
use of an electron microscope. It should be noted that,
in bulk face-centered cubic materials, the formation of
other structuresis suppressed kinetically, whereas nan-
oclusters of these materials can be obtained in different
structural modificationswith agreat variety of physical
and chemical properties.

Thermodynamically equilibrium modifications of
metallic clusters have been thoroughly studied in the

framework of different theoretical models. The results
of theoretical calculations performed by lijima and
Ichihashi [12] and K. Mannien and M. Mannien [13]
indicate that, for some metals with a face-centered
cubic lattice (such as gold and nickel), the icosahedral
structure is metastable even in the case of small-sized
clusters (containing less than 100 atoms), which is
inconsistent with experimental observations. Further-
more, an increase in the cluster size is accompanied by
a decrease in the stability of the icosahedra structure
[12]. However, direct observations with the use of an
electron microscope [7—10] have revealed that clusters
containing even severa thousands of atoms can exhibit
icosahedral or decahedral morphology. These experi-
ments have demonstrated that the formation of an icosa-
hedral structure of a cluster is most likely governed by
the kinetic rather than thermodynamic factors[14].

2. SSIMULATION TECHNIQUE

In order to investigate how the kinetic factors affect
the formation of a structure of nickel nanoclusters, we
carried out amolecular dynamics simulation of heating
of nickel nanoparticles with subsequent cooling to the
formation of a crystal phase. The computer simulation
was performed with the use of the tight-binding poten-
tials proposed by Cleri and Rosato [15]. In the simula-
tion experiment, a face-centered cubic nickel cluster
consisting of 555 atomswas used asan initial structure.
With the aim of completely destroying the long-range
order in the nickel cluster, it was smoothly heated to a
temperature of 1800 K, which is considerably higher
than the melting temperature of nickel clusters (T g =
1145 K). During the smulation experiment, the tem-
perature was determined from the mean kinetic energy
of the atoms. The cluster washeld at T = 1800 K for a

1063-7834/04/4607-1327$26.00 © 2004 MAIK “Nauka/ Interperiodica’



1328

L
- S e
- e & W
oy G4 b o8 Ewve
- W W &
Aol S48 B8 W
s teP ¢ WA e
- e ¢ vl s
- v
-

.

et & AaPERTY

[ ]
e
-
.
ee

/
'O\O

.’.

L
NS
""‘.""l

e o0 o % 4o
e @p & 0 Re
A A FA N Ad
[
)
U

GAFNER et al.

Fig. 1. Decahedral (upper row), icosahedra (middle row), and face-centered cubic (lower row) structures of the nanoclusters [1].
Each structure is drawn in two projections: the lateral view (first and second columns) and the top view (third and fourth columns).

long time, more precisely, for 200 ps (1.0 x 10°%At where
At =2 fsisthetime step in the molecular dynamicssim-
ulation experiment). Then, the cluster was cooled to a
temperature of 300 K. The cooling and heating curves
are depicted in Fig. 2, which shows the temperature
dependence of the potential energy of the nickel nano-

145 I I I I I I
L . A
»— Heating f
147 ¢ Cooling n
2149 i
= |
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£151 -
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155 | | | | | |
850 900 1000 1100 1200
T,K

Fig. 2. Dependence of the potential energy Ep of the nickel
nanocluster (N = 555) on the absolute temperature T.
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cluster. The melting and crystallization points of the
cluster were determined from the jumpsin the potential
energy as a function of temperature. The temperature
was stabilized by two methods: (i) with the use of a
Nose thermostat and (ii) according to the Anderson
method. When simulating a constant temperature, the
best results were obtained using the Nose thermostat. In
this case, the total energy is represented as the sum of
the kinetic and potential energies of the particles and
the kinetic and potential energies of the thermal reser-
VOir s

N
1 .
H = éZmir$+q>(r1,r2,...,rN)
i=1 (1)
Ing
+E% %+(3N+1)kBT0|nS,

where Q is an adjustable parameter. The smooth varia-
tioninthetemperature at a specified rate was simulated
using the Anderson method:

N
1 . W, -2
H = EZmiriZHD(rl,rz,...,rN)+§V + PV, (2

i=1

2004



FORMATION OF AN ICOSAHEDRAL STRUCTURE 1329

. *° (a)

°
°
s
&
°
‘0&
ES
.n%
o odp
3

L
%
$
%8
£
.‘:ﬂ'a .
°

@ o
o o®
o o,

-]

&£

%

%

o
&"8

ﬂge
é

o
[}
o
o
L4
% e
°
°
o

°

Q =
° [ g
o o®
Po

o

°

[
°

8°% © joo

® & o

& 9 Yoo
S ¢ d o & B &
4 @& &b o0 @ 9 @
e $°0 g g5 &8 0 g
dde&.‘..%,e
8 ® & &% Qo %
P g0 ¥ fo o

0e°d 0 b a g a g

""4?"&%
@@ e p ey g ¥

Fig. 3. Nickel cluster configurations corresponding to por-
tions A, B, and C in the crystallization curve depicted in
Fig. 2: (a) the nanocluster in a molten state, T = 1200 K;
(b) the nanocluster immediately after crystallization, T =
995 K; and (c) the nanocluster after complete structural

transformation, T = 800 K.
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Fig. 4. Radial distribution function g(r) of the nickel nano-
cluster (N = 555) for portions B and C in the crystallization
curve depicted in Fig. 2.

where W is an adjustable parameter. This approach
makesit possibleto determine more exactly the melting
and crystallization temperatures of simulated particles
as compared to the method used by Qi et al. [16],
according to which it was necessary to perform addi-
tional calculations (specifically of the maximum of the
heat capacity) when determining these temperatures.

3. RESULTS AND DISCUSSION

It can be seen from Fig. 2 that, during cooling below
the melting temperature, the simulated system tends to
transform into an icosahedral structure (portion Binthe
cooling curve). However, the nickel nanocluster in this
temperature range isin avery unstable state and under-
goestransformation into aface-centered cubic structure
with a further smooth decrease in the temperature. In
order to analyze the crystallization of the nickel nano-
cluster, we consider the cluster configurations (Fig. 3),
which correspond to the portions A, B, and C in the
crystallization curve depicted in Fig. 2 (at temperatures
T = 1200, 995, and 800 K, respectively), and the radial
distribution function (Fig. 4), which is calculated for
the portions B and C in this curve. To avoid errors in
determining the cluster structure due to side effects
associated with thermal noise, the nanocluster was kept
at the aforementioned temperatures for approximately
400 ps with the aim of attaining an equilibrium config-
uration.

At atemperature of 1200 K (whichishigher than the
crystallization temperature T,y = 1025 K), the nano-
cluster existsin amolten state and its particles strongly
fluctuate, even though the cluster shape, as a whole,
remains nearly spherical (Fig. 3a). An abrupt decrease
in the potential energy (Fig. 2) indicates that the cluster
a T = 995 K occurs dready in a crystalline state
(Figs. 3b, 4). In this case, the nanocluster has a facet
structure with a pronounced fivefold symmetry, which
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correspondsto anicosahedral configuration. With afur-
ther smooth decreasein thetemperature, the nickel nan-
ocluster undergoes a structural transformation with the
formation of a face-centered cubic structure involving
stacking faults (Fig. 3c). The formation of an icosahe-
dral configuration upon fast cooling was observed in
40% of the ssimulation experiments. In other cases, the
final face-centered cubic configuration of the nickel
nanocluster is formed without a metastable icosahedral
structure. In our simulation experiments performed with
nickel, wedid not reveal the formation of an icosahedral
structure first on the cluster surface and then deep in the
cluster core, as was observed for gold in [14].

The result obtained is in agreement with the classi-
cal theory of nucleation [17-19], according to which
the final face-centered cubic structure of a cluster
formed in the course of crystallization is energetically
more stable than the icosahedral structure. However,
numerous molecular dynamics simulations have dem-
onstrated that, at T = 0K, it isthisicosahedral configu-
ration that is energetically more favorable, at least for
clusters containing from two to three thousands of
atoms[13]. It should be noted that the metastableicosa-
hedral structure (portion B in the cooling curve in
Fig. 2) can be stabilized by instantaneous cooling to
lower temperatures, for example, to temperaturesin the
range 600-700 K.

4. CONCLUSIONS

Thus, the structural properties of nickel nanoparti-
cleswereinvestigated using amolecular dynamics sim-
ulation of their melting and crystallization in terms of
tight-binding potentials. The simulation experiments
demonstrated the possibility of controlling the forma-
tion of a structure of nickel nanoclusters. The results
obtained in the computer simulation allowed usto con-
clude that, after the onset of crystallization, the forma-
tion of acluster structure strongly depends on the cool-
ing conditions. Slow cooling leads to the formation of
only aface-centered cubic structure, whereas fast cool-
ing results in the formation of a metastable icosahedral
structure, as was observed in 40% of the simulation
experiments.
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Abstract—The photonic band gap of opals has been studied experimentally from their optical transmission
spectraas afunction of the incident beam orientation in the opal crystal lattice. The measurementswere carried
out for all high-symmetry points on the surface of the Brillouin zone of an fcc | attice. The experimental depen-
dence of the energy position of the photonic band gap on the light wave vector direction is well described by
the set of theoretical relations devel oped for the stop bands originating from the Bragg diffraction of light on
{111} -type planes of the twinned fcc lattice of synthetic opals. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Photonic crystals are weakly absorbing materials
with three-dimensional periodic modulation of the
dielectric permittivity, in which Bragg diffraction of
electromagnetic waves gives rise to the formation of
bands in the frequency spectrum that are forbidden for
the propagation of electromagnetic waves. Depending
on the actual crystal symmetry and the amplitude of the
permittivity modulation, the formation of a three-
dimensional (complete) photonic stop band [1, 2] or of
one-dimensional spectral stop bands in certain direc-
tions of the light wave vector in the photonic crystal [3]
is possible. Theoretically, a complete photonic band
gap should suppress spontaneous radiation from a sam-
ple and giverise to other optical effects of considerable
significance in basic science and applications [1, 3-5].

Whether a complete photonic band gap is present or
absent in a given crystal structure can be determined
through study of the photonic band gap by scanning the
light wave vector over the whole Brillouin zone sur-
face, becausethetips of thewave vectorsof theincident
and diffracted light lie on the surface of the Brillouin
zone under the conditions of Bragg diffraction. Of par-
ticular interest isthe investigation of the photonic band
gap in the visible region of the electromagnetic spec-
trum. As far as we know from the literature, thereis no
clear cut evidence of the observation of acomplete pho-
tonic band gap in this spectral region. One-dimensional
stop bands, however, have been observed in the optical
range in anumber of materials, such as synthetic opals
[6] and related inverted opals[7], colloidal crystals[g],
and periodic structures made up of spherical TiO,
microparticles [9]. Most publications [6, 10-16] deal
with investigation of the photonic band gap in opals
(three-dimensional  structures made up of tightly
packed spherical a-SiO, particles a few hundred
nanometers in diameter). Experiments with opals have
been reduced primarily to a study of the photonic band
gap in the vicinity of the high-symmetry point L on the

surface of the Brillouin zone of an fcc lattice. The
dependence of the opal photonic band gap on the wave
vector over the entire Brillouin zone has thus far
remained an open question.

The mgjor goal of the present paper isto investigate
the variation in the spectral position (i.e., dispersion) of
the photonic band gap in opals asthe wave vector of the
incident light wave sweeps the Brillouin zone surface.
Optical studies of light diffraction from high-quality
synthetic opals obtained by careful preliminary selec-
tion and characterization of samples were reported in
[17-19]. Theresults obtained indicate, in particular, the
possibility of measuring the photonic band gap disper-
sion. In this study, measurements of optical transmis-
sion spectraas afunction of light vector directioninthe
opal lattice were performed on preliminarily selected
samples of synthetic opals of a high degree of perfec-
tion. The experimental data on the position of the bands
(stop bands) in the transmission spectrawere compared
in considerable detail with the relations derived from
the theory of Bragg diffraction of light waves from dif-
ferent planes of the opal lattice. It was established that
the measured dependences of the energy position of a
photonic band gap on the wave vector position agree
well with the positions of the stop bands determined by
Bragg diffraction on { 111} -type planes of the twinned
fcc opal lattice.

In Section 2, we discuss the real crystal structure of
synthetic opals and the specific features of their Bril-
louin zone. In Section 3, these features are used to
define three planes of light wave vector scanning,
which cover al high-symmetry points on the surface of
the Brillouin zone. In Section 4, the experimental tech-
nique employed to characterize the samples and to
measure optical transmission spectrais described. The
experimenta results obtained in these measurements
arepresented in Section 5 and discussed in Section 6in
terms of the theory of Bragg diffraction of light waves.
The main conclusions are summed up in Section 7.

1063-7834/04/4607-1331$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2. THE STRUCTURE OF SYNTHETIC OPALS

Opals are essentially self-assembled structures
made up of monodisperse a-SiO, particles of spherical
shape a few hundred nanometers in size. Directed
growth of a sample arranges the a-SiO, spheres in
closely packed layers stacked perpendicular to the sam-
ple growth axis. Alternation of such hexagonal closely
packed layers adong the growth axis in different
sequences of positions A, B, and C may bring about the
formation of either an fcc lattice (ordered
...ABCABC... layer arrangement), a hexagonal close-
packed structure (ordered ...ABABAB...), or, again, a
structure with a disordered layer sequence (for exam-
ple, ...ABACBAC...). All these structures can be char-
acterized by a stacking correlation coefficient p, which
is equa to the probability that three layers will follow
one another to occupy three different positions out of
theset A, B, and C. If thefirst layer of spheres occupies
position A and the second, position B, then the third
layer may be found either in position C with a probabil-
ity p or in position A with aprobability of 1 —p. Forp =
1, the stacking is that of an fcc lattice; for p=0, itisa
hexagonal close-packed lattice; and for 0 < p < 1, the
layer stacking is characteristic of a structure disordered
along the [111] growth axis [20].

An analysisof experimental dataon light diffraction
performed on samples of synthetic opals in [17-19]
yielded p = 0.8 for the stacking correlation coefficient.
This comparatively large value of the coefficient p
relates to the most uniform regions of the samples. This
value means that the samples contain fairly extended
domains made up of sequences of hexagonal layersreg-
ularly stacked perpendicular to the growth axisto make
up an fcc lattice. Therefore, in what follows, we use the
universally accepted notation of the planes and axesfor
an ideal (reference) fcc lattice. We identify the growth
plane parallel to which these layers are stacked as the
(111) plane of the fcc lattice. Two types of fcc stacking
are possible for the structure under study, namely,
ABCABC... and CBACBA..., which are denoted subse-
guently asfcc-1 and fce-1. In synthetic opals, these two
types of fcc stacking alternate randomly. The twinned
opal structure forming in this way has a unique feature
in that the system of closely packed (111) growth
planes with an ordered arrangement of a-SiO, spheres
over sufficiently large distances in these planes (~10—
10° um) differs radically from the three other systems

of fcc planes, more specifically, of the (111), (111),

and (111) planes, in which the spheres are arranged
randomly. Accordingly, the growth axis [111] in the
structure of areal opal is likewise specific with respect

to the three other axes, [111], [111], and [111],
which would be equivalent to it in an ideal fcc lattice.
Both of the ided lattices, fcc-1 and fcc-11, are char-

acterized by the Brillouin zone. One of these zones is
sent into the other either under mirror reflection in a

PHYSICS OF THE SOLID STATE \Vol. 46
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plane parallel to the (111) growth plane or through rota-
tion by 60° about the [111] vertical growth axis (the
I — L direction in the reciprocal lattice). We call the
set of two Brillouin zones belonging to the fcc-1 and
fce-11 lattices the Brillouin zone of the twinned fcc lat-
tice. The validity of such a consideration of the Bril-
louin zone of the twinned fcc lattice restsin our case on
the structure of the samples studied and the actual
experimental conditions. The fact is that the character-
istic regularity scale of the fcc-1 and fce-1l structures
along the growth axisin the opal structure with a stack-
ing correlation coefficient p = 0.8 is about ten layers
(=3 um), whichistwo orders of magnitude lessthan the
light beam cross section. As a consequence, the proper-
tiesof thefcc-1 and fee-11 structures, aswell as the spe-
cific features of their Brillouin zones, become manifest
in an additive manner in light transmission and Bragg
diffraction experiments.

3. FORMULATION OF THE PROBLEM

We report here on a study of the transmission spec-
tra of opals obtained under direct propagation of white
light. The characteristic transmission dips in these
spectra are closely related to the photonic band gap of
the opals, which formsin Bragg diffraction from differ-
ent plane systems of the fcc lattice. The Bragg diffrac-
tion condition for alight wave can be expressed through
the Laue eguation:

K' = K + b(hkl)' (1)

Here, K(K") is the wave vector of the incident (dif-
fracted) electromagnetic wave and by, is a reciprocal
lattice vector of the crystal, which is perpendicular to
the plane (responsible for diffraction) with the Miller
indices (hkl). For agiven b, the end points of the vec-
tors K and K' satisfying condition (1) with |K'| = |K| =
21U\ lie on the surface of the Brillouin zone. Thus, vec-
tor triangle (1) defines the relevant scheme of scanning
of the Brillouin zone surface; namely, by properly
changing the incident wave vector K (i.e., the light
wavelength A and the angle of incidence ©, which is
equal to the angle between the vectorsK' and b)), one
can, according to Eq. (1), scan various points on the
surface of the Brillouin zone.

The Brillouin zone of the twinned fcc lattice of syn-
thetic opals has hexagonal symmetry; namely, rotation
through 60° about the growth axis bringsit into coinci-
dencewithitself (the Cg symmetry axisisparallel tothe
[111] sample growth direction). With this in mind, the
main information on dispersion (dependence on the
wave vector) of the photonic band gap position can be
obtained by selecting three paths for scanning the Bril-
louin zone surface that include all high-symmetry
points of the surface. These paths lie in sections I, |1,
and Il of the Brillouin zone and are presented in
Figs. 1a, 1c, and 1€, respectively.
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Consider the specific high-symmetry points on the
surface of the Brillouin zone through which the end
point of the scanning wave vector K will pass. Path | in
the reciprocal lattice can be represented schematically
as (Figs. 1a, 1b)

L—>U—+>X—>U—>P
for fce-l and
L—K—L-—P (2b)

for fcc-11. Note that, in atwinned structure, in addition
tothel’ — L direction along the [111] axis, the scan-
ning path (2b) is complemented by an inequivalent
direction" — L', which makes an angle of 70.5° with
the [111] axis. In Egs. (28) and (2b), we introduced a

symbol P to denote the point where vector b;,;,

crosses the surface of the Brillouin zone (point P is not
astandard high-symmetry point in the Brillouin zone of
the fcc lattice).

Path Il is drawn through the points
L—-W-—M-—>K (3)

for both the Brillouin zones of fcc-1 and fee-11 (Figs. 1c,
1d). Equation (3) contains ancther nonstandard point
M, whose significance will become clear in the discus-
sion of the experimental data.

Path 111 lies in section 111 of the reciprocal lattice
[the (111) growth plane] and is

P—~K ()

for the Brillouin zones of both fcc-I and fee-11 (Figs. 1e,
1f).

Sections | (L — P) and Il (L — K) of the Bril-
louin zone passthrough the [111] growth axis and make
an angle of 30° with each other, while section I1I
(P — K) isperpendicular to the[111] growth axisand
closesthefirst two sections. Asaresult, part of the Bril-
louin zone surface of the twinned fcc structureis cut out
inside an octant that includes all high-symmetry points
of the reciprocal lattice (Fig. 1). On completing these
three paths, one obtains full information on the disper-
sion of the photonic band gap position.

(22)

4. EXPERIMENTAL TECHNIQUE

For the measurements, we used samples of synthetic
opals that were properly oriented and characterized in
considerable detail in our earlier studies[17-19, 21]. It
was established in [21] that the sample structure varied
markedly along the growth axis and that the most
ordered regions corresponded to later growth stages.
Samples (not more than 0.5 mm thick) for studying the
photonic band gap were cut from these ordered regions
along different opal crystallographic axes. Below, we
present the results obtained in astudy of an opal sample
with adiameter of spherical a-SiO, particlesof 270 nm.

Images of (111) growth layers obtained by atomic
force microscopy [21] reveal a high degree of a-SiO,
sphere packing order in these layers, with long-range
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Fig. 1. (a c, €) Brillouin zone of a twinned fcc lattice with
identification of the high-symmetry points and three scan-
ning planes and (b, d, f) cuts of the Brillouin zones of the
fce-1 and fee-11 lattices by planes|, 11, and I11.

order extending over hundreds of micronsin each layer.
In those experiments, the crystallographic axes were
linked to the geometric shape of each sample.

Optical spectra were obtained in transmission
geometry on a DF-170 JOUAN double-beam spectro-
photometer (wavelength range 400-700 nm) and a
DFS-12 spectrometer (in the latter case, an incandes-
cent lamp served as a light source and the beam was
collimated with a diaphragm and a lens). The sample
could be rotated about its vertical axis to study light
transmission spectra with the opal lattice oriented dif-
ferently relative to the incident beam. The total light
beam cross-sectional area on the sample surface was
0.5-1 mm?. In both experimental setups, the opal sam-
plewas mounted at the center of aspherical vessel 5-cm
in diameter with an immersion liquid, whose refractive
index was chosen to be closeto its average value for the
opal, thus substantially reducing incoherent (diffuse)
scattering from the sample surface. As aresult, practi-
cally no light was either reflected or refracted by the
sample surface, which made the part played by the
shape of the sample and its surface relief insignificant.
The immersion liquid used in this study was isopropy!
alcohol with a refractive index n = 1.37. The effective
refractive index of the opal—isopropyl-alcohal structure
is ng = 1.36, which corresponds to a photonic crystal
with aweak permittivity contrast.
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Fig. 2. Transmission spectra of opal samples measured at
different angles of incidence ©, by scanning the Brillouin

zone along path | (L — P in plane I). The spectra are
trandated vertically upwards by the amount specified for
each spectrum.

5. EXPERIMENTAL RESULTS

The main goal of this experimental work was to
investigate the transmission spectra of an oriented opal
sample illuminated by white light for different angles
of incidence of light © on the sample surface. Measure-
ments were conducted with different sample orienta-
tions, thus permitting one to scan the surface of the
Brillouin zone of the twinned opa fcc lattice along
three paths, (2)—(4). The spectral response of the trans-
mission coefficient Ty (A) = 1 (A)/15(A) was determined
as the ratio of the intensity I (A) of a beam with wave
vector K passing through the sample to the intensity
[o(A) of the reference beam. The results of the measure-
ments are displayed in Figs. 24 in arbitrary units,
because the effective length of the light path through
the sample shaped as a rectangular platelet and, as a
conseguence, the intensity I«(A) varied substantially
with the angle of incidence. In addition, the spectral
intensity was normalized to a value of order unity at a
wavelength of 650 nm.

The transmission spectra were studied in consider-
able detail as a function of the angle of incidence of
light ©, in scanning plane | (Fig. 2), ©,, in plane Il
(Fig. 3), and ©,;, in plane Ill (Fig. 4). The scanning
angles in our experiments were varied in the ranges
0°<©,<£90° 0°<0, £90° and 0° < ©,,, < 30°. The
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Fig. 3. Transmission spectra of opal samples measured at
different angles of incidence ©,; by scanning the Brillouin

zone along path Il (L — K in plane I1). The spectra are
trandated vertically upwards by the amount specified for
each spectrum.

transmission spectra revea characteristic bands (dips)
whose position, width, and depth depended substan-
tially on the angles ©; defining the directions of light
wave propagation in the opa lattice when scanning
along the ith path. In addition, some spectra show
noticeable transmission, which depends on the wave-
length of light but has no structure in the spectral range
studied.

Figure 2 presents transmission spectra measured
with white light striking the sample at different angles
©,, which corresponds to changing the direction of the
wavevector K inplanel fromthelr — L tothelr —»
P direction. We measured a series of transmission spec-
tra with an average step of 2° in angle ©,. Figure 2
shows the most typical of them. The spectrum relating
to normal incidence of light (©, = 0) on the (111)
growth plane of opal (direction ' — L) exhibits the
deepest and narrowest band at a wavelength of 595 nm
(2.04 eV). We see that the band in the transmission
spectra measured for oblique beam incidence on the
(111) growth plane shifts to shorter wavelengths, its
width increases, and the depth of the spectral dip
decreases. As the scanning angle is further increased
(©, = 20°), a second band enters the operating range of
the spectrophotometer (A > 400 nm) on the short-wave-
length side and shifts to longer wavelengths with
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increasing ©,. As the angle increases, these bands
approach each other to finally overlap at ©, = 35° and a
wavelength of =485 nm (2.56 eV). The angle ©, = 35°
in scanning plane | corresponds to the high-symmetry
direction T — U in the Brillouin zone of fcc-1 and to
the T — K direction in the Brillouin zone of fcc-ll
(Fig. 1b). Note that the crossing of the spectral bandsis
not accompanied by noticeable interference. As the
angle is further increased (®©, > 35°), the two bands
diverge. The band originating from the 595-nm band (at
©, = 0) continues to shift to shorter wavelengths and
leaves the spectral region covered (A <400 nm) at ©, =
50°. The second band also continues to shift to longer
wavelengths, and at ©, = 70° its position correspondsto
the maximum wavelength, =595nm. This value coin-
cides exactly with theinitial position of thefirst band at
©, = 0 (the — L direction in the fcc-1 and fecc-I|
structures), and the scanning angle ©, = 70.5° can be
identified withthelr — L directionin thefcc-11 lattice
(Fig. 1b). At still larger angles (©, > 70.5°), this band
shifts to shorter wavelengths A, and at ©, = 90° (the
I — P direction) its position in the spectrum corre-
spondsto A = 565 nm (2.19 eV).

Figure 3 presents transmission spectra obtained at
different angles ©,, in scanning plane I, which corre-
sponds to the wave vector K turned from the original
I — Ldirectiontol’ — K (Figs. 1c, 1d). The spec-
trum with a band a A = 595 nm taken under normal
incidence of light on the (111) growth plane coincides
with the corresponding spectrum displayed in Fig. 2. As
the scanning angle ©,, increases, this band shifts to
shorter wavelengths until, at ©, = 38°, it crosses
another band at wavelength A = 480 nm (2.58 V). This
second band enters the operating range of the spectro-
photometer (A > 400 nm) starting from the angle ©,, =
20° and shifts thereafter to longer wavelengths. The
angle ©,, = 39.2° in scanning plane Il corresponds to
the high-symmetry direction T — W in the Brillouin
zone of both fcc lattices making up the twin structure
(Figs. 1c, 1d). These two bands diverge for ©,, > 39.2°.
Just asin the case of scanning in plane |, the band orig-
inating from the band at 595 nm (at ©,, = 0°) continues
to move to shorter wavelengths and then leaves the
measurement range (A < 400 nm) for angles ©,, > 50°).
The other band continues to shift to longer wave-
lengths. However, in contrast to scanning |, where the
maximum wavel ength of =595 nm was reached at ©, =
70° (the " — L direction), the maximum wavelength
attained in scanning in plane I is=580 nm (2.14 eV) at
©, = 60°. Asthe angle is increased further (©,, > 60°)
up totheend of scanningin planell (thelr — K direc-
tion), this band shifts in position to shorter wave-
lengths. This band is weak and can be resolved against
the background of the second, stronger band only up to
angles ©,, = 85°, at which the wavelength becomes A =
520 nm (2.38 V).
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Fig. 4. Transmission spectra of opal samples measured at
different angles of incidence ©)); by scanning the Brillouin
zone along path 11 (P — K in plane I11). The spectra are
translated vertically upwards by the amount specified for
each spectrum.

When scanning the path from point P to point K in
plane Il (Figs. 1e, 1f), the incident light propagates in
the (111) hexagonal layer plane perpendicular to the
[111] growth axis. The initial, T — P, and the final,
I — K, directions of wave vector K in scanning Il|
coincidewith thefinal directions of vector K reachedin
scannings | and |1, respectively. As a result, the set of
paths|, 11, and 11 make up a closed contour on the sur-
face of the Brillouin zone. Figure 4 presents transmis-
sion spectra corresponding to scanning I with the
angle ©,,, changed by 30° through rotation of the crys-
tal about the[111] growth axis. We see one band, which
shifts monotonically with increasing ©,, from A =
565 nm (2.20 eV; I — P direction) to =525 nm
(236eV; I — K). The second, short-wavelength
band was not observed in this scanning in the transmis-
sion spectra near the K point (©,, — 30°), which
should be assigned to intense light scattering setting in
for A <500 nm. A certain difference seen between the
spectraobtained in scannings |1 and |11 near the K point
(Figs. 3, 4) may be caused by deviation of thereal from
theoretical scanning path (such a deviation appears
more probable in scanning I, because scanning Il
occursin the well-defined growth plane of the sample).
Furthermore, the measurement error originates from
the different thicknesses of the two samples used in
these two scannings. The difference in thickness arises
as aresult of the difference in the shape of the samples
determined by the actual conditions of sample fixation
provided for rotation in different planes.



1336

700 T T T T

600 e
Visible

W
=l
(=)
T
1

I

(e

(@)
T

Wavelength, nm
(U]
S
S
~~
[\o]
[}
S
N’
1

[}
=)
=)
T
1

—
=)
=)
T
1

0 10 30 50 70 90
O, deg

Fig. 5. Bragg wavelength plotted vs. angle of incidence for
the case of diffraction from systems of different fcc lattice
planes. The calculations are performed with the parameters
R =135 nm and ng = 1.36.

6. DISCUSSION OF THE RESULTS

In accordance with current concepts, the position of
the minimum of the characteristic band in the transmis-
sion spectrum of a photonic crystal observed in our
experiments corresponds to the Bragg wavelength. The
behavior of the bands in the transmission spectra
(Figs. 2-4) correlateswell with the spectral and angular
dependences of the intensity of Bragg diffraction from
the opal structure studied by us earlier [17-19]. Theory
offersthe following general relation for the intensity of
Bragg diffraction (elastic light scattering) with the
wave vector transformation K — K

I(K'=K) = Ale(K'=K)I’S(K'=K). (5)

Here, SK'—K) isthestructural factor, ¢(K'—K) arethe
Fourier components of the periodic dielectric function
g(r) = ¢(r + a), and ais adirect-lattice trand ation vec-
tor. The structural factor has maxima in the scattering
directions defined by the condition K' — K = b [see
Eqg. (1)]. The diffraction intensity is nonzero for the
crystal planes for which g(b) # 0.

As is evident from condition (1), Bragg diffraction
from acrystal planefollowsthe law of mirror reflection
relative to vector b, which acts as the normal to this
plane. Since the optical absorption and background
reflection in opals are small, the transmission and
Bragg diffraction spectra are mutually complementary,
which can be written as

Tc(A) = l_ZIA(KI_K)lK':K+b' (6)
b
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Here, Ty (A) isthe dependence of the transmission spec-
trum on wavelength A for a given direction K of the
incident wave and I,(K' — K)|x =k +p IS the Bragg dif-
fraction intensity from a crystal plane with vector b at
a given wavelength of light. The summation over the
reciprocal lattice vectors b in Eg. (6) means that al
Bragg diffraction processes defined by Eq. (1) aretaken
into account.

In accordance with Eq. (1), the dependence of the
Bragg wavelength on the angle of incidence of light ©
onthe (hkl) planein anideal fcclattice can bewritten as

3 1/2

Ay (©) = 2d130) N B—2>—H

(hkl)( ) (111) eff[hz N k2 N |2D

The quantity d;11)Nes = 300 Nm entering this expression
was measured for our opal samples in [21]. Figure 5
plots Eq. (7) for light diffraction from the low-index
planes {111}, {200}, { 220}, and {311} of the opal fcc
lattice. For such samples, diffraction in the visible
region (400-700 nm) is seen to be possible from the
{111} - and { 200} -type plane systems only; the diffrac-
tion conditions for other plane systems are satisfied in
the near UV region. The A 4, (©) dependences for the
low-index {210} and {211} planes are not shown in
Fig. 5, because for these planes the structural factor in
Eq. (5) iszero [22]. We will discuss subsequently only
diffraction of visible light from {111} - and {200} -type
planes of our samples.

As already mentioned, the photonic band gap forms
as a result of Bragg diffraction of light waves from a
periodically modulated dielectric structure [1-5]. In the
case of Bragg diffraction of light from a plane system
with Miller indices (hkl), we obtain, by analogy with
Eqg. (7), the following dependence of the Bragg wave-
length in vacuum on the angle of incidence of light © on
the sample:

cos@©. (7)

3 1/2
Ahiay(8) = 2d<111>”e”5q2+ k2+|5 (8)

X @D 115y COS(6 — Wiy -

Here, the angle W, and the geometric factor @,
(0 < @y < 1) are determined by the mutual orientation
of the vectors K, by, and b;44); the angle 6 is mea-
sured from the vector by45). It thusfollows that the con-
dition of Bragg diffraction (8) defines the position of
the photonic stop bands for the spatial directions deter-
mined by the angle 8. One of the goals of our study was
to verify this conclusion experimentally.

Figure 6 plots the Bragg diffraction wavelengths
calculated for scannings | (Fig. 6a) and |1 (Fig. 6b) of
the Brillouin zone of a twinned fcc structure. These
guantities were derived from Eqg. (8) for each plane of
the{111} and {200} setsand are shown asfunctions of
the angle 8. Although the cal culations were made with
the parameter di;;13)Ne = 300 nm of a specific photonic
structure, such plots can be derived for any fcc structure
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Fig. 6. Bragg wavelength vs. angle of incidence for the case
of diffraction from systems of different fcc lattice planes
calculated from Eq. (8) for scannings (&) | and (b) Il of the
Brillouin zone. The calculations are made with R= 135 nm
and ng; = 1.36 for the visible range (A > 400 nm).

from Fig. 6 using linear scaling with the parameter
dng:. The position of the stop bands is scaled with the
parameter dny; in the same way.

The experimental energy positions of the band min-
imain the transmission spectra obtained by processing
the spectra (Figs. 2—4) are presented in Fig. 7. For com-
parison, solid lines plot the A, relations calculated
from Eq. (8) corresponding to the three Brillouin zone
scannings (I, I, Il in Fig. 1). The scanning paths are
shown on the bottom scale of Fig. 7 for the fcc-I and
fce-11 structures. Using the data from Fig. 7, let us dis-
cuss the evolution of the photonic band gap of synthetic
opals asthe surface of the Brillouin zoneis scanned. As
seen from Fig. 7, the calculated energy positions of the
stop bands corresponding to { 111} -type planes are, on
the whole, in agreement with the experimental data. In
particular, there is good agreement for the energy posi-
tion of the photonic band gap (2.09 eV) at the two L
points of the Brillouin zone. To these pointsin scanning
| correspond the angles ©, = 0 and 70.5°, which define

the orientation of the (111) growth and (111) non-
growth diffraction planes, respectively. The energy
minimum in the position of the photonic band gap cor-
responding to the L point identifies the low-energy edge
of the opal photonic band gap.
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the same parameters as those in Fig. 6.

The good agreement between the experimental data
(Fig. 7) and Eq. (8) suggests that the main features of
the photonic band gap inthevisibleregion (1.5-3.0 eV)
are accounted for by the Bragg diffraction of light from
{111} -type planes of the twinned fcc structure. The
spectral position of the band minima in the transmis-
sion spectra obtained for different orientations is seen
to be in accord with the Bragg wavelengths for reflec-
tion from {111} -type planes. Diffraction of light from
{200} -type planes was not observed in our present
experiments, which most probably should be attributed
to the smallness of the Fourier components &(b )

(according to [23], [e(boo)l/ [E(O@11)| ~ 10t for
unfilled opal).

A certain disagreement between the experimental
dataand calculationsis observed in scanning 11, partic-
ularly, close to the M point (Fig. 7). The experimental
dependence of the stop band energy on the angle ©,
passes through a minimum at =2.15 eV (577 nm),
which lies below the calculated curve in energy [the
theoretical value of the minimum energy at point M is
=2.37 eV (522 nm)] but is still above the absolute min-
imum of =2.08 eV (596 nm) corresponding to the L
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point (dashed line in Fig. 7). This disagreement can be
explained if welook at the scheme of the Brillouin zone
shown in Fig. 1. The M and L points of the Brillouin
zone are seen to lie in very close planes parallel to the
(111) growth plane. It may be conjectured that, in real
samples of synthetic opals, different regions in the
(111) growth layer are slightly misoriented with respect
tothe[111] growth axis (in the ®,,, angle). In this case,
the regions on the surface of the Brillouin zone that lie
close to the L point (and, hence, in which the photonic
band gap energy islower than at the M point) addition-
aly contribute to the experimentally observed band in
the transmission spectra.

The experimentally observed band in the transmis-
sion spectrum provides information not only on the
energy position of the corresponding stop band but also
on its width, which is larger the higher the contrast
(modulation depth) of the permittivity. Indeed, the band
gap width of anideal photonic crystal can be estimated
as[2]

_ le(b)l )

where A, is the wavelength of light in the crystal, (b)
are the Fourier components of the permittivity, and €, =
€(0). Using the value g, = 1.35° and the estimate
le(baa))| < 0.1, we find from Eq. (9) AA,/A, < 0.05.
Thiswidth correlateswell with the stop band width cal-
culated within the one-dimensional model of a photo-
nic crystal described in [21].

Using the value of theintrinsic width of the photonic
band gap AA, as a reference, let us consider possible
mechanisms of the additional broadening of the trans-
mission bands. As is evident from Figs. 2 and 3, the
transmission band corresponding to the photonic band
gap near the L point for the (111) growth plane (©, = 0°)
is substantially narrower than the band near point L'

related to the nongrowth (111) plane (©, = 70.5°) and
than the band near the M point, which is also related to

the (111) nongrowth plane. The band width for the
(111) growth plane is minimal, =20 nm, which corre-
sponds to AA, /Ay = 0.1, afigure close to the theoretical
estimate obtained from Eq. (9). The width of the other
bands is 30-50 nm. This difference can be accounted
for by relating the band width in a transmission spec-
trum to the extent to which the corresponding Bragg
planes deviate from perfection. We may recall that the
(111) growth plane is substantially more perfect than
the {111} -type nongrowth planes, in which the tight
hexagonal packing of a-SiO, spheres is distorted by
random stacking of the (111) growth layers along the
[111] growth axis. As pointed out in Section 2, the
stacking correlation coefficient in the samples studied
isp = 0.8; theformation of twinsin which regions of the
regular fcc structure consisted of about ten hexagonal
layers was most probable. Structural imperfections of
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the { 111} -type nongrowth planes decrease the size of
the regions with regular a-SiO, sphere arrangement in
these planes and broaden the corresponding bands in
the transmission spectra, as well as decrease the dip
depth in these bands.

Note one more characteristic feature of the trans-
mission spectra. The stop band appearing under normal
incidence of light on the (111) opa growth plane is
observed against the background transmission (=90%)
depending only weakly on A (Figs. 2, 3). The weak
spectral dependence of the background transmission
coefficient outside the stop band can be attributed to a
decrease in the absorption coefficient of the plate with
increasing wavelength [21]. Figures 2—4 show, how-
ever, that, as the angle of incidence deviates from nor-
mal, particularly at large angles ©, the dependence of
the background transmission coefficient on wavelength
becomes appreciable and the background transmission
falls off noticeably with decreasing A. This behavior of
the transmission spectra can be interpreted using the
results from studies [17-19, 24] on light diffraction in
opals. Indeed, the diffraction of white light from the
opal (111) growth planes at small angles © satisfiesthe
Bragg condition (1) and the spectral composition of the
diffracted light is confined in a narrow wavelength
interval. In this case, the background in the transmis-
sion spectra is constant because there is no diffraction
within a broad spectral range, which is in accord with
the energy balance equation (6). At large angles of inci-
dence ©, however, the diffraction patterns observed are
more complex and result from spectral decomposition
of white light undergoing diffraction from the (111)
growth planes, which are stacked randomly along the
growth axis. It isthisbroadening of the spectral compo-
sition of light removed from the transmission channel
through diffraction that gives rise to the decrease in
background transmission with increasing angle ©, in
accordance with Eq. (6).

7. CONCLUSIONS

An integrated program for measuring transmission
spectrain this study and the Bragg diffraction of light
in[17-19, 24] hasyielded abroad picture of the photo-
nic band gap in synthetic opals. In contrast to the avail-
able publications, in which the photonic band gap was
studied only in the vicinity of the L point in the Bril-
louin zone [6, 8, 10-12], the dispersion of the photonic
band gap was measured in this study over the whole
surface of the Brillouin zone of the twinned opal fcc lat-
tice. Our results provide direct evidence of the absence
of a full photonic band gap in synthetic opals with a
weak contrast in permittivity. For an opal with the
parameter d;14)Net = 300 Nm, the dispersion of the pho-
tonic band gap in the visible region isfitted well by the
set of dispersion relations for the stop bands corre-
sponding to { 111} -type planes of the twinned fcc struc-
ture. The observed nonuniform band broadening and
the presence of a background in the transmission spec-
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trais accounted for by the existence of different types
of structural disorder in real synthetic opals.
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Abstract—The process of silver intercalation under agraphite monolayer (GM) grown on the (111) nickel sin-
gle-crystal face, GM/Ni(111), is studied. The experiments were conducted in ultrahigh vacuum. The systems
were formed in situ in avacuum chamber under direct monitoring of each stagein the formation of the systems
by angle-resolved UV photoelectron spectroscopy and LEED. The possibility of silver intercalation in the
GM/Ni(111) system was studied in the course of deposition of various amounts of the metal on the given subject
with subsequent heat treatment. It was established that the process occurs optimally under cyclic alternation of
the operations of adsorbate (Ag) deposition on the GM/Ni(111) surface and subsequent annealing of the system.
In the intermediate stages of GM/Ag/Ni(111) formation, the GM on Ni(111) was found to exist in two phases.
Ag intercalation under a graphite monolayer on Ni(111) at room temperature was verified. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Graphite-based multilayer systems formed by inter-
calating various materials into the interlayer space are
attracting considerable attention because of their
unique properties and their application potential [1, 2].
Some elements, such as gold, silver, and copper, can-
not, however, be intercalated into bulk graphite by stan-
dard technologies [1]. Fabrication of intercalated sys-
tems based on noble metals with the purpose of obtain-
ing new types of objects and investigating them can
only be accomplished through the use of asingle graph-
ite monolayer deposited on the surface of d metals or
their carbides [2-18].

Thin films of noble metals (in particular, Au and Cu)
of variable thickness, prepared by intercalation under a
graphite monolayer, are bounded on one side by the
graphite monolayer and on the other, by the substrate
surface plane. This confers clearly pronounced two-
dimensional properties to the given systems. In addi-
tion, asshown in[19], agraphite monolayer also actsas
a passivator by protecting the metal from interaction
with the active components of the atmosphere.

Our earlier publications[12-16] reported on a study
of gold and copper intercal ation under agraphite mono-
layer (GM). We showed the possibility of inserting
atoms of noble metals under a GM on Ni(111) and
investigated the el ectroni ¢ structure and phonon spectra
of such intercalated systems using photoelectron spec-
troscopy, low-energy €l ectron energy-10ss spectroscopy
(LEELS), and scanning tunneling microscopy.

It was shown by Tontegode and his group of
researchers [4—7] that, while silver also belongs to the

group of noble metals, a system with silver atomsinter-
calated under a GM is unigque in terms of its properties
and the specific features of the intercalation process
involved. Attempts at inserting silver directly under a
GM formed on a patterned Ir foil failed [4—7], and this
goal could only be attained by substituting silver atoms
for the preintercalated alkali metal atoms. The limiting
concentration of the Ag atoms penetrating under the
GM in this case was one monolayer (ML), in compari-
son with the systems studied earlier, GM/AuU/Ni(111)
and GM/Cu/Ni(111), where the intercalant thickness
reached 1-2 MLs.

The present communication reports on a compara-
tive study of the possibility of intercalating various
amounts of silver predeposited on the GM/Ni(111) sur-
face (ranging from a monolayer coverage to tens of Ag
monolayers). Direct evidence was obtained of theinter-
calation of the metal under a GM. Specia experiments
permitted us to compare the possibilities inherent in
step-by-step intercalation at standard (T = 375°C) and
room temperature. The el ectronic structure of the inter-
calated systemsthus formed was studied, and the mech-
anisms by which silver interacts with the GM/Ni(111)
system were analyzed.

2. EXPERIMENTAL CONDITIONS

Experiments were carried out on an ADES-400
commercial angle-resolving photoelectron spectrome-
ter (VG Scientific).! The equipment included a 150°

1 The authors express their gratitude to Prof. Kaindl, Free Univer-
sity of Berlin, for giving us the chance to use this instrument.
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spherical-sector analyzer (angular resolution 2°), agas-
discharge UV helium lamp (UVS-10/35), an ion gun,
and a gas admission system. The energy resolution of
the analyzer was 50 meV. The UV lamp radiation was
incident at an angle of 55° to the sample surface nor-
mal. The photon sources were the He-I and He-I1 reso-
nance lines with energies of 21.2 and 40.8 eV, respec-
tively. The sample orientation and the surface structure
periodicity were determined by the LEED method. The
diffraction patterns were imaged by afour-grid retard-
ing-field energy analyzer. These patterns were used to
adjust the principal azimuthal directions ('M, I'K) of
the surface Brillouin zone, after which angle-resolved
photoelectron measurements were conducted within
the polar angle range from —20° to 45° with respect to
the sample surface normal (0° corresponds to emission
along the normal). The sample temperature was moni-
tored with a Ni—Ni/Cr thermocouple. The metal was
deposited from asilver weight mounted on aW—-Re spi-
ral. The exact amount of deposited material (©) was
measured with a quartz microbalance. The experiment
was performed in ultrahigh vacuum. The base pressure
inthe chamber at thetime of spectrum wasrecorded did
not exceed 1 x 1071° Torr.

Thesurface of the nickel single crystal was specially
prepared by repeated ion etching aternated with
annealing in an oxygen and a hydrogen atmosphere
until the photoel ectron spectra acquired the shape typi-
cal of aclean Ni(111) face[14, 15]. The diffraction pat-
tern measured after this procedure demonstrated, as
expected, hexagonal symmetry, thus indicating the
good quality of the crystal structure.

Monolayer coverage of graphite on the nickel sur-
face was produced by propylene cracking, atechnology
described in [12-16]. The sample was exposed to pro-
pylene C;Hg for 5 min at agas pressure of 1 x 1076 Torr
and a substrate temperature of 500°C.

After the formation of the first monolayer, there is
practically no further growth of graphitelayers (asindi-
catedin[3, 4]), which resultsfrom reduced reactivity of
the surface. The substantial differences between the
growth rates make it possible to monitor the thickness
of the graphite coating with high accuracy. For
instance, whereas the formation of 1 ML of graphite
requires an exposure of a few hundred langmuirs, the
exposure needed for deposition of the second layer is
tens of thousands of langmuirs [20]. This observation
permits us to choose conditions favoring the formation
of only one monolayer of graphite on the Ni(111) sur-
face.

The electronic and crystal structures of the system
thus formed were identified by LEED and photoel ec-
tron spectroscopy. After the GM formation, the diffrac-
tion pattern did not change dramatically, with bright
reflections at the hexagon corners still prevailing. In
view of the dlight difference (less than 2%) between the
(0001)graphite and Ni(111) face lattice constants, this
behavior may indicate the formation of a structure that
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Fig. 1. Photoelectron spectra (hv = 40.8 eV) obtained for
the GM/Ni(111) system under variation of the polar angle ©
in the plane corresponding to the "M direction of the two-
dimensiona Brillouin zone of graphite. 0° corresponds to
emissionin the normal direction. Shown below isthe graph-
ite two-dimensional Brillouin zone specifying the direc-
tions in which the angular dependence was studied. Filled
circlesidentify the LEED pattern reflections.

is coherent with that of the substrate. The presence of
features corresponding to graphite in the photoel ectron
spectra, as will be shown later, and the general pattern
of dispersion of these features suggest that the starting
point of our studieswasindeed agraphite monolayer on
Ni(111), an object with well-defined properties.

3. EXPERIMENTAL RESULTS

Figure 1 presents a series of angle-resolved photo-
electron spectra (hv = 40.8 eV) obtained for the
GM/Ni(111) system. The spectra were measured with
photoelectrons emerging in the I'M direction of the
two-dimensional Brillouin zone of graphite for various
polar angles reckoned from the surface normal.

These experimental relations exhibit distinct peaks
corresponding to electron excitation from the d states of
Ni and 11 states of graphite lying in the binding-energy
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Fig. 2. Band dispersion in the TM direction of the two-
dimensional Brillouin zone of graphite for the following
systems: (1) GM/Ni(111); (2, 3) GM/Ag/Ni(111) for depos-
ited silver concentrations of 3.0 and 4.7 MLs, respectively;
and (4) bulk graphite (dashed line).

regions 0-2.5 and 4-10 eV, respectively. Some spectra
al so contain weak featuresin the binding-energy region
4-6 eV (normal emission), which can be assigned to the
0, 3 graphite states. The decisive part in the interaction
mechanism between the graphite substrate and the GM
is played by the graphite 1t states [2], whose dispersion
was studied by us before and after intercalation. Unfor-
tunately, in the course of angular measurements, the
sample position underwent a slight displacement rela-
tive to the axis of analyzer rotation due to the specific
design of the manipulator. This led to accumulated
error, and, as aresult, the Te-state branch was somewhat
squeezed in the angle. Assuming this contraction to be
due exclusively to the specific features of the experi-
ment, we calibrated the setup against the published data
on GM/Ni(111) [14, 15]. Based on this caibration, the
graphs of Fig. 2 should be related to the dispersion of
electronic statesin the GM/Ni(111) valence band along
the I'M direction. The dashed line in Fig. 2 shows the
experimental data obtained in [14] for agraphite single
crystal. Comparison with the data for bulk graphite
shows that the Testate branch of the GM/Ni(111) sys-
tem is shifted toward higher binding energies (BESs) by
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about 2.0 eV. Note the specific pattern of this shift; on
reaching itsmaximum value at theT" point, it falls off as
the Brillouin zone edge is approached. This shift, as
established in [2], is caused by hybridization of the 1t
states of graphite with the d states of Ni.

Figure 3a displays photoelectron spectra (normal
emission) (1) for the clean Ni(111) surface, (2) for the
surface coated by a graphite monolayer, (3) for
GM/Ni(111) with asilver layer with surface concentra-
tion ©® =11 MLs, and (4) for the same system as (3) but
heated to a temperature of 375°C. The photoelectron
spectrum 1 of the clean Ni(111) surface has peaks of
the Ni d states with binding energies of 0.5 and 1.5 eV.
The formation of a graphite monolayer on Ni(111)
(curve 2) is accompanied by the appearance of a peak
due to the graphite Tt states localized in the energy
region of 10.2 eV and aweakening of the nickel d states
in the photoelectron spectra. Deposition of 11 Ag
monolayers on this system (curve 3) results in an
amost complete disappearance of the graphite and
nickel peaks (i.e., complete suppression of signalsfrom
the GM/Ni(111) system by silver) and the appearance
of a structure characteristic of the silver d statesin the
binding energy range 4-8 eV. Annealing the system at
T = 375°C restores the graphite Testate peak but in a
position shifted toward lower binding energies to
~9.0 eV, aswell asthe peaks due to the Ni d states with
asubstantially weaker intensity (curve 4).

Figure 4 displays photoel ectron spectra obtained for
various angles from a GM/Ag/Ni(111) system with a
layer of Ag about ~5 ML thick repeatedly added and
annealed at 375°C (I'M direction of the two-dimen-
siona Brillouin zone). A common feature in the series
of these spectra is the dispersion of the 11 states of
graphite and anearly dispersion-free behavior of the 4d
states of the silver valence band. The features corre-
sponding to the Tt states are identified by vertica
arrows. They were used to construct curve 3for thedis-
persion in Fig. 2. As follows from a comparison with
the GM/Ni(111) system, the Testate branch of the
GM/Ag/Ni(111) system is shifted by 1-1.5 eV to the
region of energies characteristic of single crysta

graphite.

4. DISCUSSION OF THE RESULTS

Now, we consider in more detail the mechanismsfor
interaction in the three-component GM/Ni(111) + Ag
system under study and analyze the main changes
occurring in the sample. A noticeable feature in the
band structure of the system, which becomes manifest
after silver deposition on the GM/Ni(111) and thermal
annealing, consists in an appreciable shift of the graph-
ite Tt states by ~1-1.5 eV toward decreased binding
energies (Fig. 3a). Thisshift wasassigned in [15, 16] to
penetration of the intercalant under the GM and sup-
pression of its strong covalent bonding to the Ni(111)
substrate. Similar changes observed in the spectra of
the gold and copper systems, GM/Au/Ni(111) and
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Fig. 3. (a) Photoelectron spectra (hv = 40.8 eV) measured for normal emission. (1) Clean Ni(111); (2) graphite monolayer on
Ni(111); (3) 11 MLs of Ag deposited on the GM/Ni(111) surface; and (4) the preceding system heated to 375°C. (b) Normalized
peak intensities of the graphite 1t states, Ag 4d states, and Ni 3d states. (1) Clean GM/Ni(111); (2) sameasin (1) but with 11 MLs
of Ag deposited on top of GM/Ni(111) at room temperature; and (3) same asin (2) but after annealing of the system up to 375°C.
The normalization was made against the amplitude of the signal obtained in a given state.

GM/Cu/Ni(111), were considered to be related to pen-
etration of the Au and Cu atoms under the graphite
monolayer. In our case, thermal annealing occurred in
the same temperature region (350-400°C) that is
needed to ensure intercalation of Au and Cu under the
GM on the Ni(111) surface [12-16]. The same values
were used in LEEL S studies of the interaction of silver
with a GM [17, 18]. The similarity of the conditions
and the observed shift of the graphite rtstatesin binding
energy provides compelling evidence for silver behav-
ing in our case in much the same way, thus suggesting
Agintercalation under the GM. Let us estimate the spa-
tial silver location from the intensities of theAg, C, and
Ni peaksin each stage of formation of the system (clean
GM/Ni(111) substrate, silver deposition, heat treat-
ment). Figure 3b shows the relative variation of the
graphite, nickel, and silver peak intensities measured
under normal emission and reflecting the transforma-
tion of the system in the course of Ag deposition and
annealing of the system. In Fig. 3b, state 1 refersto the
GM/Ni(111) system; state 2, to the system after Ag
deposition on GM/Ni(111); and state 3, to the system
after annealing. We see that, after the deposition of sil-
ver, the peak intensities of the graphite 1t states and Ni

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

d states drop practicaly to zero, with only the silver
features prevailing. After the annealing (state 3), the
graphite Trstate peak grows in amplitude. The silver
peak intensity decreases after the annealing by about
one-half, and the nickel features remain barely visible
on top of the broad plateau adjoining the Fermi level.
This relative amplitude of the signals indicates that sil-
ver atoms are located above the metallic Ni substrate
and that the atoms of carbon are on the surface of the
system. This is direct evidence of Ag intercalation
under the GM.

However, while the amplitude of the signal due to
the graphite 1t states does increase after the anneal, it
does not reach the level corresponding to GM/Ni(111)
(state 3 in Fig. 3b). This is because the silver atom
redistribution brought about by the increase in the sam-
ple temperature gives rise to several processes. In the
initial stage, after deposition of a large amount
(~11 ML) of Ag on the GM/Ni surface, the adsorbate
film completely suppresses the signals due to graphite
and nickel (spectrum 3in Fig. 3a). After the system was
heated, part of the atoms penetrate under the GM, while
others tend to escape from the working surface and
migrate toward the sample periphery or coalesce into

2004
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Fig. 4. Photoelectron spectra (hv = 40.8 eV) obtained for
the GM/Ag/Ni(111) system with the polar angle 6 varied in
the plane corresponding to the 'M direction of the graphite
surface Brillouin zone. Arrows specify the positions of the
graphite Testate peak, which served as a basis for construct-
ing the dispersion relation in Fig. 2. Dashed lines identify
the peak positions of the Ag 4d states.

larger formations (compared to atomic size). The coa-
lescence and buildup of Ag should occur preferentially
at the boundaries of the graphite islands, which may be
considered to be defects in the GM structure. Such
behavior of the silver atoms affects the signal intensity
redistribution for all three elements, C, Ag, and Ni
(state 3 in Fig. 3b). Raising the sample temperature to
375°C does not restore the amplitude of the graphite T+
state peak completely. As aresult, the peak diminishes,
compared to that for the GM/Ni(111) system, by about
25%. It appears natural to assume that the reason for
this lies in the silver left on the GM surface and cap-
tured by adsorption centers located along the bound-
aries of the graphite islands. Thus, the fraction of the
GM free surface in this particular caseis approximately
75% of the surface area. Therefore, the Ag signal orig-
inates actually from two silver states, more specifically,
from the silver remaining on the graphite surface and
from the silver that penetrated under the GM.
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Fig. 5. Variation of photoelectron spectra (hv = 40.8 €V,
normal emission) under intercalation of Ag with increasing
total concentration © (annealing to T = 375°C).

As known from experiments on Ag adsorption on
graphite, the silver layer in theinitial stages of growth
has an idland structure [21]. One could expect similar
behavior on the GM/Ni(111) surface. Indeed, photo-
electron spectra exhibit features near the Fermi level
that correspond to the substrate signal even for precoat-
ing thicknesses of the order of 5-7 MLs. This suggests
that the growth of a silver film on the surface of bulk
graphite and on GM/Ni(111) follows an island pattern.
STM studies of Cu deposition onaGM on Ni(111) and
of Cu intercalation under a GM on Ni(111) [15] also
attest to the island growth of the predeposited Cu layer,
whichisclosein electronic propertiesto Ag.

The measured angular energy distributions of the
outgoing electrons (Fig. 4) and the calculated valence-
state dispersion (Fig. 2) show that the new system
retains its quasi-two-dimensiona graphite-like charac-
ter. This suggests that the electronic and geometric
characteristics of a GM on the surface reman
unchanged.

The spectradisplayed in Fig. 5 permit more compre-
hensive analysis of the intermediate stagesin intercala
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tion. We see here photoel ectron spectra that reveal the
evolution of the GM/Ni(111) system as silver is being
deposited stepwise on its surface to various total thick-
nesses (starting from 0.3 to 7.1 MLs), with each depo-
sition step followed by annealing to 375°C. The bottom
spectrum shows the original state of the system and is
seen to derive from the Ni d states, as well as from the
graphite 1t states localized near 10.2 eV. The spectra
obtained with up to 1.8 ML of deposited silver reveal
features typical of the silver d states against the back-
ground of decay of the graphite and nickel peaksrelated
to the GM/Ni(111) system. Note a certain broadening
of the graphite T-state peak and its simultaneous shift
toward lower binding energies. After the total thickness
has reached 3.5 MLs, the shift of the Tt states toward
lower binding energies in the photoelectron spectra
already becomes considerable, about 1.2 €V. Further
deposition of silver and annealing of the system do not
bring about significant changes in the energy of this
feature; only a gradual weakening of the signal due to
the substrate is observed. As a result, the double-
humped peak characteristic of the Ni d states degener-
ates into a nearly flat step, on which one can neverthe-
less discern barely visible features with binding ener-
giesof 0.5and 1.5 eV. The column of figures on the left
of Fig. 5 identifies the thickness of the deposited layers.
Thesefiguresare of arbitrary character and specify only
the total amount of Ag applied to the GM surface dur-
ing the experiment. As already mentioned, only afrac-
tion of the intercalant penetrates under a GM and each
heating of the system is accompanied by migration of
silver atoms over the surface in addition to insertion, as
aresult of which part of them escape to an areainacces-
sible for analysis.

It appears natural to assume that, in the initia
stages, where the silver concentration is not high
enough to saturate the GM—substrate interlayer space
(over the entire sample area), a certain intermediate
state prevails. In this case, part of the Ag atoms have
already penetrated under the GM, while part of the GM
remains in the initial state; i.e., the surface can be
divided into regions with and without intercalated sil-
ver atoms. In particular, it is this situation that the bot-
tom spectrain Fig. 5, which correspond to atotal thick-
ness of the deposited film of up to 1.8 ML, should
reflect. The Testate peak in this early stage is broad-
ened, and the center of gravity of this feature shifts
toward lower BEs. The shift is quite substantia in the
case of thick coverages (the upper spectra in Fig. 5).
Starting with concentrations above 3.0 MLs and going
upwards, the position of the graphite Testate peak
remains unchanged as the amount of the adsorbate is
increased. Thus, there is an initial stage of the system,
namely, a GM on Ni(111), and afinal stage (a system
with a saturated layer of intercalated silver), which are
characterized by Testate binding energies of 10.2 and
9.0 eV, respectively. Assuming all the intermediate
spectra to be the sums of two signals associated with
the above states and assigned certain weights, one can

PHYSICS OF THE SOLID STATE Vol. 46 No. 7

2004

1345

hy/hy
L 13.5 (100%)

2000 035220288502057 07000 e 0348, 0%, B8

37 (274%) 47
3.6 (26.7%)

2.7 (20% ) SRS

Intensity, arb. units

0.9 (6.7%)

- 0.7 (5.2%)

_____

0.6 (4.5%)

0.3 (2.2%)

o3
0330 Synyayenty 02321 e

1 1 1 : 1 : 1
16 14 12 10 8 6
Binding energy, eV

Fig. 6. Unfolding of the spectrum obtained in the region of
the Tt states of graphite on Ni(111) after silver intercalation
for different values of the total Ag surface concentration.
hy/h,is the intensity ratio of intercalated (h,) and noninter-

calated (h,) states of the GM on Ni(111).

fit the experimental curve by the sum of two such com-
ponents. To do this, the Testate peak was decomposed
(after subtracting the background) into two constituent
Gaussians, with their half-width serving as a fitting
parameter. The result of this unfolding is shown in
Fig. 6. The dashed lines display the contributions from
each of the components, and the solid line describes
their sum, which in most cases is seen to be in good
agreement with the experiment. The decompositions
made with other positions of the maxima (not 10.2 and
9.0) do not agree with the experiment, which provides
acompelling argument for the validity of the above rea-
soning.

Assuming that the concentration of the silver that
penetrated under the GM on Ni(111) for the final state
is 1 ML and that the silver is uniformly distributed
under the GM, therelative contribution from the second
(low-energy) component of the 1t states to the total
spectrum should correlate with the fraction of the GM
bound to the Ni(111) substrate through the Ag atoms.
This suggests that, to ensure efficient penetration of
~1 ML of Agunder the GM for the given method of for-
mation of the system, one should preliminarily deposit
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Fig. 7. Photoelectron spectra (normal emission) obtained
under Ag deposition on GM/Ni(111) at room temperature.
Top spectrum corresponds to the system with © = 2.7 MLs
heated to T = 375°C. Dashed lines correspond to maxima of
the two components of the graphite T-state peak. Inset
shows decomposition of the graphite Te-state peak into two
components corresponding to the intercal ated and noninter-
calated states of the GM on Ni(111) for a silver concentra-
tion of 1.8 ML.

three to four MLs of silver on the GM/Ni(111) surface.
The assumption that Ag is present under the GM in a
monolayer concentration appears reasonable. Indeed,
after the second component of the Ttstates has saturated
(with a preliminary coverage of 34 MLS), there is
practically no change in the structure of the peak and in
its intensity and energy with increasing ©. At the same
time, further decay of the Ni d state peak in intensity
with the thickness of the predeposited Ag layer increas-
ing to 11 MLs may indicate an increase of the interca-
lated silver layer in thickness.

Thus, the above experimental dataand their analysis
may be considered an additional argument for silver
intercalation under aGM grown on Ni(111). Moreover,
the reasoning presented here shows convincingly that
the intercalation process is indeed accompanied by a
complex behavior of the metal deposited on
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GM/Ni(111), including intercalation of the materia
and its coalescence and migration. At the same time, it
should be stressed that the GM itself in this systemisa
fairly stable formation and retains its geometric and
electronic properties in the course of these processes.

In order to study the temperature dependence of the
intercalation process, an attempt was undertaken to
detect Ag intercalation at room temperature. This was
done by successive deposition of small amounts of sil-
ver on GM/Ni(111) without intermediate heating (the
total amount of the deposited material was © =
2.7 MLs). The results obtained are displayed in Fig. 7.
The bottom spectrum shows the state of the origina
GM/Ni(111) system, and the subsequent spectra show
its evolution with increasing silver coverage. Asin the
case with intermediate heating of the system, this
experiment also reveals a broadening of the peak
accompanied by a shift toward lower binding energies.
Although the increase in the half-width and the shift of
the graphite rtstates are less obvious, the corresponding
treatment of the data enables us to unfold the peak of
graphite Tt states into two constituents with the same
binding energies asderived earlier. Thisimpliesthat the
pattern of the relevant processes remained unchanged.
Theinset in Fig. 7 demonstrates this type of treatment.
Deconvolution of the graphite Testate peak into compo-
nents performed for a spectrum corresponding to atotal
coating thickness of 1.8 ML reveals a shifted peak of Tt
states, which indicates the presence of silver under the
GM. The datarelating to the system obtained by depos-
iting silver on the sample without heating suggest that,
while the temperature factor plays an important part in
intercalation, the intercalation process itself is not of
activated character; in other words, insertion of silver
atoms under the GM takes place aready at room tem-
perature. Annealing the system only intensifies the
intercalation process (see the top spectrum in Fig. 7).

Thetotality of our data also shows that intercalation
of one silver atom changes the electronic structure of
only the nearest hexagon located above it in the graph-
ite layer (or in its nearest neighbor environment),
whereas the other carbon atoms remain strongly
bonded to the Ni surface. This means that, in penetrat-
ing under the GM over the boundaries of graphite
islands and propagating in the space between the GM
and the Ni(111) surface, the Ag atoms do not affect the
total area of the substrate surface. They most probably
coalesce in dense formations near the boundaries of
graphite domains to produce a separate intercalated
graphite-coating phase and a phase of the graphite layer
residing in its original state. This behavior is reflected
in the spectra in the form of two components of the
graphite Te-state peak in the intermediate intercalation
stages. Thus, decomposition of the graphite T-state
peak and estimation of the relative magnitude of the
shifted and unshifted components, as performed in
Fig. 6, provide the fraction of the GM surface under
which silver has penetrated.
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To sum up, systems obtained both by simultaneous
deposition of large amounts of silver and by alternation
of the deposition—annealing cycles, aswell as by inter-
calation at room temperature, revealed the presence of
two phases of existence of a graphite layer in various
stages of formation. These two phases correspond to
the position of the graphite layer hexagons above the
inserted silver atoms or, as before, bonded directly to
the Ni(111) substrate.

It should be pointed out that heating a system
obtained by step-by-step deposition of silver at room
temperatureto T = 375°C does not produce a spectrum
of a clearly pronounced intercalant (Fig. 7). The peak
due to the Tt states of graphite remains diffuse; i.e., at
given concentrations © = 2.7 MLs) of silver predepos-
ited a room temperature, a substantial contribution
under heating comes from the accumulation of silver
atomsin islands on the GM surface, afactor hindering
completeintercalation of the system. If the Ag coverage
isincreased to surface concentrations of the order of 7—
10 MLs (i.e., with silver coating practically the entire
surface), the spectrum obtained after annealing of the
system becomes similar to the spectra presented in
Figs. 3 and 4. Summing up, one can say that the contri-
bution from the processes giving rise to silver coales
cencein islands at low concentrations of deposited sil-
ver is quite high, a factor substantialy hindering the
intercalation process, which requires the presence of a
certain amount of silver atoms near the boundaries of
the graphite domains. At large coverages, the silver
concentration (despite the competing coal escence pro-
cess) becomes high enough for efficient intercalation.

5. CONCLUSIONS

The results of our studies can be summed up as fol-
lows:

(1) We have obtained direct evidence of the interca-
lation of silver under a graphite monolayer formed on
the Ni(111) surface. Silver atoms penetrate into the
interlayer space between the GM and Ni(111), thus
blocking (substantially reducing) the strong covalent
bonding between the GM and the substrate. As aresult,
the electronic structure of the valence band of the
GM/Ag/Ni(111) system formed reveals a genera shift
of the graphite T-state peak toward lower binding ener-
gies by 1.0-1.5 eV, depending on the actual positionin
the Brillouin zone. The graphite-like character of the T
band dispersion is retained. The spatial position of the
layers of the elements making up the system, namely,
C, Ag, and Ni, was established. The system formed was
described as a set of layers of graphite and silver and a
nickel substrate surface, with metal being present at the
same time at boundaries of graphite domains in the
form of islands.

(2) We have shown that, in the initial stages of silver
intercalation under a GM, the system surface area can
be divided into two parts, with and without intercalated
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silver atoms, with different electronic structure of the
valence bands. It was established that the changesin the
spectrain the region of the graphite Tt states can be con-
sidered a superposition of two components correspond-
ing to the clean and saturated states of the system, with
their characteristic binding energies. The experimental
data obtained enable one to follow the evolution of the
electronic structure of the system with variation of the
silver concentration under the GM.

(3) It has been established that silver intercalation
under a GM on Ni(111) follows the same scenarios
under repeated deposition—annealing cycles and under
silver deposition at room temperature. Increasing the
temperature only intensifies the process of adsorbate
penetration into the interlayer space.

(4) 1t has been shown that the graphite monolayer in
this system is a sufficiently stable formation and retains
its main geometric and electronic properties in the
course of intercalation.
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Abstract—This paper reports on the results of investigationsinto the photoconducting properties of amorphous
molecular semiconductors based on films of two types: (i) poly(styrene) films doped with epoxypropylcarba-
zole (EPC) and a cationic polymethine dye (PD1) and (ii) poly(styrene) films doped with tetranitrofluorenone
(TNF) and an anionic polymethine dye (PD2). Films of thefirst type possess p-type conductivity, whereasfilms
of the second type exhibit n-type conductivity. It isfound that, for films with n-type conductivity, unlike films
with p-type conductivity, the activation energy of photogeneration of mobile charge carriers decreases with a
decrease in the optical wavelength in the absorption range of the dyes. The possible mechanisms of the influ-
ence of the photoexcitation energy on theinitial distance between charge carriersin electron-hole pairsare ana-
lyzed. The inference is made that, when the excess thermal energy of excited dye molecules dissipates at alow
rate, the distance between the photogenerated el ectrons and photogeneration centers increases as compared to
the distance between the photogenerated holes and photogeneration centers due to the electron—nucleus inter-

action. © 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

Since amorphous molecular semiconductors can
change their optical and electrical characteristics under
exposure to light in the visible and near-IR ranges,
these materials are widely used as media for recording
and displaying optical information, converting solar
energy, and controlling light emission [1-3]. Amor-
phous molecular semiconductors are solid solutionsin
which molecules have no trang ational symmetry [4]. In
the general case, these semiconductors can be consid-
ered true solutions that involve three types of com-
pounds in a neutral film-forming binder. Molecules of
two compounds in a solid solution form transfer bands
of electrons and holes, whereas molecules of the third
compound serve as centers of photogeneration and (or)
recombination of charge carriers. The electron-transfer
band is formed by the lowest unoccupied molecular
orbitals (LUMOs) of molecules that possess acceptor
properties and are separated by a mean distance R, =

N;ﬂ3 (where N, is the concentration of acceptor mole-

cules in an amorphous molecular semiconductor). The
hole-transfer band is formed by the highest occupied
molecular orbitals (HOMOs) of molecules that exhibit
donor properties and are separated by a mean distance

R,= Ny v (where Ny isthe concentration of donor mol-

eculesin an amorphous molecular semiconductor). The
electronic levels of the molecules forming the charge-
transfer bands are not split and remain local. Note that,

in this case, the locdization length a,, of the electron
wave functions of acceptor molecules can differ from
the locadization length a, of the hole wave functions of
donor molecules.

The transport of charge carriersin the transfer band
occurs through tunneling transitions between local lev-
els of the molecules. The mgjority of the amorphous
molecular semiconductors used in practice [5] (with
only afew exceptions [4]) are characterized by the fol-
lowing empirical dependences of the electron mobility
H, and the hole mobility p, in the corresponding trans-
fer bands on the external electric field strength E and
the temperature T:

W, ORZexp(—2R,/a,)

1
x exp(~(Won — BE"?) (LT = 1/To)/kg), @

H, O RE exp(-2R,/a )
x exp(—(Wop — BE"?) (1T = 1/To) kg).

Here, W, and W, are the activation energies of the
electron and hole mobilitiesin a zero electric field (E =
0), respectively; B is the coefficient numerically coin-
ciding with the theoretical value of the Pool—Frenkel
constant; kisthe Boltzmann constant; and T, isthetem-
perature corresponding to the intersection point of the
experimental dependences (extrapolated to the high-

temperature range) of log(u,) and log(p,) on T at

)
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different dectric-field strengths E. It is worth noting
that the first factor in relationships (1) and (2) has a
form similar to the expression for the probability of the
tunneling transition of an electron between localized
states. Furthermore, the second factor has aform simi-
lar to the expression for the probability that, during its
motion in an external electric field, the charge carrier
overcomes the potential barrier produced by an oppo-
sitely charged center. Consequently, the transport of
charge carriers within the transfer bands can be treated
as a process involving diffusion inside molecules and
hoppings (tunneling) between these molecules.

When a photon with energy hv isabsorbed by apho-
togeneration center in an amorphous molecular semi-
conductor, an electron and ahol e appear to be separated
and can |leave the photogeneration center. In this case,
the electron and the hole pass into the corresponding
charge-transfer band and form a Coulomb-bound elec-
tron—hole pair with an initial distance r, between
charge carriers. The quantum yield @, of the formation
of an electron-hole pair is determined by the intramo-
lecular conversion and interconversion of the molecule
of the photogeneration center, the ratio of the HOMO
and LUMO energies of the photogeneration center to
the energies of the corresponding molecular orbitals of
the molecules forming the electron-transfer and hole-
transfer bands, steric factors, the distance from the pho-
togeneration center to the molecules of the transfer
bands, and the spin conversion in the electron—hole
center. The charge carriers in the electron—hole center
either can be widely spaced, thus producing free non-
equilibrium photoconduction centers, or can recombine
at the photogeneration center. For the majority of amor-
phous molecular semiconductors, the quantum yield n
of photogeneration of free charge carriers can be repre-
sented by the empirical relationship [5]

n 0®,RRyexp(—R,/a,—Ryq)
i ©)
x exp(—(Wopy — BEY?) (/T = 1/Tg)/ks),

where Wy, IS the activation energy of photogeneration
of freecharge carriersin azero el ectricfield (E=0) and
T, is the temperature corresponding to the intersection
point of the experimental dependences (extrapolated to
the high-temperature range) of log(n) on 1/T at differ-
ent eectric-field strengths E. It should be noted that,
according to the model of two-stage photogeneration of
charge carriers through the formation of electron—hole
pairs and their dissociation, the activation energy Wopy
can be identified with the energy of the Coulomb inter-
action between the electron and the hole in the elec-
tron—hole pair [1, 5]:

Wopy = Q°/ATtEET @)

where g is the elementary charge, €, is the permittivity
of free space, and € is the permittivity.
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The above scheme of photogeneration, transfer, and
recombination of charge carriers in amorphous molec-
ular semiconductors very roughly reflects the real situ-
ation, but it is sufficient for demonstrating the substan-
tial differences between these processes and those
occurring in crystalline and amorphous vitreous semi-
conductors. This scheme can serve as an illustration of
the possible ways of preparing amorphous molecular
semiconductors used both in media for recording opti-
cal information (electrography, holography) and in
photoel ectric converters. The basic requirement placed
on these semiconductor materials consistsin increasing
the efficiency of photogeneration of electron-hole pairs
with a maximum initial distance between charge carri-
ers. However, the problem concerning the dependence
of these parameters on the type of charge carrier (ahole
or an electron) that isthe first to | eave the photogenera-
tion center during the formation of an electron-hole
pair has received little attention in the literature. At the
same time, this problem could turn out to be important,
because an electron escapes from an excited center of
photogeneration upon intermolecular electronic transi-
tion from the LUMO of this center to the LUMO of an
acceptor molecule, whereas a hole escapes upon inter-
molecular el ectronic transition from the HOMO of the
donor molecule to the HOMO of the photogeneration
center. These processes are not identical, especialy as
the electron occupying the LUMO of the photogenera-
tion center rather than the HOMO of the donor mole-
culeisinvolved in relaxation of the excited state of the
center. In this respect, the purpose of the present work
was to elucidate how the activation energy of photoge-
neration of free charge carriers and the initial distance
between charge carriers in electron-hole pairs depend
on the type of photogenerated carries (electrons or
holes) and also to refine the model of photogeneration
of electrons and holes.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

For this purpose, we prepared amorphous molecular
semiconductors based on films of two types:
(i) poly(styrene) (PS) films doped with a cationic poly-
methine dye (PD1) and epoxypropylcarbazole (EPC) as
an electron donor and (ii) poly(styrene) films doped
with an anionic polymethine dye (PD2) and tetranitrof-
luorenone (TNF) as an electron acceptor. The structural
formulas of the dopant molecules are presented in
Fig. 1.

Poly(styrene) films are transparent, do not exhibit
intrinsic photoconductivity in the visible and near-IR
ranges, can easily be prepared, and are convenient
objects for investigating the intermol ecul ar interactions
upon their doping with organic compounds. Polyme-
thine dyes serve as sensitizers of photoconductivity and
electroluminescence in photoconducting polymers,
because they can efficiently convert the luminous
energy, are characterized by intense absorption and
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Fig. 1. Structura formulas of (a) cationic polymethine dye,
(b) anionic polymethine dye, (c) epoxypropylcarbazole, and
(d) tetranitrofluorenone molecul es.

luminescence bands over awide spectral range [6], and
are suitable for simulating the dependences of the pho-
toelectric properties of amorphous molecular semicon-
ductors on the molecular structure. The choice of the
polymethine dyes PD1 and PD2 as the objects of our
investigation was madefor the following reasons. Inthe
visible range, the shapes and maxima of the electronic
absorption spectra of these dyes in poly(styrene) films
are similar to each other (Fig. 2) and are determined by
only one electronic transition. On the other hand, in
amorphous molecular semiconductors, the PD1 dye
molecules play the role of photogeneration centers of
holes, whereas the PD2 dye molecules serve as photo-
generation centers of electrons. The last circumstance
is associated both with the opposite electrical charges
of the colored ionic organic structures PD1 and PD2
and with the substantial differenceintheir HOMOsand
LUMOs [7]. Amorphous molecular semiconductors
containing carbazol e groups possess p-type conductiv-
ity, and films based on poly(N-vinylcarbazole) or
poly(N-epoxypropylcarbazole) have found wide appli-
cation in holographic and electrographic recording
media [1, 4]. Therefore, polymer films doped with the
EPC monomer are convenient model objects for usein
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Fig. 2. (1, 2) Optical absorption spectraand (3, 4) photolu-
minescence spectra of the polymer films: (1, 3) PS +
30 mol % EPC + 1 mol % PD1 and (2, 4) PS + 20 mol %
TNF + 1 mol % PD2.

studying the intermolecular transfer of holes. Fluo-
renone-based el ectron acceptors are used for providing
n-type conductivity in amorphous molecular semicon-
ductors, and, consequently, polymer films doped with
TNF are appropriate for investigating the intermolecu-
lar transfer of electrons.

In order to determine the dependences of the activa-
tion energy of photogeneration and the initia distance
between charge carriers in electron-hole pairs on the
type of mobile carriesthat are thefirst to leave the pho-
togeneration centers upon the formation of electron—
hole pairs, the activation energies of photogeneration of
holes and electrons were investigated as functions of
the electric field strength E and the wavelength of light
used for photogenerating charge carriers. The activa-
tion energy of photogeneration of holes W, was deter-
mined for the films PS + Ny mol % EPC + N; mol %
PD1 with unipolar p-type conductivity, whereas the
activation energy of photogeneration of electrons Wpye
was obtained for the films PS + N,mol % TNF +
N, mol % PD2 with unipolar n-type conductivity.

The optical absorption, photoluminescence, and
photoconductivity spectra of the polymer films PS +
Ng mol % EPC + N; mol % PD1 and PS + N, mol %
TNF + N, mol % PD2 were measured in the wavelength
range A = 400-1000 nm. The concentrations of donors
Ng, acceptors N, and dyes N, or N, were varied from
zero to 30, 20, and 1% with respect to the polymer
weight, respectively. The samples to be studied were
prepared by drying polymer solutions with dopants in
dichloroethane, which were spread over the surfaces of
glass substrates either with an SnO, transparent con-
ducting layer or without this layer. The drying was per-
formed in adesiccator at atemperature of 80°C for 4 h.
The thickness of the polymer films prepared was mea-
sured with the use of an M11-4 interference microscope
and was equal to 0.6-3 um. The samples without con-
ducting layers were used for recording the spectra of
the absorption coefficient k and the photoluminescence
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intensity |, of polymersfilms on aKSVIP-23 spectro-
metric computer complex. In order to prepare samples
with a sandwich structure, an aluminum film was ther-
mally evaporated on the surface of polymer film sam-
ples with SnO, layers in a vacuum chamber. The sand-
wich samples thus prepared were used to measure the
photocurrent density jpy upon exposure to monochro-
matic light. For these purposes, the samples were
exposed to monochromatic light from an incandescent
lamp with a set of optical filters. The light intensity |
was varied in the range 0.2-5 W/m? with the use of neu-
tral optical filters. The strength E of the electric field
induced in the polymer films by applying the electrical
voltage across the Al and SnO, contacts was measured
in the range (1-20) x 10’ V/m. The kinetics of photo-
conduction during irradiation and after its termination
was recorded on a storage oscilloscope. The depen-
dences of the photocurrent density jp, on the electric
field strength E and the temperature T were measured
using the samples placed in athermostat with an optical
window whose temperature could be changed from 293
to 343 K. The activation energies of photogeneration of
holes Wy, and electrons Wpy, Were determined from
the experimental temperature dependences of the pho-
tocurrent density jpy.

3. EXPERIMENTAL RESULTS

The polymer films PS + Ny mol % EPC do not
exhibit optical absorption in the wavelength range A >
400 nm. As can be seen from Fig. 2, the optical absorp-
tion spectra of the polymer films PS + N, mol % TNF
are characterized by the red fundamental absorption
edge of TNF (curve 2) [5]. The absorption coefficient K
increasesin direct proportion with the acceptor concen-
tration N,. However, the shape of the absorption band
with an increase in the acceptor concentration remains
unchanged. This suggests that the EPC and TNF mole-
cules have a weak tendency toward aggregation in the
poly(styrene) films [6]. Therefore, these films can be
treated as solid solutions. In the sandwich samples con-
taining the polymer films PS + Ny mol % EPC and PS +
N, mol % TNF, no photocurrent is observed in the stud-
ied ranges of electric field strengths E, temperatures T,
and wavelengths A.

The optical absorption spectra of the polymer films
PS + Ny mol % EPC + N; mol % PD1 and PS +
N, mol % TNF + N, mol % PD2 exhibit new absorption
bands (Fig. 2, curves 1, 2) due to the el ectronic absorp-
tion of PD1 and PD2, respectively. The normalized
absorption and photoluminescence spectra of these
dyes have a symmetric shape and only dightly change
with avariation in the dopant concentration in poly(sty-
rene). Analysis of the above spectra shows that the
effects of dye aggregation and the formation of charge-
transfer complexes between EPC and PD1 or TNF and
PD2 are insignificant in the films under investigation.
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Therefore, these films can also be considered solid
solutions.

In the sandwich samples with the polymer films
PS+ Ny mol % EPC + N; mol % PD1 and PS +
N, mol % TNF N, mol % PD2, the photoconductivity is
observed in the absorption range of the dyes. After the
onset of exposure of these samples to monochromatic
light in an external eectric field, the electric current in
the amorphous mol ecular semiconductor increases and,
within 40-60 s, reaches a quasi-stationary value jpy,
which only dlightly changes in the course of further
exposure. After termination of exposure, the electric
current decreases. The kinetic curves characterizing the
rise and relaxation of the photocurrent are symmetric.
At constant values of E and I, the photocurrent density
Jjpn 1NCreases with an increase in the concentration Ny
and (or) N,. The dependences of the photocurrent den-
sity jpy On the electric field strength E can be approxi-
mated by straight lines in the EY°ogjp, coordinates
and then can be analytically described by an expression
similar to relationship (3). The activation energies of
photocurrent Wy, and Weye, Which were calculated
from the slopes of the dependences of logjpy on UT,
decrease with an increase in the electric field strength
E. The dependences Wp,(E) and Wpy(E) in the
EY2-Wayy, and EY>-Wg,, coordinates exhibit a linear
behavior, and their slopes are equal to (4.8 + 0.3) x
105 eV (V/m)=“2 which is close to the Pool—-Frenkel
constant [4, 8]. The portions of these dependences
extrapolated to E = 0O intersect the axis of ordinates.
This allows one to determine the activation energies of
photogeneration of holes and €l ectrons Wopy, and Wopye
in a zero electric field and to calculate the distances
between charge carriers in electron-hole pairs before
dissociation.

However, a decrease in the wavelength A at constant
electric field strengths E leads to an insignificant
change in the activation energy of hole photogeneration
Wey, and adecrease in the activation energy of electron
photogeneration W It turned out that, as the wave-
length A decreased, the activation energy of hole photo-
generation and the initia distance r, between charge
carriersin electron-hole pairs only slightly changed for
the polymer films PS + Ny mol % EPC + N; mol % PD1,
whereas the activation energy of electron photogenera-
tion decreased and the initial distance r,. between
charge carriers in electron-hole pairs increased for the
polymer films PS + N, mol % TNF + N, mol % PD2.
For example, at optical wavelengths of 540, 445, and
420 nm, we obtained Wop, = (0.97 + 0.05) eV and
fp=5.6% 0.1 A for samples with the polymer films
PS + 30 mol % EPC + 1 mol % PD1. For samples with
the polymer films PS + 20 mol % TNF + 1 mol % PD2
upon exposure to light at the same wavelengths, we
obtained the following parameters. Wyppe; = (1.05 *
0.05) eV and ro; = (5.4 + 0.1) A at A= 540 nm,
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Woprez = (0.72 = 0.05) eV and ro, = (7.8 £ 0.1) A at
A =445 nm, and Woppes = (0.54 £ 0.05) eV and rog =
(10.5+ 0.1) A at A = 420 nm. Note that the distances
between charge carriersin electron—hole pairswere cal-
culated using the permittivity € = 2.55 for poly(styrene)
under the assumption that this quantity is approxi-
mately equal for different electron—hole pairs. Indeed,
since the samples under investigation can be treated as
solid solutions, the nearest environments of donor,
acceptor, and dye molecules predominantly contain
monomer units of the poly(styrene) solid binder.

4. DISCUSSION

Thus, it is established that the experimental depen-
dences of logjpy on EY2 exhibit a linear behavior, the
coefficient B in relationship (3) is close to the theoreti-
cal value of the Pool—-Frenkel constant, and the depen-
dences of jp, on E can be described by relationship (3)
for amorphous molecular semiconductor films with
polymethine dyes PD1 and PD2. Therefore, the experi-
mental results obtained for these films can be analyzed
inthe framework of the previously devel oped models of
photogeneration and transfer of charge carriers in
amorphous molecular semiconductor films [4, 8].
According to the model concepts, the photogeneration
of charge carriers from photogeneration centers (in our
case, the role of photogeneration centers is played by
dye molecules) proceedsin two stages. At thefirst stage
of the photogeneration, the absorption of a photon by a
dye molecule leads to the formation of a bound elec-
tron—hole pair. At the second stage of the photogenera-
tion, the electron-hole pair dissociates into free charge
carriers under the action of heating and an externa
electric field.

The first and second stages of the photogeneration
are completed at the instant of time when, after absorp-
tion of a photon by the photogeneration center, the
charge carrier transferred from this center (dye mole-
cule) to amolecule of the corresponding transfer band
reaches thermal equilibrium with the environment.
Prior to this instant of time, the following processes
occur in sequence: (i) absorption of the photon and
excitation of the dye molecule, (ii) intramolecular con-
version in the excited dye molecul e and the intermol ec-
ular electronic transition from the dye molecule to a
molecule of the corresponding transfer band, and
(iii) partial dissipation of the energy of the excited dye
molecule and (or) the charge carrier escaping fromit. It
is owing to these processes that the charge carrier can
appear to be either at a shorter distance or at a longer
distance from the photogeneration center. In the exper-
iments, this difference manifestsitself in different acti-
vation energies of photogeneration in a zero electric
field. In this respect, in order to explain the weak
dependence of the activation energy for photogenera-
tion of holes on the wavelength of light used for photo-
generating charge carriers, on the one hand, and the
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Fig. 3. Diagram of electronic transitions during photogener-
ation of holes and electrons. HOMO 1 is the highest occu-
pied molecular orbital of donor molecules;, LUMO 2 isthe
lowest unoccupied molecular orbital of acceptor molecules;
and HOMO 3 and LUMO 3 are the highest occupied and
lowest unoccupied molecular orbitals of dye molecules,
respectively.

experimentally observed decrease in the activation
energy for photogeneration of electronswith adecrease
in the wavelength, on the other hand, we will analyze
the possible mechanisms of formation of electron-hole
pairs.

In the visible range, the PD1 and PD2 dyes used in
the aforementioned experiments are characterized by
only one electronic transition. In the temperature range
covered, this transition for an individual dye molecule
can beinterpreted as the intramol ecular transition of an
electron from the lower vibrational level of the HOMO
to the ith discrete vibrational level of the LUMO. The
correlation between the processes of dissipation of the
excitation energy and photogeneration of charge carri-
ers can be illustrated by the diagram shown in Fig. 3.
For this purpose, we introduced the following designa-
tions: hv; and P; are the photon energy and the effi-
ciency of photoexcitation of a dye molecule from the
singlet ground state S, to the unrelaxed singlet excited
state S, respectively; N; isthe concentration of dye mol-
eculesintheunrelaxed state S; hv, isthe photon energy
corresponding to the 0-0 transition; U = hv; —hv, isthe
difference between the photon energies of excitation
and 0-0 transition; k, isthe rate constant of theinternal
conversion of the excited dye moleculefromthe § state
to the S, state; ky, is the rate constant of the dissipation
of the energy U to the environment; kg, and ks are the
rate constants of the nonradiative and radiative S-S,
transitions, respectively; n; isthe concentration of elec-
tron-hole pairs in which the charge carrier in a mole-
cule of the corresponding transfer band is formed
through the intermolecular electronic transition from
the S state or has a potential energy identical to that of
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the electron in this state and islocated at the distancer,
from the photogeneration center; k; is the rate constant
of the formation of an electron-hole pair from the §
state; k; isthe rate constant of the recombination of an
electron-hole pair through the § state; and ky; is the
rate constant of the diffusion of charge carriers in the
corresponding transfer band outward from the photoge-
neration center.

For the mgjority of organic dyes and related com-
pounds, the relaxation of excited states to the ground
state proceeds in the course of the S—§, transition [6].
Therefore, it can be assumed that the energy U of the
excited dye molecule dissipates either through the
transfer of the energy of thermal vibrations from this
dye molecule to adjacent molecules[9] or as aresult of
an increase in the kinetic energy of the charge carrier
upon intermolecular electronic transition during the
formation of an electron—hole pair [10]. The latter case
was considered in [10] for explaining the dependences
of the activation energy Wype and the distance ry, on
the photon energy hv; for organic crystals. In [10], it
was assumed that electrons are photogenerated from
the highest excited states of molecules. In the course of
the formation of an electron-hole pair, the electron
moves away from the photogeneration center in the
conduction band of the crystal and loses excess kinetic
energy due to the el ectron—phonon interaction with the
crystal lattice. An increase in the excitation energy is
accompanied by an increasein the kinetic energy of the
electron and in the distance r,.. However, in our earlier
works [11-13], we demonstrated that the intermol ecu-
lar electronic transitions upon photogeneration or
recombination of charge carriers in amorphous molec-
ular semiconductors occur through electron tunneling
between two molecules, namely, between the photoge-
neration center and the molecule of the corresponding
transfer band. Thisimpliesthat, when the charge carrier
moves away from the photogeneration center, the
energy of this carrier changes only as a result of the
interaction with the electron—nucleus system of mole-
cules involved in the corresponding transfer band.
Moreover, it should be emphasized once again that
amorphous molecular semiconductors differ from
organic crystals in that their molecules in the transfer
bands have no translational symmetry, do not form
broad energy bands and, at |ow concentrations, are sur-
rounded by the polymer binder.

The mechanism of photogeneration of charge carri-
ers in amorphous molecular semiconductors can be
refined using a system of kinetic equations describing
the changes in the concentrations of excited dye mole-
cules and electron-hole pairswith variationsin the dis-
tancer between the charge carriers:

—Ni(ky + (Ksy + Ks) &1 + ki),
dni/dt = Nik; + n;_1Kp; 1 —ni(k; + Kp;), (6)

)
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whered,;=1(i=1and0(i > 1).

Theinternal conversion and the S-S, transitions are
competing processes in the course of the formation of
an electron—hole pair from excited states of the photo-
generation center. Let us now analyze the system of
equations (5) and (6) for different relationships
between the rate constants of the corresponding pro-
Cesses.

(1) For k;, > k and (kg, + ko) > k;, electron—hole
pairs cannot undergo photogeneration, because the
relaxation of excited states and the S—S, transition are
the fastest processes.

(2) For ky > k, >k > (kg, + ko), the electron transfer
from the excited dye molecul e to the acceptor molecule
can occur only from the S, state irrespective of the pho-
toexcitation energy. The excess energy U is completely
dissipated by the time the electron—hole pair is formed.
For holes and electrons, the concentration distributions
of electron—hole pairs over distances between charge
carriers in the pairs are described by a delta function
and these distributions do not depend on the photon
energy hv;. Most likely, this is not the case for our
experiments, because such a dependence on the photon
energy hv; is observed for amorphous molecular semi-
conductors based on the polymer films PS + 20 mol %
TNF + 1 mol % PD2.

(3) For k > ky >k, > (kg, + kg), the excited center
of photogeneration has no time to undergo an internal
conversion within the time interval between the absorp-
tion of the photon with energy hv; and the formation of
an electron—hole pair; in this case, the electron is
involved in an intermolecular transition from the §
excited state during the formation of an electron-hole
pair. Upon photogeneration of a hole, the intermol ecu-
lar transition occurs through the transfer of an electron
from the HOMO of the donor molecule (in the hole
transfer band) to the partially occupied HOMO of the
dye molecule located at the distance r, from the donor
molecule (Fig. 3). Since the photoexcitation energy hv;
does not affect the HOMO energy of the donor and dye
molecules, the distance ro, does not depend on the
energy hv,. Thisinference is confirmed by our experi-
mental data obtained for samples with the polymer
films PS + 30 mol % EPC + 1 mol % PD1, for which an
increase in the energy hv does not lead to a change in
the activation energy of photogeneration of charge car-
riers.

For the above relationship between the rate con-
stants with alowance made for the tunneling mecha-
nism of formation of electron-hole pairs, it can be
expected that the electron escaping from the excited
dye molecule should transfer to the acceptor molecule
(in the electron transfer band) located at a distance rog
from the dye molecule. Consequently, an increase in
the photon energy should result in an increase in the
distance between the photogeneration center and the
electron (Fig. 3). However, in the case of samples with
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the polymer films PS+ N, mol % TNF + N, mol % PD2,
the increase in the distance ryy with an increase in the
photon energy hv; is not nearly so appreciable as could
be expected. In particular, for sampleswith the polymer
films PS + 20 mol % TNF + 1 mol % PD2 upon expo-
sure to light at wavelengths of 540, 445, and 420 nm,
the activation energies of photogeneration of electrons
inazero electric filed and the distancesr should be as
follows: Wopye; = 1.05 €V and roey = 54 A at A =
540 NnM, Wyprez = 0.56 €V and roe, = 10.1 A at A =
445 nm, and Wyppes = 0.4 €V and ros = 14.2 A at A =
420 nm. Here, the activation energy of photogeneration
of electronsis determined asthe difference between the
activation energy of photogeneration upon the forma-
tion of an electron—hole pair from the S, state and the
energy hv; — hv,. The photon energy hv, is calculated
from the wavelength A corresponding to the intersec-
tion point of the normalized dependences of the absorp-
tion coefficient and the photoluminescence intensity for
the amorphous molecular semiconductor films (Fig. 2).
The distancesr o, and r 3 thus cal culated turned out to
be substantially larger than those determined from the
experimental temperature dependence of the photocur-
rent density jpy.

(4) For ky > k >k, > (kg, + kg), the excited center of
photogeneration has time to undergo an internal con-
version within the time interval between the absorption
of the photon with energy hv; and the formation of an
electron—hole pair. The formation of an electron—hole
pair from the S; excited state occurs concurrently with
the dissipation of thethermal energy U. In the course of
intermolecular vibrational relaxation, the excited mole-
cule of the photogeneration center nonradiatively trans-
fersexcessabsorbed light energy to vibrational states of
the surrounding polymer molecules. The higher the
mobility of polymer chains and the higher the elasticity
of the polymer, the more efficient the transfer of the
excess vibrational energy (heat transfer) from the dye
molecule to polymer molecules and donor and (or)
acceptor molecules [14]. This can lead to a consider-
able increase in the distance between the charge carri-
ersintheeectron—holepair, because theintermolecular
electronic transition proceeds between the molecule of
the photogeneration center and molecules of the trans-
fer band, which, at thermal energies U > 0, are not at
therma equilibrium and have excess vibrational
energy. The excess thermal energy depends on the dis-
sipation mechanism and the distance from the photoge-
neration center and favors an increase in the distance
between the mobile charge carrier in the electron-hole
pair and the photogeneration center to a distance at
which all the molecules are at thermal equilibrium. For
identical energies U, mechanisms of dissipation of
excess thermal energy, rate constants k; and k, and
numbers of molecules forming the nearest environment
of anindividual molecule, the distancer, islarger than
the distance rq,. This difference can be explained as
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Fig. 4. Dependences of d(n/ng)/dr on r for amorphous

molecular semiconductors based on the films (1, 2) PS +
30 mol % EPC + 1 mol % PD1 and (3, 4) PS + 20 mol %
TNF + 1 mol % PD2 under exposureto light at wavelengths
of (1, 3) 445 nm (U = 0.49 eV) and (2, 4) 420 nm (U =
0.65eV).

follows. In the course of photogeneration of electrons,
the intermolecular electronic transitions occur between
“hot” and “cold” molecules. On the other hand, during
the photogeneration of holes, the intermolecular transi-
tions proceed through the transfer of an electron from
the HOMO of the donor molecule (in the hole transfer
band), which is located far from the photogeneration
center and acquires a small excess of thermal energy
from it. Therefore, the hole moves away from the pho-
togeneration center through the intermolecular elec-
tronic transitions between cold and hot molecules.

It is important to note that the distribution of elec-
tron-hole pairsover distancesr between charge carriers
cannot be described by adelta function and depends on
the thermal energy U. Figure 4 shows the numericaly
simulated distribution functions ny(r) at different ener-
gies U for amorphous molecular semiconductors based
on the polymer films PS + 30 mol % EPC + 1 mol %
PD1 (curves 1, 2) and PS + 20 mol % TNF + 1 mol %
PD2 (curves 3, 4). These distribution functions were
obtained by solving the system of equations (5) and (6)
under the following conditions: T =293 K, k; < k;, k ~
ks =5 x 10'° s1 [6], the number of molecules forming
the nearest environment of an individual molecule is
equa to six, and ky = vpexp[-A(Ur; -
Ur,, )/Arige(kg T + U/M)]. Here, € = 2.55; vy isthefre-
guency factor, which accounts for the diffusion of
charge carriers inside molecules and the tunneling of
charge carriers between molecules (this factor was
taken to be close to 10* s [12]); and mis the number
of events of dissipation of the thermal energy U from
molecules by the instant of timet with the rate constant
ky =5 x 10'°s1[9]. The thermal equilibrium condition
was assumed to be U/mkg = 1 K. It was found that, as
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the energies hv and U increase, the mean distance
between the photogenerated electron and the photoge-
neration center increases to a greater extent than the
corresponding distance in the case of photogeneration
of holes. Thisisin agreement with the aforementioned
experimental dependence of the photocurrent density
je ON the temperature for the amorphous molecular
semiconductors under investigation.

5. CONCLUSIONS

Thus, the performed analysis of the experimental
results made it possible to interpret the dependences of
the activation energy for photogeneration of charge car-
riers in amorphous molecular semiconductors on the
optical wavelength and to propose practical recommen-
dations for the choice of amorphous molecular semi-
conductor materials with a high quantum yield of pho-
togeneration of charge carriers in the short-wavelength
range of the optical absorption spectrum. It isour opin-
ion that, in amorphous molecular semiconductors, the
photogeneration of mobile charge carriers occurs
through the electron—nucleus interaction and that the
dissipation of excess thermal energy U can favor an
increase in the mean distance between charge carriers
in electron—hole pairs. This effect is more pronounced
in amorphous molecular semiconductors with n-type
conductivity and is less pronounced in amorphous
molecular semiconductors with p-type conductivity.
Therefore, in order to increase the quantum yield of
photogeneration of charge carriers, it is necessary to
choose molecules of photogeneration centers, electron
donors, electron acceptors, and polymer bindersin such
away asto ensure arelatively low rate of heat exchange
between these molecules. One way of doing thisis to
increase the rigidity of molecules forming amorphous
molecular semiconductors.

10.

11

12.

13.

14.
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Abstract—Electron paramagnetic resonance (EPR) spectra of nonmetallic amorphous polyphthal ocyanines
are investigated in the temperature range 295-500 K. The EPR spectrum of nonmetallic amorphous polyphth-
alocyanine samples at room temperature prior to heating isanarrow singlet of apprOX| mately Lorentzian shape
with alinewidth AH, = 1.7 Oe, a splitting factor g = 2.00, and an intensity lgpg = 10% spins/g. It isfound that
the intensity and linewidth of the EPR spectrum increase with increasing temperature. Beginning with a char-
acteristic temperature Ty, both parameters, AH,,; and | gpr, become dependent on time (under isothermal condi-

tions). Computer calculations of the spectra demonstrate that the EPR spectrum can be represented as a super-
position of two lineswith substantially differing parameters whose dependences on the temperature and micro-
wave power also differ significantly. The possible reasons for the existence of €lectron paramagnetic resonance
centers of two typeswith different degrees of del ocalization of acharge carrier with amagnetic moment in non-

metallic amorphous polyphthalocyanines are discussed. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Polyphthalocyanines are semiconductor organic
materials that exhibit a great variety of interesting and
useful properties. These materials have found extensive
application as dyes (for example, in modern laser
disks), catalysts, and active elementsin gas sensors and
hold considerable promise for use in molecular elec-
tronics. It is known that phthal ocyanine molecules are
characterized by a high thermal stability. Owing to this
remarkable property, it has become possible to prepare
high-purity thin films through thermal evaporation of
phthalocyanines. Although phthalocyanines of differ-
ent modifications have been intensively investigated
over the last 4060 years, their properties are still not
clearly understood. In particular, nonmetallic crystal-
line phthalocyanines, oligophthalocyanines, and
polyphthal ocyanines exhibit pronounced paramagnetic
properties [1, 2] and strong electron paramagnetic res-
onance (EPR). It is believed that, for nonmetallic phth-
alocyanine compounds, the EPR signals are associated
with the electron conjugated system [3]. However, even
in the best understood case of crystalline phthalocya
nines, the results of experimental studies on electron
paramagnetic resonance are rather ambiguous [4]. Fur-
thermore, there is virtualy no reliable information on
the EPR spectra of nonmetallic oligophthalocyanines
and polyphthal ocyanines.

In the present work, we investigated how the tem-
perature and microwave power affect the parameters of

EPR spectra of nonmetallic amorphous polyphthal ocy-
anines.

2. PREPARATION AND CHARACTERIZATION
OF SAMPLES

The compounds to be studied were synthesized
according to the polycyclotetramerization reaction of
pyromellitic acid tetranitrile in a molten monomer in
the presence of 5 mol % ureaat atemperature of 285°C
for 5 h, followed by separation of the reaction product
into two fractions soluble in organic solvents (acetone,
dimethylformamide) and one insoluble fraction [5].
Polyphthal ocyanine samples were prepared from the
insoluble fraction in the form of a dark green powder
The grain size was approximately equal to 0.1 mm. Part
of the polyphthal ocyanine powder was evacuated under
vacuum at a residual pressure of 10 Torr and room
temperature for 4 h and was then stored in a sealed
ampule.

The polyphthal ocyanine compounds were identified
using IR absorption and el ectronic absorption spectros-
copy. The IR absorption spectra of samples prepared in
the form of pelletswith KBrinaratio of 1.5: 400 were
measured on a Specord M-80 spectrophotometer. The
electronic absorption spectra of the studied samples
were recorded on a Specord UV—-V1S spectrophotome-
ter. Inthis case, the sampleswere placed in aquartz cell
filled with concentrated sulfuric acid. The amount of
free—C=N terminal groupswas estimated from theinte-

1063-7834/04/4607-1357$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. EPR spectra of (a) unevacuated and (b) evacuated
samples of nonmetallic amorphous polyphthalocyanine at a
temperature of 295 K prior to heating. The microwave
power is1 mW. The solid and dotted lines represent L orent-
Zian and Gaussian line shapes, respectively.

grated intensity of the absorption band at 2230 nm in
the IR absorption spectrum (Ac=y) according to the for-
mula Ac=y = 2.4DAV,,/L, where D is the optical den-
sity, AV,, is the half-width of the absorption band, and
L is the thickness of the pellet (expressed in centime-
ters). For the polyphthalocyanine samples under inves-
tigation, the percentage of free —.C=N terminal groups
was equal to 10%. The analysis of the x-ray diffraction
patterns (DRON-3 x-ray diffractometer, CuK, radia
tion, Ni filter) showed that the polyphthalocyanine
samples are amorphous.

The EPR spectra of polyphthalocyanine samples
were recorded in the X band (at an operating frequency
of ~9.15 GHz) on aVarian E-4 spectrometer equipped
with an E-257 nitrogen thermoel ectric device and inter-
faced with a personal computer. The EPR measure-
ments were performed in the temperature range 295—
490 K. The temperature was measured with the use of
a platinum resistor to an accuracy of £ 1 K. The line-
width AH,,, and the amplitude A of the EPR signals
were determined using a peak-to-peak method. The
EPR signals were digitized, entered on apersona com-
puter with the use of an analog-to-digital converter, and
stored in computer memory for further processing. The
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computer codes used for processing the EPR spectra
were developed by one of the authors (Yu. A. K.).

3. TEMPERATURE DEPENDENCES
OF THE PARAMETERS OF THE EPR SPECTRA

The EPR spectrum of nonmetallic amorphous
polyphthalocyanine samples at room temperature is a
narrow singlet of approximately Lorentzian shape with
alinewidth AH,, = 1.7 Oe and asplitting factor g = 2.00
(Fig. 1). Thetypical experiment for measuring the tem-
perature dependence of the parameters of the EPR
spectrum was performed as follows. A sample and a
temperature-sensitive element were placed in an
ampule at the center of a continuous-flow quartz cry-
ostat mounted in the cavity of the spectrometer. The
sample was slowly heated at a rate of one degree per
minute. After the temperature was stabilized, the EPR
spectrawere recorded at 5- to 10-minintervals. In cases
when no significant increases in the intensity and line-
width of the EPR signal were observed, the sample was
heated to a higher temperature. When the parameters of
the EPR signal became dependent on time, the temper-
ature was stabilized and the EPR spectrawere recorded
at 5- to 10-min intervals. After the rate of changein the
parameters of the EPR spectrum decreased signifi-
cantly, the sample was again heated and the above pro-
cedure was repeated.

The temperature-time dependences of the linewidth
and intensity of the EPR signal for unevacuated and
evacuated samples of nonmetallic amorphous polyph-
thalocyanine are shown in Fig. 2. The intensity | gpg Of
the EPR signa was determined as the product
A(AH,,)?. For the studied samples at room temperature
prior to heating, the intensity Iz corresponds to
approximately 10' spins/g. As the temperature
increases above room temperature, the intensity of the
EPR signal for sasmples of both types does not decrease.
Thisindicates that the Curie law does not hold for these
samples. It can be seen from Fig. 2athat, for the une-
vacuated polyphthal ocyanine sample, the linewidth and
intensity of the EPR signal become dependent on time
beginning at temperature T,,, = 350 K and increase
under isothermal conditions. For the evacuated polyph-
thalocyanine sample, a similar effect manifests itself
beginning at temperature T,, = 410 K (Fig. 2). It is
worth nothing that, even at the highest temperature
(~490 K) used in this experiment, the linewidth of the
EPR signal doesnot exceed 2.4 Oe (Fig. 2). Therelative
increase in the intensity of the EPR signal with an
increase in the temperature in the range from 295 to
490 K is more pronounced for the unevacuated sample
(400%) than for the evacuated sample (300%). Upon
cooling of the samples to room temperature, the line-
width of the EPR signal returns to its initial value
(AHy, = 1.7 Oe). However, theintensity of the EPR sig-
nal after heating the sample is substantially (two to six
times) higher than the intensity of the EPR signal of the
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sample prior to heating. Theincreasein the intensity of
the EPR signal after heating is most pronounced for the

evacuated sample at high microwave powers (see the
next section).

4. DEPENDENCES OF THE PARAMETERS
OF THE EPR SPECTRA
ON THE MICROWAVE POWER

Figure 3 shows the dependences of the linewidth
AH,,, theamplitude A, and theintensity | of the EPR
spectrum on the microwave power P for unevacuated
and evacuated samples of nonmetalic amorphous
polyphthalocyanine. The EPR spectra were measured
at room temperature prior to and after the sampleswere
heated according to the procedure described above
(Fig. 2). Theintensity of the EPR signal was calculated
using double integration of the experimental spectrum.
As can be seen from Fig. 3, the dependences AH,,(P),
A(P), and Ipr(P) for the unevacuated and evacuated
samples are similar to each other and practically do not
change upon heating to 490 K. The effect of heating of

the samples most clearly manifests itself in a decrease

in the saturation of the EPR signal with an increase in
the microwave power (seeinsetsto Fig. 3). Thisisalso
indicated by the appearance of a maximum in the
curves A(P) for the unevacuated and evacuated samples
after heating. As the microwave power increases from
0.5 to 200 mW, the linewidth of the EPR spectrum for
both samples increases by approximately 35%, which
suggests a homogeneous broadening of the EPR lines.

5. COMPUTER CALCULATION
OF THE EPR SPECTRA

The shape of the EPR spectrum for the samples of
nonmetallic amorphous polyphthalocyanines under
investigation can be described by a L orentzian function
rather than by a Gaussian function; however, this spec-
trum cannot be adequately represented by only one
Lorentzian line (see Fig. 1). As was noted by Tanaka
etal. [6] and, even earlier, by Dulov and Slinkin [7],
semiconductor polymers with an extended system of Tt
conjugation are characterized by two types of EPR-
active centers. In this respect, we decomposed the
experimental EPR spectra into two Lorentzian lines
with different parameters and examined the depen-
dences of the parameters of each Lorentzian line on the
temperature and microwave power. The spectra were
decomposed according to the following procedure. The
experimental values of the linewidth AH,,, and ampli-
tude A were obtained from the measured EPR spectra
and were then used to determine the parameters ™, Hg,
and Y, of the Lorentzian line in the zeroth-order
approximation [8]:

Y = Yoo 2/T2+ (H=Hp)T.
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The EPR lines with the parameters determined by this
method are depicted in Fig. 1.

Thefinal theoretical spectrum was obtained by min-
imizing the squared deviations of the theoretica and
experimental lines according to a modified method of
gradient minimization. In our calculations, we varied
the parameters I', Hg, and Y,,,,, for the two Lorentzian
lines (i.e., atotal of six parameters were varied). The
correctness of the minimization procedure was checked
by specifying different initial conditionsfor calculating
the parameters of the second Lorentzian line (for the
first Lorentzian line, we used the parameters obtained
in the zeroth-order approximation). When the results of
the minimization under different initial conditions
coincided accurateto within 1%, the convergence of the
method used was accepted as satisfactory.

The results of the computer calculations demon-
strated that the EPR spectra of nonmetallic amorphous
polyphthal ocyanines can be represented by two lines of
L orentzian shape, one of which isrelatively narrow and
the other lineisrather broad. The parameters character-
izing the width of the narrow and broad lines at room

temperature are AH, = 21/ J3 = 1.6 Oeand AHpp, =

2,13 = 4.9 Oe, respectively. The intensity of the
broad line (at low microwave powers) exceeds the
intensity of the narrow line; however, the amplitude of
the broad line is smaller than that of the narrow line.
Consequently, the sum of these two Lorentzian linesis
characterized by a linewidth close to AH,;. Note that
the experimental spectrum has a linewidth AHg, =
1.7 Oe (Fig. 2). Figure 4 depicts the dependences of the
amplitude, the parameter I, and the intensity of the
EPR spectrum represented by two lines of Lorentzian
shape on the microwave power for an unevacuated sam-
ple of nonmetallic amorphous polyphthalocyanine at
room temperature. For the unevacuated sample at room
temperature, the EPR signal represented by the broad
Lorentzian line is saturated more rapidly than the EPR
signal corresponding to the narrow Lorentzian line. At
amicrowave power P = 200 mW, the signal intensities
become identical (seeinset to Fig. 4b). After heating to
490 K, the rel ative contribution from the broad L orent-
Zian line to the intensity of the total EPR spectrum
decreases significantly (Fig. 4). In particular, prior to
heating, the intensity of the broad Lorentzian line
exceeds the intensity of the narrow Lorentzian line by
afactor of 5 (at P = 0.5 mW). However, after heating,
theratio of theintensity of the broad L orentzian lineto
the intensity of the narrow Lorentzian line is equal to
only 1.8.

An analysis of the temperature dependences of the
parameters of the two L orentzian linesfor the unevacu-
ated sample confirms the fact that the intensity of the
broad L orentzian line decreases upon heating. It can be
seen from Fig. 5 that, beginning at approximately
380 K, theintensity of the narrow Lorentzian line dras-
tically increases (by several factors), whereastheinten-
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sity of the broad Lorentzian line considerably
decreases. At temperatures above 450 K, the intensity
of the broad L orentzian line becomes one order of mag-
nitude lower than theintensity of the narrow Lorentzian
line (Fig. 5). It is worth noting that this significant
decrease in the intensity of the broad Lorentzian lineis
not irreversible. Upon cooling of the unevacuated sam-
plefrom 490 K to room temperature, theintensity of the
broad Lorentzian line, as before, exceeds (in magni-
tude) the intensity of the narrow Lorentzian line; how-
ever, this excess is several times smaller than that
observed prior to heating (Fig. 4). The linewidths of
both components are also characterized by an increase
at temperatures T > 480 K, which is especially pro-
nounced for the broad component (Fig. 5).

Figure 6 shows the dependences of the amplitude,
the parameter I, and the intensity of the EPR spectrum
represented by two lines of Lorentzian shape on the
microwave power for an evacuated sample of nonme-
tallic amorphous polyphthal ocyanine at room tempera-
ture. Prior to heating, the dependences I'(P), Yo (P),
and | gpr(P) for the evacuated and unevacuated samples
are very similar (Figs. 4, 6) not only qualitatively but
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also quantitatively. However, after heating, theintensity
of the broad Lorentzian line for the evacuated sample
decreases (with respect to the intensity of the narrow
Lorentzian line) to a lesser extent as compared to that
for the unevacuated sample (Figs. 4, 6). It can be seen
from Fig. 6 that, for the evacuated sample after heating,
the decrease observed in the saturation of the EPR sig-
nal represented by the broad Lorentzian line is more
pronounced than that for the signal corresponding to
the narrow Lorentzian line.

The temperature dependences of the parameter I
and the intensity of the EPR spectrum represented by
two lines of Lorentzian shape for the evacuated sample
of nonmetallic amorphous polyphthalocyanine are
depicted in Fig. 7. As can be seen, the parameter " for
the broad Lorentzian line begins to increase apprecia-
bly (by severa tens of percent) at temperatures T >
430K (for the unevacuated sample, an analogous
increaseisobserved at T > 380 K), whereas the intensi-
ties of both components significantly increase at T >
410 K (Fig. 7b), i.e., beginning from temperatures at
which the intensity of the EPR signal becomes depen-
dent on time (Fig. 2). At the highest temperatures
(=490 K) used in our experiment, the intensities of the
broad and narrow Lorentzian lines are equal to each
other (Fig. 7). It should be noted that, for the unevacu-
ated sample heated to these temperatures, the intensity
of the broad Lorentzian line is substantially less than
the intensity of the narrow Lorentzian line (Fig. 5).

6. RESULTS AND DISCUSSION

Since compounds based on phthal ocyanine exhibit
polymorphism, their investigation is severely compli-
cated. In particular, nonmetallic crystalline phthal ocya-
nine can exist in three modifications, namely, the a, (3,
and x modifications. The o modification of phthal ocya-
nineis considered to be metastable and, under external
actions (for example, upon heating), can transform into
the stable B modification [9]. As was shown by Guil-
laud et al. [10] and Gould [11], apart from the a and B
modifications, phthalocyanine can exist in the x form;
moreover, the a modification itself has three more
forms. According to Kubiak et al. [12], thex formisa
modification of the 3 form. Taking into account that oli-
gophthalocyanines and polyphthal ocyanines are char-
acterized by a great diversity of structures[13, 14], the

Fig. 6. Dependences of the amplitude (circles), the parame-
ter ' (squares), and the intensity (triangles) of the EPR
spectrum represented by two lines of Lorentzian shape on
the microwave power for an evacuated sample of nonmetal-
lic amorphous polyphthalocyanine at room temperature:
(a, b) prior to heating and (c, d) after heating. The open and
closed symbols indicate the narrow and broad Lorentzian
lines, respectively. The inset and rhombuses show the ratio
of the EPR intensity of the broad Lorentzian lineto the EPR
intensity of the narrow Lorentzian line as a function of the
microwave power.
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fact that there exist two types of EPR-active centersin
nonmetallic polyphthalocyanines is not surprising. On
the other hand, no exhaustive explanation of the origin
of unpaired electron spins in conjugated polymers has
been offered to date. Boguslavskii and Vannikov [3]
considered the following possible sources of EPR sig-
nals in polymers with conjugated bonds: (1) inorganic
paramagnetic impurities, (2) organic radicalsformedin
the course of polymerization, (3) polymer moleculesin
atriplet state, (4) stabilized double radicals, (5) polar
states induced by charge transfer (including charge-
transfer complexes), and (6) quasi-free charge carriers.
Detailed analysis allows us to assume that the most
plausible hypotheses are associated with stable double
radicals and charge-transfer complexes [3, 7].

The second hypothesis, as applied to polyphthal ocy-
anines (especially to amorphous polyphthal ocyanines),
is considered the most credible owing to many factors
favorable for charge transfer. These factors include an
extended Tr-€lectron conjugated system, which ensures
ahigh polarizability and readability of ionization of the
molecules; polydispersity (the presence of molecules
with different molecular weights), whichisresponsible
for the difference both in electron affinity and in ioniza-
tion potential between the molecules;, and structural
disorder, which provides awide variety of local interac-
tions between the molecules.

The Lorentzian line shape of the EPR signals for
polyphthal ocyanines indicates the occurrence of strong
exchange interactions of EPR-active centers and the
homogeneous mechanism of broadening of the EPR
lines. This can also be judged from both the strong
dependence of the EPR linewidth on the microwave
power and the considerable decrease in the amplitude
of the EPR signals even at low microwave powers [8].
The homogeneous broadening of the EPR lines sug-
gests that there is a relatively small spread of parame-
ters of the EPR spectrum (resonance fields and line-
widths) for different centers. Possibly, itisowing to this
circumstance that the experimental EPR spectra can be
represented to a sufficient accuracy by only two lines
(rather than by a greater number of lines).

The large difference between the widths of the two
Lorentzian lines (into which we managed to decom-
pose the experimental EPR spectra) can be associated
with the different degrees of delocalization of the cor-
responding sources of the EPR signals. It is known that
an increase in the degree of delocalization of a charge
carrier with a magnetic moment, as a rule, leads to a
decrease in the EPR linewidth [8]. An important point
isthat the effect of saturation of the EPR signal with an
increase in the microwave power is more pronounced
for the broad component of the EPR spectrum (Figs. 4,
6). Thisindicates a slower spin relaxation of the corre-
sponding centers.

It can be assumed that the samples of polyphthalo-
cyanines studied contain EPR-active centers of two
types. Centers of the first type are characterized by a
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high degree of delocalization, short times of relaxation,
and a narrow EPR line. Centers of the second type are
localized to a greater extent (most likely, they are not
related to the T-€lectron conjugated system) and, as a
consequence, cannot undergo fast spin relaxation.
Moreover, centers of the second type are characterized
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by arelatively broad EPR line. It is of interest to note
that the experimental EPR spectra of crystalline phtha-
locyanines (in these measurements, we used commer-
cia powder samples) have a linewidth of 4-5 Oe and
exhibit afast decreasein theintensity of the EPR signal
with an increase in the microwave power, as was
observed for the EPR signa represented by the broad
Lorentzian line (Figs. 4, 6). It seemslikely that the EPR
signalsfor crystalline phthal ocyaninesand the EPR sig-
nals corresponding to the broad line for polyphthal ocy-
anines are of similar origin.

According to our data, the number of strongly local-
ized (“isolated”) EPR-active centers in nonmetallic
polyphthalocyanines exceeds the number of delocal-
ized centers. Upon smooth heating of the polyphthalo-
cyanine samples to temperatures in the range 400-
500 K, the number of isolated EPR-active centers
decreases, whereas the number of delocalized centers
increases. This can be associated with the increase in
the size of the regions involved in the electron conju-
gated system in the polyphthal ocyanine samples sub-
jected to heat treatment. It isworth noting that, for pre-
liminarily evacuated samples, the effect of temperature
on the EPR characteristics of the polyphthalocyanineis
less pronounced. It can be assumed that, during heat-
ing, absorbed molecules of gases (O,, N,, H,0) and the
remaining molecules of solvents (which are present in
a relatively large amount in unevacuated samples), in
oneway or another, encourage an increase in the size of
the regions involved in the electron conjugated system
(for example, they can provide a higher lability of the
structure).

7. CONCLUSIONS

Since the regions involved in the electron conju-
gated system play akey roleinthe formation of specific
properties of conjugated polymers (including those
responsiblefor electron transport, optical and magnetic
properties, etc.), the results of analyzing the correlation
between the parameters of the EPR spectraand the size
of the electron conjugation regions are of fundamental
and practical importance. In thisrespect, it is necessary
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to perform further investigations, in particular, into the
influence of the synthesis conditions (primarily, the
temperature and duration of the synthesis) on the prop-
erties of nonmetallic amorphous polyphthal ocyanines.
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Abstract—A modified method is proposed for preparing fullerene compounds with alkali metalsin a solution.
The compounds synthesized have the general formula Me,Cgo( THF),, where Me = Li or Na; n = 14, 6, 8, or

12; and THF = tetrahydrofuran. The use of preliminarily synthesized additives MeC,qHg makes it possible to

prepare fullerene compounds with an exact stoichiometric ratio between ng and Me*. The IR and EPR spectra
of the compounds prepared are analyzed and compared with the spectra of their analogs available in the litera-
ture. Theintramolecular modes T,(1)-T,,(4) for the ng anion are assigned. The splitting of the T,(1) modeinto
adoublet at room temperature for Me,Cgo( THF), (N = 1, 2, 4) compounds indicates that the fullerene anion has
adistorted structure. An increasein the intensity of the T,(2) mode, a noticeable shift of the T,(4) mode toward
the long-wavelength range, and an anomalous increase in the intensity of the latter mode for the LizCgo(THF),
complex suggest that, in the fullerene anion, the coupling of vibrational modes occurs through the charge—
phonon mechanism. The measured EPR spectra of lithium- and sodium-containing fullerene compounds are

characteristic of Cg, anions. The g factorsfor these compounds are almost identical and do not depend on tem-
perature. The g factor for the Cg’g anion depends on the nature of the metal and differsfrom the g factor for the

Cgo anion. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The electron-acceptor ability of fullerenesis one of
the most important properties of these compounds.
Research into the formation of fullerene complexes
with alkali metals, which is accompanied by electron-
density transfer from metal atoms to fullerene mole-
cules, hasrevealed very interesting electrical properties
exhibited by the resultant complexes. Inthelast decade,
these properties have been a subject of extensive theo-
retical and experimental investigation.

The electronic structure of Cg, anions has been

thoroughly studied using electron paramagnetic reso-
nance (EPR), ultraviolet (UV), and nuclear magnetic
resonance (NMR) spectroscopy. The results obtained
thus far for fullerene compounds [1] clearly demon-
strate that the Cg, fullerene much more readily reacts
with oxygen than considered previously. The oxygen-
containing impurities (especialy, C;5,00) revealed in
initial fullerene samples substantially affect the EPR
and 3C NMR spectra of the compounds under investi-
gation, which makes correct interpretation of their elec-

tronic structure difficult. Moreover, fullerene com-
pounds with akali metals are highly reactive and
readily interact with both polar solvents [such as tet-
rahydrofuran (THF) and dimethyl sulfoxide] and halo-
gen-containing solvents. This also hampersthe study of
these complexes in solutions with the use of the afore-
mentioned techniques. In this respect, infrared (IR)
spectroscopy is one of the most appropriate methods
for elucidating the nature of fullerene compounds with
akali metas. Derivatives of lithium and sodium are
chosen as the objects of our investigation, because the
propertiesand structure of these compounds (especially
of those with higher reduction states of the fullerene)
are poorly understood as compared, for example, to
potassium derivatives. For Li,,Cg, compounds, this cir-
cumstance is most likely associated with the fact that
the lithium fullerides are rather difficult to prepare
through gas-phase synthesis because of the very low
pressure of lithium vapor (10~° Torr at 200°C as com-
pared with 10~ Torr for sodium at 300°C). It should
also be noted that Li,Cg, and Na,Cg, compounds are
promising for use as initial reactants in synthesizing
new organic and organoelement fullerene complexes.

1063-7834/04/4607-1365$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2. EXPERIMENTAL TECHNIQUE

All the compounds prepared in thiswork are highly
sensitive to oxygen and moisture. For this reason,
fullerene compounds with alkali metals of the general
formulaMe,Cso(THF), (Me=Li, Na; n=1-+4, 6, 8, 12)
were synthesized and isolated in evacuated ampules
and all-sealed devices. Solvents (toluene, tetrahydrofu-
ran) were dried over sodium benzophenone ketyl and
distilled into areaction ampuleimmediately before use.
The IR spectrawererecorded on a UR-20 spectrometer.
Samples were prepared as Nujol mulls in evacuated
systems filled with dry argon. The EPR spectra were
measured on a Bruker ER 200 D-SRC spectrometer
equipped with an ER 4105DR doubl e cavity (operating
at a frequency of approximately 9.5 GHz) and an ER
4111 VT temperature controller. The g factors were
determined using the DPPH compound as a standard.

3. SYNTHESIS OF Li,Cgo(THF),

Lithium naphthalenide was preliminarily synthe-
sized from lithium (0.011 g, 1.57 mmol) and naphtha-
lene (0.211 g, 1.65 mmol). A solution of lithium naph-
thalenide in tetrahydrofuran (5 ml) was added to a solu-
tion of the Cg, fullerene (1.008 g, 1.40 mmol) in toluene
(100 ml) with vigorous stirring for 30 min at atemper-
ature of 5-10°C. Thereaction rate was equal to the mix-
ing rate of the reactants. After the Li,Cg(THF), com-
pound precipitated out, the solution was decanted and
the product was extracted three times with toluene,
dried, and isolated. Theyield of Li,Cg( THF), was 95%
with respect to the lithium weight. The other
Me,Cso(THF), compounds were synthesized in a simi-
lar manner with specia attention paid to the stoichio-
metric ratio between Cq and C,pHgMe. As aresult, we
prepared the Me, Cyo( THF), compounds, where Me = Li
or Naand n =14, 6, 8, or 12. The compounds synthe-
sized were characterized by IR spectroscopy. IR spec-
tra, v (cm™): 516, 528, 576, 890, 916, 1045, 1183, and
1395 for Li;,Cgy(THF),; 516, 526, 576, 890, 916, 1045,
1183, and 1345 for Li,Ce(THF),; 575, 785, 890, 916,
1045, 1183, and 1345 for Li;Cgy(THF),; 516, 527, 576,
785, 890, 916, 1045, 1185, and 1345 for Li,Ceo( THF),,
576, 785, 890, 916, 1045, 1185, and 1345 for
LigCeo(THF),; 575, 785, 890, 916, 1045, 1171, and
1345 for LigCeo(THF),; 572, 780, 890, 970, 1045, 1171,
and 1345 for Li,,Cgo(THF),; 528, 579, 1060, 1180, and
1372 for NayCgo( THF),; 512, 528, 576, 890, 916, 1045,
1183, and 1355 for Na,Ceo( THF),; 512, 528, 574, 890,
916, 1045, 1183, and 1350 for Na;Cgy( THF),; 529, 576,
890, 960, 1045, 1182, and 1365 for Na,Cgo( THF),; 528,
576, 890, 960, 1045, 1183, and 1352 for NagCgo( THF),;
528, 573, 890, 960, 1045, 1183, and 1352 for
NagCqo(THF),; and 528, 573, 890, 960, 1171, and 1355
for Nay,Cgo( THF),.
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The Li,Cg(THF), compounds synthesized are dark
brown solids. The Na,Cg(THF), derivatives are black
solids. These compounds readily interact with polar
solvents (such as tetrahydrofuran, dimethyl sulfoxide,
and organic halogen-containing compounds) and are
insoluble in aliphatic and aromatic hydrocarbons. It
was found that the Na,Cgo( THF), derivative self-ignites
inair.

4. EXPERIMENTAL RESULTS AND DISCUSSION

One of the main difficulties encountered in prepar-
ing fullerene compounds with alkali metals is associ-
ated with the necessity of ensuring an exact stoichio-
metric ratio between the fullerene anion and the metal
cation. The gas-phase method that has been most uni-
versally employed for synthesizing Me,Cg, compounds
also has this disadvantage and, furthermore, requires
long times (up to two weeks) and high temperatures (up
to 500°C). Therate of gas-phase synthesisis limited by
two main processes, namely, mass transfer of metal
atomsin the gas phase and diffusion of metal cationsin
the Cg, solid phase. Reducing the Cg, fullerene in the
liquid phase makesit possible to avoid these processes.

We proposed a simple method for preparing
Me,Cgo( THF), stoichiometric compounds in a toluene
solution with preliminary synthesis of naphthalenide
complexes of akali metals in a tetrahydrofuran solu-
tion. To put it differently, the mixing of homogeneous
solutions of the initial components enables one to per-
form the reaction with the formation of the desired
compounds on the molecular level with precise control

over the stoichiometric ratio between Cg, and nMe*.
Since the electron affinity of the Cg, fullereneis 1 eV
greater than that of aromatic polycyclic hydrocarbons
[2], the reduction of Cg, with naphthal enide complexes
of lithium or sodium proceeds rather readily and at a
high rate. Proper choice of the solvent for the synthesis
isof utmost importance. Boyd et al. [ 3] showed that tol-
uene is one of the most suitable solvents and that tet-
rahydrofuran taken in small amounts (=5%) promotes
electron-transfer reactions. We used the proposed
method for synthesizing the Mg, Cgo(THF), (Me = Li,
Na; n = 14, 6, 8, 12) compounds. The yield was
approximately equal to 95%. The compounds prepared
were investigated using IR spectroscopy.

In this work, fullerene compounds containing eight
and twelve metal atoms (in which the t orbital of Cqg,
is partially occupied by electrons) were synthesized
and studied relying on the data obtained in [4, 5]. Zim-
mermann et al. [4] and Cristofolini et al. [5] carried out
theoretical calculations, analyzed the mass spectra of a
mixture of Li,Cq compounds prepared by the gas
phase method, and proved that the Li,Cg, fullerideisa
stable compound with a maximum lithium content.
This compound has a structure in which 12 lithium cat-
ions each are located above the pentagon of the
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Fig. 1. IR spectra of (1) fullerene, (2) Li;Cgo(THF)y,
(3) LioCao(THF)y, (4) LigCeo(THF)y, (5) LisCeo(THF)y,
(6) LigCeo(THF)x,  (7)  LigCeo(THF)y, ~and  (8)
Li12C60(THF)X (* Nujol mull).

fullerene fragment retaining icosahedral symmetry.
According to [4, 5], lithium cations in the LigCq, com-
pound are located at vertices of the cube and above the
hexagons of thefullerene fragment. Chen et al. [6] used
the gas-phase method in order to synthesize a series of
fullerene compounds with alkaline-earth metals of the
general formulaMe,Cyy (Me=Ca, Ba, n=3, 4, 6), in
which the reduction state of the fullerene varies from 6
to 12. Moreover, those authors measured the Raman
spectraof Ba,Cg, (n= 3, 4, 6) compounds. It wasfound
that the Raman spectra of the Ba;Cqy and KgCyq ful-
lerides are very similar to each other. This suggests that
the fullerene anions in these compounds have the same
electronic structure. The hybridization of barium with
Cep TtOrbitals was observed for higher reduction states
of the Cq, fullerene. In theimmediate future, the Raman
spectra of the compounds synthesized in the present
work will be measured and compared with the Raman
spectra of Ba,Cq, fullerides.

Figures 1 and 2 show the IR spectra of the
Li Ceo(THF), and Na,Cg(THF), compounds. The
vibrational modes T,(1)-T,(4) for these compounds are
presented in Table 1. It is known that, owing to its high
symmetry (1), the Cg, fullerene exhibits only four IR-
active modes, namely, T,(1), T,(2), T,(3), and T (4) at
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Fig. 2. IR spectra of (1) Cgp (2) NayCgo(THF),,
(3) NapCep(THF),, (4) NagCeo(THF)y, (5) NayCgo(THF),,
(6) NagCeo(THF),, (7) NagCeo(THF),, and (8)
Nay,Ceo(THF)y (* Nujol mull).

frequencies of 527, 576, 1183, and 1429 cm, respec-
tively [7]. A change in symmetry and the redistribution
of the electron density upon the formation of fullerene
compounds with alkali metals manifest themselves in
the IR spectra. In the literature, these effects, asarule,
are interpreted in terms of the charge—phonon mecha-
nism [8], according to which the filling of the Cg, ty,
orbital with electrons is accompanied by coupling of
the T, vibrational modes with virtual electronic transi-
tions from the t,, orbital to the higher lying t, orbital.
It was shown that, for intercalated Me,Cg, cOmpounds,
the charge effect ismore pronounced for the T,(4) mode
and is somewhat weaker for the T,(2) mode. The T,(3)
mode remains virtually unchanged [9]. The T (1) mode
is associated with the radial motion of carbon atoms
and is more sensitive to intramolecular processes,
which, in some cases, can lead to a distortion of the
fullerene structure, as was observed for a number of
compounds in the experiments. For example, according
to the x-ray diffraction data obtained by Penicaud et al.
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Table 1. Frequenciesv (cm™) of the absorption bands assigned
to the T, (1)-T,(4) vibrations in the IR spectra of the Cgy
fullerene and Me,Ceo(THF), (Me = Li, N&; n = 14, 6, 8, 12)
compounds

Compound T, T2 Tu(3) Tu(4)
Ceo 527 576 1183 1429
Li,Cego(THF), 516, 528 576 1183 1395
Li,Cgo(THF), 516, 526 576 1183 1345
LizCgo(THF), - 575 1183 1345
LisCgo(THF), 516, 527 576 1185 1345
LigCgo(THF), - 576 1185 1345
LigCgo(THF), - 575 1171 1345
Li1oCeo(THF), - 572 1171 1345
Nay Cgo(THF), 528 579 | 1180 | 1372
Na,Ceo(THF), | 512,528 576 1183 1355
NagCqo(THF), | 512,528 574 1183 1350
Na,Ceo(THF), 529 576 1182 1365
NagCeo(THF), 528 576 1182 1352
NagCgo(THF), 528 573 1183 1352
Nay,Ceo(THF), 528 573 | 1171 | 1355

[10], the fullerene spheroid in the [(Ph,P),I]*Cg, com-

pound turns out to be prolate aong one axis and has
diameters of 7.064, 7.064, and 7.106 A. By contrast, the

fullerene spheroid in the [PPN*]Zcéo_ compound has
three different diameters: 7.040, 7.106, and 7.126 A
[11]. Dahlke and Rosseinsky [12] carried out a neutron
powder diffraction study of the CsCq, fulleride and
revealed that the distortion of symmetry is more pro-

nounced for the ng anion and less pronounced for the

ng , cé’g , and ng anions as compared to the spherical
Ceo fullerene.

The vibrational modes T,(1)-T,(4) in the IR spectra
of LiCe(THF), compounds (Fig. 1) exhibit a more
complex behavior than in the IR spectra of the
Na,Ceo(THF), derivatives (Fig. 2). A comparison of the
IR spectra of the LiCgo(THF), derivatives with the IR
spectrum of the pure Cg, fullerene shows that, for these
derivatives, unlike the pure fullerene, the band associ-
ated with the T, (1) vibrations is characterized by a
lower intensity and the T, (1) mode is split into two
components (for n = 1, 2, 4). The measured splitting
Av = 8-12 cm™ (for n = 1, 2, 4) indicates that the
fullerene anions have adlightly distorted structure. Fur-
thermore, as can be seen from Fig. 1, the splittings of
the T,(1) modefor the Li;Cgo(THF),, Li,Cso( THF),, and
Li,Ceo(THF), compounds differ in character. It was
revealed that the IR spectra of the fullerene derivatives
withn=3, 6, 8, and 12 do not contain the band assigned
to the T,(1) vibrations. It is worth noting that the band
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associated with the T,(1) vibrations was aso not
observed in the IR spectraof the K,Cgy compounds (n =
3, 4, 6) prepared by doping of fullerene films[13]. The
band attributed to the T,(2) mode at a frequency of
576 cm™ is almost not shifted at all, but its intensity
increases significantly. The absorption band of the T,(3)
mode is broadened by =5 cm for the derivatives with
n=4, 6, and 12 and is shifted (by =13 cm™) toward the
long-wavelength range for the compounds with n = 8
and 12. According to Kamaras et al. [14], this behavior
is explained by the increase in the intermolecular dis-
tance in the fullerides. The band observed at a fre-
quency of 1429-cm, which corresponds to the T,(4)
mode of the pure Cg, fullerene, is shifted to 1395 cm
for the Li;Cg(THF), compound and to 1345 cm™ (i.e.,
by 84 cm™) for the other lithium derivatives of the
fullerene. The substantia shift and the increase
observed in the intensity of the absorption band of the
T,(4) mode with an increase in the charge of the
fullerene anion are consistent with the charge—phonon
mechanism [8]. The anomalously high intensity of the
absorption band associated with the T,(4) mode for the
compound with n = 3 is in agreement with the data
obtained by Pichler et al. [13]. In[13], the considerable
increase in the intensity of the band assigned to the
T,(4) vibrations in the metallic phase (n = 3) was
explained in terms of the effects brought about by both
free charge carriersin the conduction band and the low-
energy transitions t;, — t;,~. It was found that, for
doped samples of K3Cgp, K4Ceo, and KCyo, the absorp-
tion band attributed to the T,(4) mode is also apprecia-
bly shifted to 1363, 1352, and 1341 cm™, respectively
[13]. A comparison of these data with our results gives
groundsto assumethat the charge of thefullerene anion
in the Li;Cgo(THF), compound is close to -3.

It can be seen from the IR spectra that all the
fullerene compounds of lithium and sodium contain tet-
rahydrofuran solvate molecules. This is indicated by
the absorption bands at frequencies of 890, 916, and
1045 cm. Note that the number of tetrahydrofuran sol-
vate molecules in the Li,Cg(THF), compounds is
larger than that in the Na,Cg(THF), compounds,
because the charge density of the lithium ion is higher
than the charge density of the sodium ion (the ionic
radii of Li* and Na* are equal to 0.63 and 0.97 A,
respectively [5]). A comparison of the absorption bands
of the coordinated tetrahydrofuran with the absorption
bands of puretetrahydrofuran (915 and 1070 cm™) sug-
gests that there is a rather strong interaction between
the tetrahydrofuran molecules and the metal cations.
Therefore, it seems reasonable that the donor ability of
lithium atoms should increase substantially and that a
considerable part of the charge should be transferred to
the fullerene fragment. In [4], it was assumed that,
unlike the other metal atoms, the lithium atoms can be
involved in covalent bonding with carbon atoms of the
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fullerene fragment, which, in turn, should lead to a
decrease in the charge of the fullerene anion. However,
the IR spectra indicate a significant charge transfer
from lithium atoms to the fullerene fragment.

The absorption bands in the IR spectra of the
sodium fullerene compounds are less pronounced than
thosein the IR spectraof the Li,Cgo( THF), compounds.
However, the T,(1)-T,(4) vibrational modes for these
derivatives exhibit a similar behavior. Unlike the IR
spectrum of the pure Cq, fullerene, the IR spectra of the
derivatives are characterized by an inverse intensity
ratio of the bands at frequencies of 527 and 576 cm™,
which correspond to the T,(1) and T,(2) modes. The
splitting of the band at 527 cm™ isinsignificant for the
compound with n = 2 and is somewhat larger for the
compound with n = 3. In contrast to the spectra of the
Li,Ceo(THF), compounds, the band at 527 cm does
not disappear in the spectra of the Na,Cgy(THF), com-
pounds with n = 3, 6, 8, and 12; however, its relative
intensity considerably decreases when changing over
from n = 4 to n = 12. The band of the T,(3) mode is
broadened by ~5 cm for the compoundswith n =6, 8,
and 12 and is shifted by ~13 cm for the compound
with n = 12. The band associated with the T,(4) vibra-
tional modeisshifted, asisthe casein the spectraof the
Li,Ceo(THF), compounds (Table 1), but the relative
intensity of this band is substantially less than that for
the fullerene compounds with lithium. The intensity of
the band attributed to the T,(4) vibrations in the
NasCeo( THF), compound is hot as anomalously high as
in the case of the Li;Cg(THF), compound. In this
respect, it should be noted that no phase with metallic
conductivity is found for the intercaated Na;Cq, ful-
leride [15].

According to the dataavailablein the literature [ 16],
the absorption band observed at afrequency of 785 cm?
in the IR spectra of the lithium and sodium fullerene
derivatives (except for the derivativeswithn =1 and 2)
can be assigned to dimeric fullerene anions.

In thiswork, solid samples of Me,Cgo(THF), (Me =
Li, Na; n = 1, 3) were also studied by EPR spectros-
copy. Aswas shown earlier by Allemand et al. [17], the
most characteristic spectrum is observed for fullerene
radical monoanions. The specific features of this spec-
trum are asfollows: (i) the g factor differs significantly
from the g factor of the free electron, and (ii) the line-
width drastically increases with increasing tempera-
ture. Such a temperature dependence is not observed
for the EPR spectra of aromatic radical anions with

structures similar to the structure of the Cg, anion. Itis

assumed that these features of the Cq, radical anion are
associated with both the high symmetry of thefullerene
fragment and the degenerate molecular orbital occu-
pied by an unpaired electron.
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Table 2. Values of the g factor and EPR linewidth AH for
Me, Ceo(THF), (Me = Li, Na; n = 1, 3) compounds

AH(285 K

Compound T,K | gfactor | AH, mT m
Ceo 120 | 2.0027 | 0.2
Ceo 290 | 2.0027 | 0.2
Li1Ceo(THF), 120 | 1.9990 | 2.700
Li;Cgo(THF), 285 | 1.9987 | 5.400 2
Nay Cgo(THF), 125 | 1.9992 | 1.560
NayCgo(THF), 285 | 1.9990 | 2.360 15
LizCgo(THF), 115 | 2.0023 | 0.280
LizCqo(THF), 285 | 2.0023 | 0.470 17
NasCgo(THF), 125 | 2.0011 | 0.130
NagCgo(THF), 285 | 2.0013 | 0.327 25

It can be seen from Table 2 that the EPR linewidth
for the Li;Cgo( THF), compound is maximum at a tem-
perature of 285 K and decreases by a factor of 2 at
120 K. The linewidth for the Na,Cso( THF), compound
is approximately 2.2 times narrower than that for the
Li;Ceo(THF), compound (at 285 K). This linewidth
decreases by afactor of 1.5 with adecrease in the tem-
perature to 125 K.

The linewidth for the Cgo_ radical anion in the
Me;Cqo( THF), compounds is approximately one order

of magnitude smaller than that for the Cg, radical anion
in the Me,Cgo( THF), derivatives for each metal. Asthe
temperature decreases from 285 to 120 K, the values of
AH for the LigCg(THF), and NagCq(THF), com-
pounds decrease by factors of 1.7 and 2.5, respectively.
These results are in good agreement with the data
obtained by Rosseinsky [18].

The g factor for the C4, radical anion does not

depend on the nature of the metal or on the temperature.
A similar inference was previously made by Solodovni-

kov [19]. The g factors for the Cg, and Cg’g radical
anions differ from each other. In the EPR spectra of the

MeyCeo( THF), compounds, the g factor for the CZ(} rad-

ical anion depends on the nature of the metal and is
independent of the temperature.

According to Paul et al. [1], the EPR signal withg =
2.0027 inthe spectraof thefullerene derivativesis asso-
ciated with the presence of oxygen-containing impuri-
ties (C;500) in the sample. Note that a narrow signal of
oxygen-containing impurities was also observed in the
spectra of the compounds under investigation.

Thus, we can make the inference that the IR spectra
of the lithium- and sodium-containing fullerene com-
pounds synthesized in this work exhibit bands associ-
ated with the T,(1)-T,(4) vibrationa modes. These
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modes are characterized by adifferent behavior with an
increasein n, and their evolution is most pronounced in
the spectra of the Li,Cgo( THF), compounds. In particu-
lar, the intensity ratio of the T (1) and T,(2) vibrational
modesfor the fullerene compounds differsfrom that for
the pure Cg, fullerene. The T,(1) mode can be split in
different ways and is absent in a number of the com-
pounds synthesized. The absorption band of the T,(4)
vibrations is considerably shifted toward the long-
wavelength spectral range, and its intensity is anoma-
lously high for the Li;Cgy(THF), compound. These
results, together with the data of EPR spectroscopy,
provide a basis for further in-depth investigation into
the physical characteristics of the prepared compounds
with the use of magnetic susceptibility measurements
and x-ray diffraction analysis.

In conclusion, it should also be noted that we
observed the disproportionation reaction for the
Li,Cgo(THF), compound. Holding this compound in a
toluene-tetrahydrofuran solution (20 : 1) for one day
(or longer) at room temperature |eads to disproportion-
ation with the formation of the Cg, fullerene and the
Li,Cgo(THF), derivative, which were isolated and char-
acterized by IR spectroscopy. No similar reactionswere
observed for the other compounds. Chen et al. [20]
studied the K;Cgzo(THF),, compound but did not reveal
disproportionation of the fullerene radical anion. How-
ever, Trulove et al. [21] observed disproportionation of

Ceo When recording the UV spectra of a Cg, fullerene

suspension in dimethyl sulfoxide with tetrabutylammo-
nium hexaphosphate.
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Abstract—Polyimide—fullerene composite thin coatings are investigated using thermal desorption mass spec-
trometry in the temperature range 20-800°C. It isfound that, at temperatures bel ow the temperature of decom-
position of the polymer matrix, thermally stimulated desorption of fullerene moleculesis limited by the dif-
fusion of fullerene molecules in the matrix. The diffusion coefficients and activation energies of diffusion of
Cgg and Cy fullerene mol ecules are determined from the experimental dataon thermally stimulated desorption
in the framework of several approaches. It is revealed that the diffusion of C,y molecules in the polyimide
matrix is more hindered than the diffusion of Cqy moleculesin the same matrix. © 2004 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

Although fullerene-containing polymer systems
have been intensively studied in recent years [1-4],
there is virtually no data on the transport properties of
fullerene moleculesin polymer matrices. Fink et al. [5]
made an attempt to determine the diffusion coefficient
of Cg, fullerene moleculesin apolyimide matrix. In[5],
the diffusion coefficient of Cg, fullerene molecules at
room temperature was estimated using neutron depth
profiling of polyimide samples in which tracks were
preliminarily produced by high-energy ions.

Thermal desorption mass spectrometry is highly sen-
sitive to molecular flow in a gaseous phase. This makes
it possibleto obtain detailed information on the fullerene
state in a polymer—fullerene system at an extremely low
fullerene content (less than 1 wt %). This information
cannot be derived by other extensively employed meth-
odsof thermal analysis (for example, thermal gravimet-
ric analysis), because the sensitivity of these methodsis
considerably less than that of thermal desorption mass
spectrometry. In our previous works [6-8], fullerene-
containing polymer systems were investigated using
thermal desorption mass spectrometry. It was shown
that the interaction of macromolecules with fullerene
molecules and the structural state of fullerene mole-
cules in a polymer matrix can manifest themselves in
the thermal desorption spectra of fullerene molecules
and the products of destruction of the polymer matri-
ces. Owing to the high thermal stability of polyimide,

the processes of thermally stimulated desorption of
fullerene molecules can be thoroughly studied at tem-
peratures below the decomposition temperature of the
polymer matrix. In the present work, we investigated
the thermally stimulated desorption of Cg and Coq
fullerene molecules upon heating of an insoluble rigid-
chain polyimide doped with these fullerenes.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Polyimide—fullerene mixtures were prepared using
a polyimide prepolymer, polyamic acid (PAA), which
was synthesized from 3,3'4,4'-oxydiphthalic anhydride
(ODPA), p-phenylenediamine (PPD), and 2,5-bis(4-
aminophenyl)pyrimidine (APP). The components of
the ODPA—PPD-APP copolyimide were taken in the
molar ratio 100 : 50 : 50. A solution of PAA and the
fullerene in dimethylacetamide was prepared according
to the procedure described in our earlier work [8]. The
purity of Cg, and C,q fullerenes was higher than 98%.
Thecalculated weight of thefullereneintheinitial PAA
solution amounted to 2% of the weight of the PAA syn-
thesized, which corresponded to a fullerene concentra-
tion of 2.3 x 10%° cm=3 in the coating. The precipitate
was filtered off, and the PAA—fullerene solutions were
poured onto a stainless stedl substrate (heater) with the
aim of forming acoating. The samplesweredried in air
for 1 h. Then, at the second stage of producing the poly-
imide coating, the PAA—fullerene system was subj ected

1063-7834/04/4607-1371$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Thermal desorption spectraof (1) Cgq fullerene mol-
ecules from a polyimide-Cgy composite coating ~2 pm
thick, (2) Cg fullerene moleculesfrom apure Cg thin layer
(calculated thickness ~10 nm) deposited on the surface of a
pure polyimide, (3) Cgq fullerene molecules from apolyim-
ide-Cgg composite coating prepared after reprecipitation of
aPAA—Cg solution in toluene, and (4) C4 fullerene mole-
cules from a polyimide-C;y composite coating ~2 pm
thick. (5) Typical temperature dependence of the total ionic
current measured during heating of the coatings. Experi-
mental conditions; pressure, 10~ Pa; heating rate, 7 K s,

to thermal imidization. For this purpose, the PAA and
PAA—fullerene films were heated in a vacuum chamber
of the mass spectrometer to a temperature of ~280°C,
which resulted in the formation of polyimide—fullerene
coatings. The calculated thickness of the coatings
formed on the substrate was approximately equal to
2 um.

The processes of thermally stimulated desorption
were investigated on an M X-1320 magnetic mass spec-
trometer (energy of ionizing electrons, 70 €V) equipped
with adevicefor controlled heating of the samples. The
samples were heated at a constant rate of 7 K s. The
pressure in the chamber of the mass spectrometer prior
to the experiment was maintained at 10~ Pa. The rates
of formation of identified volatile products were calcu-
lated using the measured absolute sensitivity of the
instrument to flow of fullerene vapors formed during
heating of a thin fullerene film (with known weight)
deposited on the surface of the preliminarily prepared
polyimide coating (Fig. 1, curve 2). In our experiments
on thermally stimulated desorption, we measured the
intensity of the principal line of the mass spectrum of
the corresponding fullerene (for the Cg and Cy
fullerenes, m/e = 720 and 840, respectively) simulta-
neously with the total ionic current, whose intensity is
directly proportional to therate of release of all volatile
products from the analyzed sample and, hence, to the
rate of mass losses for this sample.

3. RESULTS AND DISCUSSION

Analysis of the mass spectra recorded upon heating
of the polyimide-Cg, composite coating revealed that,
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at temperatures in the range ~200-500°C, the mass
spectrum of the coating coincides with the mass spec-
trum of pure fullerene Cg, (the energy of ionizing elec-
tronsis 70 eV [9]). The latter spectrum containsa prin-

cipal line of singly charged Cg, ions (nVe = 720, where
mistheion mass and eistheion charge) and aline of
doubly charged CZ ions (m/e = 360) with a lower
intensity. At higher temperatures (~400-600°C), the

mass spectrum involves a more complex set of lines
with aratio m/e in the range ~300-800, including the

line assigned to Cg, ions with a ratio m/e = 720. The

thermal desorption spectrawere obtained by measuring
theintensity of the line attributed to singly charged ions
with aratio m/e = 720.

The experimental data on thermally stimulated des-
orption are presented in Fig. 1. It can be seen from this
figure that the temperature of desorption of Cg, mole-
cules from the composite film (Fig. 1, curve 1) is sub-
stantially higher (above 300°C) than that of desorption
of Cg, molecules from the surface of the polyimide sub-
strate (Fig. 1, curve 2). The thermal desorption spectra

exhibit maxima at temperatures of ~450 (T; ) and

590°C (T, ). As can be seen from the temperature

dependence of the total ionic current (Fig. 1, curve 5),
the desorption of the residual solvent and the imidiza-
tion product (water) under the same experimental con-
ditions occurs at lower temperatures (T ™ ~ 300°C).

The volume concentration of unbound fullerene
molecules in the coating was calculated from the num-
ber of fullerene molecules desorbed at the low-temper-
ature stage. According to thermal desorption mass
spectrometry, the concentration of fullerene molecules
in the unbound state is estimated at ~1.5 x 10'° cm.
This concentration is less than the calculated concen-
tration of fullerene molecules in the initial solutions
(2.3 x 10*° cm3). Therefore, it can be inferred that the
fullerene molecules are contained in the precipitate
formed upon treatment of the PAA—fullerene solutions.
This is also confirmed by visual examination of the
solutions in the visible spectral range. The solutions of
PAA—Cg, mixtures are violet in color, which is charac-
teristic of fullerene Cg,. In turn, the PAA solution is
paleyellow in color. It is reasonable to assume that the
change in color of the PAA—Cg, solution is caused by
the absorption of dissolved Cg, fullerene molecules in
the visible range. In order to verify that the PAA—Cg,
solution contains unbound Cg, molecules, the solution
was precipitated in toluene, which served as a precipi-
tant for PAA and as a solvent for the Cy, fullerene. This
led to the formation of a precipitate. The toluene solu-
tion over the precipitate remained violet in color, which
is characteristic of Cg, solutionsin toluene. It should be
noted that, after redissolving in dimethylacetamide, the
PAA-C,, precipitate formed in toluene changed to a
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pale yellow color similar to the color of the PAA solu-
tion. These findings confirm the above inference that
the initiadl PAA—Cg, solution contains Cg, fullerene
molecules in the unbound state. The experimenta data
on thermally stimulated desorption from the PAA-Cy,
coatings prepared from a solution of the PAA—Cy, pre-
cipitate formed in toluene indicate that, in this case, the
desorption of fullerene molecules at a temperature

T (Fig. 1, curve 3) is considerably less intensive
than the desorption of fullerene molecules from the
coatings produced from the initial solutions (Fig. 1,
curve 1).

Analysis of thethermal desorption spectraof the Cg,
and C, fullerene-containing coatings (see curves 1 and
4inFig. 1, respectively) with the same cal cul ated thick-
ness also demonstrates that, for the Cgz and Cy

fullerenes, the temperatures T, differ significantly
(the difference can be as large as ~50°C), whereas the

temperatures T, arevirtually identical. Thelow-tem-

perature stage of the desorption is observed at temper-
aturesthat aretoo low toinitiate thermal decomposition
of the polyimide matrix (Fig. 1, curve 5) but are high
enough for additional volatile products to be formed in
the temperature range above ~570°C. This gives
grounds to believe that the difference between the
curves of therma desorption of the Cy and Cy
fullerene molecules at the low-temperature stage is
associated with the properties and geometry of diffus-
ing particles rather than with the processes of destruc-
tion and structure formation of the polyimide matrix. In
particular, the latter processes lead to an increase in the
thermal expansion coefficient of the ODPA—PPD-APP
copolyimide in the vicinity of the glass transition tem-
perature (~320°C) [10]. Recall that C,, fullerene mole-
cules have the shape of an ellipsoid of revolution whose
major and minor axes are equal to ~0.78 and ~0.7 nm,
respectively, whereas Cg, fullerene molecules have the
shape of asphere~0.7 nmin diameter. Onthisbasis, the
results obtained can be explained, for example, by the
fact that the size of ellipsoidal C;, fullerene molecules
is greater than the size of spherical Cg, fullerene mole-
cules.

The high-temperature stage of the desorption

(T;™) isobserved at temperatures close to the temper-

ature of the onset of thermal decomposition of polyim-
ide macromolecules (Fig. 1, curve 5 for thetemperature
dependence of the total ionic current). However, the

temperature T, corresponding to the high-tempera-
ture stage is somewhat lower than the temperature of
the maximum in the curve for the total ionic current. In
our opinion, the desorption of fullerene molecules at
this stage is governed by complex processes of ther-
mally stimulated destruction of the polyimide matrix.
As was done in our earlier work [8], we assume that
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strong chemical bonds between the polyimide macro-
molecules and the fullerene mol ecul es begin to dissoci-
ate in the temperature range under consideration. The
assumption regarding the formation of strong polyim-
ide—fullerene bonds is in agreement with the results of
the IR spectroscopic study performed in [10]. Accord-
ing to these data, the IR spectra of polyimide-Cyg, films
contain lines characteristic of nonmodified fullerene
Ceo and additional lines that are absent in the spectrum
of a pure polyimide. In [10], the additional lines
revealed in the IR spectrum were attributed to the for-
mation of polyimide—fullerene adducts. This assump-
tionisindirectly confirmed by the higher kinematic vis-
cosity of PAA—C,, solutions as compared to the viscos-
ity of PAA—C4, solutions, because, as a rule, the
viscosity of solutions increases with an increase in the
density of an interpenetrating network of PAA macro-
molecules. Up to this point, the question asto the specific
type of bonding involved remains open. Nonetheless,
since the reactions of addition of fullerene molecules to
amines are well understood [11], we can argue that
fullerene molecules in the PAA—fullerene solution inter-
act with terminal amine groups of the polyamic acid.

The diffusion coefficient of fullerene molecules in
the polyimide matrix at the low-temperature stage of
thermally stimulated desorption can be estimated from

the relationship AX® ~ D1, where D is the diffusion

coefficient, AX” isthe mean square of the diffusion dis-
placement of a molecule, and 1 is the diffusion time.
However, in order to apply thisrelationship, it is neces-

sary to know the value of AX® and the diffusion timer.
The diffusion time T can be determined from experi-
ments on thermally stimulated desorption in the course
of isothermal annealing of specially prepared polyim-
ide—fullerene composite films at a specified tempera-
ture and a specified time of exposure to this tempera-
ture. The experimental results demonstrate that the |ow-
temperature stage of the thermally stimulated desorp-
tion in the polyimide—Cg, coatings annealed at a tem-
perature of 310°C is completed in ~5 min. Let us how
assume that the diffusion toward the ends of the sample
is negligible. Under this assumption, all fullerene mol-
ecules can be considered to be completely desorbed
from the coating only in the case when the last fullerene
molecule traverses the distance from the coating—sub-
strate interface to the polymer—vacuum interface, i.e., a
distance equal to the thickness L of the coating. Note
that the assumption regarding negligible diffusion
toward the ends of the sample is quite reasonable,
because the thickness of the coatings under investiga-
tion is substantially smaller than their length or width:
the thickness-to-length (thickness-to-width) ratio is
approximately equa to 10*. From the experimental
data (D ~ L?/t) obtained at atemperature of 310°C, we
determined the diffusion coefficient D ~ 10 m?/s in
the case of isothermal annealing of the polyimide—Cg,
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Fig. 2. Arrhenius curves plotted from the experimental
curves of thermal desorption of (1) Cgg and (2) Cyg

fullerene molecules. Arrows indicate the temperatures of
isothermal experiments.

coating at 310°C. For the polyimide-C,, coating, the
same diffusion coefficient of C,, fullerene molecules
was abtained at a higher temperature (380°C).

It should be noted that the analysis of the diffusion
process under consideration can be reduced to the prob-
lem of one-dimensiona diffusion in a planar layer
when the diffusant is desorbed from the outer surface of
the layer. Thismodel isasimplification of thereal situ-
ation and involves a number of assumptions. These
assumptionsare asfollows: (i) the diffusion mechanism
remains unchanged during the experiment, and (ii) the
diffusion coefficient is not anisotropic. Moreover, it is
assumed that, at the initial instant of time, the fullerene
concentration c(x, 0) smoothly varies acrossthe coating
from a maximum at the coating—substrate interface to a
minimum at the coating—vacuum interface. The tem-
perature dependence of the diffusion coefficient can be
represented by the relationship used in the free volume
model of diffuson in bulk polymerss D =
Dyexp(—WRT), where u is the activation energy of dif-
fusion, T is the absolute temperature, and R is the gas
constant. Then, at the low-temperature stage, the distri-
bution of the fullerene concentration over the coating
thicknessin the course of linear heating can be parame-
trized (with respect to the coating thickness L, the heat-
ing rate 3, and other possible parameters) using the solu-
tion to the equation of the second diffusion law [12]:

22t

c(x t) = %z exp[————‘det}sn(kT[x/L)
e (1)

L

 fo(x, 0)sin(km/L)dx.

Here, X isthe spatial coordinate along the direction per-
pendicular to the coating—vacuum interface, t is the
time, and D is the diffusion coefficient, which is equal
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to Dyexp[—UW/R(T, + Bt)] under the conditions of our
experiment.

In order to determine the initial approximations for
u and D, (the thickness L was taken equal to the calcu-
lated thickness of the coating), we applied the approach
proposed by Zholnin and Zaluzhnyi [12], according to
which the diffusion coefficient D can be obtained using
only the first term in expansion (1). Hence, the diffu-
sion coefficient D can be written in the form

D = —(L/m)°(dNg/dt)/Ng, )

where dNg /dt is the desorption rate of fullerene mole-
cules at a given temperature and N, is the number of
fullerene molecules in the coating at this temperature,
which is determined by integrating the corresponding
portion of the experimental curve. The portions corre-
sponding to the low-temperature stages in the experi-
mental curves of thermal desorption of Cgy and Cq
fullerene molecules (Fig. 1) were recalculated accord-
ing to expression (2). As a result, we obtained the
dependences shown in Fig. 2. It can be seen that these
dependences exhibit an Arrhenius behavior and arelin-
ear over a wide range of temperatures. The activation
energies of diffusion of Cgy and C,, fullerene molecules
were determined using linear regressions of the temper-
ature dependences of the diffusion coefficient and
amounted to ~90 and ~130 kJmol, respectively. The
diffusion coefficient D obtained by extrapolating the
Arrhenius dependence to room temperature is approxi-
mately equal to 1072 m?/s for Cg, fullerene molecules
in neat polyimide. This coefficient is substantialy
smaller than the diffusion coefficient D ~ 1077 m?/s
determined in [5] from experimental data on the diffu-
sion of Cg, fullerene moleculesinirradiated polyimide.
This difference can be explained in terms of consider-
able loosening of the polyimide structure subjected to
treatment with high-energy ions. The diffusion coeffi-
cients D calculated from relationship (2) are in good
agreement with those obtained from the results of the
aforementioned isothermal experiments (the tempera-
tures of the isothermal experiments are indicated by
arrows in Fig. 2). However, it should be kept in mind
that, in the framework of our approach, the initial con-
centration distribution c(x, 0) of fullerene molecules
over the coating thickness remains unknown, because
the sample was preliminarily heated to 280°C during
imidization. This heat treatment can disturb the initial
uniform distribution of fullerene molecules in the coat-
ing. Closer examination of the structure of the coatings
with the aim of refining the activation energies of diffu-
sion will be performed in further investigations.

The activation energy of diffusion of fullerene mol-
ecules in the polyimide matrix, which was determined
within the above approaches, fitswell the linear extrap-
olation (to the diameter of the Cg, fullerene molecule)
of the dependence of the activation energy for the pen-
etration of gases and vapors through the Kapton™
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Fig. 3. Linear extrapolation (to the diameter of the Cqy mol-
ecule) of the dependence of the activation energy for the

penetration of gases and vapors[13] through the Kapton™
polyimide sample on the molecular diameter of diffusing
particles.

polyimide sample on the molecular diameter of diffus-
ing particles (see the monograph by Ohya et al. [13]).
Actualy, for the Cg, fullerene, the molecular diameter
is approximately equal to 0.7 nm; in this case, the acti-
vation energy is estimated at ~90 kJmol (Fig. 3). This
result is in satisfactory agreement with the activation
energy determined from the linear regression of the
Arrhenius dependences for the ODPA-PPD-APP
copolyimide.

It should be noted that, on the molecular level, the
nonspherical shape of C,, fullerene molecules can lead
to diffusion anisotropy (a decrease in the probability of
hopping along one of the spatial coordinates). Conse-
guently, the mean diffusion rate also decreases. This
can be taken into account by introducing the effective
diameter d of diffusing particles. It is seen from Fig. 3
that, for the C,, molecule, unlike the Cg, molecule, the
effective diameter d exceeds its maximum linear size
(~0.78 nm) and is approximately equal to 0.92 nm.

4. CONCLUSIONS

Thus, the thermally stimulated desorption of
fullerene molecules from polyimide—fullerene compos-
ite films was investigated. The diffusion coefficients of
Ceo and C, fullerene molecules in a polymer matrix
were determined and compared.
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Abstract—The dependence of current—voltage characteristics of single-wall nanotubes on their radius and
chirality is studied theoretically. It is shown that the conductance of a single-wall nanotube at low voltages can
assume discrete values equal to zero for a dielectric tube and 4(e?/h) for a conducting tube (e is the electron
charge, histhe Planck constant). The current—voltage characteristic of a nanotube exhibits kinks related to the
discreteness of the electron spectrum. The behavior of the conductance of the nanotube at zero temperature is
analyzed in a quantizing longitudinal magnetic field that changes the type of tube conduction. In a magnetic
field, the conductance of a dielectric tube at low voltages can assume avalue of 2(€?/h) in the region where the
tube becomes conducting. In a weak magnetic field, a conducting tube becomes dielectric with an energy gap
depending on the magnitude of the magnetic field. The conductance of a carbon nanotube is calculated as a
function of the temperature and longitudinal magnetic field. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It is known that the conductance of a quantum wire
can assume discrete values determined by the number
of transverse modes occupied by electrons, which act as
guantum channels for the current flow. Experimentally,
these channels can be observed if the electron wave-
length is comparable to the transverse size of the wire
when the value of eV (eisthe eectron charge, V isthe
potential difference between the ends of the wire) is of
the order of the distances between discrete electron
energy levels (see, e.g., [1]). In asingle-wall nanotube
treated as a quantum wire, the discrete electron states
with different values of the magnetic quantum number
are analogous to transverse modes. Accordingly, the
conductance of the nanotube can also assume discrete
values. However, for this effect to be observed experi-
mentally, the tube must be of sufficiently small radius,
since the energy distance between quantum electron
states is inversely proportional to the tube radius
squared.

A geometrically ideal carbon tube can be repre-
sented as a cylindrical surface consisting of closely
packed carbon “benzene rings’ (without hydrogen
atoms). Tubes with alength of up to one micron and a
diameter that is hundreds of times smaller than the
length were experimentally studied. It has been found
that the geometrical orientation of carbon rings on the
tube surface determines whether the tubeisa dielectric
or aconductor. Thisimportant property may make such
tubes attractive candidates for applicationsin nanoel ec-
tronics. In this paper, we theoreticaly study the cur-
rent—voltage characteristic of an arbitrary ideal single-
wall carbon nanotube under the assumption that the
systemisinthermodynamic equilibrium. A simple geo-
metrical model for calculating the carbon nanotube

conductance is suggested. In this model, we define a
zone of nonequivalent electron quantum states, which
isanalogousto the Brillouin zone for crystalline solids.
In calculating the current—voltage characteristic of the
tube numerically, we use the ballistic approximation, in
which the electron free path is assumed to be much
greater than the tube size. Analogous calcul ations were
performed for carbon nanotubes with the ssmplest “zig-
zag®” and “armchair” symmetries in theoretical study
[2], where it was shown that, at zero temperature and
low voltages, the conductance of the tube can assume
discrete valuesthat are multiples of €2/h (histhe Planck
constant).

Interest has been expressed in studying carbon nan-
otubes for several reasons: first, their high strength and
the large values of their elastic moduli, which are actu-
aly equal to the elastic moduli of the graphite plane;
second, the wide range of variation of the band gap in
the te-electron spectrum (from zero to several electron-
volts, depending on the tube radius and chirality); and,
third, the high capillary and adsorption characteristics
of the tube. Therefore, one might expect carbon nano-
tubes to find application in nanoelectronics and nano-
mechanical devices and as selective molecular adsor-
bates. Theoretical and experimental studies on the
properties of carbon nanotubes are described in [3-6].

2. GEOMETRICAL STRUCTURE
AND THE T=ELECTRON ENERGY SPECTRUM
OF A CARBON TUBE

A carbon nanotube can be represented as a graphite
sheet rolled into a cylindrical surface. Accordingly, we
choose two perpendicular vectors C and L on the
graphite sheet (Fig. 1). The vector C connects two lat-
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tice sites determined by basis vectors a, and a,, and the
vector L determines the length of the carbon nanotube.
The vectors C and L define a rectangle on the graphite
plane. The procedure of gluing this rectangle identifies
pointsthat lie on opposite sides of the rectangle and are
separated by the vector C. After gluing, the rectangle
becomes a finite cylindrical surface and the basis vec-
tors a; and a, become screw tranglations on the cylin-

der, which has radius R = |C|/2mt (R is the nanotube
radius).

We note that the basis vectors on the graphite sheet
determine a unit cell with two carbon atoms and are
equal in magnitude, |a,| = [a,] = ~/3a,, wherea, = 1.42 A
is the distance between two nearest neighbor carbon
atoms in graphite. After gluing a cylindrical surface
with an infinite generatrix length, the basis vectors
become operators of screw rotations, which are charac-
terized by a trandation along the cylindrical surface
and the rotation angle; for example, for the vector a,,
these quantities are given by Ad, = (a,C)/R and Az, =
(a;L)/|L|. Analogous expressions can also be written
for the other basis vector. Thus, the two operators of
screw rotations on a carbon nanotube generate a sym-
metry group of the tube and there are two carbon atoms
per unit cell of the tube.

The vector C on the graphite layer is specified by
two numbers (iq, i,): C =i,a, +i,8,. Theseintegers (i,
i,) are called chirality indices of the carbon nanotube,
since they determine the angle at which the graphite
layer isrolled (thisangleisdenoted by @in Fig. 1). The
radius and the chirality angle are easily expressed in
terms of the chirality indices

R = %A/if—ilizﬂs, tang = Zlfizl
1712

and the parameters of the two operators of screw rota-
tion take the form

Ap, = “/_i;ocoscp,

_ JBaym . T
A, = T%:osésm(p—smécosqg,
Az, = —./33,sinQ,
_ T T
Az, = ﬁao%osécos¢+ smésmqg.

The parameters of operators (1) are involved in the
spectrum of Trelectron quantum states of the carbon
tube, which depends on two quantum numbers (m, k),
wherem=0, £1, £2,... is the magnetic quantum num-
ber and 7%k is the electron quasimomentum along the
nanotube axis. In the tight-binding approximation, the
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Fig. 1. Fragment of agraphite plane. a; and a, are basisvec-
tors of the unit cell, C is the vector generating the cylindri-
cal nanotube, L determines the tube length, and ¢ is the
chirality angle.

energy of Tt electronsin a state with quantum numbers
(m, K) (disregarding spin) is

Eri,k = Eoi|Hm,k|’
Hmk = B(1+ exp(—imAd,—ikAz,)) 2
X (1+exp(—imAd, —ikAz,)),

where (A, Az) and (Ad,, Az,) are given by Egs. (1);
B isaparameter equal to amatrix element of the Hamil-
tonian, which can be expressed in terms of the wave
functions of electrons of the nearest neighbor atoms (in
what follows, we set B = 2.2 eV); thex signsin Eq. (2)
refer to two energy bands; and E° is the binding energy
of amelectronin afree carbon atom, whose value does
not affect the subsequent calculations (we set it equal to
zero in what follows).

In the literature, other forms of expression (2) are
also used [3] and the value of the parameter 3 isvaried
from 2 to 3 eV (seg, eg., [7, 8]). We note that a more
correct expression for the electronic spectrum in the
tight-binding approximation contains three different
parameters (rather than one parameter 8), which are
equal to the matrix elements relating an atom to its
three nearest neighbors. The values of these parameters
depend on the tube radius and chirality [9]. Actualy,
formula (2) isvalid for a nanotube of large radius.

Phenomenological parametric models are also used
in the literature to calculate the electronic spectrum of
Tt electrons on the cylindrical surface of a tube with
inclusion of spin—orbit interaction [10]; however, these
models do not take into account the dependence of the
spectrum on the nanotube symmetry. Apparently, final
choice of the most adequate model of the Tr-electron
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Fig. 2. Nonequivalent quantum states and constant-energy
curvesfor Ttelectrons of acarbon (10, 9) nanotube. (a) Con-
stant-energy curves on the (m, k) plane, and (b) discrete
quantum states of afinite-length carbon nanotube.

energy spectrum and of the numerical values of the
spectral parameters can be made after accumulating
guantitative experimental data on the electronic charac-
teristics of single-wall nanotubes of arbitrary chirality.

Thus, using the one-parameter formula (2) for the
Tr-electron energy spectrum of a single-wall carbon
nanotube, the nanotube symmetry can be taken into
account in the smplest way.

The electron energy given by Eg. (2) is a doubly
periodic function of quantum numbers m and k, whose
nonequivalent values satisfy the inequalities

|[mAG, +kAzZy| <,
|[mAG, + kAzZ,| < Tt.

The set of quantum states (m, K) for which inequalities(3)
are satisfied lies within a tetragon on the (m, k) plane.
Thistetragon is analogous to the Brillouin zone used to
describe the electronic spectra of crystals. In Fig. 2a,
constant-energy curves on the (m, k) plane are plotted
for the (10, 9) nanotube and the corresponding band of
nonequivalent states is shown. The energy reaches a
maximum at the band center; at singular points (m kp)

in the zone, the energy of each branch of spectrum (2)
vanishes.

The choice of the zoneis not unique; it follows from
Fig. 2a that this zone can be chosen either as another

©)

PHYSICS OF THE SOLID STATE \Vol. 46

SAVINSKII, BELOSLUDTSEV

equivalent tetragon or as a hexagon whose vertices are
located at the points where energy (2) is zero.

For a finite-size nanotube, the quantum number k
assumes discrete values that are multiples of 217L. As
an example, Fig. 2b shows the zone for a finite (10, 9)
tube; the allowed quantum states (m, k) within this zone
are indicated by points.

At zero temperature, Tt electrons occupy al allowed
states of the zone with energies corresponding to the
lower branch of spectrum (2); therefore, the chemical
potential is equal to the energy E°, which istaken to be
zero.

Singular points (mpy ki) of the zone can be found

using the following arguments. It follows from Eq. (2)
that the electron energy is equa to the product of the
parameter 3 and the modulus of a complex number that
is the sum of three complex numbers (the first of them
isunity, and the moduli of the second and third numbers
are also equal to unity). This sum vanishesif the phases
of the second and third complex numbers are £2173; the
corresponding conditions can be written astwo systems
of linear equations for mand k:

Eh]Aq) 1+ kAz, =
0

|
1+

n

(4)

WIN WIN

|
1+

%ﬂA¢2+kAzz—

We note that the two systems of equations (4) differing
in the sign (+ or —) in the right-hand side can be
obtai ned using the substitution m —» —mand k —» —k.
The solutions to system (4) satisfying inequalities (3)
are symmetric with respect to the origin and have the
form

L

2T[ AZ]_—AZZ
m* = i_ y
3 A¢2A21_A¢1A22 (5)
K, = 2n_ -0y +Ad,
*

= +—
“ 3 Ad,Az, -Ap,AZ,

By substituting the coordinates of screw rotation oper-
ators (1) into Egs. (5), we express mjand kjin terms of

the nanotube chirality indices:
iy +i; iy —ip ©6)

3 aoliz—iyip+is
From Eq. (2), we can also find the dependence of the
energy gap of a nanotube on its radius and chirality
indices. With thisaim, we calculate the derivative of the
electron energy with respect to the magnetic quantum
number at the point (M k) of the zone and estimate

the shortest energy distance from the point mgjto the
nearest curve (Fig. 3a) with an integer magnetic quan-
tum number musing linear interpolation of the electron
energy in the vicinity of this point. In this way, we

My = *

k* =i%[[
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obtain the following formulafor estimating the energy
gap width:

A = Z‘M [my —m|
aom

= 2800, + (A, + Ad,) exp(—imu A, —ikaz)

X |my —m.

According to Eq. (7), if mis an integer, the gap
width A vanishes and the corresponding tube is a con-
ductor. It followsfrom Eq. (6) that thisis possibleif the
sum of the tubeindicesisamultiple of three; otherwise,
the quantity [mp—m| in Eq. (7) is equal to 1/3. Thus,
knowing the chirality indices and using Eg. (6), we can
determine whether a carbon nanotube is conducting or
insulating. Using Eq. (7), we can approximately esti-
mate the energy gap for a dielectric tube, which is pro-
portional to the angular parameters of the screw rota-
tion operators and, according to Eq. (1), is inversely
proportional to the tube radius. In theliterature, arough
formula for estimating the nanotube energy gap A =

Baﬁo was discussed [2]; this formula follows from
Eq. (7).

3. CONDUCTANCE OF AN IDEAL NANOTUBE

L et contacts be attached to the left and right ends of
the tube, and let a voltage V be applied to the contacts.
We assume that the electron mean free path is greater
than the nanotube size. In this case, electrons pass from
one end of the tubeto the other without scattering. If the
system is in thermodynamic equilibrium, then we can
assume that the difference in the chemical potentials at
the left and right ends of the tube is eV, therefore, the
electron fluxes from the left and right ends of the tube
aredifferent, giving riseto electric current. We note that
the chemical potential of a carbon nanotube does not
depend on temperature due to the symmetry of the
branches of energy spectrum (2).

The electron flux passing through an arbitrary cross
section from any end of the tubeis given by

_ 2e aEm,k
‘] - hL ak fm,kl (8)
m, k
H_Em, -1

O
where f, \ = Eﬂ. +e O isthe Fermi—Dirac func-
tion, kg is the Boltzmann constant, and | is the chemi-
cal potential, whichisset equal to zero for oneend of the
tube and to eV for the other end; the summation is per-
formed over the two branches of electron spectrum (2)
for al values of m and k lying within the zone of
allowed states in which the electron velocities are
directed oneway (for example, for the flux from the | eft
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Fig. 3. Calculated current—voltage characteristic and con-
ductance of acarbon (10, 9) nanotube. (a) Constant-energy
curves near the (mp k) statewith astepin energy of 0.1 eV,

(b) the current—voltage characteristic, and (c) the conduc-
tance as a function of applied voltage at various values of
the magnetic flux through a cross section of the tube.

end of the tube, we take into account the electrons
whose velocities are directed to the right end); the fac-
tor of two before the sum accountsfor the el ectron spin.
Expression (8) alows a simple physical interpretation.
Let us consider an arbitrary cross section of the tube
and an arbitrary quantum electron state. An electron in
the specified quantum state can pass across the speci-
fied cross section during a unit time if it is located in
any cross section of thetubelying at adistance from the
specified cross section that is numerically equal to the
electron velocity; therefore, the probability of finding
the electron at a given distance from the chosen cross
section is equal to the ratio of the electron velocity to
the total tube length. The Fermi—Dirac function in
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Fig. 4. Conductance of acarbon (20, 10) nanotube asafunc-
tion of applied voltage at various val ues of the magnetic flux
through a cross section of the tube.

Eq. (8) defines the occupation probability of the chosen
guantum state. In thelimit L — oo, the quantum num-
ber k assumes continuous val ues; hence, the summation
over this quantum number can be replaced by integra-
tion over k; for any fixed value of the discrete quantum
number m, the integration limits are defined geometri-
cally by the position of the line of allowed states on the
(m, K) plane with respect to the zone boundaries
(Fig. 2a8). Consequently, formula (8) can be written as
h ok L

mkfm dk.
> Y[

Expression (8) for the electron flux assumesthesim-
plest form at zero temperature (T = 0). In this case, the
Fermi—Dirac function can be represented as a step func-
tion of the form f,,, , = ©(u — E, ) and the electric cur-
rent (which is equal to the difference in the electronic
fluxes from the left and the right ends of the tube) is

aEm k2T[

J_

2e
I=3-Jr = 375 (eV—Epin)O(eV —Epin), (9)
m

where E.. is the energy minimum of the positive

branch of spectrum (2) for a given value of the mag-
netic quantum number m; the sum in Eq. (9) is taken
over the states with different values of the magnetic
guantum number of the positive branch of spectrum (2)
for which E,,, < eV. For a conducting tube, one of the

values of Ep, for m = mp vanishes, whereas for a

dielectric tube Ey;, = A/2. Therefore, in a conducting

tube, the current arises at arbitrarily low voltages
between the ends of the tube, whereas in a dielectric
tube the current appears only for voltages satisfying the
inequality eV = A/2. According to Eg. (9), the number
of termsin the sum depends on the applied voltage and
is greater than or equal to two for a conducting tube,
whereas for a dielectric tube it is greater than or equal
to zero.

In adielectric tube, the number of termsin sum (9)
is zero until the condition eV = A/2 is satisfied. The
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appearance of new termsin sum (9), related to the vari-
ation in the voltage V applied to the tube, changes the
slope of the current—voltage characteristic of the nano-
tube (Fig. 3b).

Anincreasein the tube radius decreases the distance

between the minimum energies E;, for different val-

ues of m, thus resulting in an increase in the density of
points at which the dope of the current—voltage charac-
teristic changes. In the limit of large tube radii, the cur-
rent—voltage characteristic of a nanotube has a para-
bolic form.

The above arguments on the summation rules in
Eq. (9) areillustrated in Fig. 3a, where constant-energy
curves in part of the region of noneguivalent values of
the quantum numbers are plotted for a carbon (10, 9)
nanotube. The energy step for constant-energy curvesis
taken to be 0.1 eV. The point in Fig. 3a corresponds to
the values of (mr; ki) at which the electron energy van-

ishes, and the two straight lines determine the allowed
quantum states for an infinitely long nanotube with m=
6 and 7. It follows from Fig. 3a that the curve corre-
sponding to allowed states with m = 6 touches the
0.42-eV constant energy curve and that the line with
m = 7 touchesthe 0.78-eV constant energy curve. Thus,
at zero temperature, the electric current appears in the
tube only at voltages V = 0.42 V; under these condi-
tions, the channdl with m = 6 opens first and then, at a
voltage of V = 0.78 V, the second channel opens with
m= 7. Accordingly, at temperature T = 0O, kinks on the
current—voltage characteristic of the (10, 9) nanotube
are observed at voltagesV = 0.42 and 0.78 V. Figure 3b
shows the current—voltage characteristic numerically
calculated from Eq. (9) for a carbon (10, 9) nanotube;
kinks are visible at voltages V = 0.42 and 0.78 V.

From Eq. (9), we can easily obtain the conductance
of acarbon nanotube at zero temperature:

:\I—/=2ezgl—

The summation rulesin Eq. (10) are the same as those
in Eq. (9). For aconducting nanotube, one of the values

of En, form= mpis zero and, at low voltages V, the

sum in Eg. (10) has only two terms, each of which is
equal to unity. Therefore, the conductance of aconduct-
ing tube is equal to 4(e?/h) (Fig. 4), aswasindicated in
[2]. For adielectric tube at |ow voltages, the number of
terms in Eq. (10) is zero and the conductance of the
tube is also zero; for voltages eV = A/2, the tube
becomes conducting and nonzero terms appear in the
sum in Eq. (10).

If amagnetic field is applied parale to the carbon
nanotube axis, formula (2) for the energy spectrum
remains unchanged, but the quantum number minit has
to be replaced by m + ®/d,, where ® = TiR?B is the
magnetic flux through the cross section of the nano-

”“'“D@(ev Emn)-  (10)
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tube, @, = chi/e is the magnetic flux quantum, c is the
velocity of light in vacuum, and B is the magnetic
induction. Accordingly, the value of mjon the (m, k)

plane at which energy (2) vanishes is displaced in a
magnetic field. For aconducting tube, the displacement
implies the emergence of agap in the energy spectrum.
The width of this gap can be estimated from Eq. (7),
according to which the energy gap is proportiona to the
magnetic field.

In Fig. 3c, the conductance of the (10, 9) tube [cal-
culated from Eq. (10)] is shown as afunction of voltage
at different values of the magnetic flux. At zero mag-
netic flux, the (10, 9) tube is dielectric with an energy

gap of 2 x 0.42 eV; for amagnetic flux of % = % , the
0

gap is closed and the tube becomes conducting. With a

further increase in the magnetic field, a gap appears

again and reaches a maximum value at % = % A sub-
0

sequent increase in the magnetic field results in a vari-

ation of the gap width, which is symmetric with respect

. o 1

to the magnetic flux o, 2
Figure 4 showsthe voltage dependence of the conduc-
tance of a conducting carbon (20, 10) nanotube at zero
temperature numericaly calculated from formula (10)
at different values of the magnetic flux through the
cross section of the tube. If amagnetic field is switched
on, the (20, 10) tube becomes dielectric (Fig. 4); the
energy gap increases with magnetic flux d/d, and then,

after reaching a maximum value at % = % , decreases
0
with increasing magnetic flux and vanishes at ®/®, = 1.
At nonzero temperatures, didectric tubes become
conducting if the condition kg T ~ A is satisfied. Figure 5
shows the numerically calculated conductance of the
carbon (210, 10) nanotube, which is a narrow-gap
dielectric. The calculations were performed for low
voltages and various temperatures and magnetic fields.
The conductance was calculated using formula (8) for
electrons going from the left-hand and right-hand ends
of the tube. It follows from Fig. 5 that, at temperatures
near 200 K, the conductance depends on the magnetic
field only weakly and is a growing function of temper-
ature.

All numerical calculations presented in Figs. 3-5
were performed for finite tubes of length L = 10° A.
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Fig. 5. Dependence of the conductance of a carbon (210,
10) nanotube on temperature and magnetic flux for vanish-
ing voltage.

Our calculations of the temperature dependence of
the conductance of single-wall carbon nanotubes arein
gualitative agreement with the experimental data on the
temperature dependence of the resistance of a bunch of
multilayer nanotubes described in review [3].
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