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Abstract—The potentialities of the model of nonstationary waveguide equations for describing pulsed pro-
cessesin irregular transmission lines are studied using planar lines as an example. The problem of high-accu-
racy controllable-error numerical simulation isdiscussed. Typical examplesof simulating ultra-wide-band el ec-
tromagnetic pulses with an initial TEM structure in terms of time-domain representation are presented with
emphasis on the interaction of the pulses with irregularities, including their transformation into longitudinal
waves. Both lumped and distributed irregularities are addressed: deep corrugations that cover 90% of the trans-
mission line's aperture (distributed irregularities) and these corrugations in combination with sharp kinks at the
boundary surfaces and permittivity steps at the boundaries of the dielectric filling (lumped irregularities). It is
shown that arelative rms error involved in the cal culated field intensity of no higher than 10~ is easy to achieve.
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INTRODUCTION

The growing interest in the electrodynamics of non-
stationary and pulsed processes in irregular transmis-
sion linesand, in particular, in the propagation of ultra-
wide-band (UWB) electromagnetic pulses (EMPs) in
them [1] poses new problems in waveguide electrody-
namics. The models devel oped for the numerical simu-
lation of monochromatic (i.e., ~exp(—wt)) processes
are inapplicable to UWB EMPs for the following rea-
son. The numerical inversion of Fourier integrals of
monochromatic UWB EMP field components (inirreg-
ular waveguides, they are aso found numerically)
encounters insurmountable difficulties in attaining a
sufficient and controllable accuracy, because the fre-
guency spectraarevery wide. Dueto this circumstance,
one has to give up frequency representations and
develop new more general simulation methodsthat pro-
vide a higher and controllable accuracy.

At the same time, the propagation of nanosecond
and subnanosecond pulsesin devicesthat containirreg-
ular transmission lines is accompanied by effects that
can be explained neither quantitatively nor qualitatively
within the conventional theory of transmission lines,
because the theory is approximate and not wholly ade-
guate for a rigorous el ectrodynamic approach. In par-
ticular, according to the generally accepted single-
mode model, a TEM pulse in a matched inhomoge-
neous line (i.e., when the wave impedance is constant
over the line length) usually with a low loss per unit
length can only slowly change its waveform. In aloss-
less line, the waveform should remain unchanged.
However, experiments[2] and simulations[4] based on

the more rigorous model of coupled strings [3] have
shown significant qualitative deviations from these pre-
dictions. The reason for this discrepancy is that the sin-
glemode model of telegraph equations disregards
mode mutual transformation and, in particular, the
transformation of the dispersion-free TEM mode into
dispersive modes (and vice versa) when the cross sec-
tion varies continuously. The variational method [3]
applied below is more adequate for a rigorous electro-
dynamic approach and allows for the real processes.

Note also that a combination of the analytical meth-
ods that represent transient fields in irregular
waveguides as the superposition of monochromatic
fields and methods for numerically calculating these
fields are associated with significant difficulties where
short or steep-edge pulses are concerned. The practical
implementation of this approach produces unpredict-
able errors when calculating the inverse Fourier trans-
form, because the frequency spectraare very wide. This
circumstance is another important reason for the appli-
cation of the method mentioned above [3], which does
not use expansions in frequency spectra.

Although interest in transient electromagnetic pro-
cessesinwaveguidesis growing, the number of theoret-
ical works on this subject is very limited. Monograph
[5] considers transient waves in waveguides. Although
the method using the separation of variables[5] isfree
of the above disadvantages of frequency-domain analy-
sis, it is applicable only to irregular waveguides of cer-
tain special shapes.

Below, we consider the propagation of a pulse of a
finiteinitial shapein planar irregular transmission lines
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and study the feasihility of providing high-accuracy
controlled-error numerical results by the variationa
method of nonstationary waveguide equations.

1. STATEMENT OF THE PROBLEM
AND NONSTATIONARY WAVEGUIDE
EQUATIONS

Let the y axis of the Cartesian coordinates be
directed transversely to the waveguide under study, i.e.,
anirregular layer sandwiched in two perfectly conduct-
ing surfaces. These surfaces are defined by the equa
tionsy =—a,(2) and y = a,(2). Here, zisthelongitudinal
coordinate, which specifies the direction of wave prop-
agation in the layer, and a,(2) and a,(2) are continuous
functions of z such that a,(z2) = 0 and a,(2) = 0. These
functions do not turn to zero simultaneously; hence, the
layer width A(2) = a,(2) + a,(2) > 0 for any z. An exam-
ple of the profile (normal to the plane X0Z and passing
through the Z axis) is shown in Fig. 1. The profile here
isaplanar layer confined by thelinesy = a;(2) and y =
—a,(2). We assume that the boundaries areregular at z<
0: 8,(2) = a4 = const and a,(2) = a, = const; hence, the
width of the half-layer z< 0isSA(2) = a;p + ayp = L =
const. We also assume that the electrophysical parame-
ters of the medium filling the line are independent of z
and that the layer profile, electrical parameters of the
medium, and field components are independent of the x
coordinate.

Inthe calculationsthat follow, we use dimensionless
variables and parameters. To pass to the dimensionless
variables, we normalize all quantities that have dimen-
sions of length (spatial coordinates, the functions a,(2)
and a,(2), etc.) to a certain appropriate linear scale L
and normalize the time t by dividing by L/c (c is the
velocity of light in free space). Throughout the paper,
L =A,. Todesignate al the dimensionless variables, we
use the same notation for convenience. In particular, as
aresult of the normalization, we have Ay =1andc = 1.

Let afinite TEM pulsewhosewaveformislimitedin
space and time propagate from the regular half-layer
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(z< 0) in the positive z direction. As the pulse reaches
theirregular part of the layer because of the interaction
with the irregularities, it partialy reflects, retaining its
TEM structure, and partially transformsinto TM modes
propagating in both forward and backward directions.

Following the variational method [3] to derive non-
stationary waveguide equations for our irregular planar
layer in view of the above assumptions, we use the
bilinear functional

J(H, Ho) = f{e‘l([DxH] [0 x Hgl) "
Q

—H(dH/t [BH/at)} d*Q,

which depends on the vector magnetic and auxiliary
fieldsH(y, z t) and Hy(y, z, t). Here, e = &(y, 2 and . =
H(Y, 2) are the relative permittivity and permeability of
the medium. The domain of integration Q in (1) isthe
interior of a fragment of a four-dimensional cylinder
whose generatrix isthet axis (0 < t < T) and the direc-
trix isthe boundary of theinterval z; < z< z, of the strip
line of unit width in the x direction. The values T, z,,
and z, will be specified below. Because the integrand in
(1) isindependent of x, integration over X is reduced to
multiplication by unity. As a result, the four-dimen-
sional integral becomes three-dimensional.

The stationarity conditions
Oy, J(HHy) =0 2

with OH(Y, Z to) = OHo(Y, Z to + T) = OH(Y, 2, 2, 1) = 0
are equivalent to the Maxwell equations inside Q with
the boundary conditions[(0 x H) x n] = 0 on metal sur-
faces. For finite pulses, this corresponds to a perfectly
conducting metal.

In our case, the magnetic field intensity hasonly one

component H(y, z, t) in the x direction. Let us expand
this component in modes of reference waveguides:

H(y! Z, t) = zej(y! Z)fj(Z, t), (3)

where the amplitudes fi(z, t) ( = 1, 2, 3, ...) are
unknown. Asthe basis functions { g(y, 2)} in expansion
(3), we use the field distributions in the reference
waveguides for the planar case studied:

ej(y,2) = cos[n(j —1)(a(2) +y)/A()].  (4)
The amplitude f,(z, t) defines the magnetic field of
the TEM mode; the remaining amplitudesf(z t) (j = 2),

the magnetic fields of the TM; _ ;) modes (E waves).
In matrix form, a system of waveguide equationsfor

transient and pulsed processes in the irregular line
under study is similar to system (7) in [3]:

0102[G(2)0F 19z + Q(2)f] — Q' (2)df /92

oy )
—P(2)f - T(2)8%/3t* = 0.
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APPLICATION OF THE METHOD OF NONSTATIONARY WAVEGUIDE EQUATIONS

The unknown column vector f(z, t) is formed by its
coordinates fi(z, t), and its dimension N is equal to the
number of terms involved in sum (1). The coefficients
in system (5) arethe [N x NJ-dimensional matrix func-
tions G(2), Q(2), P(2), and T(2) with elements given by

a,(2)
_ -1
GnS(Z) - J. 8 eSeﬂdy7
-a,(2)
a,(2)

_[ Hese,dy,
-a,(2)
(6)

a,(2)

i £ (e)),&,0y,

-8,(2)

Tos(2) =

Qns(2) =

a,(2)

Pu(2) = [ e7{ (e) (), + (e),(e,) dy.
-8,(2)

In the above formulas, Q'(2) isthe transpose of Q(2)
and the subscripts z and y mean differentiation with
respect to these variables.

Note two features of system (5) that follow from the
properties of functional (1), which was used to derive
this system, and from conditions (2).

(1) As N grows, sums (3) provide, in the limit,
the perfect conductivity condition on metal boundaries
for finite pulses after substituting exact solutions (5)
into (3).

(2) Because model (5) is adequate for the rigorous
electrodynamic approach, the accuracy of numerical
results obtained with thismodel isthe same asthe accu-
racy of its numerical realization. This accuracy can be
checked by performing (i) a numerical experiment (by
varying the lengths hz and ht of theintervalsused in the
finite-difference approximation of the derivatives and
also the number N of terms involved in (3)) and
(ii) additional energy-balance calculations.

When € and p are independent of the transverse
coordinate y, the factors e = €(2) and p = (2 in
expressions (6) can be factored out from the integral
sign:

Gs(2) = € (Ds(2), Ts(2) = H(Dtos(2),

. ~ (6)
Que(?) = £7(D0Us(2), Prs(d) = €7 (D) Pus(D).
The integrals gn(2), ta(2), tns(2), and pny(2) can be
taken analytically using expressions (4) (see Appen-
dix).
We will study system (5) subject to theinitial condi-
tions

L2 D] 20= 02, fiZ o= ~EW @ )
fz1)-0=0, fi(zt)_o=0 =234,
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which correspond to a given initial waveform ¢(z) of
the TEM pulse. The function ¢(2) is assumed to be
finiteand lieintheinterval a <z <3 intheregular part
of thelayer (i.e., a < 3 <0). Since we are aways inter-
ested in a certain finite range A of dimensionless z and
t(N={z,£2<2,0<t<T},wherez;<a, z>0and
T<min{|z, + a|, |z —B[}), formulas (7) should be sup-
plemented by auxiliary boundary conditions

f(z,1) = f(zyt) = 0, O<t<T. (8)

With conditions (7) and (8), system (5) is closed and
can be used to calculate f(z, t) on adiscrete mesh in the
rectangle A.

Below, we present an expression for the pulse
energy per unit width of the layer in the x direction,
t):

z,  3y(2)
W(t) = IdZI dy[u(Ze,fJ)

7z -a(2)

{gz g f;dnd T 9)

+€-1{(eu)uzel¢(z) —I(Zejfj)zdr]} E;
0

The exact solution to the problem corresponds to
W(t) = W(0) = W, = const; therefore, the spread of W(t)
will be used about W, to estimate the accuracy of the
numerical solution.

Below are examples of numerical solutions for a
continuoudly distributed smooth irregularity (Section 2)
and for combinations of thisirregularity with a number
of typical lumped obstaclesthat produce discontinuities
in matrix functions (6) and (6) (sharp kinks at the
boundary surfaces and steps of €(z)) (Section 3).

In our calculations, we specify the pulse waveform
(the function ¢(2) in conditions (7)) by the following
trapezoidal functions with possibly smooth edges:
(a) ageometrical trapezoid of unit height with the base
on the z axis and linear edges, where the length of the
median of the trapezoid is taken as the pulse width z,
and the projections of the corresponding sides onto the
zaxis are taken as the durations z, and z_ of the leading
and trailing edges; (b) a trapezoid-like figure obtained
by replacing the sides of the trapezoid in (a) by quarter-
wavelength sections of cubed sinusoids; and (c) atrap-
ezoid-like figure obtained by replacing the sides of the
trapezoid in (&) with sections of fifth-degree polynomi-
als uniquely defined from the requirement that they,
together with their first and second derivatives, pass
continuously into the zaxis and upper plateau at the end
points.

Trapezoid-like pulses (b) and (c), which are
obtained from trapezoid (a), will be characterized by
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the parameters z,, z,, and z_equal to their values for the
original trapezoid. Note that, at € = 1 = 1, for the dura-
tions of the pulse (t,) and of itsleading (t,) and trailing
(t.) edges, we have th=2,t.=2, andt_=7z.

To solve the problem stated by (3), (5), and (6)
numerically, we apply a uniform mesh with steps hz
and ht along the coordinates zand t, respectively, to the
rectangle A. The explicit three-layer scheme gives a
chance to calculate f on an (n + 1)th layer int from its
valueson nth and (n — 1)th layers. The standard approx-
imation

(0°H0t%)i5 = (i a—2f + 1, _)/(ht)",
fi; = f(z1)
for the derivative f; at the point (z, t;) allows usto find
from (5) the basic calculational relationship
fiiv1 = 2f=fi 1+ (h)*{T0/0Z[Gof Iz + Qf]
~T'Q'0f/az—T'Pf}i;,

in which we use the formulas for five-point and seven-
point differentiation to calculate, respectively, the first
and second derivatives with respect to z.

Unless specified otherwise in each particular case,
the numerical results presented below refer to N = 7,
mesh step sizes hz = 0.01 and ht = 0.004, and pulse
parametersz,=l1andz, =z =0.2.

2. PROPAGATION OF THE PULSE
THROUGH A CORRUGATION

Consider a transmission line with a distributed
smooth irregularity in the form of asymmetric corruga-
tion

a,(2) = a(2)
M5 a z<0 and z>2
=0
[05-a,sin’(mz/2) a 0<z<2

(10)
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of height a, (0 < a, < 0.5). Then, A, = 1 and the
waveguide aperture in the narrowest cross section (at
z=1)isAy,=(1-2a). Inour calculations, we put € =
p=1

Figure 1 shows the profile of the transmission line
containing distributed irregularity (10) with A, = 0.1
(ag = 0.45) and plots the magnetic field intensity H in
the midplane (y = 0) versuszat t =0, 1, 2, 3, and 4
(curves 1-5, respectively). These curves illustrate the
waveform variation and the reflection picture for a
pulsethat initially hasthe TEM structure and waveform
(b) described above (curve 1). As follows from curves 4
and 5, which refer to the time instants when the front
part of the pulse again enters the regular region (z > 2)
of the transmission line having passed through the cor-
rugation, the deformation of the front part continues.
This is because by then the nondispersed TEM mode,
which existed alone at t = 0, coexistswith dispersed TM
modes, which emerged in thisregion later.

Figure 2 plots the amplitudes f;(z, t) of the TEM
component of the pulse versus z for the same values of
t and for the sameinitial waveform (b) asin Fig. 1. The
curve numbers in Fig. 2 correspond to the same values
of t asin Fig. 1. As could be expected, after the front
part of the pulse has entered the second regular region
of the transmission line (curves 4 and 5 at z > 2), the
deformation of the TEM component of the front part
stops.

For the sameinitial pulse, Fig. 3 shows the distribu-
tions of the Ey, mode (curve 1), whichisabsent at t = 0
(f3(z, 0) =0) and ariseslater (t = 2 (curve 1) and 4 (cur-
ve 2)) asthe result of transformation of the TEM mode
as the pulse passes through the irregular region of the
transmission line. Notethat, unlike the situation with an
asymmetrical aperture [6], f,(z, t) = 0 in our case,
because the geometry is symmetric about the planey =0
and the Ey; mode is not generated.

Figure 4 plots H versus time in the midpoint of the
narrowest cross section (z=1,y =0) a A, = 0.10
(curve 1), 0.25 (curve 2), and 0.50 (curve 3) for the
same initial waveform and parameters of the pulse. For
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comparison, the dependence H(t) at the same point is
also shown in the absence of corrugation (a, = 0 in
(10)), when the transmission line becomes regular
(curve 4).

The accuracy of the calculations can be estimated by
comparing the time dependence of [1 — W(t)/W] in
Fig. 5 (where W, = W(0)) with the data summarized in
Table 1. Curvea (n =3 onthevertical axis) refersto the
initial pulseintheform of atrapezoid (case (8)). Curvesb
(n=4) and c (n=4) refer totheinitial pulsesintheform
(b) and (c), respectively. Figure 5 also demonstrates
results for the pulse with the initial waveform (b)
(curveb', n=4) obtained on a[2 x 2] times finer mesh
(hz =0.005, ht = 0.002). Curves b and b' show that the
use of the finer mesh decreases the error by a factor
of 5. Itisalso seenthat, astheinitial waveform changes
from (a) to (b) and then from (b) to (c) (with the pulse
parameters z,, z, and z. and mesh steps hz and ht
remaining unchanged), the accuracy of the calculations
improves each time by approximately one order of
magnitude, because the quality of the differential prop-
erties of thefinite function ¢(2) ininitial conditions (5)
improvesin the same order. For instance, when form (a)
ischanged into (b), the function ¢(2) that is everywhere
continuous but has discontinuities (at four vertices of
the trapezoid) is replaced with the function ¢(2) that is
everywhere smooth but has a discontinuous (at two
points of the junction with the upper plateau) first deriv-
ative. In turn, this function changes into ¢(2) with a
continuous second derivative when form (b) is changed
into (c).

Table 1 illustrates the error arising when the infinite
sum in formula (3) is replaced by itsfirst N = 7 terms.
Itlistsrelative partial energies W, /W, of the TEM mode
(=1 andasotheEy (j =2), ..., Egia (j = 15) modes.
The energies are calculated at t = 7 for the pulses with
initial waveforms (a), (b), and (c) with N = 15. For odd
j, the calculated val ues of W, /W, are no higher than ~1024
(rather than exact zeroes); therefore, the corresponding
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rows are omitted in the table (except for therow j = 2).
The last row of Table 1 gives estimates for the relative
residual energy W/W, of al termsneglected in (3) (N =
7). Theresidual energy W is calculated by formula (9)
with infinite sum (3) replaced by afinite sum (8 < <
15). Notethat the cal cul ation of W asthe sum of itspar-
tial components W, might prove to be incorrect, since
modes of the reference waveguides for the irregular
lines are not orthogonal .

From Fig. 5 and Table 1, it follows that, when the
relative rms error of the field intensity is specified at a
level of no higher than ~1/2max{ [1 —W(t)/Wg], W/W,} [
10 (as in our example), the choice N = 7 is justified,
because it meets the condition max[1 — W(t)/W,] ~
W'/W,. Note that, for shallower corrugations, the same
calculation accuracy can be reached at smaller N.

3. OTHER EXAMPLES

Consider combinations of distributed and lumped
irregularities by taking as an example a nonsmooth
junction between aregular planar line and a corrugation

Table1l
j €Y (b) ()
1 |9.8729x107! | 9.8132x 101 | 9.8067 x 10!
2 | 11780 x 1024 | 1.4727 x 10724 | 1.4284 x 107
3 | 1.2406x 102 | 1.6568x 102 | 1.6901 x 1072
5 |9.2914x10% | 25102 x 1072 | 2.5583 x 1073
7 |1.0327x10* | 40804 x10™* | 4.3313x 10
9 |5.0128x10° | 71098 x 10> | 7.9569 x 10
11 |2.6025%x107° | 1.5548 x 10° | 1.6966 x 10™°
13 | 1.1362x10° | 6.4971 x 106 | 6.4337 x 10°°
15 |6.3585%x10° | 45141 x 10 | 45382 x 10°°
W/W, | 9.6848 x 10° | 1.0049 x 10 | 1.1042 x 10~
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Table 2
j (5,0 (5,7 (5,11) (0,11)
1 9.7905 x 107! 9.7610 x 107! 9.7588 x 107! 9.7588 x 107!
2 2.8608 x 1074 2.9541 x 10724 3.0585 x 1024 3.0925 x 102*
3 2.1332 x 107 2.1753 x 1072 2.1884 x 1072 2.1891 x 107
5 3.2702 x 1073 3.3279x 1073 3.3750 x 1073 3.3746 x 1073
7 1.3490 x 1073 1.3639 x 1073 1.3700 x 1073 1.3658 x 1072
9 2.9793 x 107 2.7792 x 107 2.7650 x 107 2.7842 x 107
11 7.8100 x 10 6.9677 x 107 6.7895 x 10™° 6.7055 x 107
13 2.5970 x 107 2.1262 x 107 2.0937 x 10°° 2.1023 x 107
15 1.6246 x 107 1.3926 x 107 1.3874 x 10 1.3861 x 107
W/W, 4.2455 x 10 3.8984 x 107 3.8565 x 107 3.8667 x 10

in the presence of a dielectric plug with permittivity
jumps at its boundaries. The corrugation shapeisdiffer-
ent from that given by formula (10). Here,

a,(2) = ay(2)
_ 05 a z<0 and z>2
~ H5-asn(m2) a 0sz<2

(11)

withp=1,¢(2=¢_=constatz<0andz>2,and &(2) =
€, =const a 0 < z< 2. Figure 6 illustrates the profile
of this transmission line for a; = 0.45, A = 1, and
Anin=0.1.

Asthe pulsethat satisfiesinitial conditions (7) prop-
agatesfrom thefirst regular half-layer (z< 0) to the sec-
ond (z> 2), it hasto pass through the smooth distributed
irregularity (corrugation) and also through the lumped
irregularities: (i) sharp kinks at the boundary surfaces
that are given by the functions a,(z) and a,(2) in (11) at
z=0and 2 and (ii) stepsof e(z2) dlsoat z=0and 2. As
follows directly from formulas (6) and (6'), the lumped
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irregularities break the continuity (or smoothness) of
the matrix coefficients in the system of waveguide
equations (5). In all cases of nonsmooth behavior of the
matrix coefficients at isolated points on the z axis, sys-
tem (5) must be completed with joining conditions,
which require the transverse magnetic and electric field
components to be continuous.

Note, however, that joining conditions grestly com-
plicate the computational agorithms, as the use of
implicit schemes becomes necessary. As a result, the
body of computation increases substantially and, al
other factors being the same, the simulation accuracy
degrades because of the accumulation of roundoff
errors. Below, we show that, for the lumped irregulari-
ties considered in this paper, these difficulties can be
avoided by applying an approximate smaoothing-out
technique that makes it possible to obviate the need for
joining conditions and extend system (5) to the entire
interior of the rectangle A defined above, thereby pre-
serving the possibility of applying the explicit proce-
dure with all its advantages. We will also show that, in

[1 - W()/W,] x 107

0.2+
0t
-0.2 oo 5,1 n=3
By .
-0.8 ,0n=1 ) P
_1'0 : '\‘\ ,/./'
_1 2 [ ‘\‘ ,,/
. \ 5,7 n=3 .mee A
—-1.4F \/( .—2/ ''''''
o I - . I I I I I
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t
Fig. 7.
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the examples that follow, additional errors arising from
this approximation can be minimized.

In further calculations, we use a; = 0.45, €_=1, and
€, =2

In addition to the profile of the transmission line,
Fig. 6 plotsthe magnetic field intensity H in the median
plane (y = 0) asafunctionof zatt=0, 1, 2, 3, and 4
(curves 1-5, respectively). The curves illustrate the
time variation of the waveform for the initial pulse (b)
(curve 1). To smooth out the function &(2), we replace
itsvaluesat 11 points of the mesh in the z direction near
each of the jump points (at z= 0 and 2 and at five points
adjacent to each of them on the left and on the right) by
the values of afifth-order polynomial. This polynomial
is uniquely defined from the conditions that it passes
continuously into the constants €_ and €, at the end
points and that its first and second derivatives remain
continuous at these points. To smooth out the boundary
surfaces, we replace the values of the functions a,(2)
and a,(2) at five points of the mesh in the z direction
near each of the kinks (at z= 0 and 2 and at two points
adjacent to each of them on the left and right) by the
values of a third-order polynomia that is uniquely
defined from the continuity and smoothness conditions.

The curves show that, as the pulse passes from the
position t = O (curve 1) to the position t = 4 (curve 5)
through the positions t = 1, 2, and 3 (curves 2-4), the
front part of the pulsefirst narrows and then restores its
width, because the pulse travels from the optically
lower density medium to the higher density medium
and then again to the former.

Table2 liststherelative partial energies W/W,; of the
TEM mode (j = 1) and forthe Ey, (j =2), ..., Ena (j =
15) modes. The calculation wasmadeat t =7 and N =
15 for pulseswith initial waveform (b). The columns of
the table refer to various pairs (p, g), where p and g are
the numbers of mesh nodes in the z direction used to
smooth out each of the kinks (p) and each of the jumps
in (q) by fifth-order polynomials. The zero values of p
or g mean that smoothing-out was absent. The relative
energies W/W, obtained for even j are no higher than

~10-2* (rather than exact zeroes) and are not included in
the table (except for therow j = 2). Thelast row of Table 2
contains estimates of the relative energy W/W, of the
residual in sum (3), which is neglected when N = 7.
Figure 7 plots[1 —W(t)/W,] versustfor0<t<4and
N = 7 for the same initial pulse and the same values
(p, ) asin Table 2. From Table 2 and Fig. 7, we can
draw the following conclusions. The smoothing-out of
the boundary kinks in the above examples does not
yield anoticeable gain in accuracy, as follows from the
results obtained for variants (5, 11) and (0, 11); hence,
smoothing-out may be omitted. At the same time, the
smoothing-out of the stepsin € gives asignificant gain:
the upper estimate ~1/2max{[1 — W(t)/W], W/W,} of
the relative rms error of the field intensity in variants
(5,0), (5, 7), and (5, 11) is ~3 x 102, 7 x 1074, and
TECHNICAL PHYSICS Vol. 48
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2 x 1074, respectively. Such a significant difference in
the effect of smoothing arises because the jumps in €
cause discontinuities in the matrix coefficient G(2) by
the higher derivative with respect to zin (5), while the
boundary kinks do not affect the continuity of G(2).

CONCLUSIONS

Thus, caculations based on nonstationary
waveguide equations provide arelative rms error in the
field intensity of the pulse that does not exceed ~1074,
which is much smaller than the experimental error. This
conclusion applies both to distributed irregularities
(such as deep corrugation) and to combinations of dis-
tributed and lumped irregularities (i.e., sharp kinks at
the boundary surfaces and steps of the permittivity).
This opens up new possibilities for studies concerned
with UWB EMPs and for the devel opment of reference
field-shaping systems and devices for calibrating UWB
EMP detectors.

APPENDIX

Expressions for the functions g,4(2), t.«(2), d.4(2,
and pr(2).

(1) Functions g,(2) and t.(2) have the following
form:

gu = A(2);

gls:gn1=01 n>1 and s>1;

Ons %A(z)éns, n>1 and s>1,

0, isthe Kronecker symbol;

te = 0, forany n and s=1.
(2) Functions q,(2) are asfollows:

0y =0, n=1;

Gis = [(-1)ax(2) —ai(2)],
(") isthe derivative symbol;

s>1,

__ (s=1)?
e T o1y (s-1)?

x[a1(2) + (-1)"" "ax(2),

n>1 and s>1, nzs;

Onn = —%A'(Z), n>1.

(3) Functions p,(2) are

Pis =Py =0 n=1 and s=1;
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_ _A(s=1)°(n-1)° A(2)
[(s-1)*-(n-1)7"2()
x [ay(2) + (-1)""ay(2)],

_ (n-1)°
pnn - 6A(Z)

n>1 and s>1, n#s;

' 2
x { 3—=3a,(2)ay(2) + [A'(2)]} _%’ n>1
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Abstract—The effect of unidirectional propagation of surface electromagnetic waves on the interface between
an isotropic Faraday medium and isotropic optically inactive medium is predicted. Such waves can be excited
when theintensity of an external magnetic field exceeds a certain threshold. Solutionsto the dispersion relation
are analyzed, and existence conditions for the surface waves are established. © 2003 MAIK “ Nauka/lnter peri-

odica” .

INTRODUCTION

In recent years, along with surface electromagnetic
waves in surface-active negative permittivity media
(metals, plasmas, etc. [1]), surface waves of anew type,
dispersionless polaritons, have been the subject of
much investigation. They appear when one or both con-
tacting mediaare anisotropic [2-5] and can be observed
at the interface between a positive uniaxial crystal and
an isotropic medium, between identical positive uniax-
ial crystalswith crossed axes, or between abiaxial crys-
tal and an isotropic medium. General conditionsfor the
existence of these surface waves at the interface
between anisotropic and isotropic dielectric mediawith
positively definite permittivity tensors have been found
in [6], and conditions for the resonance excitation of
them in isotropic layer—anisotropic substrate structures
have been discussed in [7]. A typical feature of disper-
sionless surface waves is that they can propagate only
in certain directions along the interface. The angular
width of allowed directionsincreases with the degree of
anisotropy of contacting media.

The use of contacting media as parametric materials
whose anisotropy can beinduced and varied by external
fields opens up wide possihilitiesfor controlling disper-
sionless surface polaritons. In this paper, wetouch upon
the problem of magnetooptically controlling surface
waves at the interface between a Faraday medium and
an optically inactive isotropic medium with an external
magnetic field applied along the interface. Using the
surface-impedance tensor formalism, we derive a dis-
persion relation, study the symmetry of its solutions,
and find the necessary and sufficient conditions for the
existence of surface el ectromagnetic waves. These con-
ditionsimply that the interface between optically active
and passive media may serve as an isolator. We also
consider the particular case where surface waves prop-
agate perpendicularly to an external magnetic field.
Expressions for the surface impedance tensors entering
the dispersion relation are derived in the Appendix.

DISPERSION RELATION FOR SURFACE WAVES
AT THE INTERFACE BETWEEN FARADAY
AND INACTIVE ISOTROPIC MEDIA

Constitutive equations for monochromatic waves
with a frequency w in transparent Faraday optically
active media have the form [8]

E=¢'D, H-=B,

where the inverse tensor of the permittivity et isalin-
ear function of the external magnetic field intensity H:

gn = ()ik + i€ FimHum: )

In Eq. (1), F = (F;) isthe Faraday tensor and e is
the completely antisymmetric third-rank pseudotensor
(Levi-Civita pseudotensor). Summation over repeating
indices is performed from 1 to 3. Below, we consider
optically isotropic Faraday media, for which thetensors

(€% and F are proportional to the unit tensor: (€°) 7 =
ad, and F; = fJ,,, where 8, is the Kronecker delta and

a and f are scalar quantities. For such media, Eg. (1)
takes the form

e’ = a+ibc’, 2

where the scalar quantity b is a linear function of the
magnitude of H and c¢* is the tensor dual [9, 10] to the
unit vector c that is paralel to H.

Artificial optical activity shows up as the rotation of
plane of polarization of linearly polarized light (the
Faraday effect). The parameters a and b entering for-
mula (2) are expressed through the refractive index ny
of alinearly polarized wave propagating in the direc-
tion of ¢, thewavelength A, = 21/ of thiswavein free
space, and the Verdet constant V as[8]

1 _ VXoH
=, b= =
no TN,

a =

©)

1063-7842/03/4804-0385%24.00 © 2003 MAIK “Nauka/ Interperiodica’
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a 7 Z:O
/ d\\c o) 1 s
a=bxq € =a+ibc

Fig. 1. Interface between Faraday medium and isotropic
optically inactive media.

Without loss of generaity, we further assume that
0 < b <aand that the unit vector c is codirected to the
vector H for Faraday media with positive rotation
(V> 0) and counterdirected to the vector H for those
with negative rotation (V < 0).

L et isotropic Faraday medium | (z< 0) characterized
by inverse permittivity tensor € (2) border on isotropic
optically inactive medium Il (z > 0, Fig. 1) character-
ized by the inverse permittivity a' = 1/¢' > 0, and let an
external magnetic field be applied parallel to the inter-
face (the vector c is perpendicular to the unit normal
vector g to theinterface, which is parallel to the zaxis).
Below, we show that, when

b>a-a (a<a), b>Ja(a-a) (a>a),
surface waves may be excited in such a structure that

propagate in certain directions b (b? = 1) relative to the
vector c.

Equations for a surface electromagnetic wave in
medium | can be written as

H(r,t) = Z C.H exp[ik(b—ing) O —iwt],
(4)

2

Ery =Y C.Elexp[ik(b—in.g) O —iwt],

where Kk is the projection of the wavevector onto the

directionb, Hg, and E; are the amplitudes of inhomo-
geneous partial waves at the interface, ng are complex
coefficients that characterize the decay of these waves
away from the interface (Ren, > 0), and C, are weight-
ing factors.

The fields in medium |1 are described by similar

equations involving the amplitudes H'S0 and E'sO and
the coefficients C. and n (with Ren, < 0). The vec-

tors H?, E2, HY, and EY and coefficients . and n.
can befound by substituting (4) into the Maxwell equa-
tions and constitutive relations, while the projection k

of the wavevector and the weighting factors C; and C,
arefound from the continuity conditionsfor the tangen-
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tial components of the fields at the interface (boundary
conditions). The tangential components of the resultant
magnetic and electric fields at the interface,

2 2

10 v 0

HY = Y CHg, HY = Y CHs,
s=1 s=1

2 2
axE°= $ COxE, qxE°= y ClxE,
s=1 s=1
arerelated to each other through the surface impedance
tensorsy and y' of the contacting media[11]:
qxE® = yHT, qxE° = yHY. (5)

From Egs. (5) and boundary conditions H? = H'T0
andq x E®=q x E', it follows that
(F=T"H:? =0, (6)

wherelm = —vy, " =—vy, and v = w/(ck) is the dimen-
sionless reduced frequency (the phase velocity in terms
of the velocity of light in free space).

Assuming that Eg. (6) has nontrivial solutions Hf z
0, we obtain the dispersion relation
Tr(F-r'") = 0. (7

Here, the bar meansthetensor adjugateto” — M and Tr
means the trace of this tensor [9, 10].

For surface electromagnetic waves in transparent
media described by Egs. (4), the tensors I and " are
Hermitean tensors and can be calculated from general
formulas obtained in [5, 6]. For a Faraday medium (see
Appendix),

1

r=——"
a-v +angn,
x{v?a(n,+n,)bO0b~v *bcosa(bTa+aldb) (8

+[bsina(a-v®+an;n,) —a’nn,(n;+ny)lada ,

wherea =[b x q] (a® = 1), a is the angle between the
vectors b and ¢ (¢ = bcosa + asina), and

_1 oy L2 2
r]liz—a[a(a vY) 2b cos a

1 2 72 Y2
iébcosou/4av + b“cos 0(}

are the decay coefficients of the partial waves.
For an isotropic medium,

2 _pob+Ja@-vyada (10

a-—v

(9)

r=-’
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and

Ni2 = — (11)

By substituting expressions (8) and (10) into Eq. (7),
we obtain adispersion relation for surface waves prop-
agating over the interface between Faraday and isotro-
pic media:

G(v,a) = 0, (12)
where
G(v,a) = (n1+r212)absma
a-v-+ann,
_a’nun,(ny +np)° + vibcos’a
(a—V2+an1rlz)2
(13)

2

Jbsng - &M -n,)| &
a—Vv +anlr]2 a'—V

__ani+ny) Ja@—v))-a.

a-v’+an,n,

Given the parameters a, b, a, and a, relations (12),
(13), and (9) can be used to determine the reduced fre-
quency v = vg and, consequently, the projection k = k;
of the surface wave's wavevector onto the direction b.
In these formul as, we assume that

0< Vs <Vjim = MiN(Vyim, Viim)

where v, = ~/a—b]|cosa| and v, = +/a arethelim-
iting frequencies of thewavesin the Faraday and isotro-
pic media (see also Eq. (A8)).

Condition (14) meansthat the electromagnetic wave
energy islocalized near theinterfacein both media; i.e.,
the wave is actualy a surface wave. The absence of
solutions to Eq. (12) in the interva [0, V), the so-
called sublight interval [6], means that it isimpossible
to exgite asurface wave propagating in the given direc-
tion b.

(14)

ANALYSISOF SOLUTIONSTO THE DISPERSION
RELATION AND EXISTENCE CONDITIONS
FOR SURFACE WAVES

Dispersion relation (12) does not change its form
when the angle a is replaced by 11— a, the equalities
N.(m—a) = ny(a) and Ny(rt—a) = ny(a) being valid in
this case. Therefore, if a surface wave can propagate in
the direction specified by a certain vector b, it can also
propagate in the direction mirror-reflected in the plane
towhich cisnormal.

At the same time, the dispersion relation is not
invariant under the substitution a — o — 1t (the rever-
TECHNICAL PHYSICS Vol. 48
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sal of the propagation direction: b — —b) if the coef-
ficients n, and n, remain positive and n; and n,, ne-
gative. This means that, in general, the propagation
direction of surface electromagnetic waves at the inter-
face between Faraday and inactive isotropic media is
irreversible and that such an interface exhibitsisolating
properties. If v = v isasolution to Eq. (12), v =—vis
also asolution. However, the substitution vy — —vg (or
k, — —k) is not equivaent to the substitution b —
—b, because the corresponding wave not only travelsin
the opposite direction but also its amplitude grows
exponentially with distance from the interface (see
Eq. (4)). Such awaveis physically unrealistic.

At the left boundary v = 0 of the sublight interval,
the coefficientsn, and n, (9) are

N(0) = 1, n,(0) = iA/az—bzcosza

and the function G(v, a), which appears in the disper-
sion relation, is negative:

G(0, a) = 2(bsina —J/a’—b’cos’a —a') < 0.

If the dispersion relation has a solution, it is unique
[6]. Consequently, EQ. (12) has a solution if the func-

tion G is positive at the right boundary v = ¥, of the
sublight interval:
Gim(a) = lim G(v,a)>0.

V = Vim

(15

Condition (15) is a necessary and sufficient condi-
tion for the existence of surface electromagnetic waves
at the interface between Faraday and inactive isotropic
media.

Function G(v, a) in (15) can be replaced by the

function R(v, a) = Ja' —VZG(V, a), which is finite at

v = ./a'. Figure 2 plots the function R;,(0) = R(Vjim.
o) for various values of the constitutive parametersa, b,
and a'. The angular intervals marked by thick segments
on the abscissa are those where dispersion relation (12)
has solutions. They define the propagation directions of
surface electromagnetic waves. Depending on the
parameters, one of the threefollowing casesisrealized:
(i) no directions exist on the interface in which the sur-
face waves can propagate (Fig. 2a); (ii) the wave prop-
agation is possible if o belongs to either the interval
(ay, ay) or theinterval (Tt—a,, T—0a,), where0< a4 <
o, < 12 (Fig. 2b); and (iii) allowed propagation direc-
tions are defined by a lying in the interval (a,, TT—a,),
where 0 < a,; < 12 (Fig. 2¢). In other words, these
directions fall into the angle 11— 20, with the bisectrix
perpendicular to c.

In cases (ii) and (iii), the unidirectional propagation
mentioned above is observed. Mathematically, this
meansthat there are no intervalswith negative o, which
correspond to wavestraveling in the opposite direction.
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Fig. 2. Functions R, = Rjy(a) and intervals of theangle a

where surface electromagnetic waves exist for a = 0.9 and
b=0.3.a =(a) 0.5, (b) 0.7, and (c) 0.9.

All vectors b that specify alowed propagation di-
rectionsliein theinterface plane on one side of the vec-
tor c:

[bxq] C&>0. (16)

Below, we use relationship (15) to derive expres-
sions for the extreme angles a, and a, of the intervals
and establish conditions under which each of the cases
listed aboveisrealized.

Since the dispersion relation retains its form under
the substitutiona — 1t—q, it can be assumed that o O
[-1v2, TY2]. Let the angle a be such that a—bcosa < a'.
Then, Vjim = V;m = J/a—bcosa and, a v = Vi,
expression (9) for n, , becomes

Nijim = incosa(Za—bcosa), Notim = O

(the zero value of the coefficient n, means that one of
the partial waves in the Faraday medium becomes a

FURS, BARKOVSKY

body wave). Eventually, condition (15) takes the form

%ana _Ja(a —a+bcosa)
bcosa U

_a
a —a+ bcosa

x ./bcosa (2a—bcosa) + bsina

(17)
—(a—bcosa)—-a >0.

If a—bcosa > a, Uy = Vi = +/@ and the function
Gjim(a) increases without limit due to the singular term
with (&' —v?)™2, The function is positive if the brack-

eted term in (13) is positive at v = ./a’. Thus, we have

bsina[a—a + «/(a—a)?—b*cos’a]

> J(a—a)?-b’cos’a

12
x ﬁa(a —a)- %bzcosza + %bcosow4aa' + b’cod a}

(18)

+ [a(a— a)— %bzcosza

1/2 O
- %bcosa JA4aa + bzcosza} 0O

g

Inequalities (17) and (18) define the intervals of a
(aset of directions b at the interface between the Fara-
day and isotropic media) where surface electromag-
netic waves can be excited. The extreme angles a; and
o, of these intervals can be found from relationships
(17) and (18) written as equalities. Then, we exclude
the radical signsfrom (17) to obtain

coX' + e+ X+ cpx+ ¢y = 0, (19)
where x = cosa; and
c, = 4a’b’,
c, = 4ab’[3(a-a)’—b7,
c, = b’[(a—a)’(a’—18aa + 9a”*
= D(a-a)’( .

+2(a—a)(a+3a)b’+b?],
c; = 4b(a—a)[a(a-a)’—(a-a)(a+2a)b*—h?,
c, = 4a-a)(a-a)a +b]’.
From (18), we find
doy’ +dpy° +d, = 0, (21)

TECHNICAL PHYSICS Vol. 48 No.4 2003
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wherey = cosa, and
d, = 4a’b”,
d, = b’[(a-a)?(a’ —6aa —3a?)
—2(a-a)(a-3a)b’+b],
d, = 4a(a-a)’[a(a—a)-b7.

When0<b<a a >0, and a < a, theleft of rela-
tionship (17) turnsinto zero if we take the greatest real
root x of Eq. (19). If &' < a; the same takes place for the
smallest real root. Relationship (18) turnsinto an equal-
ity if we take the following root of Eqg. (21):

(22)

1 U 2,2 2
+(a—a)(a”—6aa —3a
> J3ab0 ( ) ( )

+2(a—a)(a-3a)b’*-b*

y:

(23)

1/2

—J[(ga'—a)(a—a')+b2][b2—(a—a')2]3§ .

The left boundary a, of the interval where surface
electromagnetic waves exist is thus defined by a rea
root of Eq. (19) (the greatest oneif a' <aor the smallest
oneif & > a). Theright boundary a, can be calculated
directly from formula (23).

Consider the variation of the angles a; and a, with
a atgivenaandh. If a' <a—b, conditions (17) and (18)
do not hold whatever a is(case (i)). Whena' = a—b, the
rootsof Egs. (19) and (21) arex=1andy=1(a; =0, =
0). Further, the angles a,; and o, increase monotoni-
caly witha' (Fig. 3). Theanglea, becomesequal to 172
wheny =0 and, hence, when thefreeterm d, of EqQ. (21)
iszero. Thisconditionisachieved at &' = a—b%a. Thus,
when the condition
2
a-b<a <a- b

a

is met, case (ii) is realized and there are two intervals
(ay, ay) and (11— a5, TT— ;) of the angle a where sur-
facewavesexist. Findly, the angle a; becomes equal to
172 when the free term ¢, of Eg. (19) vanishes; i.e, at

(a—a)a' + b?=0. Therefore, the condition
2
a—% <a'< %(a+ Ja® +4b?)

corresponds to case (iii), in which there is only one
interval (a,, T—a,) of surface wave existence, with a,
being found from Eq. (19) as before. When a' > (a +

Ja® + 4b*)12, surface waves cannot propagate (case (i)).
The variation of the angles a, and a, with b at fixed

a and a' depends significantly on whether a' <aor a' >
a (Fig. 4). However, surface waves can be excited in

(24)
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(a+ Ja’+4b%)/2

Fig. 3. Extreme angles a1 and a, versus parameter a' at a =
0.9andb=0.3.

a—b3a

a—a

Fig. 4. Extreme angles o, and o, versus parameter b at a =
0.9and a' = (a) 0.8 and (b) 0.95.

both cases when b exceeds a certain threshold. When

a' < a, thisthreshold is

b* = a—a.

Case (ii) isredlized when b* <b < Ja(a-a); ca

se (iii), whenb > Ja(a—a).Atb= Ja(a—a"), coef-

ficient d, of (22) turnsto zero and a, = V2.
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When a' > a, the threshold value for b is determined
from the condition ¢, = O:

b* = Ja(a —a).

When b > b*, case (iii) is realized. With (3), the
threshold of the external magnetic field intensity can
easily be found:

Drmo(sl_ng) ‘s 2
02 g'>n’
@ 0 VAgE (25)
- 25
OrnZ/n2—¢'
N0~ e <nd
0 VA

At a = a, the threshold for the external magnetic
field is absent and case (iii) takes place at any b. From
(19) and (20), we find that o, = arccos( b/2a). Hence,
the angular width of the range of directions b in which
surface waves can propagate is Aa = 2arccos( b/2a).
When b < a, we have

For example, a a wavelength A; = 496 nm, the
refractive index and Verdet constant of crystalline
strontium titanate SITIO; are ny, = 248 and V =
0.31 min/(Oe cm), respectively. If this crystal is adja-
cent to an isotropic inactive medium with the same

0.85 0.90 0.95 a

N

0.89 -
0.88 |-
0.87 |-
0.86 |
0.85[

0.900 4

0.875
’ \

0.850
0.825
0.1 02 03 04,05 0.6
\b
1

Fig. 5. Solutionsto the dispersion relation for surface waves

0.775
0.750

propagating perpendicularly toH at a=0.9: (a) v§ versus

aab=0.1(1),0.2(2),and0.3(3) and (b) vg versus b at
a =0.8(1), 0.85(2), 0.9 (3), and 0.95 (4).
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refractive index, the width of theinterval isAa = 12" at
the magnetic field intensity $ = 10° Oe.

In generadl, at arbitrary a, b, &, and a, the dispersion
relation given by (12) and (13) can only be solved
numerically. This equation is simplified when asurface
wave propagates perpendicularly to an external mag-
netic field (a = 172, ¢ = a). In this case,

2

r]1,2 = @:5&1 Vﬁm = a! Vlllzm = al (26)
and (12) takes the form
[b—sa(@a-v3)] |-
a-v 27)

+[b-Ja(a-v)] [—2 -—a-a = 0.
a—v

Note that the substitutions a = a' do not change
Eq. (27); i.e., the phase vel ocity of a surface wave prop-
agating in adirection perpendicular to c at theinterface
between media with the inverse permittivity tensors
el=a +ibc*and ¢! = aisthe same asfor mediawith
the inverse permittivity tensorse* =a+ibc*and €' = a'.

Equation (27) with positive a, b, and a' has the real
root v when case (iii) is redized. Therefore, given a
and b, a' must satisfy inequalities (24) (see aso Fig. 3);
givenaand a, b must meet the inequalities

b>./a(a—a) when a'<a, (28)
b>.a(a—-a) when a>a (29)

(Fig. 4). Conditions (28) and (29) correspond to posi-
tive bracketed termsin (27).

Excluding the radicals from (27), we come to
n2, .4 f 2 n21,,2
(a—i) v +2(621+a)[b :(a:a) v (30)
—-[b"—(a-a)][(a—-a)"-b"] = 0.

The reduced frequency v§ squared equals the posi-
tive root of Eq. (30):
1 1 1
: = H—(a+a)b’-(a-a)]
(a—-a)
+2byJaa[b’—(a—a)7} .
Ata=4a, formula (30) yields

2 b?
Vg = a—4—a.

v
(31)

Inthelimitb= ./a(a—a') (see(28)) (or, what isthe
same, the replacement of thefirst signininequality (24)
by the equality sign), (31) yields v2 = v, = a" The
fact that the reduced frequency equals the limiting fre-
guency means that the wave propagating in isotropic
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medium Il is a body wave (see (11)) with the Poynting
vector parallel to the interface (a limiting electromag-
netic wave [6]). In a similar fashion, passing to the
equality in (29) (replacing the second sign in (24) by

the equality sign), we arrive at v = v/ = a. In this
case, the body wave propagates in Faraday medium |
(see (26)). Figure 5aplotsthe functions v2 = v () cal-
culated from (31) for several values of the parameter b;

Fig. 5b, thefunctions v2 = v? (b) calcul ated for variousa'.

The leftmost pointsin the curvesin Fig. 5a correspond
to the limiting wave propagating in the isotropic
medium; the rightmost points, in the Faraday medium.
Accordingly, in Fig. 5b, the leftmost pointsin curves 1
and 2 refer to the limiting wave in the isotropic medium
(@ < a), whilethe leftmost point in curve 4 refersto the
limiting wave in the Faraday medium (a' > a).

CONCLUSIONS

Linearly polarized body electromagnetic waves can
always propagate in Faraday mediain both forward and
backward directions. They experience a Faraday rota-
tion twice when traveling through the medium back and
forth. For surface waves, the interface between Faraday
and isotropic optically inactive media serves as an iso-
lator: these waves either cannot propagate in both direc-
tions b and —b (if condition (17) or (18) is not met) or
can only propagate in the forward b direction defined
by condition (16). Surface waves can be excited when
the external magnetic field exceeds a threshold depend-
ing on the difference between the constitutive parame-
tersaand a' (seedso (25)). Thus, by varying theinten-
sity or direction of the external magnetic field, one can
effectively control the angular spectra of allowed prop-
agation directions for surface waves.

APPENDIX: TENSORS T AND I

In [5, 6], the Barnett—L othe integral operator for-
malism for SAWSs [12] was extended to surface electro-
magnetic excitations. The new approach involves auni-
fied procedure for calculating the impedance tensors
for surface electromagnetic waves in lossless anisotro-
pic dielectric media and deriving dispersion relations
with these tensors. For waves at the interface between
anisotropic materials characterized by the permittivity
tensorse (z=q [0 <0) and €' (z> 0), thedispersionrela
tion has the form of (7) with

r=-Q +iQS, I'=Q +iQ"S.

Thebar in (A1) meansthe pseudoinversion of planar
tensors in the two-dimensional subspace of the inter-

face (i.e, QQ = QQ =1, where | = —qx2 =bOb+
a [ a is the projective operator). The tensors Q and S

(Al)
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can be represented in the integral form:

- lreerdo S=_triee)
Q= T[!:(ezez) dp, S ,.L([(ezez) (e,e,)do. (A2)

Theintegrandsin (A2) contain tensor bilinear forms
of two vector arguments. For any vectorsu and v (uv =
0), these forms are given as follows:

(uv) =
(A3)

_ug vaOa) +VAue™V
ag"a—v’
The vectors e, and e, are expressed through b and g
as

e, = bcosp+qsing,

+v’b U b VI

e, = —bsing+ gcosq.

In formula (A3), £ isthe transposed tensor adju-
gateto e [9, 10].

The tensors Q' and S are aso calculated from for-
mulas (A2) and (A3) with the tensor € in (A3) replaced
by €'.

To find I for a Faraday isotropic medium, we sub-
dtitute expressions (2) and ¢ = bcosa + asina into (A3).
We here take into account that tensors of form (A3) are
planar and represent them as expansions in dyadic pro-
jectorsb O b,b0a,allb,andad a. Bearingin mind

that aeta=aand & - =a2—b%c O c+ iabc, we find
from(A3) atu=v =g, tha

(6,6) = (a—v) {v¥(a-v’sn’g)b O b
—iv®bcosasingcos@b 0 a—ad b) (A4)
—[(a=v®)(a-VvZsin’g) —b’cos’asin‘plal & .
Atu=e,andv =g, we have
(e,0,) = (a—v?) {v*singcosgb 0 b
+ivZbcosa cos’gb O a + ivZbcosa sin“ea 0 b
—[singcos ¢ V(a—v?) + b*cos’ar)
+ibsina(a-v®)]lald .

To calculate (e,e,)~, we represent tensor (e,6,) (A4)
asaz2 x 2matrix and invert it:

(e,6,)” = (a—vsin‘@—bcosasing)
x (a—v2sin‘@+ bcosasing)
x E,iz[(a—vz)(a—vzsjnch) —b?cos’asin’gb O b (A5)
[V
—ibcosasinpcos@(b 0 a—alb)

, O
—(a-Vvidn'@)alan
0
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Next, we find the product of the tensors (e,e,)~ and

(e€1):
(e,6,) (&,6)) = (a—vzsinch—bcosasin(p)_1
x (a—v2sin‘@+ bcosasing)

x { v¥(a—v?sin’@)sincosgb O b

(A6)
+ibcosa cosg(acos@ + ibsinasing)b 0 a

—ivZbcosasin‘gal b +[¢ 2(a—v’sin‘Q)
+b’cos’a) singcos@+ ibsina(a—v2sin“g)]ad a}.

Clearly, the tensors Q and S (see (A2)) are repre-
sented through the integrals

1

J - 11- 20 (- = =
(00; 11; 20; 02; 31) T

n o L2 o .3 (A7)
9 (1; singcos@ sin“@; cos @; sin” @cos @ dg
.([ (@—vsin’ @— bcosa sing)@ —v’sin’ @+ bcosa sing)

with Jy, = Jgo — Iy and Jy; = J3; = 0. We assume that the
denominator of the integrand is nonzero for al @; i.e.,
thetensors Q, S and I' are defined if

0<v®<v’ =a-—b|cosal. (A8)

Thequantity v,;, iscalled thelimiting frequency [6].
Physically, condition (A8) means that each of the par-
tial waves in a Faraday medium is localized near the
interface, i.e., is not a body wave. By introducing the

variable of integration x = cot¢, we obtain

3 _ im (1+x% 1)dx
o naZ_[o(x—im)(Hinl)(x—inz)(xﬂnz)'
where ny , given by formulas (9) have the meaning of

the decay coefficients of the partial waves.
For Jy, and J,q, wefindly arrive at

_ 1 10
= — + o
a(n;+ny) NaN (A9)
_ 1
\JZO - 2 .
annz(n;+ny)

Next, substituting formulas (A5) and (A6) into (A2)
in view of (A9) yields expressions for the tensors Q
and S

1 1 2
= ———|-=(a-Vv°+a bOb
Q a(n1+n2)|: VZ( r]lr]Z)

(A10)

2

a—Vv] }

+ =+ allal,
+ ann-

FURS, BARKOVSKY

. 2
S= L[—cosmb O a+v cosa
a(ny+ny) anqn;

2
—sina%H:n_v Uan a}.

nH

For the tensor Q-, we have

g = 2t 2pmpyanndl a)(AL2)

2
a—-v +ann,

alb

(A1)

From formulas (A11), (A12), and (A1), one arrives
at expression (8) for thetensor I” for aFaraday optically
active medium.

Thetensor I for the other bordering medium can be
found by substituting a' for ain (9), (A11), and (A12)
and setting b = 0. Then,

& -bOb+Ja(a-v)ala, S=0,

a-—-v

Q =~
and the tensor "' coincides with Q™.
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Abstract—A therma model of a furnace chamber involving both a three-dimensional radiation heat transfer
equation and an energy equation describing the one-dimensional flow of a combustible mixture is proposed.
Convective heat transfer at the walls and shieldsis taken into account by the approximate standardized method.
The model allows one to calculate the temperature and heat flux distributions both in the volume and at
the boundaries of the furnace chamber. The problem of finding the specific volumetric heat generation from
the radiation fluxes measured at the furnace walls is considered with this model. © 2003 MAIK “ Nauka/Inter-

periodica” .

A mathematically rigorous description of complex
heat transfer in furnace chambers of power installations
is a challenge. The reason is that, first, heat-and-mass
transfer and combustion are interrelated processes and,
second, thereisagreat number of parameters determin-
ing the thermal state of a real furnace. Therefore, it
seems to be topical to improve available engineering
techniques so asto limit the number of parameters (the
values of temperature and heat fluxes) measured in
accessible points on a real boiler unit and, thereby,
adjust the model (i.e., to finally determine unknown
parameters). Heat transfer parameters of both surfaces
(radiant emissivity, thickness, fouling factor, etc.) and
thermophysical parameters of media involved in the
heat transfer process (e.g., fuel burnup and densities of
furnace gases) may be unknown parameters.

In view of the fact that energy transfer by radiation
makes an overwhelming contribution (up to 90%) to
heat transfer in a furnace, the three-dimensional radia-
tion transfer equation [1, 2] is solved in this paper to
takeinto account radiation transfer. In the framework of
this model, both the turbulent flow and conductive heat
transfer are neglected and the flow of a combustible
mixture is assumed to be one-dimensional. The radiant
emissivity of afurnace chamber and the total heat gen-
eration are taken into account by the standardized
method. The total heat generation in a furnace is
defined by the fuel rate (B;) and also by the sum of the

heat of fuel combustion (QfH ) and sensible heat of both

the fuel and supplied air. The lowest fuel combustion
heat is estimated by the Mendeleev approximate for-
mula[3]. The specific volumetric heat generation upon
fuel combustion is an important characteristic of the
furnace process. It isrelated to heat-and-mass exchange
and depends on the composition and properties of the

fuel and fuel—oxidant (air) mixture, gasdynamic pro-
cesses, and the completeness of combustion. This
parameter greatly influences both the temperature field
in the furnace volume and the distribution of the flux
incident on the furnace walls. The straightforward cal cu-
lation of the specific volumetric heat generation involves
particular mathematical difficulties. In power engineer-
ing, empirical dependences of thefuel burnup on thefur-
nace height, e.g., the so-called zone method [ 3], are used.
Therefore, finding the volumetric heat generation from
experimental datais of interest. In this paper, the thermal
model proposed is applied both to the direct design of
the furnace chamber of a DKV P-10 steam boiler and to
the inverse problem of finding the specific volumetric
heat generation in the furnace chamber.

MATHEMATICAL MODEL

The mathematical model of a furnace chamber
involves the radiation heat transfer equation

(Q IO, Q) + (Kaps + Kais) 1 (FQ)

= Kol o[ T(T)] + %J’ P(Q, Q)I(F, Q')dQ' @)

41T

and the energy equation
div(c,pvT(F) —AgradT(F)) = B;Q|,S(F) —divQ,. (2)
Here,

divQ, = 41kl o[ T(F)] — ke G(F) (3)

istheradiation flux divergence; P(Q, Q') isthe scatter-
ing indicatrix; () is the specific volumetric heat gen-
eration due to fuel combustion;

1063-7842/03/4804-0393%24.00 © 2003 MAIK “Nauka/Interperiodica’
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[Ty = 2% (), (4

1
15[ T(r)] is the Planck’s function; ks and kg are the
absorption and dissipation factors, respectively; oy is
the Stefan—Boltzmann constant; n is the refractive
index of the medium; and

G(r) = [I(r, Q)d0 (5)

isthe incident power.
Boundary conditions for the transfer equation
are given by

(7, Q) = elp[T(F)]
- 6
+128 I (nX)I(r, QYdQ", n[Q <0, ©)
T
n'>0
where € is the radiant emissivity of the boundary sur-
face.

Boundary conditions for the energy equation.
The continuity condition for the total heat flux (Q,) at
the boundary (interior surface of the furnace wall)
makesit possibleto write aset of two equationsfor two
unknowns (the temperatures at the interior and exterior
surfaces of the furnace wall T,, and T,):

_ Tw - TWO

Qw = Qr + Qcon - Rw (7)

4 4
= Oo(Two—Tar) + €00(Two— Tair)-
One more equation for one unknown T,

TW_TSW
R’

Qw = Qr+ Qoo = )

iswritten for aheat baffle (tube) at a given temperature
T, Of the steam-and-water mixture.

The total heat flux at the furnace interior surfaceis
equal to the sum of the resultant radiation flux

EwTw
Qr = Eer, inc — T (9)
and the convective flux
Qcon = acon[T - Tw] . (10)

The thermal resistance of a baffle tube, R, can be
expressed viathe heat-transfer factor of the steam-and-
water mixture in the tubes (a4, ), the thermal resistance
of the tubewalls (o,,/A,,), and the thermal resistance of
asurface deposit on the tubes (Ey):

_ 1 O
R, o +E.+ A

(11)

SHIFF

In (7)<11), T, is the temperature of surrounding air;
0., and A, are the thickness and thermal conductivity of
the baffle tubes; R,, is the thermal resistance of the fur-
nace wall (lining); a, is the coefficient of convective
heat transfer from the furnace exterior surface to the
environment; d.,, is the coefficient of convective heat
transfer from the furnace medium to the furnace walls
and baffle tubes; and €, is the radiant emissivity.

SIMPLIFICATIONS AND APPROXIMATIONS

A real furnace is approximated by a parallel epiped.
A gas inlet is modeled by setting the emissivity and
reflection coefficient of the corresponding part of the
surface equal to zero. We assume that a baffle entirely
coversthefurnacelateral surface. The absorption factor
of adisperse furnace medium is estimated in the frame-
work of the gray body approximation by the formulas

of the standardized method [3]:
In(1-¢,)
Kps = —=—%, 12
ab: Seff ( )
S = 36, (13)

where g, is the radiant emissivity, Sy is the effective
thickness of the radiating layer, V is the furnace vol-
ume, and F isthetotal surface areaof the furnacewalls.

As a fuel, we consider furnace oil. When burning,
furnace oil produces fine soot (the mean particle radius
r < 0.02 um) with anegligible scattering coefficient of
visible and infrared radiations. Therefore, in this paper,
the integral term in transfer equation (1) is omitted.

A simple model is used to describe volumetric heat
generation. A furnace is conventionally divided into
two parts from top to bottom. The lower zone (maxi-
mum heat generation) extends from the bottom to the
section that is roughly 1.5 m higher than the burner
throat axis. The mgjority of the fuel burnsin this zone.
In the upper zone, the heat generation is assumed to
decrease exponentialy with height. Such a model of
heat generation will be described by the six-parameter
one-variable function

%Jal, for z=12z

Ca,, for z=12

Ea for z=12z

31 ]

S(z2) = O _ (14)

(B4, for z=1z

Ea5, for z = zg

E@Sexp[—(z—zgs)ae], for zz<z<zL,
where zL is the furnace height.
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The heat transfer factors ag,, 0g, and d.,, are esti-
mated by the empirical formulas[3, 4]

.- gs.so+ 0.054T,5, T,o=473K as)
2056 +0.83T,0 Tuo<473K,
%b.15z % PrP¥Re*®,  Re <2000

acon = D )\ (16)
Eb.oze,z 5 PrPRe”®, Re> 2000,

where Pr and Re are the Reynolds and Prandtl numbers,
respectively, and & is the correction factor [1], which
depends on the relation between the height of the fur-
nace and its effective diameter D.

|um|A||+]J2 i, k+ |El m|B|| jx12, k+|n1 m|C|| j, k+1/2+akabs P(T)AV
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SOLUTION OF THE EQUATIONS

Transfer equations. In developing numerical meth-
ods for solving the transfer equation, much effort is
made to preliminarily (fully or partially) integrate it
with respect to frequency and angular variables. In this
paper, the gray body approximation, which implies full
integration over the radiation spectrum, isused; i.e., the
radiative properties of the medium are assumed to be
independent of the radiation wavelength. The discrete
ordinate (DO) method, first applied to this situation by
Chandrasekhar [2, 3], is used in this paper to simplify
the angular dependence. The DO method can be
divided into two steps. First, the angular discretization
of the transfer equation is performed. At the second
step, for each direction defined by zenith (©,) and azi-
muthal (¢,,) angles on agiven space grid, the finite-dif-
ference approximation of the transfer equation is con-
structed by the integro-interpolation method [2]:

Ile_

Here, y. = cos®,, &, = sin®.cosp,, and n, , =
sin@, sing,, are angular coordinates; a is the finite-dif-
ference weighting factor (1/2 < a < 1); A = Ay(j)Az(K),
B = Ax(i)Az(Kk), and C = Ax(i)Ay(j) are the surface areas
of the faces of control volumes;, and Av =
AX(1)Ay(j)Az(K). The plus and minus signs in the sub-
scripts of formula (17) depend on whether the six faces
of the domain of computation are counted in the posi-
tive (+) or negative (-) direction of the corresponding
coordinate axis. The indices i, j, and k take the values
i = L.NX, j = L.Ny, and k = 1.Nz, where Nx, Ny, and Nz
are the numbers of the nodes of the finite-difference
grid along the axes OX, QY, and OZ, respectively.

Energy equation. In this equation, we neglect heat
conduction (the second term on the left of Eg. (2)) and
assume that the gas flow along the OZ (v, = v, = 0) axis
isone-dimensional. Then, integrating energy equatlon )
over the control volume with the indicesi, j, and k in
view of the continuity condition turns the differential
energy equation into a nonlinear algebraic equation for
the temperature at the center of the control volume:

4Kabso-0Tﬁj,k = PiCoTi k12— P CpTi j kv 12 (18)
+ BfQLS,j,k"‘ KasGi, j, ko
where p; isthe fuel rate per unit volume:
— Bf
Pr = v (19

The first and second terms on the right of Eq. (17)
aretheincrement of the gas enthal py. The subscriptsk —
1/2 and k + 1/2 correspond to opposite faces of the con-
trol volume. The gas temperatures at the lower faces of
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(17)

the control volumes with indicesi, |, and 1/2 adjoining
the furnace bottom are assumed to be equal to T = 300 K
(initial gas temperature). Boundary control volumes
with unknown temperatures of the furnace wallsor heat
baffle are complemented by the set of equations (7) for
the walls or by eguation (8) for the baffle.

RECONSTRUCTION OF SPECIFICVOLUMETRIC
HEAT GENERATION

The parameters of specific volumetric heat genera-
tion (i.e., n-dimensional vector A = (a,, &, ..., &,)) are
used as unknowns and the densities of the total radia-
tion flux incident onto the furnace walls, as measur-
ands. Thevector A=(a,, &, ..., &,) isfound by the min-
imization of the function

Nk

F(A) = z QR0 -QFR(k),  (20)

which is the sum of the squares of the differences
between measured (exact) and calculated incident radia-
tion fluxes, and Nk is the number of radiation detectors.

The minimization of the multidimensional function
is performed by a simple method that does not require
calculating the derivative of the function to be mini-
mized, i.e., by the coordinate-wise random search
method. For a chosen coordinate, we calculate a ran-
dom trial step. The step is accepted if the function F(A)
decreases. Otherwise, we reverse the step direction for
this coordinate and test the variation of the function
being minimized. For each coordinate, the step size
increases if a series of successive steps is successful
and decreases otherwise. The minimization of the func-
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Fig. 1. (a) Temperature distribution in the planey = 1.0 m 0 1 2 3 4 5

aong straight lineswith applicates z= (1, 2) 0.4, (3, 4) 2.0,
and (5, 6) 3.6 m; (1, 3, 5) zone method [2] and (2, 4, 6) DO
method. (b) Distribution of incident flux inthe planey = 1.0
m along the straight lines with applicates z = (1, 2) 0 and
(3,4) ZL; (2, 4) DO method and (1, 3) zone method [2].

tion F(A) (the search of unknown parameters) is fin-
ished when the variation of the function becomes
smaller than a given value. The influence of random
errors in measuring the radiation fluxes is modeled by
introducing normally distributed noise into exact data:

Qrine(K) = Qfe(k) = a(K)Z(K), (21)
_ Qine(k)y%
0q(k) = =T (22)

where {(Kk) is a normally distributed random number
with unit standard deviation and a zero mean value and
0,(K) isthe root-mean-square deviation of the measured

Z m

Fig. 3. Gas temperature distribution throughout the furnace
height: (1) over the furnace surface (x=1.4m,y=3m) and
(2) at the center of the furnace (x=1.4m,y=1.5m).

radiative heat flux at a kth detector for a relative mea-
surement error of y% at a 99% confidence level.

RESULTS

Comparative analysis of the transfer equation.
Consider radiation transfer in an ideal furnace that has
the form of a parallelepiped with sizesXL =2m, YL =
2m, and ZL = 4 m. The temperatures and emissivities
of the boundary surfaces are the following: T = 1200 K
ande,,=0.85az=0;,T=400K ande,;,=0.70at z=
ZL;and T=900K and g,, =& =€=¢, =0.70a x =
X0, x =xL, y =y0, and y = yL. The specific volumetric
heat generation and the absorption factor are assumed
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S(2), kW/m?
500

N R

400+

300

200

100

Fig. 4. Volumetric heat generation functions at y = 3%:
(1, 3) those constructed using only negative and only posi-
tive root-mean-square deviations of reconstructed parame-
ters, respectively, and (2) the function constructed from the
mean values of the parameters.

to be constant in the furnace volume and equal to S, =
5.0 kW/m3 and kg, = 0.5 m, respectively. The results
found by the DO method for the temperature field and
incident radiative fluxes (Figs. 1a, 1b) are in good
agreement with the results of the zone method [1].

Thermal design of the furnace of a DKVR-10
steam boiler. The thermal design method is applied to
a DKVR-10 industrial steam boiler. Its furnace is
approximated by a parallelepiped with XL = 2.80 m,
YL=3.0m,andZL =4.98 m. Thegasinletislocated in
the Y = YL plane in the range 3.50 < Z < 498 m. The
radiant emissivities of the furnace interior surfaces are
set equal to €, =0.85and €, = =
0.70. Theinitia calculation dataare Ilsted in ‘\Pable 1

The parameters of the specific volumetric heat gen-
eration function are listed in Table 2 (second and third
columns). The liquid fuel rate for the boiler is B; =
0.193 kg/s. The compositions of the fuel and combus-
tion products are listed in Tables 3 and 4, respectively.
The computational results are presented in the form of
temperature distribution and radiation fluxes both in the
volume and on the walls of the furnace. Below the gas
inlet on the furnace back wall (Y = YL) (Figs. 2a, 2b),
the temperature of the interior surface and the incident
heat flux decrease rapidly with increasing height. How-
ever, these parameters are aimost uniform near the gas
inlet. Such behavior of the thermal parameters of the
furnace can be explained primarily by the heat genera-
tion model chosen, aswell as by the presence of the gas
inlet. The temperature along the furnace height (Fig. 3)
behavesin asimilar manner and coincides satisfactorily
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Fig. 5. Relative error of the specific volumetric heat gener-
ation as afunction of height.

with the estimates made by the standardized method
(Table 5).

Problem of reconstruction of volumetric heat
generation for the DKVR-10. The results of the direct
calculations of incident fluxes (see the previous sec-
tion) are used as experimental values. The radiation
detectors are placed at 14 points on the interior surface:
six pointsat each of two adjacent lateral faces (x=0and
y = 0) and one on the top and bottom faces. In measur-
ing incident fluxes, the noise is modeled by a normal
law (25 realizations). The measurement error istaken to
be y = 3%. The mean values and the root-mean-square
deviations of each ith parameter reconstructed arelisted
in Table 2 (columns 3, 4, and 5). In Fig. 4, the volumet-
ric heat generation functions are shown for the mean
values of the reconstructed parameters and their root-
mean-square deviations. As is seen from Fig. 4, the
range of the reconstructed function of volumetric heat
generation can be considered satisfactory for the (rather
high) flux measurement error y = 3%. Therelative error
of the reconstructed values of the volumetric heat gen-

Table 1. Initia caculation data

Tow 464 K

O eon (1.94-2.58) J(m? sK) (T = 1000-2000) K
R (0.299-3) m? sK/kJ

Ry 0.52 m? sK/kJ

E, 0m? sK/kJ

gy 1.00 kJ(m? sK)
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Table 2. Parameter vector for specific volumetric heat generation
y=3%
N Z,m 3
(&0 o(a) Oair %0
1 0.226 333.2 kW/md 337.4 kW/m3 12.30 kW/md 126
2 0.679 426.4 kW/m® 414.1 KW/m? 14.06 kW/m?3 2.88
3 1.13 412.6 kW/m3 419.9 kW/m?® 16.42 kW/m? 177
4 1.58 346.2 kW/m? 340.4 kW/m? 15.05 kw/m® 1.68
5 294 66.5 kW/m? 68.31 kW/m?3 58.24 kKW/m3 272
6 2.94<z2<4.80 45mt 4.605 m™ 0.320m? 2.33
Table3. Elemental composition of the fuel eration as a function of height 3() is shown in Fig. 5.
Carbon ce 85.9% Theincrease in the relative error may be related to two
¢ o reasons. a considerable relative decrease in the volu-
H.ydrogen Hc 11'5A; metric heat generation at the furnace exit (Fig. 4) and
Nitrogen N 0.26% the insufficient number of radiation detectors at the top
Oxygen oc 0.26% of the furnace. It seems that the same reasons might
Sulfur ¢ 2.05% explain the high value of the root-mean-square devia-
Ash content AC 0.1% tion for the fifth reconstructed parameter (Table 2),
o o o which is responsible for the exponentia decay of the
Humidity W 3.0% heat generation in the top region of the furnace.
Table 4. Combustion product composition CONCL USIONS
Coefficient of excess of air ar 110 | - (1) The proposed therma model of a furnace, in
Theoretical volume of air v, 114 | m¥kg  contrast to the standardized method, allows one to esti-
Theoretical volume of chimney | V 123 |mikg Mmatetemperaturefields and radiation fluxes, aswell as
gases to design small- and medium-size boiler units (for
; ; ; 3 which the standardized method lacks empirical data).
;Q:g etical volume of triatomic Vro, 157 | mkg This technique makes it possible to estimate the most
_ . thermally stressed regions on heat-exchange surfaces.
Theoretical volume of steam | Vi,o | 146 | m/kg (2) Within this thermal model, the possibility of
; . vV 3 reconstructing the volumetric heat generation profile at
Theoretical volume of nitrogen N2 822 | mkg the relatively high errors involved in measurements of

Table5. Characteristicsof heat exchangein afurnace cham-
ber (standardized method)

Theoretical combustion Teom K 2253

temperature in furnace

Gas temperature outside Tout K 1333

furnace

Heat of fuel combustion Qf kJkg | 0.339+5
H

Sensible heat of fuel Quns | kdkg | 0.244+3

Sensible heat of supplied air | Q, kJkg | 0.304+3

Heat transferred by radiation| Q, kJkg | 0.203+5

incident radiation flux is shown.
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Abstract—Experimental data show that regular three-dimensional liquid-crystal protein structures ranging in
size from several hundredths to severa tenths of amillimeter are present in the whole blood serum (plasma) of
patients suffering from various diseases. When a drop of serum dries, some of the structures melt to produce a
gel, whereas the rest of them undergo phase transition to form solid crystals. These crystals are shaped like
immunoglobulin M molecules enlarged 1000-fold. In the serum (plasma) of ailing people, the amount of the
gel formed upon drying increases, breaking the symmetry during the formation of noneguilibrium protein films.
It isbelieved that low-intensity physical factors exert atherapeutic action by changing the phase state of protein

in body fluids. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The phase composition of body fluids is vitaly
important for maintaining normal bodily functions [1].
The discovery of protein self-organization upon drying
under nonequilibrium conditions [2, 3] has stimulated
intense research on the structuring of biological fluids
in naturally drying drops, which is aimed at using this
phenomenon in diagnostic tests [4]. Blood plasma
(serum) self-organization is an interesting and complex
process involving closely related events that are the
subject matter of biophysics, physical and colloid
chemistry, chemical physics, immunology, and crystal-
lography. In the previous work [5], we noted that the
drops of blood serum taken from healthy people and
patients suffering from viral hepatitis B and burn dis-
ease differ in the dynamic parameters of structuring
upon drying. In the latter case, the time of drying is
longer; the front of structuring moves at a lower rate,
with the variance of this rate being greater; and the
amount of gel produced is larger. When these serum
sampleswere irradiated in vitro by low-intensity red or
blue light at a dose of 100 Jm?, the dynamic parame-
ters of drying drops approached those of normal serum
samples and the amount of gel decreased.

In this paper, we study phasetransitionsin theliquid
blood serum (plasma) in greater detail, which allows us
to consider their scenario from a new standpoint and
hypothesize for a number of phenomena.

MATERIALS AND METHODS

The samples of blood plasma and serum were
obtained from 30 clinically healthy people; 18 patients

withviral hepatitis B and C in the acute stage (the mate-
rial supplied by the Hepatological Center, Nizhni
Novgorod); 30 patients with burn disease (supplied by
the Federal Burn Treatment Center, Nizhni Novgorod
Research Institute of Traumatology and Orthopedics);
40 women after normal or premature (second- and
third-trimester) childbirth (supplied by the maternity
and child-welfare services of Nizhni Novgorod); one
patient with Waldenstrom’s macroglobulinemia; and
one patient with paraproteinemic hemoblastosis, whose
blood contained a negligible amount of immunoglobu-
linM (IgM) (supplied by the Research Institute of Epi-
demiology and Microbiology, Nizhni Novgorod). In
addition, the saliva of several patientswith viral hepati-
tiswas studied. The samples of blood plasmawere ana-
lyzed before and after a freezing (—18°C)—thawing
cyclein a household refrigerator.

The test fluids were applied on chemicaly clean
glass dlides either as small drops (six to eight 5-pl drops
per dide) or in relatively large amounts (0.5 ml per
dlide). The dlides were dried at room temperature for
24 h. Thus, the drying of the fluids occurred under dif-
ferent thermodynamic conditions depending on their
volume and the form of the drops. Some of the samples
(small drops) were dried under an MBS-10 microscope
fitted with atelevision camera connected to acomputer,
so that phase transitions in the fluid could be recorded.
After drying, the drops were studied in a Lyamam-1Z
microscope under conventional illumination conditions
with polarizing filters.

1063-7842/03/4804-0399%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. Morphology of phase statesin drying drops of blood serum taken from patients with different diseases: (a) exacerbation of
chronic hepatitis B and C (x12); (b) vira hepatitis B, acute icteric form of medium severity (x12); (c) burn disease (x140); and

(d) viral hepatitis B, acuteicteric form (x140).

RESULTS AND DISCUSSION

Under the microscope, the liquid drops of serum
taken from the patients with viral hepatitis or burn dis-
ease often looked rough due to the presence of small
light-scattering structures (Fig. 1a). Such a phenome-
non has never been observed in the sera of healthy
donors. Sometimes, serum inhomogeneities were so
great that they emerged on the surface, exhibiting areg-
ular three-dimensional cluster structure (Fig. 1b). Inthe
course of drying, some of these structures melted to
produce the gel, whereas the remaining part underwent
a phase transition to the solid (crystal) state (Figs. 1c,
1d). The formation of the abundant structureless gel
breaks self-organization in drying drops and prevents
their contents from being arranged into a regular cen-
trosymmetric pattern, which is characteristic of the
samplestaken from healthy donors[4, 5]. In the plasma
of women in the early postpartum period, solid and par-
tially melted crystalsusually formed acircleinthetran-
sition zone of the drop. In the cases of acute toxemia
and premature childbirth, this zone was significantly
wider and had larger crystals (Figs. 2a, 2b), which
showed weak greenish fluorescence under polarized
light (Figs. 2c¢, 2d). Upon slower drying (in a greater
volume of the fluid), their structure persisted longer,

with the shape of most of the crystals being similar to
that of IgM (Fig. 3) [6] (with a 1000-fold differencein
size). The same structures were also found in the saliva
of some patients with viral hepatitis (at the edges of the
drying drops). Phylogenetically, IgM is the most
ancient class of immunoglobulins[7]. Its concentration
increases primarily upon the first exposure to an anti-
gen. An IgM molecule is a pentamer with a molecular
weight of approximately 950 kDa. The IgM sedimenta-
tion constant is 7S, and its concentration in the blood of
healthy people rangesfrom 0.5to 1.9 mg/ml. A number
of diseases are known to be accompanied by M hyper-
globulinemia, which can be primary (e.g., in the case of
Waldenstrom’s disease, when only genetically modi-
fied IgM is produced) or secondary (in the cases of can-
cer, allergies, infectious and autoimmune diseases, hep-
atitis, cirrhosis of the liver, etc.) [8]. Publications avail-
able to us contain no description of regular
macrostructures in the liquid phase of blood serum
(plasma). In most cases, the liquid-crystal texture of
biological fluids has been studied upon drying between
two glass slides under conditions that are close to equi-
librium [4, 9].

Both primary and secondary M hyperglobulinemias
may be complicated by the deposition of amorphous
TECHNICAL PHYSICS Vol. 48

No. 4 2003
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Fig. 2. Dried drops of blood plasma taken from women in the early postpartum period: (a) normal childbirth (after 40 weeks of
gestation) (x17); (b) premature childbirth (after 34 weeks) (x17); (c) premature childbirth, protein crystals under normal illumina
tion (x600); and (d) premature childbirth, protein crystals under polarized light (x600). The arrows indicate the location of protein

crystals.

protein massesin blood vessels. These deposits are usu-
aly regarded as the swarms of circulating immune
complexes [10, 11]. In our opinion, however, the crys-
tallization of such complexesisunlikely. An antigenis
bonded to specific sites in antibody molecules by
means of ionic and hydrogen bonds, van der Waals
forces, and hydrophobic interactions [12]. Bonding
conditions are optimal only within the physiological
ranges of pH, ionic strength, and salt concentration.
When these conditions change, resulting immune com-
plexes dissociate. Hence, it appears more probabl e that
the liquid-crystal structures are formed by IgM mole-
cules alone. Direct verification of this hypothesis (e.g.,
using fluorescein-label ed diagnostic immunoglobulins)
is difficult and requires the development of new
approaches. However, we obtained indirect evidencein
favor of our hypothesis when analyzing the blood
serum of the patient with Waldenstrom’s macroglobu-
linemia (in this disease, functionally deficient IgM is
the only immunoglobulin produced by the immune sys-
tem). This serum in a tube segregated spontaneously
into two transparent liquid fractions that differ in den-
sity (lower density at the top and higher density at the
bottom). Upon drying, the crystals of interest were

TECHNICAL PHYSICS Vol. 48

No. 4 2003

observed in the bottom fraction only, as well asin the
thoroughly mixed whole serum (Fig. 3a). In the blood
serum of the patient with paraproteinemic hemoblasto-
sis, which contained only immunoglobulin 1gG, no
such crystals were found.

Thus, as the functioning of antibodies involves
interactions at the molecular level, the apparent
mesophase state of IgM in the liquid serum may evi-
dence that IgM molecules are immunologicaly inac-
tive. The same factor may be involved in pathogenesis
of the endogenous intoxication syndrome [13-15].

Microcalorimetric data [16] indicated that the ther-
mal denaturations of albumin and y globulins, entering
into the whole blood serum, occur independently: the
enthalpy of y-globulin denaturation was more than
twice that of albumin denaturation. It wasalso foundin
[16] that the parameters of the thermal denaturation of
proteins depend on the physiological state of the people
examined [17]. These findings are consistent with the
ideathat y globulins are in the mesophase state (accord-
ingly a greater energy is needed to melt molecules of
theliquid crystal) and also with our concept that several
phase transitions take place in amulticomponent liquid
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Fig. 3. Protein crystalsin the dried 0.5-ml samples of blood serum from patients with (a) Waldenstrom’s macrogl obulinemia (x600)
and (b) vira hepatitis B and chronic hepatitis C (x600). (c) Model of an IgM molecule[6] and (d) IgM molecule under an electron

microscope [6].

medium subjected to a denaturing factor (high temper-
ature, dehydration, etc.).

The freezing and thawing of the blood plasma
(serum) samples taken from the patients, including
women in the early postpartum period, resulted in an
increase in the surface area of the drops applied on the
glass dlides (on average, by 24%). The same was
observed when the samples were exposed in vitro to an
eddy magnetic field [4], microwaves (in the millimeter
range), and aHe-Nelaser beam (our unpublished data).
These facts indicate that, whatever agents act on this
body fluid, its physical properties behave in a similar
manner. Such behavior may be accounted for by
changesin the liquid-crystal phase of protein: the mac-
rostructures melt, antibodies recover functional activ-
ity, and the rate of their clearance (removal from circu-
lation) increases. Recall that liquid crystals have found
wide applications because of their high sensitivity to
temperature and external electric fields [18]. The fact
that physical therapeutic procedures influence protein
liquid-crystal structures found in the blood plasma of
patients may be a plausible explanation for the exist-
ence of a threshold irradiation level in He-Ne laser

therapy and also for the absence of any effects when
patients are irradiated after recovery [19].

Thus, the presence of regular three-dimensional lig-
uid-crystal structures in the blood serum (plasma) of
ailing people is probably explained by IgM overpro-
duction under conditions of endogenous intoxication
(i.e., in the presence of toxic metabolites in the blood,
which may change the phase state of globular proteins).
Thisentailsdisturbancein the cascade of protective and
adaptive reactions. In such cases, measures aimed at
detoxification, including physical therapy, may exert an
effect via changing the phase composition of body flu-
ids.

Research on phase transformationsin protein during
physiological and pathological processes holds consid-
erable promise for both fundamental science and prac-
tical medicine. In the near future, new findings in this
field will hopefully contribute to our knowledge of
“mesomorphic pathogenesis’ and provide a basis for
novel approachesto the treatment of diseases accompa-
nied by this phenomenon.

TECHNICAL PHYSICS Vol. 48
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Abstract—For the first time a rigorous solution to the problem on time evolution of the periodic wave shape
on the surface of a viscous infinitely deep liquid is found in the quadratic approximation with respect to the
wave amplitude. It is found, in particular, that the damping rate of the quadratic component with respect to the
wave amplitude is twice as high as the damping rate of the linear term. It is shown that inclusion of viscosity
leads to asymmetry of the wave profile. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In spite of continued study of finite-amplitude
waves, until now al rigorous investigations were car-
ried out within the model of an ideal liquid (see, for
instance, [1-7] and the references therein). The most
correct attempts at making alowance for the influence
of viscosity on the nonlinear evolution of the free sur-
face shape of a viscous liquid were performed in an
approximation of low viscosity in the framework of the
boundary layer theory [8-10]. Such an approach is
valid only at large Reynolds numbers. Nevertheless, a
correct analytical formulation of the problem of deter-
mining the shape of a wave propagating over the sur-
face of an infinitely deep viscous liquid is quite real in
a quadratic approximation with respect to the wave
amplitude [11].

The problem of investigating the motion of afinite
amplitudewave in aviscousliquid isrelevant to numer-
ous scientific, technical, and technological applica-
tions. For example, in [12-14] in alinear approxima-
tion in the wave amplitude, the existence of a surface
instability in a viscous liquid against both elastic
stresses and inactive surface-active substances (SAS)
were predicted, aswell as the existence of avibrational
liquid instability at afinite redistribution velocity of an
electric charge over the liquid surface. A detail theoret-
ical analysis of these effectsis possible only in approx-
imations with respect to the wave amplitude that are
higher than first order. In connection with the above, the
present problem was formul ated.

MATHEMATICAL FORMULATION
OF THE PROBLEM

Letu=u(x, z t) and v = v(X, z, t) be horizontal and
vertical velocity components, which, for simplicity, are
assumed to be independent of the y coordinate; let g,
and e, be unit vectors of the Ox and Oz axes. Then, wave

profile& = &(x, t) and velocity field U = ue, + ve, satisfy
the following initial boundary value problem:

U+ (OxU)xU = —D@p+—+g%+vAU

-+ &

Ou = 0; 2
z=2¢&:0+udé& = v, 3
p—2pvn [{(nV)U) - P, = yOh; 4
T(nIV)U)+nO(xrV)U) = 0; (5)
zZ— —00: U —0; (6)
t=0:& = F(x); @)

z<&:U=U’= Uo(x, Z) = uo(x, 2)e, + vo(x, 2)e,.(8)

Here, tistime; pistheliquid pressure; 0, and 0, are the
partial derivatives with respect to time and coordinate;
7 and n are the unit vectors tangent and normal to the
liquid surface, respectively (explicit expressions for
them and for divergence of the normal, div(n), are given
in Appendix A); and A is Laplacian. The avkwardness
of the problem (1)—8) is directly related to the com-
plexity of initial conditions (8). The particular form of
the functions appearing in (8) israther arbitrary. There-
fore, inthe present paper, initial conditionsyielding the
least awkward solution are chosen. In order to maintain
orderliness of the reasoning, we shall refine the form of
initial conditions in the course of solving the problem
when it becomes clear how the initial conditions influ-
ence the awkwardness of the solution.

PRINCIPLE OF SOLVING THE PROBLEM

We use the perturbation method to find an analytical
solution to problem (1)—(8). Usually in this method,
equations arefirst written in dimensionlessform. In the

1063-7842/03/4804-0404%$24.00 © 2003 MAIK “Nauka/ Interperiodica’



FINITE-AMPLITUDE WAVES ON THE SURFACE OF A VISCOUS DEEP LIQUID

present study, we do not specify a particular method of
thisreduction. Let aninitial perturbation be periodicin
x and form awavy profilewith awavelength of A = 217k
and an amplitude of a. Dimensionless parameter € = ka
is independent of the method of reduction to dimen-
sionless form, and its small value corresponds to the
small amplitude approximation. In this study, al rela
tionships are written in dimensional form. In reducing
to dimensionless form, the parameter a = ek and all
variables proportional to it are transformed into dimen-
sionless variables on the order of O(g). In dimensional
expressions, such variables are related to the same
order of magnitude.

At small g, asolution of the problem is sought in the
form

U= U +U,+0(e%; U, = O(e); U, = O(%);
P=po+p+p+Od); py = O(L);
p = O(e); P, = O(e%);
E=8,+5,+0(e%); & =0O(); & = 0O(d).
Let theinitia perturbation profile of the free liquid

surface be a sine wave in the first approximation with
respect to €:

9)

F=F,+F,+0(%; F,=acos(kx); F,=O0().
The forms of F,(x) and functions involved in an

asymptotic representation of the initial distribution of

the velocity field,

US = O(e?),

U= U2+ US+0(e%); U=0(e);

are chosen in order to find the least awkward solution.

Substituting (9) into (1) and (2) leads us to the
zeroth-, first-, and second-order problems for these
equations. In Appendix B, aprocedure is described that
allows one to decompose boundary conditions (3)—(5)
into relationships for quantities of different orders of
smallnessin view of the expansions of these conditions
in the vicinity of the unperturbed plane liquid surface.

In the zero-order approximation with respect to g,
the problem is reduced to determining the hydrostatic
pressure:

Po = Po—pgz.

In what follows, we shall use special notation for
linear differential operators,

at _V(axx + azz) O (1/p)ax
L= 0 0=V (0, +0,,) (1/p)0,|:
0, 0, 0
TECHNICAL PHYSICS Vol.48 No.4 2003
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0; 0 -1 0
N=|-pg+yd.|; V=0 -2pvo,1
0 0, 0, 0,_,
and for column matrices,

0 uj
o=|o[; Yi=|v|.

0 p;

Operator *B transforms objects of Y; typeinthefol-
lowing way: first, matrix operations are executed; then,
al differentiation and arithmetic operations are per-
formed; and after this, it is assumed that z = 0. The
result of application of operator *B to a column vector
consisting of three functions depending on three vari-
ablesx, z, and t isavector consisting of three functions
independent of z

THE PROBLEM OF THE FIRST ORDER
OF SMALLNESS

For quantities of thefirst order of smallnessin g, the
complete mathematical formulation of the problem has
the form

Q¥ = 0; (10)

B, +NRE, = 0; (12)
Z——o:Uu— 0; v, —0; (12

t = 0: &, = acos(kx); z<0:U, = U). (13

Here, the initial condition has been formulated for the

two first elements of Y1 but not for the entire symbolic
vector of unknown values. In the expressions forming
theinitial conditions, there are no conditionsfor p; (the
third element of this vector). Actually, values of p; at
any instant of time are expressed through components
of the U, field in the liquid and on its free surface.
Indeed, the linearized Navier—Stokes equation (thefirst
equation of (10)) can be written in the form

U, = — D%p% +VAU;.

If one applies divergence to both parts of this equa-
tion, taking into account that the liquid is incompress-
ible, that is, div(U,) = 0, and that the order of successive
partial differentiation can be interchanged, then the
Laplacian equation for p, is easily found:

Ap, = 0.

The linearized boundary condition for the normal
stress and the condition of vanishing of the gradient of
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a first-order additive to pressure at a large depth have
the form

z = 0: p; = 2pvo,u; +0,,&y;
zZ——:|Vpy| —0.

Itisseenthat, if field U, isknown on the liquid sur-
face and in the liquid volume and an expression for &,
is given, then p, satisfies the Dirichlet problem in an
infinite domain (there exists a unique solution for this
problem). The above considerations justify the absence
of a condition for p; in the statement of problem
(10)—(13).

Following [15], a complex solution of problem
(10)—(13) is readily found and then, having separated

the real part, the following solution of the first-order
problem is obtained:

&, = acos(@)exp(T);

u; = a((S;exp(kz) —2vk(g,cos(d,z) + q,sin(d;2))
x exp(d,2) ) cos(©) + (Dexp(k2) (15)
—2vk(d; cos(d,2) —d,Sin(d,2))
x exp(0,2))sin(©)) exp(T);

(14)

v, = a((D,exp(kz) — 2vk®cos(q,z) exp (0, 2)) cos (?23)
— (Syexp(kz) — 2vk®sin(,2)) exp (0, 2)) sin(@)exp(T);
P, = apk ((=S,D + ;) cos(©)

17)

+25,(S, + k) sin(©)) exp(kz) exp(T);
V(K2 +q?)° = 4viKiq + E(g+ k—}% =0; (18
0. = Req=0; @, = Im(q)20; (19
S= v(qz—kz); S =ReS S, =ImS (20
©=St-kx; T=St D=S+2vk. (21

Here, giscalculated asaroot of disperse equation (18)
obeying conditions (19). The first of them necessarily
followsfrom (12) and the second meansthat atraveling
wave propagating along Ox is chosen asasolution. It is
known (see, for example, [15, 16]) that only one root of
Eg. (18) sdtisfies such conditions. This provides
uniqueness of the procedure for calculation of the com-
plex frequency S.

Using solution (14)—17), we construct the substitu-
tion

u7 [ur
& = acos(@)exp(T) +&F; Y1 = |v |[+|v¥]
P1 pT
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reducing (10)—«13) to a problem with the initialy
unperturbed surface,

QYF =0, B, +NEF = 0;

zZ— —o:u; —0; v;—0; (22

t=0:8 =0; z<0:UF = U)-U,.

The shape of the freeliquid surface isrepresented in
the form of the superposition of function &, coinciding
with theinitial surface perturbation at t = 0 and function

&7 =0 coinciding with the equilibrium liquid surface
at theinitial timeinstant (§7 =0att=0).

With the aim of obtaining the least awkward solu-
tion, it is reasonable to restrict our consideration to a
condition of the absence of theinitial velocity distribu-
tion in problem (22):

t=0:UJ-U, = 0. (23)

From this it follows that problem (22) has a zero
solution and relationships (14)—21) are the solution of
the first-order problem with initial condition (23),

where components ui are calculated using formulas
(14) and (15) at t = 0.

THE SECOND-ORDER PROBLEM

Problem-solving outline. After decomposition of
Egs. (1) and (2) into relationships for quantities of dif-
ferent orders of smallness, one can obtain the following
equation for the second-order quantities with the help
of expression (9):

0.U, + DDlp%—vAu2

b

= —20(UD ~ (0% Uy) x Uy

(24)

divu, = 0. (25)

Boundary conditions (72), (78), and (81) for them
are obtained in Appendix B. All these relationships
involve terms depending on a product of first-order
magnitudes. These terms transform into particular
expressions after the solution of first-order problem
(14)—21) is substituted into them. As aresult, problem
(24), (25), (72), (78), and (81) with the initial condi-
tions as yet undetermined can be formulated in a new
form:

LY, = a’Re((Arexp(20,2) + Azexp(kz)

+ Asexp((k + 0)2)) exp(2T) (26)
+ Asexp((k + )2) exp(2(T +10)));
TECHNICAL PHYSICS Vol. 48 No. 4 2003
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VY, + NE, @

= a’Re(Asexp(2T) + Asexp(2(T +i0)));
Z—»—0.U,—0; v, —0; (28)
t=0:&, = Fy(x); z<0:U, = U, (29)

where Ay ,..., As are three-component columns with

complex coefficients independent of coordinates and
time. Their expressions are given in Appendix C.

If one finds a particular solution Y* , £* of problem
(26)—(29) obeying arbitrary initial conditions and uses
the substitution

U, u*
Yo=Ya+ Y% Yo = v} Y=|vr|
ot (30)

Px
&1 = & +E¥

this inhomogeneous problem is transformed into the
homogeneous problem

Y, = 0; (31)

BY, +NE, = 0; (32)
Z—w—0iU, —0; Vv, —0; (33)
t=0:8 = Fy(X)—¢&%; 39

z<0:u, = W—U*; VvV, = Va—Vv*.
This problem can be solved in the same way as the
first-order problem.

Then, it isrequired to find a particular solution Y*
and &* of problem (26)—(28), and it is not necessary to
write the initial conditions or worry about the com-
pleteness of the solution. In addition, due to the linear-
ity of relationships (26)—(28), it is possible to omit the
sign of Re and seek a particular solution Y* and &* in
complex-valued form, considering the real part of the
complex-valued solution as a physical solution.

Formulation of an auxiliary problem. Based on
the structure of the right-hand side of (26), one can try
to seek aparticular solution of thisequationintheform

¥ = a°((C.rexp(2q,2) + C.exp(2kz)
+Csexp((k +0)2)) exp(2T)
+ Caexp(k + q)z) exp(2(T +i0)).

Substitution of (35) into (26) leads usto an inhomo-
geneous set of linear algebraic equations for determin-

(35
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ing the coefficients forming columns C;—Ca:
ﬁlcl = A |i|2C2 = %\2; ﬁ3c3 = As; (36)
I-I4C4 = A4.

Matrices 11, M2, M3, and M4 are givenin Appen-
dix C.

Having found (35), it is easy to make the substitu-
tion of variables

u;
Yo=95+9, 9 =|vi|, (37)

P2

which transforms the problem into a simpler one:
&y* = 0; (38)
B BY* + ERAEZ+ By | 39)
= a (Asexp(2T) + Asexp(2(T +i10)));

Z— —o. Uy —0; vi —0. (40)

Now, we have homogeneous set of Egs. (38) instead
of inhomogeneous set (26). The simplification lies pre-
cisely in this. Similar to the first-order problem, the
solution of problem (38) is expressed through scalar
functions

00, -0,
g = a’ 0,0, + 0,0, |,
f(t) —pod,
satisfying the equations
Ad, = 0; OP,—VAY, =0

(41)

(42)
under the following restrictions:
Z— —: 0,0,- 0,y —0;

(43)
a2(1)2 + axllJz — 0.

In considering the correctness of the transition to ¢,
and ,, we use only properties of Egs. (38), disregard-
ing other relationships. Thisiswhy it is possible to use
the scalarization procedure developed in solving the
first-order problem. Such an approach isinapplicablein
solving problem (26)—(28) because of the presence of
the right-hand side in (26).

Insolvability of the auxiliary problem by the
method of separation of variables. In order to satisfy
relationships (39)—(40), it is necessary to look for ¢,
and Y, in the form

2= 0(exp(2(T +i9); W, =PB(D)exp(2(T +i0)).
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Substitution of these expressions into (37) yields
equationsin a(z) and 3(2). Solving these equations, we
readily find

$2(2) = Aexp(k2)exp(2(T +10));

_ .. (44)
W,(2) = Hexp(rz)exp(2(T +i0));
r = J2(K+q); Re(r)>0. (45)

The found functions ¢, and ), satisfy Egs. (42) at
any values of complex-valued constants A and H. Thus,
after substituting (44) into (41), the resulting column
vector

0 —i
Vel azl 0 ]+a22k! 1 ])\exp(kz)exp(Z(T+ i0))
f(t) 2pS )
—r
+ a2!—2ik]H exp(rz)exp(2(T +i0))
0

isthe solution of (38) regardless of thevalue of Hand A.

In order to find the expression in the left-hand side
of (39) intheform of theright-hand side after substitut-
ing (46) into (39), one may seek aparticular solution &*
for variable &, in the form

& = a’Cexp(2(T +iO)). (47)

After substituting (46) and (47) into (39), the left-
hand side of (39) takes the form

gr +MEx +BY

0 0
= azlf (t)] + azlca[S] +C,[3] + 03[3]]exp(2T)(48)
0 N

H1 O
+ aﬁ%x] — Bexp(2(T +i0)),

4 0
where
N = 2Cy[1]q; + C5[1](k+Qq)
and theright-hand sideis
a’(Asexp(2T) + Asexp(2(T +10)))
= a’| Ny |exp(2T) +a“| N |exp(2(T +i@)).
M, M

The form of square matrix L is given in Appendix C.

In the same place, three-element vector B iswritten in
explicit form with the coefficients depending on the ele-
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ments of vector C,. Hereafter, the mth element of vec-
tor C, isdenoted by C[m]. Expressions for Q, Mg, M,
N;, and N are also given in Appendix C. If one focuses
onthefact that © = S;t —kx, it becomes clear that equal-
ities (48) and (49) at any values of x and t mean the
equalities of corresponding real and imaginary parts at
any ©. Asaresult, we obtain equalities of Fourier series
in sines and cosines of variable ©. They are valid only
if the corresponding coefficients of the Fourier expan-
sions are equal to each other. Therefore, the problem is
solvableif the equality A = M is satisfied. It isreadily
verified that, if this equality is fulfilled, then one can
equalize (48) and (49) by means of selecting constants
H, A, and C.

In the general case, \ # M,, and seeking a solution

of (38)—40) in the form (41) results in an insolvable
problem.

Modified auxiliary problem and its solution by
the method of separation of variables. A solution of
the problem can be found if one considersthefollowing
auxiliary problem:

&Yy = 0; (50)
B, +RE, = a’(As exp(2T) + As exp(2(T +i0)))
0
51
-0y + 0 ]; D
A—M,
z— —o0:u,—0; v, —0. (52

Reasoning in the same way as in solving (38)—40),
we cometo the step at which, in the previous case, con-
dition A # M, appeared to transform the problem into
an insolvable one. After substituting

0
Y = 32! 0 ]
f(t)

_| 7
+a22k! 1 Aexp(kz)exp(2(T+i©®))  (53)
-2pS]
_r N
+a2!—2ik Hexp(rz)exp(2(T +i©));
0 J
& = a°Lexp(2(T +i0)) (54)
into (50)—«52), we obtain the set of equalities
A=A (55)
f(t) = (Ny—=Cy[3] —C,[3] —C5[3]) exp(2T);
TECHNICAL PHYSICS Vol. 48 No. 4 2003
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CJ2] +Q
2C,[2]pv (k+q) —C,[3] + N |.
2iC,[2]k—C,[1] (k+q) + M

H
I:!)\] = (56)
4

Thefirst of them isan identity. The second uniquely
determines f(t). Equality (56) is an inhomogeneous set
of linear algebraic equationsin H, A, and . Theform of

matrix A and expressions for Q, N, and M are written
in Appendix C. Finaly, H, A, and C that are found
should be substituted into (53) and (54).

The second auxiliary problem and its solution.
The following change of the variables,

EZ = E.o( + Eh
transforms (26)—(28) into the following problem:

Y2 = Ya+ 9+ 90

LYy = 0; (57)

0
BYq+ RE, = azl 0
Mo—A

]eXD(ZT); (59)

Z——0:Uu,— 0; v,—0. (59)

If one rewrites these equationsin the standard form,

atuu+DD1pOH—vAucx =0, OO, = 0;

b

z=0: atEu_Vu = 0; pa_zpvazvor +axx€a = O;

OUg + 0,V = @°(Mg—A)exp(2T);

Z— —0; U, — 0; v,—0,

then one can see that the problem has a particular solu-
tionwith &, =0, p, =0, and v, = 0. Indeed, in thiscase,
from the discontinuity equation it follows that d,u, =0
and, consequently, u, may depend only on zandt. Asa
result, the problem is transformed into a well-known
problem of mathematical physics,

0;u, —vo,u = 0; (60)
z=0:0,u, = a’(My—A)exp(2S;t) (61)

with an additional condition,
Z ——: u, —0. (62)

This problem has a solution satisfying the initial
condition

(63)
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According to [12], such asolution is
v
Uy = az(wlo—/\)ﬁ—T
t » (64)

Z 0O
4V(t_T)DeXp(ZSlT)dT.

Itiseasily seen that condition (62) isfulfilled in this
case.

Results of solving the second-order problem. The
reasoning presented allows us to formulate an algo-
rithm for calculating the variables:

&% = a’(Z,c08(20) —,sn(20))exp(2S;t);

]
x [exp=
{ 0

(65)
4 = Re(0), & = Im(2);
uCX
Y* = Re(9+9h)+! ] (66)
0

The set of linear algebraic equations (36) allowsone
to determine vectors C;, Cz, Cs, and C4. Using them
with the help of (35), one can construct §. The ele-
ments of vector C, and values Q, N, and M calculated
with formulas from Appendix C are used for the con-
struction of the right-hand side of (56). The inhomoge-
neous set of linear algebraic equations (56) is solved for
H, A, and ¢. Function f(t) is calculated using formula
(55), and vector ¥, is defined by formula (53). Values

¢, ¥, and ¥, foundin such away, together with expres-
sion (64) for u,, are substituted into (65) and (66). The
separate steps of the algorithm represent a solution of
the sets of linear equations and can be performed both
analytically and numerically. Situations where no solu-
tion exists for any set are not considered here.

Since ¥ isaparticular solution of Egs. (36), ¥, and
&* are solutions of problem (50)—«52), and ¢, = 0 and

Y. aresolutions of problem (57)—<(59), it is easy to ver-

ify that substitution (30), in which Y* and &* are con-
structed with the help of (65) and (66), transforms prob-
lem (26)—(29) into asimpler one (31)—(34). One can see
that, under theinitial conditions

t=0: Fy(X) =&*; vg =v*, (67)

the solution of problem (31)—(34) is zero, and (65) and
(66) are solutions of problem (26)—(28) with initial con-
ditions (67).

0
z=0: u, = u*;

NONLINEAR WAVE PROFILE ON THE SURFACE
OF A DEEP VISCOUS LIQUID

Analytical expression for the wave profile. Sum-
mation of (14) and (65) gives an expression for the
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Fig. 1. Variations in the amplitudes of dimensionless qua-
dratic terms W(y) entering into (68) and (69) describing the
wave profile as functions of dimensionless surface tension.

(1) For anideal liquid W(y) = a2/\o(y); (2) and (3) for avis-
cous liquid W(y) = a2A4(y, v) and W(Y) = a®Ax(y, V), respec-
tively, at v = 1073 cm?/s.

§

L 1
ARAYARIAY
\V/ \
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Fig. 2. Profiles of waves with awavelength of A =2 cmon
the water surface calculated using formula (61) at p =
1 g/em®, y= 72 dyn/cm, v = 0.01 cm?/s, and g = 981 cm/s?
for various time instants t: (1) O, (2) 5 s. The characteristic
length in the reference frame attached to the wave is set off
as an abscissa. The units of measure aong the vertical and
horizontal axes are centimeters.

Fig. 3. Wave profiles on the water surface with the wave-
length A = 2.5 cm close to the resonance A = 2.4 cm. The
profiles are calculated using formulas (61) for t = 0 (solid
line) and (62) (dashed line).

wave profile which is correct up to O(g?):
¢ = acos(O)exp(St)
+a°(2,€08(20) — £,Sin(20)) exp(2Syt).

(68)
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Here, {; and {, arerea and imaginary parts of variable
¢, whichiscalculated in the course of constructing (65)
and (66), which is described directly below these
expressions. Analytical expressions for {; and ¢, are
very awkward and, therefore, uninformative. Values S,
S,, and © are calculated with the help of relationships
(18)—(21).

Comparison of the solution found with known
solutions. Itisof interest to compare the solution found
with the results by A.H. Nayfeh, who investigated a
similar problem formulated for an ideal liquid [4]. In
this case, according to [4], a direct expansion of the
solution with respect to the amplitude of a deviation
from the equilibrium shape in a quadratic approxima-
tion leads us to the following result:

£ = acos(0,) +a’Aycos(20,);

A = (Pgk+YK) (69)

2(pg—2yk®)’

When y = 0, solution (69) is transformed into a
Stokeswave [1, 2. It isreadily seen that expression (68)
for the wave profile in a viscous liquid at v — 0 is
reduced to the corresponding one for an ideal liquid (69).

Comparing solutions for viscous (68) and ideal (69)
liquids shows that they differ to the greatest extent at
values of dimensionless parameters corresponding to
resonance interaction of the modes. For an inviscid lig-
uid, from (69) it is seen that at yk? = 0.5pg, a quadratic
term with respect to the wave amplitude of the first
approximation becomesinfinitely large. Thus, the prin-
cipal mode resonantly excited awave with a half-wave-
length.

In Fig. 1, in dimensionless variables chosen in such
away that k=g =p =1, the amplitudes of the second
terms in solutions (68) and (69) are plotted versus
dimensionless surface tension y for dimensionless val-
uesv =102 and a= 0.01. The set of dimensionlessvari-
ables chosen allows usto compare viscous and inviscid
models of intermode resonance for awave on theliquid
surface with a wavelength of 2.4 cm and amplitude of
0.3 mm. Figure 1 shows that in aregion of dimension-
less parameters corresponding to values of y remote
from the resonance conditions, solutions (68) and (69)
coincide with one another. Near the resonance dimen-
sionless value y = 0.5, in the solution found in view of
the viscosity, coefficient A, of sin(2@) becomes non-
zero. This shifts the wave phase found in the second
order approximation relative to the phase of the princi-

pal wave. The amplitude of quadratic term /A; + A

remains less than the amplitude of the principal wave
a =0.01 even at theresonance valuey = 0.5. Thismeans
that solution (68) inthe given caseissuitablefor all val-
ues of y, whereas solution (69) based on an approxima:
tion corresponding to an inviscid liquid predicts a high
resonance amplitude.

Oy = kx—wyt.
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Examples of calculation of the wave profile. Cal-
culations show that, on the water surface, profiles of
waves remote from the resonance wavelength A # 2.4 +
0.1 cmfound using formula (69) and profiles cal culated
at the same values of the parameters at time instant t =
0 with formula (68) differ insignificantly from one
another; however, the difference between the height of
waves (68) and (69) grows quickly with time. The mag-
nitude of the amplitude of wave (69) decreases due to
the viscosity, and when this takes place, the amplitude
of the first-order component decreases proportionally,
exp(=Sit), where S; < 0, and the amplitude of the sec-
ond-order term decreases as the square of that expo-
nent. As aresult, over the course of time, the decrease
in the wave amplitude is accompanied by a change in
the wave profile. In Fig. 2, there is an example of the
profile of a nonlinear wave on the water surface with a
wavelengthof A=2cmanda=0.3cm. Curvelisapro-
file calculated neglecting the viscosity by formula (69). 1t
coincides up to the line width with a profile calcul ated
for timeinstant t = 0 using formula (68) making allow-
ance for the viscosity. According to (68), over a time
interval of t =5 s, the amplitude will decrease approxi-
mately by a factor of 2 (profile shown by curve 2). In
addition, the lower hollow of the curve will risein that
time above the zero level, changing the character of the
profile.

Figure 3 shows that both expressions (68) and (69)
are unsuitablefor the description of awavein thevicin-
ity of aresonance with awavelength of A =2.5cmin
the case under consideration. Indeed, at a = 3 mm, a
term which should be of the second order of smallness
makes a contribution that increases the amplitude
amost up to 3 cm. This situation requires a special
study, which will be performed in future research.

I nfluence of the viscosity on the wave profile sym-
metry. In an approximation of an ideal liquid (69), the
wave profile is a sequence of large and small humps
that are symmetrical relative to the vertical passing
through the crests of the humps. It may be said that the
front and rear (with respect to the wave propagation
direction) slopes of the humps have the same steepness.
Because of the viscosity, the symmetry is distorted.
However, this manifests itself markedly only at suffi-
ciently large values of viscosity. Figure 4 showsthat for
aliquid that has similar propertiesto water but withv =
0.1 cm?/s (this value is ten times as much as that for
water), the asymmetry of the humps becomes notice-
able and at v = 0.5 cm?/s, substantial. It can be seenin
Fig. 4 that, for the wave with A = 2.6 cm, the trailing
edge of the large hump is steeper than the leading edge;
for the small hump, the reverseistrue. The viscosity of
liquids with densities close to the density of water
under normal conditions and surface tensions close to
50 dyn/cm may differ appreciably (from 0.01 cm?/sfor
water to 7 cm?/s for glycerine). Apparently, a solution
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Fig. 4. Profiles of waveswith awavelength of A =2.6 cmon
the surface of aliquid with p = 1 g/cm® and y = 60 dyn/cm
atg=981 cm/s?. The profiles are calculated using formu-
las(61) fort =0 (solid line) and (62) (dashed line). v, cm?/s:
(@ 0.1, (b) 0.5.

with properties similar to that of Fig. 4 can be obtained
by mixing liquids of different viscosity.

CONCLUSIONS

The asymptotic solution of the problem of wave
propagation over the surface of an infinitely deep liquid
with an arbitrary viscosity is correctly obtained in a
guadratic approximation with respect to the wave
amplitude. This solution allows us to generalize the
idea of the Stokes wave (defined for an ideal liquid) to
the case of aviscousliquid. Comparison of the solution
found with that for an ideal liquid shows that even low
viscosity plays a considerable role in the formation of
the wave profile, and the role of viscosity in the time
evolution of nonlinear waves is enhanced with growth
of the order of smallness of the approximation. Allow-
ing for the viscosity leads to a considerable change in
the pattern of development of the resonance intermode
interaction between waves and distorts the wave profile
symmetry.
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APPENDIX A

Unit Veectors Normal and Tangential to the Free Liquid
Surface: Divergence of the Normal Unit \eector

The equation of the plane free liquid surface per-
turbed by awave motion hasthe form z— ¢ = 0, where
& =&(x, z t). Therefore, a unit vector normal to thelig-
uid surface is calculated with the help of the relation-
ship

_ V(z-%8) _ —&0,&+e,

= = ) 70
Ve Lo

Unit vector 7 defined as
T = Lezaxz' (71)

J1+(9,8)°

satisfies condition t© - n = 0, and, therefore, it is a unit
vector tangential to the liquid surface perturbed by a
wave motion.

The mean surface curvature, asisknown, isequal to
the divergence of an outward normal unit vector:

0,8, (08)°0.8

2 3
IR (140,809

0,5 U (9,8)° O

Uth =

= 1 72
A/1+(axz)2% ' 1+(6x5)% 72
= —%b - _5.8+0().
(1+(3,8))°
APPENDIX B

Boundary Conditions for Magnitudes of Different
Orders of Smallness

Kinematic boundary condition (3). Expanding (3)
in a seriesin the vicinity of unperturbed liquid surface
& = 0 and assuming hereafter that u ~ O(¢), itispossible
to obtain an asymptotic form of this condition up to an
accuracy on the order of O(&3):

z=0:0§+ud,§ = v +&o,v. (73

Substituting into (73) the relationships & = &, + &,
u=u; +u,, and v = v, + v,, where subscripts denote
orders of smallness with respect to €, one can decom-
pose (73) into relationships for values of different
orders of smallness:

z=0:0&,—v, =0;
0:&,—V, = &0,V —U;0,&;.

(74)
(75)
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A condition for tangential tensions on the free
liquid surface. If one uses formulas (70) and (71) as
definitions of unit vectors n and <, then, denoting

X = (1+08) ",
itisreadily found that
(nV)U = g(nV)u+e,(nV)v
= X&(—0,80,u +0,U) +X€,(-0,80,V +0,V);
(tIV)U = g,(t[V)u+e,(t V)V
= Xe(0,U+0,80,U) +X€,(0,V +0,80,V):
T O V)U) =X (-0,80,U + 01— (0,8)° 0,V + 0,E0,V);
n [{(t (V)U)
= X(-0,80,U— (0,8 0,u+ 0,V +0,80,V).
With the help of thetwo last equalities, condition (5)
can be rewritten in the form
z =& (0,v +0,u)(1-(0,8)")
-2(d,u—-0,v)a,& = 0.
Expanding (76) into a seriesin ¢ in the vicinity of
z= 0 leads us to approximation expression
z=0:0,v+0,u+é&d,(o,v+ad,u)
= 2(0,u—0,v)0,&
accurate up to magnitudes on the order of O(&3).

Substituting the necessary expressions from (10)
into the latter expression, it is easy to find the following
expression for magnitudes of the first order of small-
ness with respect to ¢,

z=0:0,v,+0,u; =0,

(76)

(77)
and the expression for the second order of smallness,
aXVZ + azu2 + E»laz(axvl + azul)
= 2(axul - azvl)axali

which is simplified in view of the discontinuity condi-
tion, written in the form d,u;, = -9,v,, asfollows:

z=0:0,v,+0,u,
= —4an15x§1 _Elaz(axvl + azul)-

Condition (4) for the pressure at the perturbed
liquid surface. If one uses formula (70) and definition
U =eu+ eV, within an error on the order of O(&3), itis
possible to obtain the expressions

z=&n = (-0, +0(&%))e + (1+0(E))e,

(78)

(N DV)U = (-9,&d,u+d,u+O(&’))e,
+(-0,80,v +9,v + O(&%))e,;

TECHNICAL PHYSICS Vol. 48 No.4 2003
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n (0 V)U) = —9,80,u—0,80,V + 0,V + O(E>).
An expansion of (4) in seriesin & in the vicinity of
& = 0 up to terms on the order of O(&3) has the form

1.2
z=0:p+&I,p+=&0,p—2pV0,V —2pVED,,V
p+80,p+5E°0,,p—2p PVEDLY o

+2pvod,&(d,u+0,v)—P, = ydiv(n).
If one takes into account that

P=Pot Pt Pt OED; p=0E); p,=O0ED;
E=8,+5,+0(%); & = O(e); &, = O(e?),
OCh = —0,,& + O(€’)

and that p, = P, — pgz, that is, d,p, = —pg and 9,p, =
—pg, then (79) is decomposed into the relationships for
magnitudes of different orders of smallness

z=0:py = Py
—Pg&1 + P1—2pVO,V, +Y0,&; = 0;
—PgE, + P, —2pV0,V, +Y04,&, = 2pVE,0,,V,
—2pVv0,&,(0,u; + 0,V ).

In view of (77), the last expression is simplified as
follows:

—pg&, + p,—2pvo,V, +Y0,,&s
= 2pVElaZZV1 - Elazpl'

413
—ivk(g—K)*(S+2vKY)
Ay = 0 ;
0
0 Q Q=Q,+iQ,;
As = !Nll, As = !N] N = N;+iNy;
MO M M = Ml+iM2!

where S is acomplex conjugate of S, and N;, N,, Q;,
Q,, M,, and M,, are calculated by formulas

Q, = k(D-2vkq,); Q, = Kk(S,—2vkaqy,);

Ny = pUK(D + 2v(d, ~ ) + 3p(SD - S));

N, = pvk(S,—40,0,v) + pS,(S; + VK);
Mo = k(2K(S, — 2vkgy,) —kS, — qv(— K* + 03— 307));

M, = —k(2K(S, - 2vkay) + kS, + gk + 05 — 307);
M, = k(2k(D —2vkq,)
+kS; +v(2k*—K°q, + 30,0, - G3)).

Square matrices M1, ..., [4entering into (36) are
APPENDIX C
Auxiliary Vectors Arising in the Second-Order 2(51—2vk2) 0 0
Problem A, = 0 0 200
Vaues S S, S, q, 45, Gy, and D appearing in the 4P
relationships of this appendix are calculated with the 0 29, O
help of expressions (18)—21).
Vectors A1, ..., Asentering into (26) and (27) 2(81—2vk2) 0 o
0 ., = e
. » 3 q2 . . ) . r|2 O O 2q]_p 1 1
AL = —VKqy| k |} A= |Kk(S+DY)|; 0 ok 0
0 0
2(5+2vK*)y0, + (S, +iD)(dz -3 + K°) . |28-v(k+@)* 0 0
As = vk —2ik(k+q)(S, +iD) ; Ms = 0 0 k+q’
0 0 k+q O
A 2S5+ v(3k* = 2kq— ) 0 —2ikp™
Ma = 0 25+ V@K —2kq—) (k+)p "
=2ik k+q 0
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SN

Matrices L, B, and value A appearing in (48) are

2ik -2k 2S
L =1 a4ipvkr —2p(S+4vk®) —(pg+4yK’)|;
—(r’+4K) 8K 0
Cil2]
B = | 2C,[2]pv (k+a)—Cyu[3] |;
21C,[2]k=C,4[1] (k + )
N = 2Cy[1]q, + C5[1] (k + Q).
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Study of the Gas-Filled Injector
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Abstract—A plasma injector with pulsed gas filling is investigated experimentally. Interferometric measure-
ments of the formation dynamics of the plasma channel are carried out. Under optimal operating conditions,
the injector is capable of producing a plasma channel 4 cm in diameter with an electron density of ~10% cm™.
The effect of the cathode diameter of the plasma opening switch on the conductivity of the plasma channel
isstudied. It is shown that the current flowing through the plasma channel of a single injector attains 400 KA.

© 2003 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

Over the last decade, the development of plasma
opening switches (POSs) has been characterized by the
advancement into the megaampere current range with a
conduction phase duration as short as 1 ps[1, 2]. The
advance into this range was accompanied by an
increase in the POS plasma density from 10'3-10% to
6 x 10 cm. The necessity of increasing the plasma
density stemsfrom the scaling obtained in the ACE and
Decada devices |3, 4],

I T/rl O./n, (1)

where | is the POS current that is reached during the
conduction phase of duration T; n and | are the initia
plasmadensity and the axial length of the plasmalayer,
respectively; and r is the POS cathode radius.

Scaling (1) determines the condition that is neces-
sary for achieving the required quality of the current
break, which is characterized by the ratio between the
current rise and fall times.

Since 1999, work has been carried out at the Russian
Federal Nuclear Center All-Russia Research Institute
of Experimental Physics on creating pulsed microwave
oscillators based on inductive energy storages with
POSs, powered by magneto-cumulative generators
(MCGs) [5].

The required value of the current in the load of an
MCG (i.e., inthe POS) can only be obtained at very low
values of the load impedance: the inductance and resis-
tance of the load must be no larger than several tens of
nanohenry and milliohm, respectively. This limitation
on the load unit of the MCG resultsin the limitation of
the POS length and in the necessity of producing a
high-density plasma layer.

At present, erosion plasmainjectors are most widely
used. They ensure the plasma density in the POS inter-
electrode gap at alevel of (4-6) x 10 cm=3[6]. Interest
in gas-plasma injectors stems from the possibility of
varying the composition and density of the generated
plasma, which, in turn, makesit possibleto improvethe
POS parameters[7]. Itisshownin[8] that agas-plasma
injector with a reversed Z-pinch allows the generation
of plasma channels of different composition with elec-
tron densities from 6 x 10% to 2 x 10'® cm3,

In this paper, we present the results of the investiga-
tion of a coaxial gas—plasma injector. It is shown that
this type of plasma generator alows one to generate
plasmajetswith electron densities of up to several units
of 10* cm™ and to increase the channel current pro-
duced by oneinjector to 400 kA. Experiments were car-
ried out in two devices, one of which was specialy
designed for investigating the plasmainjector. The POS
operation in the current-rise mode was studied in the
second device with the given plasmainjector.

The question of the possibility of achieving a high-
quality current break at such a high plasma density is
still open, and it can only be answered experimentally.

EXPERIMENTAL SETUP AND PLASMA
DIAGNOSTIC TECHNIQUE

Investigations of the plasma injector [9] were car-
ried out in a vacuum chamber evacuated to (5-8) x
1075 torr. The coaxial plasma injector (Pl) with pulsed
gas puffing was mounted on the side wall of the cham-
ber. With the help of an electromagnetic valve, the gas
was puffed into the inner electrode of the injector. The
inner electrode was a 2-cm-diameter tube closed at one
end. Thediameter of the gaschannel was 1.4 cm. A bar-

1063-7842/03/4804-0415%$24.00 © 2003 MAIK “Nauka/ Interperiodica’



416

I, kA
150} (a)

A
\/

_150 | | | | | | |

100+

50F

50+

—100f

< 8

3
14
7 N 9
1 /10/‘
2
\
12 ‘11
13 10

Fig. 1. (a) Waveform of the injector current and (b) the
scheme of the optical plasma diagnostics: (1) vacuum
chamber, (2) injector, (3) imitator of the POS cathode,
(4) probing He-Ne laser, (5) electromagnetic gate,
(6) beam-expanding telescope, (7, 8) interferometer mir-
rors, (9) sweep mirror, (10) telescope system for imaging
the injector onto the streak camera dlit, (11) diaphragm,
(12) KS-11 optical filter, (13) high-speed streak camera,
and (14) Dove prism.

rel with an inner diameter of 4 cm served as an outer Pl
electrode. The length of the injector unit was 21 cm,
and the distance between the gas puffing region (the
end of the inner electrode) and the injector outlet was
5 cm. A negative voltage of 25 kV from a 12-pF capac-
itor was applied to the inner electrode of the injector.
The maximum current amplitude was 125 kA, and the
half-period was 6.5 ps. As an imitator of the POS cath-
ode, we used a metal rod, which was located at a dis-
tance of 3 cm from the injector outlet.

Figure 1 shows the waveform of the Pl current and
the optical scheme of the plasma diagnostics. The
plasma produced by the Pl was studied with the help of
aMichelson interferometer operating with the 0.63-um
radiation of aHe-Nelaser. Theinterference pattern was

BOROVKOV et al.

recorded by ahigh-speed streak cameraoperating in the
scanning-slit mode with temporal and spatial resolu-
tions of 0.1 ps and 0.3 mm, respectively. To rotate the
injector image on the dlit of the streak camera, we used
aDove prism. The accuracy of determining the shift of
the interference fringe was 1/20 of the fringe width.

In preliminary investigations, it was found that,
when the gas valve was open but the Pl discharge bank
was not switched on, the gas effluent from the injector
into the vacuum chamber did not lead to a shift of the
interference fringes. In experiments with discharging
the PI capacitor bank, we observed a decrease in the
refractive index of the plasma outflowing from the
injector. For thisreason, we assumed that the main con-
tribution to the change of the refractive index was made
by free plasma electrons.

The integral electron density along the probing line
(hereafter referred to as the line electron density) was
calculated by the formula

nl = —1.76 x 10" Ak cm™, 2

where n, is the mean electron density over the optical
path, | isthe geometrical length of the plasmaalong the
probing line, and Ak is the relative shift of the interfer-
ence fringe.

The sensitivity of the technique for determining nl

was 9 x 10'® cm. The numerical factor in formula (2)
was determined taking into account the double pass of
the probing radiation through the plasma and the polar-
izability of electronsat the probing radiation frequency.

RESULTS FROM THE OPTICAL DIAGNOSTICS
OF THE INJECTOR PLASMA
AND THEIR DISCUSSION

In the experiments we varied the time delay of the
switching of the PI capacitor bank (T,) relative to the
switching of the gas valve for air puffing. It was
assumed that, depending on the delay time, the gas den-
sity would change in the PI, which would lead to a
change in the density of the generated plasma. Thetime
between the switching of the gas valve and the start of
the gas puffing into the discharge gap was ~350 ps.

Figure 2 shows typical interferograms illustrating
the time evolution of the electron density distribution
along the plasma channel for two values of T,. The dlit
of the streak camera was oriented with the help of the
Dove prism along the Pl axis and perpendicular to the
plane of the output nozzle of the PI, i.e. in the propaga-
tion direction of the plasma jet outflowing from the
injector. Figure 3 shows the results of the interferogram
processing.

L et us point out the characteristic features of the for-
mation of the plasma channel at the Pl outlet.

The maximum velocity of the front of the first
plasma wave (~3 x 10° m/s) was observed for T, =
400 ps. The plasma appeared in the interelectrode gap
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of the POS practically without any delay after switch-
ing on the PI capacitor bank. Two characteristic fea
tures were observed in the time evolution of the plasma
density in the probing region: (i) the line electron den-
sity in the plasma channel increased gradually to about
4 x 10 cm™ with a rise time of ~7 ps and then
decreased to 1.5 x 10' cm2 and (ii) small-scale density
fluctuations were observed in the plasma outflowing
from theinjector. About 12 s after switching on the PI
capacitor bank, the second plasmawave appeared at the
injector outlet as aresult of the oscillatory character of
the discharge current of the injector capacitor bank.
Thiswave propagated with avelocity of 3 x 10* m/sand
had a sharp jump in the plasma density at its front
(=5 x 107 cm).

When T, was increased to 500 ps, the plasma
appeared at the injector outlet with some delay, the
propagation velocity of the leading front of the plasma
wave decreased to 10° m/s, and the density jump
appeared at the front of the first wave.

The above results allow us to formulate the general
features of the formation of the plasma channel at the
Pl outlet.

The character of plasma density variations at T, =
500 us, namely, the generation of a shock wave at the
front of the outflowing plasma, indicates that the mech-
anism for plasma channel generation in this regime is
similar to the mechanism operating in coaxial electro-
magnetic shock tubes [10]. At large values of T, apor-
tion of the gas leaves the Pl and fallsinto the discharge
volume of the POS. In fact, the vel acity of the steady air
stream outflowing into a vacuum is ~800 m/s. Conse-
guently, in atime of ~100 s (the time period between
the start of gas puffing into the Pl and the switching-on
of the discharge bank), the size of the region occupied
by the gas cloud can reach ~10 cm. During the break-
down in the PI discharge gap, a plasma layer is gener-
ated near the end of the gas-puffing tube, where the
electric field strength is maximum. Under the action of
the magnetic field pressure, the plasma layer acceler-
ates toward the injector outlet and a shock wave is
formed. Initially, the shock wave propagates inside the
PI (for thisreason, it appears at the injector outlet with
adelay of 1.5 ps), and then it propagates through the
gas cloud in the interelectrode gap of the POS. It fol-
lows from interferometric measurements that the air
density at the Pl outlet is no higher than 3.6 x 106 cm3
(which is the sensitivity limit of this technique for a
neutral gas). A decrease in the plasma density behind
the shock (Fig. 3a, curve 2) is typica of shock tubes.
The further smooth increase in the electron density is
probably due to the subsequent ionization of the gasin
the buffer area of the PI.

For T, = 400 ps, before the discharge bank is
switched on, the gas flowing out through the holes in
the central electrode propagates toward the Pl outlet
and aso into the Pl buffer area over a distance of 3
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Fig. 2. Interferograms illustrating the time evolution of the
electron density between the injector and the cathode for
Ty = (a) 400 and (b) 500 ps; y = O is the coordinate of the
injector exit nozzle, and t = 0 is the start time of the Pl cur-
rent.
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Fig. 3. (a) Line electron density as a function of time at a
distance of 1.5 cm from the injector and (b) the electron
density distribution along the plasma channel at different
timesfor (&) Ty = (1) 400 and (2) 500 psand (b) Ty =400 ps.

4 cm; i.e., the gas cloud is concentrated inside the PI.
The interferograms observed allow us to affirm that,
when the discharge is initiated, the breakdown occurs
in the outer shell of the gas cloud (on the side of the P
outlet). This is evidenced by the absence of a shock
wave a the leading front of the plasmajet, which could
be expected if the current layer were formed in another
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Fig. 4. (8) Interferogram illustrating the time evolution the
plasma electron density across the plasma channel for T, =
500 psand (b) the results of its processing. Numerals by the
curves show the times (in ps) corresponding to the given
distributions of ndl.

region of the gas cloud. The smooth increase in the
electron density with timeisrelated to the quasi-steady
character of the plasma jet outflowing from the Pl. We
can assumethat, at this stage, the current-carrying layer
isdisplaced inside the injector. Small-scal e fluctuations
of the electron density are due to plasma bunches car-
ried out from the Pl by the relatively uniform plasma
flow; the appearance of these bunches is probably
caused by the onset of instabilities in the discharge
region [11]. It follows from interferograms that the
velocity of the density jumps (and, consequently, of the
plasma jet as a whole) gradually decreases to 10* m/s.
The decrease in the velocity of the plasma flow behind
the wave front is also confirmed by the character of the
interaction between the plasma and the POS cathode:
the lower the plasmajet velocity, the smaller the ampli-
tude of the wave reflected from the cathode (Fig. 2).

Figure 4 presents an interferogram and the results of
its processing, which show the character of the time
evolution of the electron density distribution over the
transverse cross section of the plasma channel at the
injector outlet. It can be seen from Fig. 4 that the lead-
ing front of the plasmajet isalmost plane and its diam-
eter isapproximately equal to the diameter of the injec-
tor nozzle. The plasma density distribution across the
plasma jet is nonaxisymmetric, which can be attributed
to the misalignment of the electrode system of the PI.

BOROVKOV et al.
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Fig. 5. Typical GIT-POS current pulses at different cathode
diameters: (a) 2, (b) 8.5, and (c) 25 cm.

The above investigations alowed us to determine
the optimal time delay for gas puffing (T, = 400 ps) and
the optimal time delay for switching on the discharge of
the POS capacitive storage with respect to the begin-
ning of the Pl operation (5-7 us). These time delays
were then used in experimentsin the Gl TaRa device.

INVESTIGATIONS OF THE POS
IN THE GITaRa-1 DEVICE

The Gl TaRa-1 device contained a capacitive storage
[aGIT-100 pulsed current generator (PCG)] connected
to the POS through a bushing insulator. The GIT-100
parameters are the following: the capacitance is 8 pF,

TECHNICAL PHYSICS Vol. 48

No. 4 2003



STUDY OF THE GAS-FILLED INJECTOR OF A PLASMA OPENING SWITCH

the self-inductance is 3540 nH, the charging voltageis
70-90 kV, and the resistance of the spark gaps is 15—
20 mQ. The plasma injector was mounted on the outer
tube of the vacuum chamber (48 cmin diameter), which
served as the POS anode. In the experiments we varied
the configuration of the central electrode (cathode).
Cathodes 2 or 8.5 cm in diameter were located at adis-
tance of 3 cm from the injector nozzle, and a cathode
25 cm in diameter was aligned with the chamber axis.
Inthe latter case, the distance between the nozzle of the
plasma injector and the cathode surface was 8 cm. The
total inductance of the circuit with the 2-cm-diameter
cathode was 240 nH; in the two other cases, it was 160—
180 nH. The current was measured by Rogowski cails,
one of which was located nearby the bushing insulator
and measured the total current 1,. The current I,
through the plasma channel was measured withthe help
of a second loop located inside the vacuum chamber.
The experiments were carried out at the optimal time
delays for gas puffing and for switching on the dis-
charge of the main capacitive storage, i.e, in the
regimes in which the electron density in the plasma
channel of the POS reached 10" cm~3. The time depen-
dences of the current for different cathode diameters
areshownin Fig. 5.

The plasmaresistance in the conduction stage of the
plasma channel is usually neglected. The experiments
performed show that the plasma channel resistance,
which depends on the size of the region over which the
cathode is overlapped, can limit the current flowing
through the channel. Besides, the maximum current
depends on the strength of the magnetic field, which in
the case of azimuthal nonuniformity is determined not
only by the cathode diameter, but also by the size of the
plasma cathode. Indeed, as can be seen in Fig. 5, the
maximum value of the current was obtained with the
25-cm-diameter cathode and the 8-cm interelectrode
gap. In this case, the size of the plasma region overlap-
ping the cathode surface increased to ~6 cm due to the
divergence of the plasma jet. The coincidence of the
time dependences of |, and |, shows that the entire cur-
rent flows through the plasma channel. In the case pre-
sented in Fig. 5b, the difference between the currents |,
and |, can be attributed to both an increase in the
plasma channel resistance in the break stage and the
subsequent breakdown of the bushing insulator of the
POS chamber.

The table gives the values of the maximum current
I, flowing through the plasma channel in the conduc-
tion stage and the plasma channel resistancer, for dif-
ferent cathode diameters d,. The circuit resistance R
averaged over the quarter of the current oscillation
period was determined by choosing the parameters of
the function describing the current measured in the cir-
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POS characteristics at different cathode diameters
di, cm Iy KA Roi,» mQ
2 250 135
8.5 350 50
25 400 35

cuit: 1(t) = (Uy/p)exp(-R/2L)sin(t/ ./LC), where Ug is
the charge voltage and p and L are the wave resistance
and inductance of the circuit, respectively.

Hence, by varying the cathode diameter and the dis-
tance from the injector, it is possible to optimize the
plasma channel resistance and maximize the peak cur-
rent value. It can be expected that, for an azimuthally
uniform plasma bridge with an electron density of
~10Y" cm3, the current can be increased substantially.

CONCLUSION

Our investigations have shown that, depending on
thetime delay of the switching of the Pl capacitor bank,
two different regimes of the plasma channel formation
are realized. At small values of T, a quasi-steady
regime of the plasma outflow from the Pl was observed;
in this case, the electron density at the injector outlet
increased smoothly. When T was increased to 100 ps,
the plasma channel generation in the POS interelec-
trode gap was accompanied by the formation of ashock
wave. The maximum electron density (107 cm3) inthe
channel was observed for theformer regime. It has been
shown that the resistance of the POS plasma channel
depends on the cathode configuration and that the cur-
rent flowing through the channel can attain 400 kKA.

In the MCG-POS experiments (which will be
reported in a separate paper), six injectors were sym-
metrically placed over the azimuth of the outer POS

tube. This made it possible to increase the current
through the plasma channelsto 2 MA.
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Abstract—It is found that a weak (10°-10° times lower than breakdown fields) ultralow-frequency (1 < w <
1000 Hz) electric field has a strong effect on the explosive instability threshold of ice uniaxially compressed by
high pressures in the temperature range 210-240 K. The explanation for the high el ectromechanical sensitivity
of iceisbased on the concept that ice undergoing structure modifications due to highly nonuniform compres-
sion isa heterogeneous system with cooperative phenomenain space-bounded sets of dipoles. The dipolesform
around new-phase nuclei, defects, or air microbubbles and occupy domainswith atypical size of 1072-10°>mm.
When exposed to ultralow-frequency electric fields, such systems may exhibit resonant bursts of polarization,
causing theice stability to drastically drop because of dipole compression or microbreakdowns. © 2003 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

Recently, the high mechanical sensitivity of crystal
hydrate insulators under ultralow-frequency (ULF)
electric fields has been discovered [1-6]. It is remark-
able that this effect has been found in experiments
where the threshold of explosive (Bridgman) instability
against ULF electric field was studied. The Bridgman
effect is observed in many solid insulators when they
undergo slow uniaxial compression with rates dP/dt <
0.1 GPa/s under high pressures (up to 20 GPa) in open-
ended anvils[7-14].

The Bridgman explosive effect is usually attended
by the formation of shock waves and the fast (0.5~
2.0km/s) emission of finely dispersed breakdown
products outside the compression facility (Fig. 1). Such
explosive instabilities occur when the elastic energy of
ahighly compressed body is converted into mechanical
work with ultrafast volume relief of the system once
certain critical pressure and temperature values have
been attained [11, 13]. Under compression, instabilities
due to phase transitions and polymorphic transforma-
tions in solid insulators may somewhat decrease the
explosion threshold [13]. Note also that the explosion
generates a high-energy pulse of electromagnetic radi-
ation over a wide range of wavelengths (up to X-rays
[10]) and causes the emission of electrons [11]. The
threshold P, (or the mean critical pressureinside abody
that initiates the Bridgman effect) decreases with
increasing temperature and compression rate [13], cor-
relates with the thermodynamic parameters of the
material [14], and is size dependent [12].

When highly compressible crystal hydrates are sub-
jected to avery weak ULF electric field (10°-10* times
lower than breakdown fields), the explosive instability

threshold P, drops by afactor of 1.5-2.0 at certain fre-
guencies. Recent theoretical models of this phenome-
non [15-17] rely on the fundamental idea that similar
highly sensitive effects must be observed in many insu-
latorsthat are in a heterogeneous state or are experienc-
ing phase transitions. Such phenomena may aso be
present in materials with proton conduction. The strong
variation of the plasticity of ice in weak constant elec-
tric fields is an example [18]. Ice is a most interesting
and easily accessible materia for checking the above
idea, sinceit may bein 12 phase states [19-21] and has
two amorphous modifications (see, e.g., [22-26]). In
experimentswith ice, one can easily cover the ranges of
pressures and temperatures where one or another phase
transition can be observed.

Interest in the possible high-sensitivity mechanical
behavior of icein ULF fieldsis associated with the dis-
covery of multikilometer ice shells on several satellites

u = 0.5-2.0 km/s

Fig. 1. Compression of ice by two Bridgman anvils with
superhard inserts, which are necessary for creating an
explosion with fast emission of apart of the material outside
the compression device, under the action of ULF electric
pulses. (1) Ice, (2) Bridgman anvil, (3) superhard insert,
(4) emitted material, and (5) low-frequency pul se generator.

1063-7842/03/4804-0421$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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of large planets in the solar system [27-30]. The ice
thickness on Jupiter’'s satellites Europe and Ganimed
was estimated as 100-150 km with temperaturesin the
range 130273 K and pressures from 0 to 0.25 GPa
[31]. This meansthat the ice crust on the satellites may
contain vast regions where ice is in a metastable state
[32]. The stability of icein this state might be consider-
ably affected by the ULF variations of the Jupiter's
giant magnetic field and induced ULF electric fields. In
the ice crust of Europe, the skin depth for magnetic
waves of amplitude 220 nH isat least 110 km thick [33].

In thiswork, we for the first time report experimen-
tal data demonstrating a high electromechanical sensi-
tivity of ice to weak ULF fields.

EXPERIMENT

The high electromechanical sensitivity of ice was
demonstrated in experimentswherea ULF electric field
influenced the threshold of explosive instability, which
has been recently discovered over wide pressure and
temperature ranges [32]. We experimented with Bridg-
man anvilsthat had VK-8 superhard alloy insertsin the
form of a truncated cone. The ground and polished
operating area had a diameter d = 10 mm. The experi-
ments were performed by the same method asin [32] at
temperatures between 210 and 240 K. The rate of
uniaxial compression was fixed: dP/dt = 0.02 GPa/s.
The temperature of the sample was measured by a cop-
per/Copel thermocouple with the junction placed in the
neighborhood of the sample edge. At theinitial (prepa-
ratory) stage, the anvils were directly cooled by liquid
nitrogen to 230—240 K. Then, the operating area of one
anvil was covered by a given amount of distilled water,
which was converted to athin ice disk of thicknessh =
0.4 mm by slightly compressing the cooling water film
with an insulating plane. At the second stage, the ice
disk was cooled to any given temperature in the range
273-100 K. The rate of ice cooling was dT/dt =
-20 K/s.

To obtain statistically significant values of P, many
runs at a given temperature T have to be done. The
desired temperature was achieved as follows. The
anvils with the sample were cooled to a temperature
somewhat below the desired value, and the entire sys-
tem was placed under a press. Once the desired temper-
ature had been established by natural heating with alow
rate (dT/dt = 0.1 K/s), the system was compressed and
ULF rectangular electrical pulses were simultaneously
applied to the anvils (according to the technique
described in [1-6]) up to the onset of explosive instabil-
ity. The amplitude of the pulses was varied between
0.05 to 65V, and their duration was 10~ s throughout
the experiment. They were applied from the beginning
of compression to the onset of Bridgman instability
with a frequency of 8.0-10° Hz. Note that the experi-
ments were carried out in the temperature range 210—
240 K. At T> 220 K, thetemperature dependence of the

FATEEV

ice stability threshold is nearly linear; for 210 < T <
220 K, it exhibits a minimum, which is related to the
phase transition Ih-l1 in polycrystalline ice [32].

Figure 2 shows ULF spectra of the ice instability
threshold for 65-V pulses at temperatures T, = 210 K,
T,=220K, T;=230K, and T, = 240 K. Each data point
was obtained from seven explosion runs. At certain
ultralow frequencies (at the early stage of excitation by
the method described in [3]), permittivity bursts were
observed. For T, = 220 K, the qualitative ULF spectrum
£(w) was congtructed (Fig. 3). In addition, for each of
the temperatures listed, we found the dependences of
the instability threshold on the pulse amplitude (0.05—
65V) at 10 Hz (Fig. 4). To gain a better insight into the
electrical properties of ice at these temperatures, the
relative resistance of theice disk was plotted against the
uniaxial compression P in the absence of explosion

(Fig. 5).

RESULTS AND DISCUSSION

Asfollowsfrom Figs. 2a-2d, the ULF spectraof the
explosive instability threshold P (w) for ice have anon-
trivial shape for al four temperatures. In the frequency
range 8 < w < 10° Hz and for the pulse amplitude U =
65V, al four spectra exhibit several dips. Earlier, simi-
lar dips were found for several model and natural crys-
tal hydrates [1-6]. For w > 10° Hz, the drop of the
threshold P, (w) is most likely to be associated with
dielectric loss bursts, asisthe case for crystal hydrates
under the same conditions. However, the nontrivial
shape of the ULF instability spectra for ice at w <
108 Hz can apparently be explained by taking into con-
sideration that, when nonuniformly compressed, ice (as
well as crystal hydrates) exhibits giant resonance-like
permittivity burstsat ULFs(Fig. 3). The strong effect of
permittivity bursts on the instability threshold P, is
probably related to enhanced dipole compressions or
microbreakdowns under ULF fields in a heterogeneous
system into which a heavily compressed solid material
turns [16, 17]. At T, = 220 K, the frequencies at which
the permittivity bursts are observed are the same as
those at which the ULF instability threshold spectrum
exhibits deep dips. In essence, these dips for ice
exposed to a ULF €ectric field indicate the high
mechanical sensitivity of ice; in other words, it showsa
high mechanical response to a weak electrical action.
Such a strong response could be expected under break-
down fields. For ice, the breakdown field ison the order
of E ~ 106 V/cm [34], while the strong response is
observed in variable fields of strength E = 10-
108 V/cm. From Fig. 4, it is seen that with T, = 210 K,
T,=220K, and T; = 230 K, the high electromechanical
response of ice at 10 Hz isretained up to E ~ 107 V/cm.
With T = 240 K, the curve P,V) has an unexpected
minimum in still lower fields, E = 1-10 V/cm, at the
same freguency.

TECHNICAL PHYSICS Vol. 48

No. 4 2003



EFFECT OF AN ULTRALOW-FREQUENCY ELECTRIC FIELD

Note that the “ oscillatory” spectrae(w) obtained for
highly compressibleicein thiswork differ considerably
from the permittivity spectrataken from ice crystals by
conventional techniques [35-37]. A normal permittiv-
ity spectrum for ice has the form of Debye dispersion

Em— €
1+ (w1)?

where g, isthe maximal value at ULFs, €, isthe high-
frequency value in the dispersion law g(w), and T isthe
relaxation time of bound charges.

However, the spectrum £(w) (Fig. 3) for highly com-
pressibleice has a set of peaks and dips. Such aradical
difference between the spectra €(w) obtained in this
work and those known previously can be explained
only by invoking the fundamentally new concept of
relaxation processes taking placein dense disperse sys-
tems at the beginning of their low-frequency excitation
[16, 17]. At the initial stage of excitation, resonance
responses gradually (for atime At > 0.2-1.0 s, which
depends on many parameters of the system) transform-
ing into dispersion-like spectra can be observed evenin
the one-dimensional approximation of a complicated
model system with interacting dipoles.

The paralels observed between ULF spectra of
explosive instability for ice and crystal hydrates sug-
gest the temporal (At < 0.2-1.0 s) circulation of bound
chargesin compressed ice exposed to aULF field. Such
acirculation may appear [17] if a heterogeneous struc-
ture with disperse phase grains of typical size ~102-
10" mm that are surrounded by liquid or quasi-liquid
sheaths and contain mobile anions and cations (most
likely, protons or OH- and H;O* ions) forms in com-
pressed ice. Diffuse phase transitions like Ih—l1, which
may result in such a heterogeneous structure, are areal
possibility at temperatures of 210 and 220 K and mean
pressures of 0.06-0.10 GPa[32]. The sameisindicated
by an inflection in the dependences of therelativeresis-
tance of theice disks on the mean anvil pressure at 210
and 220 K (Fig. 5). At 230 and 240 K, the inflection is
nearly or completely absent, which means the absence
of phasetransitionsfor the given combinations of P and
T. With such parameters, however, quasi-liquid layers
may exist between crystal grainsin the Ic phase even at
T = 140-210 K, as follows from IR spectroscopy data
[38]. It seems likely that these intergranular layers may
serve as effective paths for charge circulation (around
new-phase grains, defects, or microbubbles).

It should &l so be noted that, when cooling, gasesdis-
solved in distilled water may form spherical microvoids
with unusual thermodynamic properties. For example,
their inner surfaces may turn out to be quasi-liquid ion-
conducting sheaths. In water, gas bubbles can form
fractal clusters of size 10-30 um (seg, e.g., [39)]). It
appears that the quasi-liquid properties of the inner
sheaths in the bubbles may exist over the wide temper-
ature range 180273 K [39].

g(w) = g, +
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Fig. 2. ULF spectraof explosiveinstability threshold P, for
the case when ice between Bridgman anvils is exposed to
ULF rectangular pulses of amplitude U =56 V at (&) 210,
(b) 220, (c) 230, and (d) 240 K. The dashed lines show the
P. level without electric fields. The arrows in panels (b—d)
demonstrate the slight shift of the first minimain the ULF
spectra P(w) as the temperature rises from 220 to 240 K.
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Fig. 3. ULF permittivity spectrum &(w) at the instant of
maximal burst under strong compression of ice exposed to
65-V pulsesat 220 K.

Numerous defects that are generated by phase tran-
sitionsinice[44] can aso act as effective spatially con-
fined traps of chargescirculating in ULF fields[40-43].
Thesameisequally truefor gas microbubbles and new-
phase grains.

Yet the oscillatory behavior of the permittivity is
hard to explain by the presence of spatial traps with
charges circulating around. Indeed, during compres-

P, kbar
1.4}
210K
1.2+
1.0+
220K
0.8+ 230K
240 K
0.61
0'4 I S R I A T I T N A I W 71 B R A W 11 B A AT

107! 10° 10! 102
U, v

102

Fig. 4. Explosive effect threshold P, vs. pulse amplitude at
10 Hz for four temperatures. For each of the temperatures,
the P, level without the field isthe same as shown in Fig. 2.
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sion, iceiscontinuously inthe ULF electric field but the
permittivity bursts appear only after the compression
has reached certain critical preexplosive values. We are
thus led to the assumption that the traps rapidly form
and rapidly disappear at such pressures, which may
take place at the instant of phase transitionsin ice.

L et us estimate the difference in the relaxation times
T = a%/2D of charges in the liquid films around new-
phase grains and in traps around defects (here, aisthe
characteristic size of agrain or trap and D is the diffu-
sion coefficient of charges in the liquid or quasi-liquid
sheath or in atrap). The parameterstypical of adisperse
system under normal pressure and temperature are a =
104-10°mand D < 10> m?/s; accordingly, T < 1010—
10 s and the characteristic dispersion frequencies lie
inthe range w = 1/1 = 1-10* Hz [16]. For asystem with
traps, a< 10°-10®m, D ~ 10 m?/s, and, accordingly,
T=102-10%sand w = 10>-10° Hz [41]. Thus, at |east
two characteristic frequency of dielectric dispersion
must exist inice.

At lower temperatures, the characteristic frequen-
cies must decrease and the resonance-like dips in the
ULF spectrum P, (w) of instability threshold corre-
spondingly shift [5]. Such a shift isreally observed for
several initia dips in the ULF spectra with w = 10—
15Hz and temperatures of 220, 230, and 240 K
(Figs. 2b—2d). A dlight shift can also be identified at
10%2-10* Hz for the spectra P (w) with 210, 220, and
230 K (Figs. 2a—2c). However, the dips in this part of
the spectrum are most likely to be due to resonances
associated with characteristic relaxation times for
smaller disperse particles or defect-induced traps.

R/R,
10*E

210K

R0= 104Q

100 1 1 1
0 0.4 0.8 1.2
P, kbar

Fig. 5. Relative resistance of the=0.4-mm-thick ice disk vs.
uniaxial compression for four temperatures in the absence
of the Bridgman effect.
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In experiments with “warmer” ice, additional min-
ima in the spectra P (w) arise (Figs. 2b—2d). They can
be explained in terms of the theoretical model of system
ultrasensitivity, where a system, in the first approxima-
tion, isrepresented as a chain of extended dipole oscil-
lators with widely varying moments [17].

Of interest is the dependence of the explosive effect
threshold on the pulse amplitude, P(V), at 240 K,
which hasaminimum at U = 0.5V (Fig. 4). One may
suppose that such behavior isrelated to the potential of
H,O dissociation into hydrogen and oxygen: U, =
1.23V [42]. It can be assumed that carrier clouds gen-
erated iniceat U > U, effectively shield dipole interac-
tions in chains of spatially closed oscillators, thereby
suppressing local polarization bursts [16]. The degree
of shielding may increase with the ULF pulse ampli-
tude, since more ions like OH~ and H;O* are activated
iniceunder these conditions[41-43]. At the sametime,
the dependence P (V) with aminimum at E = 12 V/cm
is observed only near a certain threshold temperature
T = 244 K. Above this temperature, the behavior of ice
is plastic rather than explosive [32]. At this tempera
ture, a distinct phase transition is not observed either
(Fig. 5). It is likely that in this temperature range, ice
has (at an appropriate pressure) a number of liquid-like
gpacers with a thickness [40] much larger than under
other conditions, which may increase the effective
mobility of ions.

At temperatures of 210, 220, and 230 K, most of the
charge carriers that must be injected from the anvils
(electrodes) possibly remain at the anvil boundaries
because of the absence of through quasi-liquid spacers.
If so, dipole interactions at these temperatures are
shielded by the field-induced ion clouds to a lesser
extent. Nevertheless, the phase transition duration at
210, 220, and 230 K seems to be insufficient to initiate
giant oscillationsin dipole systems, which could have a
dtill greater effect on the mechanical stability of ice.
According to estimates [16], the durations of such
phase transitions do not exceed 0.1-0.2 s. However, at
240 K, the existence time of structural elements with
charge circulation is probably much longer, since the
nature of these structures is somewhat different. As a
result, the probability of generating local giant polar-
ization bursts in dipole systems at this temperature
grows and these bursts may considerably affect theice
stability even in ultralow ULF fields. This means that,
asthe ULF pulse amplituderises at 240 K, two compet-
ing trends arise: on the one hand, the effect of the pulses
on the systems of oscillatorsincreases and, on the other
hand, dipole interactions weaken because activated ion
clouds shield them more effectively; hence, the appear-
ance of aminimum in the curve P(V).

CONCLUSION

Thus, it was shown that ice may exhibit a high
mechanical sensitivity to weak ULF electric fields over
TECHNICAL PHYSICS Vol. 48
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awide range of low temperatures. This effect is unre-
lated to the dielectric loss of ice at ULFs, as indicated
by a correlation between the ULF spectra of mechani-
cal instability excitation (the Bridgman effect) and
those of the permittivity. The parallels in the behavior
of ice and crystal hydrates in weak ULF electric fields
lead usto conclude that ultrahigh-sensitivity effectsare
observed when ice undergoes phase transitions or isin
the metastable state. These results can be explained in
terms of nonlinear cooperative phenomena in sets of
nonmolecular spatia dipoles with a characteristic size
of 10>-10"°> mm and strongly varying moments.

ACKNOWLEDGMENTS

The author is indebted to Yu.l. Prokhorov for the
valuable discussions.

REFERENCES
1. E. G. Fateev, Pis ma zh. Tekh. Fiz. 19 (10), 48 (1993)
[Tech. Phys. Lett. 19, 313 (1993)].

2. E. G. Fateev, Pis ma Zh. Tekh. Fiz. 20 (20), 83 (1994)
[Tech. Phys. Lett. 20, 847 (1994)].

3. E. G. Fateev, Zh. Tekh. Fiz. 66 (6), 93 (1996) [Tech.
Phys. 41, 571 (1996)].

4. E. G. Fateev, Dokl. Akad. Nauk 354, 252 (1997).

5. E. G. Fateev, Pis mazh. Eksp. Teor. Fiz. 65, 876 (1997)
[JETP Lett. 65, 919 (1997)].

6. E. G. Fateev, Zh. Tekh. Fiz. 71 (6), 37 (2001) [Tech.
Phys. 46, 682 (2001)].

7. P.W. Bridgman, Phys. Rev. 48, 825 (1935).

8. P W. Bridgman, Proc. Am. Acad. Arts Sci. 71 (9), 387
(1937).

9. P.W. Bridgman, Sudiesin Large Plastic Flow and Frac-

ture with Special Emphasis on the Effects of Hydrostatic
Pressure (McGraw-Hill, New York, 1952).

10. T.Ya Gorazdovskii, Pis mazh. Eksp. Teor. Fiz. 5(3), 78
(1967) [JETP Lett. 5, 64 (1967)].

11. M. A. Yarodavskii, Rheological Explosion (Nauka,
Moscow, 1982).

12. N. S. Enikolopyan, A. A. Mkhitaryan, A. S. Karagezyan,
and A. A. Khzardzhyan, Dokl. Akad. Nauk SSSR 292,
887 (1987).

13. E. G. Fateev and V. P. Khan, Pis' ma Zh. Tekh. Fiz. 17
(20), 51 (1991) [Sov. Tech. Phys. Lett. 17, 736 (1991)].

14. V.P.Khanand E. G. Fateev, Pis mazh. Tekh. Fiz. 16 (8),
81 (1990) [Sov. Tech. Phys. Lett. 16, 317 (1990)].

15. E. G. Fateev, Pis' mazh. Tekh. Fiz. 26, 103 (2000) [ Tech.
Phys. Lett. 26, 640 (2000)].

16. E. G. Fateev, Zh. Tekh. Fiz. 71 (1), 92 (2001) [Tech.
Phys. 46, 89 (2001)].

17. E. G. Fateev, Phys. Rev. E 65 (2), 021403 (2002).

18. V. F. Petrenko and E. M. Schulson, Philos. Mag. A 67,
173 (1993).

19. P. W. Bridgman, J. Chem. Phys. 3, 597 (1935).
20. P.V. Hobbs, Ice Physics (Clarendon, Oxford, 1974).

21. C.Lobban, J. L. Finney, and W. F. Kuhs, Nature 391, 268
(1998).



426

22.

23.

24,

25.

26.

27.

28.

29.

30.

31

32.

33

FATEEV

O. Mishima, L. D. Calvert, and E. Whalley, Nature 310,
393 (1984).

O. Mishima, L. D. Calvert, and E. Whalley, Nature 314,
76 (1985).

O. Mishima, J. Chem. Phys. 100, 5910 (1994).

E. G. Ponyatovskii, V. V. Sinitsyn, and T. A. Pozdnyak-

ova, Pis ma Zh. Eksp. Teor. Fiz. 60, 352 (1994) [JETP
Lett. 60, 360 (1994)].

O. V. Stal’gorova, E. L. Gromnitskaya, and V. V. Brazh-
kin, Pis ma Zh. Eksp. Teor. Fiz. 62, 334 (1995) [JETP
Lett. 62, 356 (1995)].

D. Morrison and D. P. Cruikshank, Space Sci. Rev. 15,
641 (1974).

J. D. Anderson, E. L. Lau, W. L. Sjorgen, et al., Science
276, 1236 (1997).

M. H. Carr, M. J. Belton, C. R. Chapman, et al., Nature
391, 363 (1998).

P Helfenstein and E. M. Parmentier, lcarus 61, 173
(1985).

R. Sullivan, R. Greeley, K. Homan, et al., Nature 391,
371 (1998).

E. G. Fateev, Pis maZh. Eksp. Teor. Fiz. 73, 482 (2001)
[JETP Lett. 73, 432 (2001)].

F. Neubauer, Nature 395, 749 (1998).

34.

35.

36.

37.

38.

39.

40.

41.

42.

A. A.Vorob'ev and G. A. Vorob'ev, Electric Breakdown
and Destruction of Solid Dielectrics (Vysshaya Shkola,
Moscow, 1966).

R. P Auty and R. H. Cole, J. Chem. Phys. 20, 1309
(1952).

R. Ruepp and M. D Kab, Physics of Ice (Plenum, New
York, 1969).

M. P. Tonkonogov, Usp. Fiz. Nauk 168 (1), 29 (1998)
[Phys. Usp. 41 (1), 25 (1998)].

P. Jenniskens, S. F. Banham, D. F. Blake, et al., J. Chem.
Phys. 107, 1232 (1997).

N. F. Bunkin and A. V. Lobeev, Pis ma Zh. Eksp. Teor.
Fiz. 58, 91 (1993) [JETP Lett. 58, 94 (1993)].

M. A.Anisimov and R. U. Tankaev, Zh. Eksp. Teor. Fiz.
81, 215 (1981) [Sov. Phys. JETP 54, 110 (1981)].

V. F. Petrenko and |. A. Ryzhkin, Zh. Eksp. Teor. Fiz. 87,
558 (1984) [Sov. Phys. JETP 60, 320 (1984)].

V. F. Petrenko and N. Maeno, J. Phys. (France) 48, 115
(1987).

V. F. Petrenko and R. W. Whitworth, Physics of Ice (Uni-
versity Press, Oxford, 1999).

0. V. Stal’gorova, E. L. Gromnitskaya, and V. V. Brazh-
kin, Zh. Eksp. Teor. Fiz. 112, 200 (1997) [JETP 85, 109
(2997)].

Trandated by V. |saakyan

TECHNICAL PHYSICS Vol. 48 No.4 2003



Technical Physics, Vol. 48, No. 4, 2003, pp. 427-430. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 73, No. 4, 2003, pp. 49-52.

Original Russian Text Copyright © 2003 by Anashko, Semirov, Gavrilyuk.

SOLIDS

M agnetoimpedance Effect in FeCoM 0SIB Amor phous Sheets

A. A. Anashko, A. V. Semirov, and A. A. Gavrilyuk
Irkutsk State Pedagogical University, Irkutsk, 664653 Russia
e-mail: semirov@isttu.irk.ru
Received June 11, 2002; in final form, October 7, 2002

Abstract—The magnetoimpedance effect in sheets made of Fe,Cog;M0; 5Si165B11 amorphous metallic alloy
is studied in relation to the mutual orientations of the sheet axis, permanent magnetic field, and variable elec-
trical current. Also, the effective permeability is studied as a function of the mutual orientations of the sheet
axis, permanent magnetic field, and rf magnetic field. Under certain orientations of the rf magnetic field and rf
electrical current relative to the sheet axis, experimental dependences of the magnetoimpedance effect and
effective permeability on the permanent magnetic field are found to correlate qualitatively. The experimental
data are explained in terms of domain reconfiguration in the alloys. © 2003 MAIK “ Nauka/Interperiodica” .

Today, the giant magnetoimpedance effect is one of
the most topical areas of research in the physics of mag-
netic phenomena [1-4]. In spite of many publications
devoted to this effect, a number of issues necessary for
a complete understanding of its nature still remain
unclear.

This work generalizes the complex study of this
effect. Our goal was to trace how the mutual orienta-
tions of the axis of rolling of a fast-quenched amor-
phous metallic aloy (sheet axis), permanent external
magnetic field H, and rf current | passing through the
alloy influence the H dependence of the sample imped-
ance Z. We also studied the effect of the orientations of
the rf magnetic field h in a measuring coil and of the
field H relative to the sheet axis on the H dependence of
the effective permeability .

The samples used were 25-um-thick disks of diam-
eter 9.5 mm cut from sheets of Fe,Cos;MO0;5Si155B11
amorphous metallic alloy. The saturation magnetostric-
tion and saturation induction of the alloy were, respec-
tively, \,=-3x 107" and B,=0.55T.

The amount of the magnetoimpedance effect was
measured with ahigh-value resistor series-connected to
the sample. The amount of the effect AZ/Z, was deter-
mined as [4]

AZIZy = (Zy—2Zo)lZy = (U —Ug)/Uy, )

where Z, isthe sampleimpedance at H =0, Z, isthat in
amagnetic field H, Uy, is the voltage across the sample
inthefield H, and U, isthe voltage at H = 0.

The magnetoimpedance effect was studied in mag-
netic fields up to 9600 A/m and current frequencies
0.1-10 MHz.

When the sheet axis is aligned with the current
direction and magnetic field H, the impedance Z
remainsvirtually the same asH growsintheinterval 0—
1200 A/m. With afurther increase in H, the impedance

decreases monotonically and the dependence Z(H)
tends toward saturation (Fig. 1a). The magnetoimped-
ance effect is negative: in afield of 9600 A/m and cur-
rent frequency of 1 MHz, it equals 50%.

With the sheet axis parallel to the rf current and nor-
mal to the direction of the applied permanent magnetic
field H, the impedance decreases monotonically
(Fig. 1b) with increasing H. In this case, the decreaseis
faster than when H is parallel to the sheet axis and pass-
ing current and AZ/Z, tends toward saturation at lower
magnetic fields. The negative vaue of the magne-
toimpedance effect is 54% for an rf current frequency
of 1 MHz and magnetic field 9600 A/m.

When the sheet axisis normal to both the magnetic
field H and rf current, the impedance Z first grows with
H, peaks at H = 1680 A/m, and then declines monoton-
ically, tending toward saturation (Fig. 1c). The positive
effect has a maximal value of 60% at an rf current fre-
guency of 1.5 MHz; the negative effect, 25% for H =
9600 A/m and a current frequency of 1.5 MHz.

Finally, when the sheet axisis parallel to H and nor-
mal to the rf current, the impedance Z remains practi-
cally thesamefor H=0-1200A/m. AsH growsfurther,
the impedance decreases monotonically and the depen-
dence Z(H) tendstoward saturation (Fig. 1d). The effect
is negative: 28% for H = 9600 A/m and a current fre-
guency of 1.5 MHz.

In the saturation field, the impedance is minimal
irrespective of the H and current orientations rel ative to
the sheet axis.

According to [5], the magnetoimpedance effect is
related to the skin depth, which in magnetic materialsis
given by

8 = (p/Tef poberr) %, %)

where p is the bulk resistivity of the sample, f is the
variable current frequency, [ i the effective perme-
ability, and |, is the permeability of free space.
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7 (a) H, A/m
9600 Z 9600
H, A/m
b b
—-9600 z ®) 9600
7 (c)
H, A/m
~9600 9600
d H, A/m
—9600 z @ 9600

Fig. 1. Sample impedance vs. applied permanent magnetic
field. The sheet axisis (a) parallel to both the rf current and
external permanent magnetic field, (b) parallel to therf cur-
rent and normal to the magnetic field, (c) normal to both the
rf current and the magnetic field, and (d) normal to the rf
current and parallel to the external magnetic field.

The sample impedance is

Z 0(pfpen) ™. 3)

In amorphous magnetically soft materials, an
applied magnetic field may change g [5] by two or
three orders of magnitude. Accordingly, the skin depth
varies significantly and the effect may be very high. It

ANASHKO et al.

should be noted that i and, hence, Z are complicated
functions of H. Therefore, to adequately explain the
experimental dependencesZ(H), it isnecessary to study
the dependence L (H) at various mutual orientations of
the sheet axis, H, and a probing rf magnetic field h.

The value of g was measured with a series-con-
nected resistor and measuring coil. The sample was
placed into the coil with an rf current generating aprob-
ing rf magnetic field h. The voltage picked up from the
coil is proportional to the effective permeability of the
sample. The effective permeability was measured at
frequencies of the rf magnetic field from 0.1to 10 MHz
and H = 0-9600 A/m with various orientations of the
sheet axis, permanent magnetic field H, and rf probing
field h.

Figure 2 shows the H dependences of the effective
permeability at different frequencies of the probing
field h. InFig. 2a, the sheet axisis parallel to H and nor-
mal to h; in Fig. 2b, the sheet axisis normal to both H
and h; in Fig. 2c, the sheet axisis normal to H and par-
alel to h; and in Fig. 2d, the sheet axisis aligned with
both H and h. It is seen that the run of the curvesissim-
ilar to that of the dependences Z(H) provided that the rf
current passing through the sample during the imped-
ance measurements is perpendicular to the probing rf
field during the permeability measurements. In measur-
ing the magnetoi mpedance effect, the magnetization of
the sample interacts with the rf magnetic field, whichis
generated by the rf current and is normal to it.

Qualitatively, our experimental results can be
explained as follows. In fast-quenched cobalt-based
amorphous alloys, the surface axis of easy magnetiza-
tion was shown [6] to coincide with the axis of rolling
of the sheet. Therefore, it can be assumed that strip
domains prevail on the sheet surface.

Experimental study [7] of the permeability in rela
tion to magnetization reversal processes showed that
the permeability is insensitive to the displacement of
180° domain walls. In the case when magnetization
reversal is accomplished by rotation, pg first grows
with H, reaches a maximum, and then monotonically
decreases, tending toward saturation under high fields.
Generally, g can be represented as

Her = Ha T My,

where |4 is the component due to domain wall dis-
placement and |, is that due to magnetization rotation.

The components 1, and |, depend on the frequency
of the variable magnetic field in a different manner [7].
Theformer component decreases more sharply than the
latter when the variable magnetic field frequency
grows.

With the sheet axisnormal to h and parallel toH, the
effective permeability i is defined by L. Magnetiza-
tion reversal in this case is accomplished by domain
wall displacement under the action of the permanent
magnetic field H. At the initia portion of the curve
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Mer(H), the effective permeability isnearly constant. As
H grows further, g declines and tends to unity in the
saturation field (Fig. 2a). The effect is negative and
reaches a maximum in the saturation field:

AZIZy = (us2 = D)7, @)

where | is the effective permeability of the samplein
the saturation state.

When the sheet axisis normal to h and H (Fig. 2b),
the component p, also makes a magjor contribution to
the effective permeability. As the permanent magnetic
field rises, the magnetization rotates and the magnetiza-
tion component that is aligned with H grows; as a
result, Y, decreases and |  increases. If the condition
M, > Hyismet at acertain frequency of therf current, g
drops more sharply than in the previous case, saturating
at lower fields, and the initial portion with constant i
is absent. Under the saturation field, pg tends to unity;
therefore, the maximal negative effect is determined by
relationship (4) irrespective of the H direction.

With the sheet axis running parallel to h and nor-
mally to H, py makes amajor contribution to plg. ASH
increases, the magnetization of the sample rotates. In
this case, the contribution from i, to g diminishesand
that from p, grows. If the condition W, > Yy ismet at a
certain frequency of therf current, i increaseswith H.
When the external magnetic field becomes sufficient to
rotate the magnetization about H, i.e., becomes equal to
the field of anisotropy H,, U iS completely specified
by Y, and attains a maximum (Fig. 2c). Under such a
magnetic field, the sample impedance and positive
magnetoimpedance effect reach maxima. The magne-
toimpedance effect depends on the variation of g with
H and is given by

AZIZy = (U2 =g ) pg . (5)

AsH growsfurther, pg decreases and tends to unity
under the saturation field. In this case, the maximum
negative magnetoimpedance effect is observed under
the saturation field and depends on p;, which varies
withH frompgyatH=0top, at H=H,

AZIZy = (ue?—pg?)pg”. (6)

With the sheet axis running parallel to h and H
(Fig. 2d), py makes a major contribution to . AS H
increases, 180° domain walls are displaced. In the ini-
tial portion of the curve p(H), the effective permeabil -
ity remains virtualy invariable in this case. Then, Py
drops with increasing H and tends to unity in the satu-
ration magnetic field. In this case, the positive magne-
toimpedance effect is absent and the maximal negative
effect depends on g, which varies from pgto g = 1
according to (6).
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Fig. 2. Family of the effective permeability vs. permanent
magnetic field curves. The frequencies of the probing mag-
neticfield are (1) 0.1, (2) 0.5, (3) 1, (4) 2, (5) 3, (6) 4, (7) 5,
(8) 6, (9) 7, (10) 8, (11) 9, and (12) 10 MHz.
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From the results obtained, the following conclu-
sions can be drawn.

(1) In cobalt-based amorphous metallic aloys pro-
duced by fast quenching from the melt, the dependence
of the magnetoi mpedance effect on the permanent mag-
netic field is governed by the mutual orientations of the
sheet axis, permanent magnetic field, and rf current
passing through the alloy.

(2) The dependences of the magnetoimpedance
effect and effective permeability on the applied perma-
nent magnetic field correlate when the probing mag-
netic field and rf current are appropriately oriented rel-
ative to the sheet axis.

(3) The differences in the impedance vs. permanent
magnetic field curves under different mutual orienta
tions of the sheet axis, permanent magnetic field, and rf
current are associated with different magnetization
reversal mechanisms in the samples studied.
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Abstract—A new design of spin transistor based on half-metallic ferromagnets (referred to as a spin half-
metallic transistor) is suggested, and its current—voltage characteristics are studied theoretically. Like a bipolar
transistor, the new device can amplify current. At the sametime, the properties of aspin half-metallic transistor
depend considerably on the mutual orientation of the magnetizations of its three contacts. We also propose a
device based on an F'—F' junction. This device consists of two single-domain half-metallic parts with opposite
magnetizations. There is a range of voltages where the current—voltage characteristics of an F'—F' junction
and a semiconductor diode are similar. The behavior of an F'—F* junction under different conditionsis studied.

© 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

A new direction, spin electronics (spintronics), has
recently evolved in applied physics. To process infor-
mation, spintronic devices, unlike conventional micro-
electronic devices, use not only the charge of an elec-
tron but also its spin [1]. Spintronicsis based on the so-
called spin-dependent transport of electrons, a physical
phenomenon discovered late in the 20th century, the
essence of which is the dependence of electron trans-
port properties on the spin degree of freedom. Exam-
ples of spin-dependent transport are giant magnetore-
sistance [2-5], the magnetoresistance of tunnel junc-
tions and nanocontacts [6-9], the spin accumulation
effect, and the surface resistance of heterojunctions
[10, 11]. Currently available spintronic devicesinclude
sensing heads for high-density hard disks and magnetic
RAMSs. Spintronic devices based on the spin injection
effect seem to be even more promising [12, 13], since
they alow one to process and read information written
in spin degrees of freedom. Spin transistors belong to
such devices.

Two types of spin transistorsare being intensely dis-
cussed in the literature: a spin field-effect transistor
(spin FET) [14] and an F'-N—F' transistor [15], where
F and N mean a ferromagnetic and normal metal,
respectively. If aspin field-effect transistor isvery close
to a bipolar transistor in principle of operation, the
apparent analogy between an F'-N-F' and a bipolar
transistor fails from the viewpoint of device function-
ing. In the former, abase layer (normal metal) does not
serve to amplify the current between the emitter and
collector. Instead, it is often intended for measuring the

potential difference at the base—collector heterojunc-
tion. This potential difference arises when the spin is
injected from the emitter and depends on the spin ori-
entation in the collector junction. Such a device is not
an amplifier in the strict sense of the word.

This paper considersthedesign of an F'—F'—F" spin
transistor, which has similar current amplification prop-
erties as an n—p-n (or p—n—p) bipolar transistor but its
characteristics depend considerably on the mutual ori-
entation of electron spins in the emitter, base, and col-
lector.

Our transistor is based on half-metalic ferromag-
nets[16-18]. These materials are metals, but their band
structure has the following feature: the densities of
states are different for spins of opposite orientation, and
one of them has a discontinuity (gap). Such materials
behave like a metal for electrons of one (major) polar-
ization and like a semiconductor for opposite (minor)
polarization.

In order to stress how it differs in band structure
from a semiconductor transistor, the transistor dis-
cussed will bereferred to asaspin half-metallic (SHM)
transistor. To describe electron transport in ferromag-
nets, the two-current approach (currents of electrons
with spins up and down) was proposed [10, 19, 20].

Such materials as Fe;0O,, Cr,O, LaPrMnO;, Heudler
alloys (PtMnSb and PtMnSn [21, 22]), etc., are exam-
ples of half-metals. In these materials, the gap 2A is
about several tenths of an electronvolt. At room temper-
ature, the minority electron conductivity can be severa
orders of magnitude lower than the majority electron

1063-7842/03/4804-0431$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Schematic band structure of a ferromagnetic half-
metal.

Fig. 2. Band structure of the F'—F' junction for major
polarization in the left contact. The arrows indicate the
domain magnetization direction.

conductivity. The model band structure of these materi-
asisshowninFig. 1.

F'—F JUNCTION

L et usconsider asample comprising two domains of
opposite orientation. To prevent the formation of the
domain wall, a thin insulating layer of thickness from
oneto several atomic layers should be inserted between
the domains. For electrons of mgjor polarization at the
left junction, the band structure is shown in Fig. 2. For
the opposite polarization, the structure is similar.

It is assumed that the tunneling resistance of the
insulating layer is lower than the resistance due to the
effect of spin accumulation [10, 22, 23].

It should be noted that the resulting current in the
insulating layer decreases by a factor on the order of

exp(—v/2m(E —U) L/A), where U is the potential bar-
rier height, L is the barrier length, E is the electron
kinetic energy, and misthe electron effective mass. For
example, for (E—U) =4 eV and L =5 A, the current
decay isabout 6 x 103, Although in the case considered
the boundary between the domains is an insulating
layer rather than a domain wall, we assume below that
the polarization of electrons when they pass through
this layer remains unchanged. The theoretical depen-
dence of the current through a spin diode made of fer-

ZVEZDIN et al.

romagnetic semiconductors on the domain wall thick-
ness and temperature [24] shows that electrons retain
their spin polarization for sharp domain walls (i.e., with
athickness of lessthan 20 nm).

Consider the |-V characteristic of such a structure.
The tunnel electron current related to one of the polar-
izations can be calculated by the formula (see, for
example, [26])

|- 21e|M|?
P
o N
XI{ f(E—eV)—f(E)}p r(E—eV)p.(E)dE,

—00

where f(X) isthe Fermi function; p, and pg are the den-
Sity of states for electrons of the conducting polariza-
tionin theleft and right ferromagnets, respectively; Vis
the potential difference between contacts to the F'—F*
junction; M is atunneling matrix element (assumed to
be constant); and e is the electron charge.

In our case, thefunctionsp, and pg for half-metallic
ferromagnets are given by (Fig. 1)

PL = Pg = const,

(p;; E>E+A

O @
Pr = [0; Ef—A<E<E+A

Epz; E< EF_A,

where Er isthe Fermi energy.
Integral (1) can be taken analytically:

_ 21e|M|?

Ip i pO 1

L+ exp((eV-A)/KT) 3)
O 1+ exp(-A/KT) U

1l
x BV + kTp—ZIn
0 P1

L+ exp((eV +A)/KT)7U

~KT N e /KT 0§

For the specia case p; = p, = ppand A = 0, Eq. (3)
yields the tunnel current for ajunction where the mag-
netizations of edge contacts are codirected (an F'—F!
junction). This current can be given in the form!
(cf. [24-26])

Iy = GV, (4)

where G is the conductivity of such a structure. In our

L Thisisthe current of majority carriers only. The current of minor-
ity carriers is neglected, since it is much less than the former at
voltages |V| << 2A [10, 22].
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case,

2ne’|M|® 2
G = —_—hl | Po-
Thetotal current|,, of an F'—F' junctionisequal to
the sum of the currents of both polarizations. For low
voltages (|eV| < KT), it can be expressed as

_ [Pt P2 -A/KTC _[P1tP2 o0
il Po S Po g ©)
for V> A,
+
I, = pl—sz(V—A). (6)
Po

Thus, at moderate temperatures, the current of an
F'—F* junction is roughly zero for voltages |eV| < A;
otherwise, it can be represented by straight line (6)
(Fig. 3).

AnF'—F! junction may be called aspin diode, since
the nonlinear part of the 1-V curve near the point V = A
behaves like the characteristic of a conventiona diode.
Obviously, this seeming similarity breaks for V < -4,
where the 1-V curve of the junction has a nonzero
value.

NONCOLLINEAR POLARIZATIONS

Let us discuss the case when the magnetizations of the
electrodes lie at an angle 9 to each other (Fig. 4). Con-
sider an electron that has come from the left domain to
theright. Since, according to our assumption, the polar-
ization of the electron has not changed, its spin in the
right domain will make the same angle 9 with the mag-
netization axis. The guantum-mechanical state of this

electron |9, []27] is given by
o/ 0= sinZJu; G cosS |, @)

According to the Fermi golden rule, the transition
probability per unit timeis proportional to thetransition

matrix element squared and the states |, Cand |y, O

are orthogonal to each other; therefore, the resulting
current is

29

9 .
5l *sin EI”' (8)

| = cos’=|

Upon simple transformations, Egs. (3) and (8) yield

a general expression for the spin diode current in the
case of arbitrarily magnetized domains:

_G L+ exp((eV —A)/KT)T
! e%\”kﬂ” 1+ exp(-A/KT)
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Fig. 3. 1-V curve of the F'—F* junction for various angles 9
between the domain magnetization. The case 9 = 0 corre-
sponds to the oppositely magnetized domains; 9 = 180°, to
the domains magnetized in one direction (F'—F* junction).
Theinset shows the behavior of the spin current for several 9.
The figures by the curves are 9 in degrees.
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Theresults of calculation by thisformulaare shown
in Fig. 3 for different values of 9 and py/p,= 3, pi/p,=
15 kT=25meV,and A=0.3 eV.

The behavior of the spin current for an F'—F* junc-
tion is shown in the inset to Fig. 3. Here, the spin cur-
rent is equal to the difference between the currents of
the two polarizations. It is shown for severa values of
9 and the same values of the problem parameters as
above. The expression for the angular dependence of
the spin current is

_G B L+ exp((eV—-A)KT)
's = e%\/ KNG T+ exp(Ca/kT) O

L+ exp((eV + A)/KT)Y1O

—KT N ep@/kT) 00

(10)

P1—pP 290 2pn U
X ot o cosEQD+eVsm EQDD



o

Fig. 4. Spin diode where the magnetization of one domain
makes an angle 9 with the magnetization of the other.

L et usalso consider the case when one more domain
is present in one of the electrodes that is magnetized at
an angle to the magnetizations of both contacts (Fig. 5).
In this case, the current is given by

90

S-S )+S cosZ

% -)+S. cos 2 S. . 29

| = |”+§9n EIM

S

= %L—BSsinZ%EI ot 5SCOSZ%| .

where Sisthe total contact surface area, S_ isthe sur-
face area of the domain with inclined magnetization,
and 8S=S_/Sistheredlative surface areaof thisdomain.
In this case, the |-V characteristic is similar to that for
oppositely directed polarizations.

SHM TRANSISTOR

We now turn to athree-contact device based on half-
metallic ferromagnets. The band structure of a spin
transistor for electrons polarized so that base carriers
have minor polarization is shown in Fig. 6. Such a
polarization will be called conducting polarization. The
contribution from the current of the opposite polariza-
tion can be neglected for KT < A, Vegg > 0, and Ve < A2

We consider acommon-base transistor. For thiscon-
figuration, the dependence of the potential energy on
the coordinate x along the transistor for electrons of
conducting polarization is modulated as shown in
Fig. 7.

The diffusion equation for nonequilibrium carriers
in the base (namely, electronsinjected from the emitter)
has the form

°n _ n-n
D5;2= = 0, (12)

2This is because, for this polarization, the carriers in the base are
majority carriers (in the emitter and collector, they are minority
carriers). Therefore, the emitter current cannot influence the col-
lector current in this range of temperatures and voltages.

ZVEZDIN et al.

Fig. 5. Spin diode with an additional obliquely magnetized
domain inside one of the contacts.

where D is the eectron diffusion coefficient, T is the
average spin lifetime of an electron in the base, (n —ng)
isthe concentration of electronsinjected from the emit-
ter into the base, and n isthe equilibrium electron con-
centration (all the parameters are considered for minor-
ity carriers).

The boundary conditions for the electron concentra-
tions at the base boundaries are specified by the Boltz-
mann factor:

_Al—eVEB
n(+0) = ne 7,

D, +eVpe

n(W-0) = nje

(13)

Here, W is the base width; n(+0) and n(W — 0) are the
conduction electron concentrations at the emitter—base
and base—collector interfaces; A, and A, are the poten-
tial barriers for electrons tending to penetrate from the
emitter to the base and from the collector to the basein
the absence of the voltage; and Vg and Vi are the
emitter-to-base and base-to-collector voltages, respec-
tively. For generality, we consider the case A; # A,,
which correspondsto variously magnetized emitter and
collector.

Given the distribution of the minority electron con-
centration in the base, n(x), we can calculate the emit-
ter, I, collector, I, and base, I, currents by the formu-
las [28]

le = eD‘l‘
: 0X

x=0

lc = eDdN

ox ’ (14

x=W

I B — I E - Ic.
Solving Eq. (12) with boundary conditions (13) and
substituting the solution into Eq. (14), we arrive at the
TECHNICAL PHYSICS Vol. 48
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following expressions for the transistor currents:

eDSn O []
lg = o1 [p(coth\LV—BD, (15)
Lognn®0 L O
L
D
o= & LS”O 1WEp(—[3coth\%'%, (16)
sinh—0 0
L
W
cosh— -1
eDSn
lp= =L __{q+p-3 (17)
L . W
sinh—
L
Here,
_ A1 —€Veg
a = expD—————————kT al (18)
— A, +eVeg

Sis the cross-sectional area of the transistor and L =
~/D1 isthe electron mean free path in the base.

DISCUSSION

Asfollows from the I-V characteristic (Fig. 8), cal-
culated for the potential energy profile in Fig. 7, the
spin transistor behaves similarly to its semiconductor
analogue. This means that this device can amplify cur-
rent. However, the base size in semiconductor transis-
torsis known to be limited by the thickness of the p—n
junction and cannot be narrower than a tenth of a
micrometer. In an SHM transistor, this restriction is
removed: the junction area may be shrunk to several
interatomic spacings.

One more advantage of an SHM transistor is that it
can operate as a switching device and, correspondingly,
can be used as an element of a magnetic RAM. If the
central domain isreversely magnetized, all the domains
will be magnetized in the same direction and the current
will increase many times. Magnetization reversal in
only one domain can be accomplished by properly
selecting the coercive forces of the emitter, base, and
collector. For example, if the coercive force of the base
is less than that of the emitter and collector, there
appears arange of magnetic fields where the base mag-
netization is switched but the emitter and collector
magneti zations are not.

Although this work focuses on an SHM transistor
made of half-metallic ferromagnets, the basicideaof an
F'—F'—F' spin transistor as a current (or voltage)
amplifier can be generalized to normal ferromagnetic
metals [28, 29]. Of fundamental importance here isthe
presence of two electron currents (with spins up and
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Fig. 6. Band structure of a spin transistor for electrons of
conducting polarization.

U
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I
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Fig. 7. Potentia energy profile for electrons of conducting
polarization.
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Fig. 8. Family of the |-V characteristics for a spin transistor
with various emitter-to-base voltages Vgg.

down) and spin-dependent transport propertiesin afer-
romagnet [20].

CONCLUSION

We considered an F'—F'—F' device (SHM transis-
tor) based on half-metallic ferromagnets. Unlike con-
ventional spin transistors, an SHM transistor is capable
of amplifying current like its semiconductor analogue.
In addition, an SHM transistor can operate as a switch
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and, therefore, can be used as an element of magnetic
RAMSs. In this paper, we also considered an F'—F' spin
junction. Thisdevice hasanonlinear |-V characteristic,
which resembles that of a semiconductor diode in sev-
eral voltageranges. The |-V characteristic of the F'—*
spin junction for different operating regimes, aswell as
the characteristic of the spin SHM transistor, was con-
structed.
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Abstract—Thin GaN films are grown on (001) single-crystal GaAs substrates processed in an atmosphere of
active nitrogen radicals. Auger electron spectroscopy is applied to take the depth profiles of the basic chemical
elements that enter into the composition of the epitaxial GaN films and single-crystal GaAs substrates. It is
found that the surface composition of the GaN films is characterized by considerable nonstoichiometry (the
excess nitrogen achieves =9%), which is caused by the presence of atomic nitrogen in the discharge chamber.
With ahigh-resolution X-ray diffraction method, the structural perfection of the epitaxial layersisinvestigated.
It is shown that low-temperature annealing (at temperatures below 700°C) is responsible for the formation of
cubic GaN films on the (001) surface of cubic GaAs, whereas higher temperature annealing results in the
growth of the hexagonal films. © 2003 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

Group-I11 nitrides (InN, GaN, and AIN) and related
ternary compounds are wide-gap materials with unique
properties, which are promising for electronic and
optoelectronic device technologies (see, for example,
[1, 2]). The probability of defect formation in the nearly
perfect lattice of nitrides is less than in the lattices of
arsenides and phosphides, since metal—nitrogen bonds
are stronger than bonds between metal and As (or P)
atoms. Accordingly, the performance of nitride-based
devices (service life; output power; operating fre-
guency; thermal, mechanical, radiation, and chemical
stabilities; speed; and supply voltage) is superior to ars-
enide- and phosphide-based [2] devices.

Among the many fundamental problems to be tack-
led in order to improve the quality and reliability of
opto- and microelectronic devices based on Group-111
nitrides, one may note the lack of good substrates from
the standpoint of their crystallographic (inadequate | at-
tice parameter and temperature coefficient of expan-
sion), morphological, topological, structural, and elec-
trophysical properties and the associated problem of
the buffer layer. Therefore, today’s technologies for
structure modification, specifically, the synthesis of
novel materials by processing single-crystal semicon-
ductors in an atmosphere of active gas radicals, attract
much attention because of their potential application[3].

In the commercial-scal e production of semiconduc-
tor (primarily GaN-based) heterostructures, the most
frequently used substrates are made of Al,O; (basal
(lattice mismatch =13.9%) and other planes are used for

growth), SIC, Si (=4.5%), AIN (=2.5%), LiGaO,
(=1%), and many other materials [1].

The best method of producing high-quality thin
GaN films is homoepitaxy on substrates made of GaN
single crystals. Another type of substrate is a structure
consisting of a thin GaN layer grown on a so-called
guasi-substrate (Si, GaAs, or other materials). The lat-
ter approach may significantly simplify the process of
epitaxy and make it cheaper. Basically, the problem of
the buffer layer can aso be solved in this way.

In thiswork, we study thin GaN filmsthat are grown
on GaAs substrates exposed to active nitrogen radicals
and investigate their structural characteristics. It should
be noted that the equipment for our method is 100 times
cheaper than that for MO hydride and molecul ar-beam
epitaxies, which are widely used in the production of
nitrides.

EXPERIMENTAL

GaN filmswere grown on (001)GaAs single-crystal
substrates. The substrates were first ground and then
finished by thin diamond pastes. After degreasing and
removing the imperfect surface layer by etching in the
standard etchant H,SO, : H,O, : H,O=3:1: 1 for
2 min, the samples were rinsed in distilled water and
placed into a high-frequency discharge chamber. GaN
layers were produced by annealing the GaA s substrates
in active (i.e., capable to incorporate into a growing
semiconductor film) nitrogen radicals generated in a
high-power rf plasma discharge. This is an attractive

1063-7842/03/4804-0437$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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technique for growing complex semiconductors, since
itissimple and cheap (for details, see[4]).

The difficulty with using nitrogen for the epitaxial
growth of semiconductor compoundsis associated with
the high binding energy in an N, molecule (9.76 eV at
temperatures of 300-750°C), which makes it impossi-
ble to activate molecular nitrogen. Today, as an activa
tion source, one usually uses different types of high-fre-
guency plasma sources. We use the discharge of ahigh-
frequency generator with an operating frequency of
40 MHz and power of up to 2 kW [5]. Under these con-
ditions, the formation of gallium nitrideisbasically dif-
ferent from other methods of epitaxy. The major differ-
ence is the presence of the ionic component in the flow
of particles toward the surface. In addition, the neutral
particles themselves have an elevated energy and arein
an excited state. These three factors make it possible to
obtain GaN films virtually at room temperature.

To exclude surface damage due to nitrogen atoms,
the high-frequency plasmawas passed through a strong
permanent magnetic field to remove its ionic compo-
nent. Thus, the subsequent annealing of GaAs was per-
formed in an atmosphere where neutral excited nitro-
gen atoms (active radicals) dominate. The concentra-
tion of active nitrogen radicals was measured with the
help of an LT-2 manometer tube placed into thereaction
chamber. The tube was sealed-in so that its catalytic fil-
ament was near the surface of the substrate being pro-
cessed. Under the same conditions, the concentration of
active nitrogen radicalsin our method was 4 to 5 orders
of magnitude higher than that in the nonactivated atmo-
sphere. The yield of active nitrogen radicals under our
experimental conditions attained 15% of the tota
amount of N, molecules. For ammonia, the yield was
even higher. The concentration of the radicalswas max-
imum when the pressure in the reaction chamber was
varied from 103 to 107 torr.

RESULTS AND DISCUSSION

The elemental surface composition of epitaxial
films obtained by our method was analyzed by Auger
electron spectroscopy (AES). Figure 1 shows the AES

ON(g)/0€

Concentration, %

1 1 1
600 1200 1800
g, eV

Fig. 1. AES spectra from the surface of the epitaxial GaN
film.
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spectrataken after irradiating the sample surface by the
flux of primary 3-keV electrons. These spectra contain
information on the elemental composition of only athin
(0.3- to 0.5-nm-thick) surfacelayer (the maximumAES
depthis3 nm [6]). A comparison between the energies
of the spectral lines of Auger electrons emitted by the
atoms to be identified and the known characteristic
peaks of atomic spectraallowed usto clarify the chem-
ica nature of the atoms. The energy positions and
shapes of the spectral lines indicate that the main ele-
ments in the thin surface layer of the films grown are
gallium (the energy of the dominating peak is about
1070 eV) and nitrogen (the energy of the peak is about
380 eV). Thus, one can conclude that the substrate sur-
face is covered by athin GaN film. One of the factors
that favors this process is that Ga—N binding energy
(7 eV) is higher than Ga—As binding energy (4 eV) [7].

To investigate the chemical composition across the
thickness of the GaN/GaAs heterostructures, we used
layer-by-layer ion sputtering of the surface film and
found the concentration profiles of the main chemical
elements entering into the composition of the epitaxial
GaN film and single-crystal GaAs substrate. Figure 2
showstheintensities of Auger electron peaksinthe Ga—
N-As system as functions of the sputtering (etching)
time or, in other words, the concentration profiles of the
elementsin the epitaxial film—substrate structure. Asis
seen from the experimental concentration profiles for
this structure, the basic components in the film are Ga
and N, and the decrease in the N concentration toward
the substrate is fairly smooth. Inside the substrate, only
Ga and As are present, as it should be. Consequently,
the processing of GaAs by nitrogen radicals favors the
formation of astablethin GaN layer onitssurface. This
can be explained in the following way. First, Ga atoms
migrate from the bulk of the GaAs substrate to its sur-
face and react with active nitrogen radicals of the gas
phase, thereby forming the GaN compound. Second, As
atoms evaporate intensely from the GaAs near-surface
layer and from the growing GaN film into the gas
phase. The sharp decay of the As concentration profile
near the surface suggests that the transition GaAsN
layer is depleted by As atoms and its thicknessisinsig-
nificant. In addition, it is seen from the profilograms

85
68
51
34
17

Ga

1 1
5 10 15 20 25
Etching time, min

Fig. 2. Element concentration in the GaN/GaAs hetero-
structure as a function of the etching time.
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that Ga atoms migrate to the surface faster than As
atoms. Hence, Ga atoms play alimiting role in the for-
mation of GaN films.

One more factor that encourages the growth of epi-
taxial GaN films is the penetration and diffusion of
active nitrogen radicals into the GaAs substrate (which
isof importance for thin film growth) followed by their
capture by resulting As vacancies. This also contributes
to the formation of the GaN compound. In generd,
nitrogen atoms can occupy not only sitesin the As sub-
lattice but also interstices because of their small radius.
In the former case, the lattice parameter decreases; in
the latter, it remains virtually unchanged.

It is necessary to note that the GaN film exhibits a
considerable surface nonstoichiometry: the excess
nitrogen amountsto =9%. Thisis caused primarily by a
large amount of nitrogen atoms present in the chamber,
which prevent the evaporation of nitrogen from the
film. This indicates that the first of the above-men-
tioned factors (quasi-epitaxia growth of thin GaN
films) prevails.

The nitrogen concentration and structural perfection
of the epitaxial layerswere investigated by high-resolu-
tion X-ray diffraction. The lattice parameters (interpla-
nar spacings) of the GaN films grown and GaAs sub-
strates were determined from the angular position and
intensity of diffracted X rays, which were found from
X-ray diffraction patterns (rocking curves). Figure 3
shows X-ray diffraction patternsfor three GaN samples
grown on the (001)GaAs surface at different tempera-
tures. In addition to the peaks located near 20 = 32°,
which correspond to symmetric reflections from the
(002) plane of cubic single-crystal GaAs, one can also
see the broadened asymmetric peaks near 20 = 35° and
=40°. These peaks correspond to the hexagona and
cubic GaN structures; i.e., they are the reflections from
the (0002) and (002) planes of the hexagonal and cubic
GaN modifications, respectively. For the cubic struc-
ture, the lattice constant found from the positions of the
peaks was close to 4.515 + 0.008 A, which is in good
agreement with many published results (see, for exam-
ple, [8]).

The half-width of the peaks (not exceeding 1°) indi-
cates that the crystal quality of our GaN layersis satis-
factory, while not as good as that of nearly perfect
MBE-grown films (the half-width does not exceed 25"
[9]). In Fig. 3, only the GaN and GaAs pesks are
observed instead of those for the GaAsN solid solution.
The identification of the interplanar spacings corre-
sponding to the diffraction peaks showed that the thin
epitaxial GaN films may have both the cubic and the
hexagonal structures, depending on processing
(growth) conditions. With an increase in the tempera-
ture, the diffraction peaks shift toward smaller angles.
Generally, among all the process parameters (substrate
temperature, vapor pressure, discharge current, growth
rate, etc.), the substrate temperature isthe most critical.
The low-temperature process (the annealing tempera-
2003
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Fig. 3. X-ray diffraction patterns for GaN/GaAs hetero-
structures epitaxially grown at different temperatures:
(a) 600, (b) 700, and (c) 750°C.

ture below 700°C) is responsible for the formation of
cubic thin GaN films on the (001) surface of cubic
GaAs[10]. In our opinion, thisis because the As vapor
pressure at low temperaturesis lower than at high tem-
peratures. As the temperature in the reaction chamber
grows, the reflection corresponding to hexagonal GaN
layers arises and begins to dominate. This process
involves mixing the cubic and hexagonal phases in
equal amounts. In thissituation, it is easy to control the
structure of the growing films.

Thus, the annealing of GaAs single crystals in the
atmosphere of active nitrogen radicals leads to the
growth of thin single-crystal GaN layers. The minimum
film thickness roughly estimated from the etching rate
of the GaN compound was no lessthan 200-300 A. The
actual thickness of the epitaxial films did not exceed
200-300 nm, which results in the partial relaxation of
mechanical stresses. The concentration profiles of the
basic chemical elements entering into the epitaxial
GaN films and GaAs single-crystal substrate were
obtained. It was found that, depending on the tempera-
ture of GaAs substrate annealing in the atmosphere of
active nitrogen radicals, thin epitaxial GaN |layers may
have both the hexagonal and the cubic structure.
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Abstract—The temperature stability of TiN,(TiB,)—n-Si—n*-Si, Au-TiN,(TiB,)-n-Si-n*-Si, and Au-Ti(Mo)—
TiN,(TiB,)—n-Si—n*-Si Schottky-barrier contacts subjected to rapid thermal annealing in hydrogen at tempera-
tures T = 400, 600, and 800°C is studied. It is shown that structural and morphological transformations and the
related degradation of electrophysical characteristicsin interstitial alloys (titanium nitrides and borides) start at
600°C. Reasons for the degradation of the barrier properties of titanium borides and nitrides are discussed. ©

2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In recent years, increasingly stringent require-
ments for the stability of metal-semiconductor con-
tacts in solid-state electronic devices have stimulated
the search for novel metallization materials that pro-
vide the stability of contact parameters under severe
environmental conditions. Among the promising con-
tact materials are nitrides, carbides, and borides of
transition metals (from Groups I11-VI). These com-
pounds offer metallic properties and also are chemi-
cally inert and temperature resistant. Titanium nitride
ranks first in this list, as indicated by the number of
publications.

Titanium nitride films are already being used as
ohmic and barrier contacts in electronics [1]. It seems,
however, that their usage as barriers preventing diffu-
sion in multilayer thin-film metallization systems of
semiconductor devices will be even more promising.
Data for contacts using boride-based interstitial aloys
are scarce, although available information indicates
that interdiffusion, including reactive diffusion, at
interfaces is suppressed when they are employed in
metallization systems|[2, 3].

The application of interstitial alloys is limited
because detailed knowledge of the mechanisms
behind the degradation and failure of contacts using
these alloys is lacking. Of great importance in this
respect is to understand the nature and properties of
the transition layer (especially its diffusion-prevent-

ing capability).
In this work, we study the temperature stability of

Ti-based interstitial aloy layersapplied on Si aloneand
in combination with other metal layers.

EXPERIMENTAL

The samples used were standard silicon n—n"* struc-
tures prepared by vapor-phase epitaxy. The thickness of
the n layer and the donor concentration in it were,
respectively, 1-2 um and (8-9) x 10'¢ cm3. For the n*
substrate, these values were, respectively, 300 um and
(2-3) x 10 cm3. TiB, layers were applied on the
chemically cleaned surface of the epitaxial layer by the
magnetron sputtering of titanium boride. TiN, layers
were applied both by the magnetron sputtering of com-
pact stoichiometric TiN targets and by thermoreactive
ion synthesis. The contact layers of titanium, molybde-
num, and gold were applied by electron-beam evapora-
tion at a pressure of =6.6 x 104 Pa. The thicknesses of
these layers did not exceed 100 nm. Rapid thermal
annealing (RTA) of the contacts was carried out at 400,
600, and 800°C in the hydrogen atmosphere for 60 s.

The mechanisms of contact formation and the tem-
perature stability of the contacts were studied by SEM,
AES, XPS, and microprobe analysis, aswell as by tak-
ing static 1-V characteristics. The structure and mor-
phology of the contacts, as well as the component dis-
tributionsin them, wereinvestigated using 10 x 10-mm
metallized test systems formed on n-Si—n*-Si sub-
strates. The |-V characteristics were taken from Schot-
tky-barrier diodes with a diameter of 100 um that were
made by photolithography in the form of mesas.

RESULTS AND DISCUSSION

(i) TiN,-based contacts. Consider first a simple
TiN,/Si system. Factors influencing the barrier proper-
ties of such contacts were revealed by studying the

1063-7842/03/4804-0441$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Electron diffraction patterns from TiN, films applied
on the Si substrate by thermoreactive ion synthesis. (a) As-
prepared and after RTA at T = 600 (b) and 800°C (c).

structure, chemical composition, and morphology of
the TiN, films before and after temperature actions.

Figure 1 shows electron diffraction patterns from
the TiN, films obtained by thermoreactive ion synthe-
sis. The diffuse diffraction lines indicate their quasi-
amorphous state. This result was supported by X-ray
diffraction studies. From X-ray diffraction data for the
TiN, films, we calculated the fractions of the amor-
phous and polycrystalline phasesin thefilms, grain size
L, lattice spacing a, and macrostresses o (see Table 1).

As follows from Table 1, as the RTA temperature
increases, the quasi-amorphous TiN, layer recrystal-
lizes into polycrystalline with a grain size of =40 nm.
Simultaneously, residual compression stresses in the
TiN, film are reduced, the reduction being the stronger,
the thinner the film.

Along with this change in the mechanical stressesin
the heterosystem, the recrystallization of the TiN, films
should al so have an effect on the parameters of the tran-

BOLTOVETS et al.

sition layer, i.e., on the barrier properties of the TiN,
film. This supposition was supported by AES depth
profilesin the film (Fig. 2). These results show that the
extent of the interface (transition layer) noticeably
changes at 600°C (i.e., under RTA conditions), when
intense transformations of the structure and morphol-
ogy of theTiN, film are observed. Theintriguing fact is
that the expansion of the transition layer does not fol-
low the simple exchange mechanism of interface for-
mation. Since titanium nitrides are chemically inert [6]
and the oxygen present in the film seems to be in the
bound state, producing titanium oxides and titanium
oxynitride, the properties of the TiN/Si interface
should be governed by competitive Ti-Si and N-Si
reactions and depend on the number of free or dissoci-
ated Si, Ti, and N atoms and on the permeability of the
TiN, film. Note that the latter reaction is a high-temper-
ature process because of the high energy of N diffusion
activationin Si (=3.7 V) [7].

Thus, the interface of the contact is nonuniform. As
the RTA temperature grows, the structural—phase non-
uniformity of the transition layer may increase because
of both the recrystallization and diffusion mobility,
which causes mixing in the TiN,/Si system and chemi-
cal reactions between the components of the contact
pair. However, in view of the low permeability of the
TiN, film and an insufficient amount of free Si atoms,
one may expect that the interface in the heteropair will
remain sharp up to high annealing temperatures, just as
follows from Fig. 2.

It should be noted that the above scenario of chemi-
cal and structural transformations of the interface
ignores the formation of a thin oxide layer on the sur-
face of the semiconductor. The presence of SIO, may
appreciably suppress chemical processes in the transi-
tion layer and, thereby, improve the temperature stabil-
ity of the contact.

Actually, contacts comprise severa films of differ-
ent metals in order to satisfy many regquirements for a
contact structure. When combining with one another
and also with TiN, through mutual boundaries, these
metals may significantly affect the TiN, barrier proper-
ties and, accordingly, the electrophysical parameters of
the contacts.

The basic multilayer structures used in this work
were AU/TIN,/Si, AU/TI/TIN,/SI, and AUMO/TIN,/SI. It
turned out that the degradation mechanism for al three
structures is the same. The only difference is that the
Mo layer serves as an additional diffusion barrier,
because the mutual solubility of Mo and Auislow [8].

Let us consider the thermal degradation of muilti-
layer contact structuresin detail with Au/Ti/TiN,/Si.

Figure 3 shows the morphology of the layered con-
tact subjected to RTA. Table 2 demonstrates the varia-
tion of the atomic structure at different metallization
sites (sites 1-4) according to the microprobe analysis
data.
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Table 1. Lattice spacing, microstresses, and size of coherently scattering blocksin 1-um-thick TiN layers

TiN layer
Parameter
as-prepared 600°C 800°C
Percentage of polycrystalline phase, % 30 80 95
Si lattice spacing a, A 5.4276(0) 5.4293(0) 5.4292(2)
TiN lattice spacing a, A 4.2524(7) 4.2420(4) 4.2362(2)
Macrostressesin TiN layers o, GPa 34 13 0.1
TiN block size L, nm 15.0 20.0 40.0
d,—-d
Note: Macrostressesin TiN films were calculated by the formula[4] o = —E d 3 o , Where E = 256 GPa s the Young's modulus of
0

TiN [5], p = 0.3isthe Poisson’sratio, d; istheinterplanar spacing for aset of planesthat make the greatest contribution to reflection
under the normal incidence of an X-ray beam on the sample, and d; is the interplanar spacing for the same set of planes without
stresses. The vadue of L was estimated by the formula[4] L = 0.94\/pcos®, where A isthe X-ray wavelength, © isthe Bragg angle, p =

N B? _ b’ , Bisthetotal half-width of the line from the sample, and b is the instrumental half-width of the reference.

As follows from the results obtained, structural and
chemical transformations in the contact metallization
do not occur at RTA temperatures below 400°C. The
structuralphase reconstruction of the system is
observed at temperatures between 400 and 600°C. Itis
accompanied by changesin the metal atom distribution

at. %
100 + (a)

80

60

1 1 Il
0 10 20 30 40 50 60
Sputtering time, min

and also by the appearance of pores and cracks in the
TiN, layer. The layered structure of the contact turns
into a crab structure, which decorates defects in the
TiN, underlayer. Pores and cracks are filled with the
products of the Ti—Au reaction. It was shown [9, 10]
that this reaction, which starts even at 350°C, may pro-

at. %
100 - (b)

80

60

0 10 20 30 40 50 60
Sputtering time, min

Fig. 2. Depth profiles of the componentsin the TiN,/Si contact. (a) As-prepared contact and (b—d) after RTA at T = 400, 600, and
800°C, respectively, for 60 sin hydrogen. (—-) Si, (-=v-) Ti, (—>-) N, (-a-) C, and (-0-) O.
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Fig. 3. Surface morphology of the Au/Ti/TiN,/Si contact (a) before and after RTA at (b) 400, (c) 600, and (d) 800°C for 60 sin

hydrogen.

duce intermetallic compounds, which are then con-
verted to the stable phase AuTis.

At the early stage, the failure of the antidiffusion
layer appears to be associated with micropores present
in the TiN, film, which give rise to microcracking. The
presence of micropores in films based on intertitial
dloys was noted in [11]. The high brittleness (small
ductility margin) of metalic nitrides and their
extremely low capability to plastically deform upon
annealing are also factors favoring cracking. As a
result, elastic stresses have no time to occupy the entire
volume of the material and are localized at sites where
the concentration of structure defectsisincreased. Itis
at these sites where the layer starts to fail with the sub-
sequent formation and interaction of microcracks.

Thus, the number of poresand microcracks originat-
ing intheinitia TiN, film is responsible for the degra-
dation of the contact structure under study. The number
of these defects depends on the TiN, fabrication condi-
tions, TiN, film thickness, and mechanical stresses[12].
Microcracks serve as an additional path for transfer
through the interface and, hence, alter the electrical
properties of the contact. The further change in the
electrophysical properties of the structure is due to the

complete failure of the TiN, barrier film. Diffusing
toward the substrate along cracks in the antidiffusion
layer, Au creates sharp protrusions of eutectic Si-based
aloys, which change the electrophysical properties of
the contact.

Such a scenario of thermal degradation of the con-
tacts was completely supported by depth profiling data
for the AU/TI/TIN,/SI system (Fig. 4). Although Ti
reacts with Au at an RTA temperature of 400°C, the
barrier properties of the TiN, layer are retained.

AsfollowsfromthedatainFigs.3and4, RTAa T =
600 (800°C) breaks the layered structure of the contact
and considerably smears the interface. The latter effect
is the most pronounced at an RTA temperature of
800°C. In this case, AuTi aloy, TiN,-based alloy, Au,
and Si/SIAUTI eutectic/Si composition become the
dominant components of the contact. As a result, the
“electrical” boundary of the contact shifts deeper into
the semiconductor and its structural—chemical homoge-
neity breaks.

(ii) TiB,-based contacts. The temperature stability
of TiB, barrier layers will first be considered using the
most-studied Si/TiB,/Mo/Au system.

TECHNICAL PHYSICS Vol. 48 No.4 2003
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Fig. 4. Thesame asin Fig. 2 for the Au/Ti/TiN,/Si contact.

Figure 5 shows the depth profiles for the compo-
nents of the Si/TiB,/Mo/Au contact structure before
and after RTA, as well as the binding energies for core
electrons of the contact components. These data allow
oneto judge the annealing-induced modifications of the
structure and phase composition, as well as interfacial
interactions, at different annealing temperatures. At T <
600°C, the layered structure of the contact remains
unchanged and the contact components are redistrib-
uted insignificantly, although the phase composition
somewhat changes.

Since the position of the core level peak in basic
atoms depends on their interaction with atoms of other
elementsin the matrix, it can be assumed that the antid-
iffusion barrier includes elements for which the binding
energy of Ti 2p electronsis 454.8 eV and that of B 1s
electrons, 192.8 and 181.1 €V. Therefore, the phase
composition of thefilm can beidentified asamixture of
TiB, compounds with a small amount of oxyborides
and/or boron suboxide [13]. This conclusion agrees
with the results obtained in [14]. One can aso argue
that the antidiffusion layer—Si interface is free of TiSi
silicides with consideration for the binding energies of

Table 2. Effect of RTA on the planar redistribution of atomsin the Au/Ti/TiN,/Si contacts

Element percentage, %
Annealing Au Ti S
temperature, °C site number
1 2 3 4 1 2 3 4 1 2 3 4
Without annealing 70.6 5.0 24.4
400 71.0 51 239
600 9.0 16.8 80.5 11.0 53 43 83 | 372 | 8.7 78.9 11.2 | 438
800 10.8 | 810 | 26.9 - 4.6 4.7 331 - 846 | 143 | 407 -
TECHNICAL PHYSICS Vol. 48 No.4 2003
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Fig. 5. Binding energy of the core electrons and the AES profiles of the componentsin the Si/TiB,/Mo/Au contact. (a) As-prepared
and after RTA at (b) 400, (c) 600, and (d) 800°C in hydrogen for 60 s. (m) Au, (®) Mo, (a) Ti, (V) B, (¢) Si, (+) O, and (x) C.
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Table 3. Parameters of TiN- and TiB-based Schottky barriers on the n-Si—n*-Si structure before and after RTA in ahydrogen

atmosphere for 60 s
Annealing conditions
Contact structure before annealing 400°C 600°C
d)b, Vv n ¢b! Vv n ¢b1 Vv n
TiN,/n-Si/n*-Si T 0.59 1.36 0.58 111 0.55 1.26
AU/TIN,/n-Si/n*-Si M 0.59 1.30 0.59 1.20 0.55 1.38
AU/TI/TiIN,/n-Si/n*-Si T 0.59 13 0.59 1.18 0.50 1.65
TiB,/n-Si/n*-Si M 0.55 111 0.57 113 0.59 124
AUTIB,/n-Si/n*-Si M 0.55 12 0.56 12 0.56 1.28
AU/Mo/TiB,/n-Si/n*-Si M 0.55 13 0.60 1.32 0.56 1.44

Note: M, layers obtained by magnetron sputtering; T, layers obtained by thermoreactive ion synthesis.

2p electrons of Ti (454.8 eV) and 2p electrons of S
(99.6 eV). The binding energies of 3d electrons of Mo
and 4f electrons of Au imply that the Mo-Au interface
is chemically inactive [13].

Annealing at moderate temperatures removes boron
anhydride. This possibly causes micropores to form
and stimulates minor reactions in the Ti-Si system.
Thus, prerequisites for the local chemical restructuring
of the contact are provided.

Annealing at 800°C completely breaks the layered
structure of the contact. In this case, irregularities on
the contact surface cannot be described by the normal
distribution [15]. This points to the essentia role of
activation processes at the interface. Under these condi-
tions, the microrelief of the interface is defined by
chemical reactions between the contact components
and semiconductor. The presence of different phases
and the associated roughness of the interface result in
the degradation of the electrophysical properties.

Thus, the thermal threshold of degradation of the
contact depends on the temperature stability of the TiB,
layer. This conclusion was supported by studies of the
TiB,/Si, Au/TiB/Si, and AUMO/TIB,/Ti/S systems.

In fact, TiB, layers have structural elements that
deform and strengthen the basic metallic lattice [11].
These deformations cannot be released by diffusion.
They can be removed by high-temperature processing,
which loosens metal-metalloid bonds. With this in
mind, we can put forward several reasons for the local
breakdown of the TiB, film.

Thefirst oneisintrinsic mechanical stressesin TiB,
films. It is known that TiB, layers obtained by magne-
tron sputtering possess high compression stresses [16].
The layers under study are quasi-amorphous; hence,
one might expect that both the elastic properties of
these materials and the mechanisms of their structural
relaxation differ considerably from those typical of
crystalline layers. To date, a correlation between the
microstructure and stressed state of the film has been
confirmed only on a qualitative basis [11]. One can,
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however, argue that in quasi-amorphous layers, the
temperature threshold of microcracking due to struc-
ture relaxation upon annealing will be different from
that in crystalline layers. In addition, the temperature
threshold in our case is affected by the contact layers
with other thermal expansion coefficients.

The second reason isthat the reactions proceeding at
local sites of the barrier layers favor the formation of
poresin TiB,. Porosity leads to an increase in the ther-
mal expansion coefficient with temperature. In this
case, the strain distribution in the structure becomes
even more nonuniform, which may cause microcrack-
ing, especially in view of the low ductility margin of
TiB,.

Third, under certain conditions (an oxygen atmo-
sphere and a sufficiently high temperature), the TiB,
layer may decompose according to the reaction

4T| BX + (2m + 3)()02 I 4T| Om + 2X8203

In this case, the oxidation rate and oxide structure
are controlled by two factors: boron anhydride evapora-
tion and borate formation. The former factor is domi-
nant at the relatively low temperatures used in this
work. The other factor becomes essential at higher tem-
peratures; hence, it can be disregarded.

The resultsreported above were confirmed by inves-
tigating the electrophysical characteristics of
TiN(TiB,)/n-Si/n*-Si surface-barrier structures sub-
jected to RTA. RTA-induced changes in the parameters
of the Schottky barriers (the barrier height ¢, and the
ideality factor n) arelisted in Table 3. It is seen that the
values of ¢, and n for the diode structures before and
after RTA at 400°C differ insignificantly. Conversely, at
T =600°C, the barrier properties of the contact degrade.

Thus, by varying the conditions for titanium nitride
and titanium boride formation, aswell asthe metalliza-
tion composition, one can prepare contact structures
that are stable against RTA at temperatures no higher
than 600°C.
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Abstract—In the second part of this work, the general principles of the quasi-diffraction approach devel oped
inthefirst part are applied to analyzing the irradiation of moving surfaces by pulsed fluxes of fast charged par-
ticles. Special emphasis is given to the fact that the operating aperture is scanned by a narrow focused beam
during the formation of these fluxes.® © 2003 MAIK “ Nauka/Interperiodica” .

1. SPACE-TIME BEATS ARISING
UPON PERIODICALLY SCANNING
THE OPERATING APERTURE BY A PULSED
BEAM

Charged particle fluxes differ from electromagnetic
and neutron fluxes in that they can be controlled by
electrostatic and magnetic fields. Specifically, electro-
static or magnetic scanning isused to provide auniform
irradiation density over a coordinate [1, 2]. If an accel-
erator generating an initial electron or ion beam oper-
ates in the pulsed mode, space-time beats arise, which
result from the presence of two independent frequen-
cies. the scanning frequency and the pulse-repetition
frequency. Let us consider the formation of the beats
more closely.

Let irradiating pulses be rectangular and have a
duration T, (pattern 1 in Fig. 1). Also, let the pulsed
beam scan the irradiating aperture by alinear periodic
law with aperiod Ty, such that T, < T, < Ty, where Ty is
the pul se-repetition period. This condition ismet in the
patterns on the left of Fig. 1. Consider the case where
the period T, is an aimost exact multiple of T, i.e,
there exists a natural number n > 1 such that

NTe—To <1 )

sC

With the arrival of each pulse, the scan function x(t)
dightly shifts relative to the beginning of the pulse. In
pattern 2 (Fig. 1), theinitial phases of the processes are
selected so that the irradiation density p(x) in the upper

1 Initially, we designed this article as consisting of two parts, with
experimental data being reported in the second part. Later, how-
ever, we considered that it would be more appropriate to describe
the experimental data processing techniques in greater detail.
They will be discussed in the third part.

part of the apertureistwice as high asthat in the lower
part. We assume that the phase shift AT in this case is
zero. In pattern 3, AT # 0. It is easy to check that here
the density distribution over the aperture has the form
of athree-step function depicted to the right of pattern 3.
With AT increasing further, first the irradiation density
distribution becomes uniform in the interval —x,, < x <
Xm (pattern 4 in Fig. 1) and then the irradiation density
in the lower part starts dominating. The cycle of p(X)
variation ends up at AT = T,. Mathematically, the func-
tion p(x, AT) for the cases shown in the patterns can be
represented as

4
Chy ﬁqAT <X <X
0 Te
% 4 4
X X
P(X,AT) = (B —=—AT<x<—AT (2
O Tsc Tsc
0
4
% Xy < X< —_I_—X’“AT.

sC

From the right-hand side of Fig. 1, it is seen that if
the dependence p(x, AT) for each AT is approximated
by a linear function passing through the point (x = O,
P = Po), Where p, is the aperture-averaged incident flux
intensity, the approximating function “ precesses’ about
this point with a period, which will be called the beat
period T, It is obvious that

— TSC
Tb - TOAT (3)
With T and T, constant, the values of T, and AT are
not independent. They are related to each other as

AT = |Ty—nTgl. (4
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Fig. 1. Timewaveforms and the corresponding distributions
of theirradiation density p(x) over the pulse duration T, for
different phases of the scanning function x(t).

From (3) and (4), we get

TolTg 1 1 1

T, = = = ==,(5
S o-ntd T pyJL_n] [fe-nid 7 O

fO SC|

wherefy, = 1T, fy = UT,, and f, = 1/T, are the associ-
ated frequencies.

From (5), it followsthat f, = [f. — nfy|. If f, and f, are
constant, the scan frequenciesto which agiven beat fre-
guency corresponds are given by

fo = nfyzf,. (6)

DOINIKOV et al.

If fy. > f,,, the same beat frequency will be repeated
very often as the scanning frequency varies. Let, for
example, ¢ = 100f,. Then, if g varies within a 10%
interval, say, from fg to 1.1f, beats with a given low
frequency f, will take place at 20 points within this nar-
row frequency interval (at integer n = 100-109 for both
signs). The pulse duration does not enter into the
expressions given above; however, one can easily show
that T, has an effect on the beat amplitude and not on
the beat frequency.

Thus, if an irradiating ion beam with a pulsed tem-
poral structure scans the operating aperture along one
coordinate, the pulse-duration-averaged flux density
distribution along this coordinate has a variable compo-
nent of frequency f, = |f. — nfg|.

In the linear approximation, this variable compo-
nent is given by a space-time expression for a standing
wave with a wavelength far exceeding the aperture
width and with the node at the aperture center. Adding
up the variable and constant components of theirradia-
tion density, one can write an expression for the density
of theirradiating flux thus formed as afunction of coor-
dinate x and time t:

I(t,x) = |0+)|(—mxcos(wbt), @)

where |, is the constant component of the intensity,
w, = 211, is the angular beat frequency, and |, is the
variable component amplitude at the aperture edge
X = X

In (7), the linearly periodic time dependence is
changed to sinusoidal. Experience shows that such a
replacement is valid: the associated expression
describes areal process and at the same time the calcu-
lation is greatly simplified.

2. PULSED-BEAM MODULATION
OF THE MOVING SURFACE IRRADIATION
DENSITY USING LONGITUDINAL SCANNING:
THE CALCULATION OF THE MODULATION
COEFFICIENT

Inthefirst part of thiswork [3], it was shown that the
irradiation of a moving surface by a sinusoidally mod-
ulated flux through a slot screen can be considered as
the Fraunhofer diffraction of awave field in a specific
quasi-diffraction space. Here, this analogy will help us
to develop an appropriate mathematical apparatus.
Namely, first the calculation of the density of flux (7)
irradiating a moving surface through a single-slot
screen will be reduced to the analysis of the diffraction
pattern in a quasi-diffraction space. Then, we will pass
from the coordinates of this space to the physical quan-
tities of interest.

To do this, consider a two-dimensional Euclidean
space XY with a standard Euclidean metric. The physi-
cal meaning of the coordinates of this space will be
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refined later; for the moment, we will consider them as
coordinates of ausua physical space. Let aslot screen
B'B" be placed at a distance R from the plane of obser-
vation A'A" (Fig. 2). A waveflux of conventionally elec-
tromagnetic nature falls on the screen from above. Let
thisflux generate afield varying linearly acrossthe slot
(i.e., inthexdirection). In complex form, the amplitude
of thisfield is given by

IAx | X
B( +AX X, + A

=t

where Ax isthe shift of the zero amplitude point relative
to the dot center, n = Ax/X,, isthe relative value of this
shift, and I, is the field amplitude at the slot edge that
is opposite to the shift Ax.

Figure 2 shows the field distribution at the time
instant t = 0, when Re[l (%, t)] reaches one of its maxi-
mal absolute values. Field (8) can be viewed as a frag-
ment of a standing wave that is distributed along x and
has the node at x = Ax. Itswavelength A > x,,,. Accord-
ing to the Huygens—Fresnel principle, the representa-
tion of afield in the dot plane uniquely specifiesitsdis-
tribution behind the screen. If the analysis of the dif-
fraction pattern is restricted to the Fraunhofer
approximation, the angles ¢ and a should be assumed
to be small. In this case, the analysis of the diffraction
pattern on the plane A'A" is reduced to the analysis of
angular diffraction at infinity.

la(x 1) = Hexp(—jwt)

(8)
m>ﬂjexp( jot)
1+n

Let usintroduce the wavevector k = w/cin the direc-
tion of field propagation, where c is the field propaga-
tion velocity in the quasi-diffraction space. Then, the
desired dependence of the diffraction field on the angle
o hastheform [4, 5]

Xm

la(a,n) = J 1a(x exp(jkaxjdx

—Xm

Xm

I —exp(— jwt)J'exp(Jkax)dx

(1+n)

Xm

L .
T I xexp(jkax)dx

Xm

_ Imn
1+n
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Fig. 2. On the analysis of the quasi-diffraction produced by
a single-slot screen with a linear amplitude distribution
acrossthe dot (theanglesa and ¢ are assumed to be small).

Xm

J(lJrITexp( Jwt)Ixsn(kax)dx

_ 2l Xpn sin(kax,) ,
= T+n  kax. exp(—jwt)

o 2lpXy, rsin(kaxg,)
J(1+n>xm[ kax,

With kax,, = §, we have

— cos(ka xm)} exp(—jwt).

- 2|
lo(&n) = o 17 3un(@) exp(-jan)
©)
2|
I 3 el (o),

where J;5(§) and JS,Z(E) are the Bessel function of the
first kind with a half-integral index.
The magnitude of (9)is

Ta(&. )| = 1+n 2£INJ5a(8) + J5a(®)],  (10)

where| = 2x,, isthe ot width.

According to the genera statement put forward in
[3], we can revise formula (10) and assign the variables
entering into this formula a new physica meaning.
Namely, we will consider the irradiation of a surface
moving with avelacity v through an aperture of width
[. It is assumed in this case that the irradiating flux
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—Xm Xm

0

Fig. 3. Distribution of the mean flux intensity acrossthe slot
(aperture) of width | at a fixed time instant. The scanning
axis is displaced by a distance Ax relative to the aperture
center.

obeysthe laws of geometrical, rather than wave, optics.
Then, thedistribution of itsintensity acrossthe aperture
isgiven by

[(x, t) = lo+Re[l,(x1)]

_ | |:| I mll I mX (11)

Toen @Emxg

where |, is the constant component of the intensity and
1(X, t) isgiven by (8).

Distribution (11) for t = 0 is shown in Fig. 3. From
physical considerations, it is clear that 1, = I, Then,
according to [3], we can argue that behind the limiting
aperture the coefficient of irradiation density modula-
tion along the propagation direction is given by

Ay(&,n) = ClTa(&,n)|

cos(u)t)

(12)
= C2n [N 9%u() + (),
where C is a constant factor.
Consider the limit
lim A& n) = Clo [5235. (13)

Asfollowsfrom (11), to thislimit correspondsthe x-
independent irradiation intensity, which harmonically
varies with time. This case was discussed in [3], where
the following expression for the coefficient of irradia-
tion density modulation was derived:

= Lo s_na‘

As1 I (14

Here, & = wyl/2v, v isthe surface motion velocity, wy, is
the angular frequency of modulation (the beat fre-
guency in our case), |, isthe maximal intensity modu-
lation amplitude (in our case, it is the amplitude of the
variable intensity component at the slot edge opposite

DOINIKOV et al.

to the shift Ax, Fig. 3), and | isthe constant component
of theirradiation intensity.

Comparing (13) and (14), we conclude that C =
U(lyl). Since I, and |y do not depend on n in both the
limiting and general cases, the final form of expression
(12) is

AVEN) = s 2En 3ua(®) + BafE)]. (19)

Turning back to the conclusions reached in Section 1
of this work, we can argue that expression (11) gener-
alizes expression (7) for the case n # 0, when the scan-
ning axis does not pass through the aperture center and
may even run outside the aperture. If the scanning axis
passes through the aperture center, n = 0 and, according
to (15), the coefficient of irradiation density modulation
is calculated by the formula

For the parameter values such that A, = 0, the vari-
able component of the density is absent; hence, the sur-
faceisuniformly irradiated.

A&, 0) = (16)

Figure 4 showsreationships (15) for threevauesof n.
When the scanning axis passes through the aperture
center (curve 2), the density modulation coefficient is
zero; in other words, the irradiation density remains
uniform if the beat frequency is sufficiently low. In
practice, however, to keep this frequency at alow level
isachallenge, as was noted above. Even aminor varia:
tion of fy, or f, may drastically increase the beat fre-
guency f,, causing the irradiation density to be periodi-
cally nonuniform. For the same reason, it is difficult to
keep the beat frequency constant at any point corre-
sponding to A, = 0. The situation can hardly be reme-
died by increasing the scanning frequency, since the
low-frequency beat spectrum for high fg. is also
extremely wide. The introduction of controllable aperi-
odicity into the scanning process seems to be the most
efficient way to avoid irradiation nonuniformity. In this
case, beats cannot concentrate at a certain point of the
quasi-diffraction pattern and the unfavorable effect
appears to spread over it.

Of interest isthe casen = 1. Unlikethe casesn =0
and n = oo, herethe & dependence of A, isfairly smooth
and monotonic. Such an irradiation regime is useful if
it is necessary to obtain a constant modulation coeffi-
cient when the beat frequency or the vel ocity of the sur-
face irradiated significantly vary.

To conclude this section, we give (without proof) an
expression for the density of moving surfaceirradiation
through a space-periodic grating asafunction of &. This
expression was derived on the assumption that the sym-
metry axis of scanning runs through the grating center
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Fig. 4. Irradiation density modulation coefficient Aj vs. &
for the relative shift = o (1), 0(2), and 1 (3).

and that the number N of slotsis odd. Clearly, the latter
assumption becomes insignificant for large N.

N gy — Im
A (8) = [oONI[d(N—-1) +1]

Z(l)'” ! B 3@,
where

li=(i-1)d+Ww(@i)(d-1) = W(i+1)
& = (EMLG-1d+w(iyd+I(-1)";

wiy = 222

(17)

& = lwy/2v, | isthe dot width, d is the grating spacing,
m is the irradiation intensity at the grating edges, and
|, isthe constant component of theirradiation intensity.

From physical considerations, it is evident that A,()N)
cannot exceed unity. Hence, 1y 2 1, asin the previous
Cases.

Figure 5 plots function (17) for N = 11 and (d —
[)/d= 0.1. It is seen that pulsed irradiation combined
with scanning causes the characteristic split of quasi-
diffraction maxima, including the zero one.

3. INTERPRETATION OF QUASI-DIFFRACTION
SPACE COORDINATES

In [3], we noted that it is rather difficult to indicate
grounds for the unambiguous identification of the coor-
dinates of the XY space and assign the metric of this
space the physical meaning of basic transformation
invariant. However, without pretending to the unique-
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Fig. 5. Dependence A\ (£) for N=11and (d-1)/d=1. The

scanning axis passes through the center of the middle slot of
the grating.

ness and generality of an approach, this problem can be
completely solved. Indeed, let us assume that the coor-
dinate system in the XY space is fixed as is shown in
Fig. 2. With the boundary conditions imposed by the
dlot taken into account, diffraction can be completely
described by the wave equation

10%1(x, ¥, 1)
@ at?
where | isthe wave function of the field, ¢ is the veloc-

ity of field propagation in the XY space, and A is two-
dimensional Laplacian.

With a/c substituted for 1/v in Eq. (14), where a is
asmall diffraction angle, the dependence A,,(a) coin-
cides with the absolute value of the solution to (18) in
the plane of observation A'/A" in the Fraunhofer approx-
imation [6, 7]. From this substitution, it follows that
o = c/v. Since the Fraunhofer approximation assumes
that a < 1, we have c < v; that is, the velocity of wave
propagation in the XY space must be much lessthan the
velocity of the irradiated surface in real space.

Let an arbitrary point on the surface travel adistance
Rfor area timet. Then,

= Al(x, ¥, 1), (18)

a===—=—==, (29

We assume that the XY space has the metric of a
usual Euclidean spacewherethe X and Y axes are mutu-
aly orthogonal. If a plane wave is incident on a slot
screen in the Y direction and diffraction shifts are

observed in the X direction, wehave a = tana = x/y for
small angles. Hence, in view of (19), we can assign the
coordinates x and y the physical meaning

X = CT, y:R (20)
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In other words, in a quasi-diffraction space, the
coordinate x is the normalized real time 1 (c isthe nor-
malizing factor) and the coordinatey isthe length of the
surface areairradiated within thistime. If the frequency
of modulation of the irradiating flux remains constant,
the transition to another point of a quasi-diffraction pat-
tern means a change in the angle of observation and,
hence, in the velocity of the moving surface.
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Abstract—The processes occurring in expanding laser-produced antimony plasma are investigated by the
emission spectroscopy method. The plasmaexpansion vel ocity, the recombination time of Sbll, and the electron
temperature and density are determined from the dynamics of Shl line emission. Based on the results obtained,
the processes occurring during the formation and expansion of laser-produced antimony plasma are qualita

tively analyzed. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Optical diagnostics of laser plasmas and the study of
their characteristics are of importance for optimizing
laser technology processes[1]. Thegreat interest in this
research stems from the absence of adequate compre-
hensive laser plasma models, especialy for certain
semiconductors, metals, and compounds that are
widely used in microelectronics (for film depositing
and micropolishing) and photochemistry, as well asin
devel oping short-wavel ength radiation sources[2, 3].

Pure antimony and antimony-containing crystals
(such as CuShS(Se),) are widely used in microel ectron-
ics [4]. Since the emission spectra of the laser plasmas
produced from multicomponent compounds are rather
complicated [5], the study of the laser plasmas pro-
duced from individua crystal components at similar
pumping conditionsis of significant interest.

EXPERIMENTAL SETUP

Thelaser plasmawas produced by irradiating amas-
sive block of very-high-purity antimony with an
LTIPCh-5 Q-switched neodymium laser. The laser
wavelength was 1.06 um, the pulse duration was 20 ns,
and the pulse repetition rate was 12 Hz. With the help
of adeflecting prism and alenswith afocal distance of
F =50 cm, the laser beam was focused onto the target
inaspot 0.3-0.5 mmin diameter; the focal-spot intensity
onthetarget surface was (3-5) x 108 W/cm?. The plasma
expanded into air at aresidual pressure of 3—7 Pa.

The laser plasma emission in the spectral range
200-600 nm was analyzed using an MDR-2 monochro-
mator equipped with a 1200-line/mm diffraction grat-
ing, a FEU-106 photomultiplier, and a KSP-4 recorder.
To take into account the relative spectral sensitivity of
the monochromator and photomultiplier, the recording
system was calibrated with hydrogen and tungsten
lamps.

The pulsed radiation was recorded at the distances
r =1 and 7 mm from the sample surface. Pulses with a
duration longer than 1 ps were recorded with a pulsed
Foton photomultiplier and a S1-99 oscilloscope, and
the shorter pulses were recorded using an ELU-14FS
photomultiplier and a 6L OR-04 oscilloscope.

The target was positioned at an angle of 60° with
respect to the laser beam, and the emitted radiation was
received at a right angle to the beam. The emission
spectrawere interpreted using the data from [6].

Based on the measured emission intensities of the
Shl spectral lines and their spatiotempora dynamics,
one can calculate some plasma parameters, assuming
that the plasmaisin equilibrium and the spectra tran-
sitions are homogeneous.

The average propagation vel ocity of the laser plume
was determined by monitoring the positions of the
emission maxima at different distances from the target.
Under the assumption that the upper level is populated
via recombination, the recombination time can be
determined from the time dependence of the logarithm
of the emission intensity | normalized to its maximum
value |, In this case, the slope of this straight line,

tana, gives the time 1, of the ion recombination from
the nearest upper ionization state [1]

tana = 1, = At/Aln(I/1,,). D

The electron temperature T, was determined by the
Ornstein method using the Boltzmann statistics and
from the ratio of the emission intensities of the Sbl
spectral lines[7]

Te = (Ex—Ep)/KIn(1;A,0,A1/1,A19:7,), (3)

where E and g are the energy and statistical weight of
the upper level, respectively; | and A are the spectral
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Fig. 1. Fragment of the emission spectrum from alaser-pro-
duced antimony plasma.

lineintensity and wavelength, respectively; and Aisthe
transition probability.

From the relation between 1, and the recombination
coefficient [1], one can estimate the electron density n;

n, = 1,T.72/8.75x 1072, (%)

where zisthe ion charge.

DISCUSSION OF THE RESULTS

To take into account all the processes in laser
plasma, one needs to know the parameters of the laser
beam, the properties of the target material, the surface
conditions, and the mechanism for the interaction of
radiation with matter. The interaction of the laser beam
with a solid target begins with the efficient electron
photoemission and the photosublimation of the target
material, which are followed by the thermodestruction
of the target and the expansion of the plasma produced.
Then, the plasma particles are created due to the pro-
cesses occurring in the plasmaitself [8, 9]. As aresult,
asignificant electric potential ariseson and near the tar-

SHUAIBOV et al.

get surface [10], which facilitates the formation of
plasma particles and stimulates plasma expansion.

An analysis of the spectra and waveforms of the
plasma emission provides enough information about
the plasma formation and propagation. Based on the
calculated electron temperature and density, it is possi-
ble to reveal the most typical processes in the laser
plasma.

The emission spectrum of the laser-produced anti-
mony plasma contains intense spectra lines of Sb
atoms in the range 217.0-388.8 nm and the spectra
lines of single-charged Sb ions in the range 347.4—
461.3 nm. The upper energy states of these transitions
are E,, = 5-7 eV for Sbl and E,;, = 11-12 eV for Shll.
A fragment of the emission spectrum of the laser-pro-
duced antimony plasmais shown in Fig. 1. The emis-
sion intensity distribution over the spectrum indicates
the presence of arecombination bottleneck at an energy
level of E=7.51 eV and significantly disagreeswith the
data on the electron excitation cross sectionsfrom [11].

Typica waveforms of the emission intensities
(Figs. 2, 3) have two maxima, except for the case of ion
emission near the target surface. For transitions from
the low-lying levels of Sbl and Shll, theincreasein the
distance from the target results in the onset of another
maximum. At the given laser power and wavelength,
the processes of target photodestruction and thermode-
struction are feasible, and the combined action of these
processes governs the emission time behavior near the
target. The energy of the heated surface is insufficient
to form the second maximum of ions, and they are pro-
duced exclusively viamultiphoton ionization. This pro-
cessisfacilitated due to the significant width of energy
statesin asolid. A comparison of thelifetime of the Shl
excited state (=5 ns) with the characteristic emission
time alows usto conclude that thereis an extra channel
for the particle formation in the course of recombina
tion. The recombination and the effect of the potentials
of both the plasma itself and the target surface stretch
the plasma and its emission in space and time, whichiis
seen in the waveforms of the spectral lines recorded at
adistance of 7 mm from the target (Fig. 3).

The continuum was recorded at r < 3 mm, and its
characteristic waveform also had two maxima. It can be
seen in the spectrum that the emission pedestal is sig-

1 2 3 4
g
=
£
<
Nﬁ 1 ] 1 1 ] 1 1 ] 1 ]
0 100 200 s 0 100 200 #ns 0 100 200 #ns 0 100 200 #ns

Fig. 2. Waveforms of the line emission intensity at adistance of 1 mm from the target: (1) Sbl 277.0-nm, (2) Shl 287.8-nm, (3) Shl

326.8-nm, and (4) Shll 461.3-nm lines.
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Fig. 3. Waveforms of the line emission intensity at a dis-
tance of 7 mm from the target: (1) Sbl 277.0-nm, (2) Sbhl
287.8-nm, (3) Shl 326.8-nm, and (4) Sbll 461.3-nm lines.

nificantly higher in the region of the supposed locations
of the antimony dimer bands, A = 210-230 nm.

The positions of the maxima in the emission inten-
sity waveforms indicate the most efficient creation of
ions with Ep=112€eV and atoms with Ep=57¢V,
which are followed by the emission intensity maxima
from the atoms with high E,,, values. At the end of the
laser pulse, there arises the emission maximum corre-
sponding to the transitions from the level E,, = 5.4 eV.
Although the second maximum for all the other spectral
lines arises in the reverse order, it nevertheless remains
up to the pulse end. At adistance of 7 mm from the tar-
get, the first maxima somewhat change their order of
appearanceintime: E,,=11.2,5.8,5.4,and 5.7 eV. The
second maximum in the waveforms appearsin the order
of decreasing E,, energies. The additional maxima of
the emission intensity from Sb atoms and ions coincide
intime.

Taking into account that the molecular evaporation
of antimony is feasible [6] and that ailmost all the inci-
dent photon energy can be converted into the energy of
the atomic electrons [12], the presence of additional
maximain the waveforms (Figs. 2, 3) and the fact that
the plasma particles are most efficiently produced when
the E,, value is a multiple of the laser photon energy
can be explained as aresult of the dissociation and dis-

sociative recombination of Sb, and Sb; ions.

The average recombination time of Shll ions calcu-
lated from the radiation decay rate in the waveforms
(Figs. 2, 3) transformed into curves like that presented
in Fig. 4 amountsto 6.2 nsat r =1 mm and 2.7 ps a
r =7 mm. Here, the main difficulty is to exclude other
channels for the production of Shl; these channels
should either be related to recombination or beinsignif-
icant, which is true during plasma cooling in the late
stage of plasma expansion.
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Fig. 4. Logarithm of the normalized emission intensity of

the Sbl 326.8-nm line at a distance of 7 mm from the target
vs. time.

It is also easy to calculate the average propagation
velocity of the plasma and the length of laser plume
from the waveforms of the Shl spectral line intensities.
Thus, the average propagation velocity from r = 1 to
7 mmis5km/sfor the first maximum and 2.3 km/sfor
the second maximum. It follows from this that the
length of the laser plume is 1.1 mm at a distance of
1 mm from the target and 36 mm at adistance of 7 mm.
Additional information about the plasma propagation
can be obtained taking into account that In(l/l;) =
IN(N/N,,) (where N is the density of atoms with the
energy E,,) and that the emission intensity and the
plasma density vary in time by an exponentia law. In
Fig. 4, straight-line segments can be seen, which indi-
cate the propagation of plasmalayerswith equal veloc-
ities and densities.

Hence, we can conclude that plasmalayers with dif-
ferent velocities are mixed, which leads to the redistri-
bution of energy in the plasma; i.e., there is an extra
channel for the production of particles.

In Fig. 5, the plasma electron temperatures calcu-
lated by the most intense Sbl spectral lines indicate
that, during plasma expansion, T, varies in time within
the range 0-6.5 eV, the average value being 0.63 eV.
These data agree with the datafrom [13-15], where the
presence of spikes and adecreasein T, from thefront to
thetail were observed in laser-produced metal plasmas.

It can be seen that, in the early stage, the electrons
are heated more intensely when interacting with the Sbl
atoms in the 5.826-eV state than with those in the
5.696-eV state; however, as time elapses, the situation
becomes reversed. This means that the photo- and ther-
moexcitation processes are dominant only in the initial
stage and that their role decreases with time, which is
accompanied by the redistribution of the Sbl level pop-
ulations as the plasma cools. An important circum-
stance is the high average electron density n, = 8.27 x

10" cm3, which istwo orders of magnitude higher than
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Fig. 5. (8) Logarithm of the ratio between the averaged
intensities of the Shl spectra lines vs. difference between
their upper level energiesand (b, ¢) thetime evolution of the
electron temperature calculated by the ratio of the intensi-
ties of the (b) A, = 287.8 nm and A, = 277.0 nm lines and
(c) Ay =287.8 nm and A, = 326.8 nm lines of Sbl at adis-
tance of 7 mm from the target.

that for metal plasmas under similar conditions [16].
The error in all the measurements did not exceed 30%.

A more detailed examination of the T, dynamics
reveals a characteristic set of repetitive steplike max-
ima. A comparison of their positions with the maxima
of the emission intensity shows that the highest plasma

SHUAIBOV et al.

temperature is attained in the region of the combined
action of the photo- and thermoexcitation. The repro-
duction of the structure of these maxima indicates the
self-stimulation of the heating and the excitation due to
reabsorption.

Thus, for the above regime of plasma formation in
the region where the combined action of different exci-
tation factors take place, both the dissociation of com-
plex ions and the formation of Sb* should proceed effi-
ciently, which is confirmed by the additional increasein
the intensity between the two main maxima in the ion
emission waveform (Fig. 3).

CONCLUSION

The above qualitative analysis of the plasma emis-
sion allows one to model the behavior of an expanding
erosion laser plasma, which is important for various
laser applications.

In our case, the laser plasmalis characterized by the
following features: the presence of two excitation
stages due to the multiphoton and thermal mechanisms
for target destruction; the self-stimulation of plasma
processes due to reabsorption; the overlapping of the
plasma layers with different kinetic energies; the for-
mation and destruction of heavy complex particles; and
adistinctive mechanism for the energy redistributionin
plasma due to the high electron density, which enables
efficient recombination.
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Abstract—A new method for determining the transmission and reflection coefficients for an arbitrarily polar-
ized electromagnetic wave incident obliquely on an inhomogeneous insulating layer inside an asymmetric
Fabry—Perot resonator is proposed. Algebraic relationships between these coefficients for alayer bounded by
different homogeneous semi-infinite mediaand for the same layer in avacuum are derived. Three examples cor-
responding to real situations are analyzed, and the results of corresponding numerical calculations are dis-

cussed. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

For many years, the propagation of electromagnetic
waves in random disordered media has been a central
problem in the wave theory [1-6]. It iswell known that
even an approximate analysis of this problem for 2D
and 3D systems involves mathematical difficulties. At
the same time, interest in various properties of one-
dimensional random and arbitrary layered structures
hasincreased [7—13]. The reasons are the technol ogical
progress in creating artificial systems with the desired
structure and composition and their expanded applica
tion.

Recently, various optical devices based on planar
and thin-film layered structures have found wide appli-
cations [9, 14-16]. For example, one-dimensiona
metal—dielectric photonic crystals are frequently used
as high-quality mirrors[15, 17-19]. Of interest also are
various combinations of photonic crystals with layered
structures. In particular, they can be used in real-time
optical delay lines [20]; high-performance substrates
for antennas, optical diodes, and limiters [21-23]; and
optical sensors and modulators [24, 25].

In thiswork, we consider the amplitude coefficients
of reflection and transmission for an arbitrarily polar-
ized plane electromagnetic wave incident obliquely on
a one-dimensional inhomogeneous insulating layer
bounded by two different semi-infinite layers (asym-
metric Fabry—Perot resonator with a heterogeneous
layer inside, Fig. 1). Such structures have many appli-
cations, such as laser cavities; various acousto-, electro-,
and magnetooptical devices; diffraction filters; mirrors;
etc.

STATEMENT OF THE PROBLEM

Consider an isotropic insulating layer that is inho-
mogeneous in the z direction and homogeneous in the x
and y directions. Let this layer be sandwiched in two
different homogeneous semi-infinite dielectric media
(Fig. 1); that is,

%bl, z<0
%EO, O<z<a-A/2
€(z2) = &(2), a-Al2<z<a+Al2 (D)

0 a+A/2<z<d
%2! Z>d1

where €(2) is an arbitrary function and, in the general
case, g, differsfrom¢,.

Assumethat the wave vector k liesin the (x, 2) plane
and that the electric and magnetic fields represent the
real parts of complex vectors Eexp{-iwt} and

81 80 €= S(Z) 80 82
k €
p
a €3 €]
0 A z
k, ki
al
' d

Fig. 1. Propagation of light through a 1D layer between two
different isotropic semi-infinite media.
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Hexp{—iwt}. Then, the spatial dependencesof E and H
are written as

CEq.exp{ik (I} + E,exp{ik, [0}, z<O
E(r) = , 2
exp{ik, 0}, z>d,
where E,, E,, and E, are the respective amplitudes of
the incident, reflected, and transmitted waves.

Thevectorsk and k, have equal absolute values (k =

0,/€, /c) and belong to the xz plane. Note that the mag-

netic field exhibits the same asymptotic behavior asthat
given by expression (2). The wave vectors of the inci-
dent and reflected waves are given by

k = k,cosae; +k;sinae,
and
k, = —k,cosae+k;sinae,, 3

respectively, where a is the angle of incidence and e,
e,, and e; are unit base vectors for the z, x, and y axes,
respectively.

Since the energy flux density of an electromagnetic
wave remains constant, the wave vector of the transmit-
ted wave is independent of the refractive index of the
layer. 1t depends only on the angle of incidence and
refractive indices of the first and second semi-infinite
media:

k, = k,cosBe, + k,sinfpe,, 4

where B istheangleof refraction /g, sina = ,/e,sinp)
and k, = w. /g, /c.

One can represent an arbitrarily polarized plane
wave as the superposition of s- and p-polarized waves:

Ei,r,t = Eis!mns-'- Efr,tnp' (5)

Here, the subscripts i, r, and t correspond to the inci-
dent, reflected, and transmitted waves, respectively, and
ns and n, are the unit vectors of s and p polarizations.
Note that the polarization of the sand p wavesisinvari-
ant under scattering.

For p polarization, the electric field vector isin the
plane parallel to the plane of the layer. For s polariza-
tion, this vector lies in the plane of incidence. Let us
represent ES(x, z) and HP(x, z) as EX(x, z) = ES(2)U(x) and
HP(x, 2) = HP(2)V(X). Based on the Maxwell equation
and asymptotic equation (2), we can then derive thefol-
lowing wave equations [1, 2]:

dE(z) W

(s(z) g,8Nn a)E (2) =0, (6)
dz’

dnl dH’(zg, W’ _slsm o _
dzk(z) dz 0 2 cm 0@ =0
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It follows from the Snell law that the term g,sina in
expressions (6) and (7) can be replaced by the term
€,5in?P. Thisfact reflects the independence of the angle
of refraction 3 on the parameters (width and refractive
index) of the layer. This angle depends only on the
angle of incidence a and the permittivities €; and €, of
the semi-infinite media.

Using boundary conditions (2), we introduce the
complex amplitude reflection and transmission coeffi-
cientsfor the sand p wavesin theform

E; E
Ti,z = EL Ri,z = E;
0 0
and
HP Hf
T]‘?,Z = ——th RJ‘?,Z = ——B (8)
0 Ho

It can be deduced from wave equations (6) and (7)
that the following quantities related to the electric and
magnetic components of the sand p waves are indepen-
dent of z

s _ d(E)* s\, dE° _
E = iz —(E) i - const, 9
d(H")* LdHPT
E——(Z)[ P - (HP) ——dz} = const.  (10)

These conditions represent the law of conservation
of the energy flux density for the s- and p-polarized
waves, respectively. Using the asymptotics of the field
in the semi-infinite media (expression (2)) and aso
conditions (9) and (10), we abtain

k,cosa(|EY*—|E]®) = k,cosp|ES’, (11)

k1 cosa

(IH"I 1A =

k,cosB; g2
——mi @

In view of (8), expressions (11) and (12) are repre-
sented as

k

1+|R12| Eggg‘zg 1,2|’ w3
Kk,

1+[REd = it

Our goal is to find amplitude coefficients (8) for
given parameters of the system (g4, €5, €(2), d, A, and @),
angle of incidence, and wavelength.

SCATTERING BY AN INSULATING LAYER
BOUNDED BY TWO HOMOGENEOUS
SEMI-INFINITE MEDIA

Consider the scattering of an electromagnetic wave
by aninsulating layer with an arbitrary permittivity £(2)
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sandwiched between two different semi-infinite media
with permittivities €; and €,. For the domains z < 0 and
z>d, the genera solution to Egs. (6) and (7) iswritten as

A*Pexp{iky2 +B” "exp{-iky,3 , z<0,
C*Pexp{iky.3 + D™ exp{-ik,2 ,

where k;, = k; cosa and k,, = k,cos3.

The transfer matrix method [26-29] yields a linear
relation between the coefficients entering into expres-
sions (14):

(14)
z>d,

s k?zu(m D) (—REUTED* 3

D (15)
0
EDS’D KG2Oo-REYTSE TS

EBS“’D

Here, T35 and R} 5 arethe amplitude transmission and

reflection coefﬁaents, respectively, given by relation-
ships (8) for the sand p waves.

Note that in the case of the s-polarized wave, ki , =
ky ,and k3 , =k, ,. For the p-polarized wave, we have
ki, =k, J&; and k5 , =k, Je,.

Let usintroduce the matrices

u 4

Q3P = k_lZD (1/t 0)* (_rlO *O

Lo ko, O O
O-r1o/tis U5 O

and
0 O
K 1/ts’p * (=rgbltg 5)*
Qag - kOZD( 2)* (=0 2/tq 2) E’ (16)

U
_ro Z/t l/tg’g

where ko, = w/ccosy and siny = /g, sina = /e, sinp.
Inexpressions (16), t; gandry ¢ (to, ,andry ,) arethe
amplitude transmission and reflection coefficients,
respectively, for thefirst (second) semi-infinite medium
bordering a vacuum on the right (Ieft). The amplitudes

t35, 115, tg5, and rg 5 can be represented as

1 _ ka k
= = o, eelit—ke)d
’ (17)
r Ko, — Ko
2 = e ikt k)d
0,2
1 €Ky, + Ky, _
= = e exp{i(ky,— ko)
t0,2 2R0z
A ko (18)
ro_,z 2™0z

_ k22 .
© = Tkmexp{l(kzﬁkoz)d}.
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Expressions for t; o and r3 , can be obtained from
relationships (17) by substituting d = 0, k,, for k;,, and

K, for k. Similarly, expressions for t} , and r{ , can
be obtained from relationships (18) by substituting d =
0, ky, for €5k, and €.k, for ks,.

The transfer matrix for the entire system can be rep-
resented asthe product of matrices (16) and the transfer
matrix for alayer bordering a vacuum on both sides:

Ui% = Q35U Q% (19)

Here, USPisthe transfer matrix for the layer bordering
avacuum on both sides:

O O
US, p - B (llTS’ p)* (—RS’ p/TS p)* B (20)
Oo-R*Pm*P TP g

where T5P and RSP are the amplitude transmission and
reflection coefficients of the s and p waves with the
transfer matrix for this layer.

Using expressions (17)—20), we can derive alge-
braic relationships between the amplitude coefficients

T35, RIS, T°P, and R*". For the swave, these rela-
tionships are given by
1 _ exp{ik,,dt s
_Fi—z - 4klszz [ (k2z - ka) ( ka - klz) a
+ (kZZ + ka) ( ka + k12) (as) * (21)
+ (ka + kZZ) (klz - ka) bs
+ (Koz = Kaz) (Ko + ki) (69)* 1,
Ri, » _ expliky,d 3
Fi-—z - 4klzk02 [ (ka - k22) ( ka + klz) a
+ (Kyz = Koz) (Koz + ko7) (80)* (22)
+ (kOZ + kZZ)(kOZ + klz) bs
+ (Kaz = Kog) (Ko, — k1) (D7) * 1,
where

a’ = exp{ik,,d /(T°)*, b°= R°exp{-iky,d /T.(23)
For the p wave, these are
1 _ exp{iky,d}

F’z = Tde ke, [(Kp, — €5Ky,) (E1Ko, — Ky,)@"
+ (Ko + £2K;,) (E1K, + ki) (8%)* (24)
+ (€2Ko, * Kaz) (kg — £1K,,) D
+ (82K, — Kao) (E1Ko, + K1) (BP)*],
TECHNICAL PHYSICS Vol. 48 No.4 2003
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Rlp, > _ exp{ik,,d

Ri2 _ =2 P20 _ p
Tiz 46K ko, .~ Ka;) (€1Ko, + Ky,)a

[(g2K,
+ (ky, —€1Kp,) (2K, + k,,)(a"%)*
+ (&Ko, + Kyp) (1Ko, + ky ) bP

+ (Ko, —€2Ko,) (E1ko, — ki) (b°)* 1,

(25)

where

= exp{ike,d /(TP)*, bP = RPexp{-iko,d /T".(26)

It follows from expressions (21)—(26) that the deter-

mination of the amplitude coefficients T35 and R; 5
for a layer bounded by two different homogeneous
semi-infinite media is reduced to the determination of
the amplitude coefficients TP and RSP for the same
layer bordering avacuum on both sides. Notethat in the
case of normal incidence (R° = —RP and T° = TP), the

amplitude coefficients T3 , and R}, for the electric
component of the swave and the amplitude coefficients

T{, and R}, for the magnetic component of the p
wave are related as R}, = —R}, and ./e,T}, =

Jei T 5.

THE PROBLEM OF SCATTERING
AS THE CAUCHY PROBLEM FOR A WAVE
EQUATION

It has been demonstrated in the previous section that
there exist relationships (expressions (21—26))
between the amplitude coefficients of an electromag-
netic wave incident on an insulating layer bounded by
two homogeneous semi-infinite media and the ampli-
tude coefficients of thiswaveincident on the samelayer
bordering a vacuum on both sides (Fig. 1). Below, we
will demonstrate that the problem of determining the

coefficients T 5 and R}5 can be formulated as the
Cauchy problem for wave equations (6) and (7).

In accordance with the approach developed in [30,
31], the amplitude coefficients TP and R P for alayer
that has a continuous refractive index €(z) and borders
a vacuum on both sides can be expressed in terms of

real functions H3 5 (2) and N3 5(2) at the point z= d:

1 1 .
- = Sep{ikyd)
T @7

x [(H1 "(d) + N3 °(d)) —i(N7 °(d) —=H3 °(d))],
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R - Lop(iked
TSP 2 " (28)
X [(H3 (d) — N3 P(d)) —i (N3 °(dl) + H3 P(d))]

The functions H3 5 (2) and N3 5(2) are solutions to
the following system of differential equations:

dN;, _ g[slsinza—s(z)}Hs
1,2

dZ CZ kOZ
dH;
dzLZ = _kOZNi,Z (29)
and
dNP, _ o’ 1 g,sn°a HP
dz c? ka|: £(2) } L2
dHi, —£(2)ko,N?Y (30)
dZ - 0z'V1,2
with theinitial conditions
H3P=1, H3P=0 and N;"=0, N5"=1.31)

It is seen from Egs. (29) and (30) that the functions
H? 5(2) and N3 5 (2) also obey wave equations (6) and

(7). Note that in Egs. (29) and (30), ko, =

yistheangle at which the wave propagati ng from avac-
uum isincident on the layer, and that to determine T> P
and R® P, it isnecessary to takeinto account therelation-

shipssiny = /g, sina = ,/g,sinp.
Using expressions (21)—26), (29), and (30), onecan

show that the amplitude coefficients T3 5 and R} S for

a layer bounded by different homogeneous semi-infi-
nite media are expressed in terms of the functions

H3 5 (2 and N7 5(2) at the point z= d as follows:

= cosy, where

1 - —exp{lkzzd} [D 22 H3(d) + Ny(dP
T2z - (32)
d<oz 1(ol)-Eo—z z(d)%}
Ez = —-eXp{lkde} [D 2ZH3(d)-N (d)g
h2 (33)

~IEEN (@ + EHiaf]]



T% - exp{lkzzd} [D K22 14p(d) + NE(df
ek ) (34)
170z\P(d) = —22 4P
~i,, MNa(@) zkosz(d)H},
Riz _ 1K 22
7 = etk [ REHI@ -NHdH
b2 (35)
[Fl OZ kZZ
. NP(d) + —22- e P(d%}.

It follows from expressions (29)—31) and (32)—35)
that the problem of determining the amplitude coeffi-

cients T35 = T35 (z=d)and R} S = R} 5 (z=d) for
the sand p wavesis reduced to the Cauchy problem for
Egs. (6) and (7), respectively.

It is expedient to apply (29)—35) to the simple case
of a homogeneous layer (¢(2) = € = const) bounded by

two semi-infinite media. In this case, from Egs. (29)—
(31), we have

k
Hi = cosk,z, NI = k—zsinkzz,
0z (36)
H5 = —%sink,z, N5 = cosk,z,
k,
HY = cosk,z, Nj = —%sink,z,
€k,
ek (37)
H5 = kozsmk z, N = cosk,z,
z

where k, = w/c./e cosp and esing = siny.

Substituting expressions (36) into Egs. (32) and (33)
and expressions (37) into Egs. (34) and (35), we arrive
at

1 . 1 k
e exp{ ik, 0} [5 + k—”%cos{ k,d}
1,2
' (38)
| kZZklZ { k d}
2k12k 2
R} . 10k
Tiv 2 = exp{ikyd) [é kzﬁcos{ k,d}
L2 (39)

k klszZ
¥ I 2klzkz { kZd} i|
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1 ) 1 €.k
= = exp{ik,,dt [E%L + 8; Ziacos{ k,d}
L2 - (40)
. 82k22klz 8281 { k d}
26€,K, K, G }
R? ) 1 g,k
—L2 = exp{ikyd) [é%—elkzgcos{ k,d}
lez 2™z (41)
2 2
€€, Ky, — €Kik,
288Zklzkz Sln{ kZd} i|
with

Jeisina = Jesing = ,/e,sin,

where a is the angle at which the wave propagating
from the first semi-infinite medium is incident on the
layer, ¢ is the angle of refraction in the layer, and 3 is
the angle of refraction in the second semi-infinite
medium.

Expressions (38)—(41) enable one to determine the
transmission and reflection coefficients for the s- and
p-polarized waves in the case of a homogeneous layer
bounded by two different semi-infinite media.

Assume for definiteness that k,, entering into
expressions (38)—(41) isareal quantity. In other words,
we suppose that €, > €, and that, if €, < €, the angle of
incidence a is less than the critical angle o' (sina' =

JE€,/€,) of total internal reflection from the interface
between the first and second semi-infinite media.
Expressions (38)—(41) allow usto determine the condi-
tion for the total transmission for the s and p waves.
Notethat if k,isanimaginary quantity (¢, <€ora >a"
andsina" = ,/e/g, ), thereflected and transmitted waves
exist for both polarizations.

If k,isareal quantity, the condition Riz =0 means
that the parameters of the problem satisfy simulta-
neously two eguations

ki, = k,, and sink,d = 0. (42)

It is seen that the total transmission of the s wave
through the layer is possible only if the semi-infinite
media are identical (g; = &,) and kd = ™, where
n=12....

In the case of p polarization and RP = 0, two equa-
tions can be derived from expression (41):

sink,d = 0. (43)

Notethat thefirst equation isequivalent to the Brew-
ster condition for the total transmission of ap-polarized
wave at the interface between the first and the second

semi-infinite media (tana = ,/e,/e;) [1]. It follows
from Egs. (43) that the condition RP = O is satisfied only

€Ky, = €Ky,

TECHNICAL PHYSICS Vol. 48 No.4 2003
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Fig. 2. Reflection coefficient for the (a) s and (b) p waves
versus angle of incidence a and parameter afor A = 0.5 um,
€9=1,€ =169, ¢,=324,£€=225+i0.1,d =10 ym, and
A=0.5pm.

if the angle of incidence equals a = arctan,/e,/e, and
kd=mn,wheren=1, 2, ....

NUMERICAL CALCULATIONS
AND CONCLUSIONS

To illustrate the results obtained, we will consider
three examples. The first one corresponds to ahomoge-
neous layer with afinitewidth A placed inside an asym-
metric Fabry—Perot resonator of width d. Let a be the
distance between the center of the homogeneous layer
and theleft arm of the interferometer (Fig. 1). Note that
in accordance with the statement of the problem, the
parameters d, A, and a must satisfy the conditions A <
dand A/2 < a< d-A/2. Assume that the permittivity €,
of the free space inside the interferometer is constant.
Then, expression (27) and (28) for the amplitude coef-
ficients take the form

-l—ex {iky,4} | cos{k,[3 iMSin{kA} (44)
_I_S - p 0z |: Z! - 2kozkz z i|1
TECHNICAL PHYSICS Vol. 48 No.4 2003

Fig. 3. Absorption coefficient for the (a) sand (b) p waves
versus angle of incidence a and parameter a. Theremaining
parameters are the same asin Fig. 2.

RS K2 — K2
— = iexp{i2ky,a} sz kOZdn{sz}, (45)

T 0z"z

L = ek}
(46)

2 2
x [cos{kZA} —i (e7¢0) kgf;éeo/s)kz sin{k & }
0z"™z
RR . (e0/€)K; — (E/Eo)Ke, .

— = iexp{i2ko.a} K sin{k,4 (47)

T 0z"Nz

Figure 2 plots the reflection coefficients R® = | R}, P

and RP = |RY, Rfor thes- and p-pol arized waves, respec-
tively, versus the angle of incidence a and parameter a.
The refractive index of the isotropic layer iswritten as

n=.e=n+n" (48)

where n" is the absorption coefficient.
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0.5
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0.45
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Fig. 4. Reflection coefficient R versus (a) wavelength,
(c) angle of incidence, and (d) parameter a. (b) The absorp-
tion coefficient Q versuswavelength for 0 = 0.4 um, c=0.5,
d =100 pm, and A = 250. € = 2.25 +i0.001 (a, b) and 2.25
(c, d), a =30° (a b, d), a=40 um (a—), and A = 0.63925
(c) and 0.64 um (d). The remaining parameters are the same
asinFig. 2.

Figure 3 plotsthe parameters Q5P =1— (RSP + T>P),
which characterize the electromagnetic wave energy
absorbed in the medium, versus the angle of incidence

GEVORGYAN et al.

o and parameter a. It is seen that the quantities QP
oscillate and the amplitudes of these oscillations are
different for the s and p waves. The oscillations are
modulated. The values of Q%P vary over wide ranges
from anomalously strong to anomal ously weak absorp-
tion[33]. These variations can be used, in particular, for
designing systems with controlled reflection, transmis-
sion, and absorption.

Consider the second case where a layer between
semi-infinite media is periodically inhomogeneous
with (2) = ¢(1 + csin’bz), where b = 2170 and o and ¢
are the period and amplitude of modulation, respec-
tively. Figure 4a shows the wavelength dependence of
the reflection coefficient R; Fig. 4b demonstrates the
absorption Q as a function of the wavelength; and
Figs. 4c and 4d show the dependences of the reflection
coefficient R on the angle of incidence a and parameter
a, respectively. The solid and dashed lines correspond,
respectively to the s-and p-polarized waves. It is seen
from Figs. 4a-4c that there exist finite ranges of the
wavelength and angle of incidence where the reflection
coefficient equals unity (the so-called forbidden band,
where |RJ? = 1). Thisisamanifestation of the diffraction
of the electromagnetic wave by the periodic structure of
the medium similarly to the Bragg reflection of X rays
from crystal planes. The dependence of the reflection
coefficient on the system’s parameters for the s wave
differs from that for the p wave. Namely, in contrast to
the s wave, the p wave does not reflect in the case of
incidence at the Brewster angle. Our cal culations show
that this differenceis observed at any width of thelayer.
In addition, the width and position of the Bragg reflec-
tion range for the s wave differ from those for the p
wave. Oscillations accompanying the decrease in the
reflection coefficient outside the Bragg reflection range
are noteworthy. The oscillations are modul ated and are
related both to the diffraction of light in the finite vol-
ume and to multiple reflections from the dielectric
interfaces. If the absolute value of the angle of inci-
dence exceeds 50°, we observe total internal reflection.
It is seen from Fig. 4b that the wavelength dependence
of Q exhibits a minimum in the forbidden band, where
the absorption is suppressed (Bormann effect). Outside
the forbidden band, Q oscillates: anomalously strong
absorption changes to anomalously weak absorption
and vice versa. In the case of nonuniform periodic
absorption, the mechanism of this phenomenon is the
same as behind the Bormann effect. For uniform
absorption (in this case, Q also oscillates outside the
Bragg reflection range), this phenomenon is related to
the variation in the group velocity of light, which is a
newly discovered mechanism of anomalous absorption
[32]. Figure 4d and the results of numerical analysis
show the modulated oscillation of the a dependence of
the reflection coefficient R. If the wavelength of inci-
dent light falls into the range of diffraction reflection,
the oscillation amplitude is small (diffraction reflection
suppresses the reflection coefficient oscillations).
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Consider another practically important example. Let
the layer bounded by two semi-infinite media be an
amplifying medium (such a system is equivaent to a
resonator with an active element inside). In this case,
the parameter n" entering into expression (48) is nega-
tive. In the approximation of linear optics, the relation-
ships obtained in this work describe both amplification
and lasing. Figure 5 shows the dependences of the
reflection, R, and transmission, T, coefficients on the
parameter a. We consider normal incidence. The calcu-
lations were made for the wavelength of incident ruby
laser radiation (A = 0.6943 um) and the parameters of
the medium n' = 1.763 and n" = 10 (the parameters of
ruby at the given wavelength). Narrow peaks in Fig. 5
correspond to the values of the parameter a satisfying
the phase conditions for lasing [33]. The oscillations
observed are modulated. The highest peak corresponds
to the value of a at which both phase and amplitude
conditionsfor lasing are satisfied. Thus, the lasing con-
ditions can be controlled by varying the parameter a.

Note that the problem of transmission through ares-
onator whose active element has a constant gain x =
4t/ is not adequate for the real process. Actually, the
gain decreases with increasing intensity of radiation
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propagating in alasing medium, which isrelated to the
creation of population inversion. If the energy accumu-
lated in the active element of alaser is very high, the
frequency of stimulated transitions exceeds the pump-
ing frequency. The difference in the populations
between the ground and excited states decreases
sharply, the gain drops, and, hence, the lasing intensity
saturates [33]. The interaction of the radiation with the
amplifying medium becomes nonstationary and nonlin-
ear. Therefore, the linear approximation fails.
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Abstract—It is shown that the kinetics of the charge and current passing through athin-film el ectroluminescent
emitter, aswell asthe |-V characteristics of the emitter, greatly diverge under blue, red, and IR pulsed illumi-

nation with photon energies of =2.6, =1.9, and =1.3 eV, respectively, and a photon flux density of 4 x 1014-3 x
10' mm s™. Results obtained indicate that, during the operation of the emitter, deep centers associated pre-

sumably with V; zinc vacanciesand Vg and V? sulfur vacancies exchange charge. These centerslie above
the valence band by =1.1, <1.9, and <1.3 €V, respectively. Their concentrations are estimated as (3-4) x
10% eS8 for V5, and Vg and =1.5 x 10 em for VA" . It is demonstrated that positive and negative space

charges forming in the near-anode and near-cathode regions of the phosphor layer specify the electric perfor-
mance of the emitters. © 2003 MAIK “ Nauka/Interperiodica” .

Studies of the photoelectric properties of ZnS: Mn-
based thin-film electroluminescent emitters (TFELES),
as well as the behavior of their blue EL band, indicate
that deep centers associated with zinc vacancies V,,
that lie 2.7-1.8 eV below the conduction band bottom
play akey rolein EL initiation [1-4]. At the sametime,
a number of TFELE properties cannot be explained
without considering the effect of deep centers due to
sulfur vacancies Vg [4-8].

The aim of thiswork isto study the effect of excita-
tion by light from different spectral ranges on the elec-
trical performance of TFELESs in the active operating
regime to clarify the role of deep centersin EL initia
tion and refine their energy position in the ZnS : Mn
forbidden gap.

The object of our experiments was metal—nsulator—
semiconductor—insulator—metal  (MISIM) TFELEsS,
whereM isalower 0.2-um-thick transparent SnO, el ec-
trode applied on a glass substrate and an upper
0.15 um-thick opague TF Al electrode of diameter
15mm; S, a Mn-doped (0.5 wt %) 0.48-um-thick
ZnS : Mn phosphor layer; and |, a0.17-pm-thick Y ,05-
stabilized (13 wt %) ZrO, insulating layer. The phos-
phor layer was thermally evaporated in vacuo in a
quasi-static volume at a substrate temperature of 250°C
with subsequent annealing at 250°C for 1 h, the opague
electrode was also applied with thermal evaporation,
and the insulating layers were applied by electron-
beam evaporation.

Thetime variation of the current through the TFELE
|(t) was recorded upon the excitation of the device by
an dternating-sign triangular voltage V(t) from aG6-34

voltage generator equipped with a driver amplifier and
G5-89 external trigger generator. The maximal ampli-
tude of pulseswas V,,= 160V at avoltage nonlinearity
factor of no more than 2%. We used the continuous
mode of excitation with frequencies of 20 and 50 Hz
and the pulsed mode. In the latter case, atrain of pulses
with a duration equal to two periods of the triangular
voltage and a repetition rate f = 4, 20, and 50 Hz was
used with the positive and negative voltage half-waves
applied to the upper electrode in the first half-period
(variants (+Al) and (—Al), respectively). The pulse-rep-
etition interval of the train was T = 0.2, 2, and 100 s.
The current |, was measured with a0.1- to 10 kQ-resis-
tor series-connected to the TFELE. The voltage drop
across the resistor was no higher than 0.5% of V,,. The
instantaneous values of the TFELE brightness were
measured with an FEU-84-3 photoelectric multiplier.
The dependences V(t) and 14(t) were recorded with an
S9-16 two-channel storage oscilloscope linked to a
computer via an interface. For either channel, 2048
pointswith agiven period of discretization and 256 lev-
els of amplitude quantization were measured and
stored. Mathematical and graphical processing was
accomplished withthe MapleV Released Version 4.00b
and GRAPHER Version 1.06 2-D Graphing System
application packages. The time variations of the mean
field inthe phosphor F(t), aswell asthat of the current,
I,(t), and charge, Q,(t), passing through the phosphor
layer in the active mode of operation, were calculated
by the method described in [6, 7] for the insulator
capacitance C; = 730 pF and phosphor capacitance C, =
275 pF. These values were determined with an E7-14

1063-7842/03/4804-0469%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. (a c) It) and (b, d) L(t) at f = 50 Hz. (1) Continuous excitation regime, (2) excitation by a single pulse with T=2's, and
(3) blueillumination pulse applied in the interval between exciting voltage pulses with T = 2 sis 500 mslong. (g, b) Variant (-Al)

and (c, d) variant (+Al).

immitance meter for known geometrical parameters of
the device. The device wasilluminated (excited) on the
substrate side under continuous and pulsed conditions.
In the bluerange, it wasilluminated with an E1L51-3B
light-emitting diode with the following radiation
parameters. the maximal amplitude wavelength A, =
475 nm, the half-height width of the radiation spectrum
A5 = 35 nm, luminous intensity =1 cd, the radiation
power =5 mW, and the photon flux density ® = 1.6 x
10 mm s, In the red range, the device was illumi-
nated with a semiconductor laser with A, = 656 nm,
Mos=15nm,P=1mW, and ® =4 x 10 mm=s™?. In
the IR range, the device was illuminated by two
AL107A diodeswith A, =950 nm, A\, 5 = 25 nm, total
power P = 12 mW, and total flux density @ = 3 x
10 mm2 s,

Pulsed photoexcitation was accomplished in two
regimes: (1) alight pulseisapplied during the action of
thetrain of triangular voltage pul ses (the duration of the
pulses equals the doubled period of the exciting volt-
age) and (2) apulseisapplied between thetrainsimme-
diately after thelast pul se with the radiation pulse width
being equal to the pause between the trains.

The basic results of our investigation are as follows.

The effect of the illumination in the pause between
the trains on the shapes of the current pulse I(t) and
brightness pulse L(t) issimilar to that of the pause with-
out theillumination (Fig. 1). Thisis because the charge
state of the deep centers in the phosphor layer changes
equally during the pause both with and without [6, 7]
the illumination.

Thecurvesl(t), L(t), I,(t), and 1 (F,) for the variants
(<Al) and (+Al) are asymmetric (Figs. 1, 2). Asin [6,
7], thisis explained by the nonuniform distribution of
structural defects and Mn?* ions across the phosphor
layer, with the Mn?* ion concentration growing toward
the upper (Al) electrode [6, 7].

As compared with the no-illumination conditionsin
the pause, additional effects due to the pulsed illumina-
tion between the trains are the following. (i) For blue
illumination, the current in the initial portion of the
curve |(t) grows significantly up to the point r, which
isademarcation line between the“fast” and “slow” rise
of thecurves| (t). After thispoint, therate of risefor the
curves decreases [ 6, 7]. Simultaneously, for the variant
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Fig. 2. (a, b) Iy(t) and (c, d) 1 ,(Fp) under pulsed illumination of the devicein theinterval between voltage pulses: (a, ¢) variant (-Al)
and (b, d) variant (+Al). (1) Without illumination, (2) blue illumination, (3) red illumination, (4) IR illumination, and (5) V(t)

(V(t) = U). = 20 Hz, T = 100 s.

(-Al), the slow portion shrinks (Figs. 2a, 2b) and the
mean field F(t) inthe phosphor grows (Figs. 2¢, 2d, 3b,
3d). (ii) For red illumination, the current in the initia
(fast) portion of I,(t) decreases, while in the slow por-
tion, the amplitude of the pulse I (t) increases (Figs. 23,
2b). Thefield Fi,(t) growsin both portions (Figs. 2c, 2d,
3b, 3d), the growth being more noticeable for the (Al)
variant. (iii) In the case of IR illumination, the current
() early inthefast portion slightly declines. Then, the
rate of rise of the current I (t) grows and its amplitude
grows insignificantly (Figs. 2a, 2b). The field Fy(t)
growsonly slightly in both (xAl) variants (Figs. 2c, 2d,
3b, 3d).

The above variations of the current 1(t) for the blue
and red illuminations become much less pronounced in
the second half-period. In the third half-period, they
diminish still more and finally become comparable to
the measurement accuracy in the fourth half-period
(Fig. 4).

For pulsed illumination during the action of the volt-
age pulses, the variations of the I (t) curves are much
weaker compared with the no-illumination case. Slight

TECHNICAL PHYSICS Vol. 48
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variations are observed only in the portion where 1 (t)
grows. Here, the 1 (t) amplitude varies within the mea-
surement accuracy (Fig. 5). Blue illumination also
causes a significant rise in the current 1 (t) early in the
fast portion, and red illumination also resultsin aweak
growth of 1,(t) compared with the no-illumination case
for the (+Al) variant and does not change 1 (t) for the
(=Al) variant within the measurement accuracy. For IR
illumination, the rate of rise of 1,(t) in the ascending
portion is higher than in the no-illumination case (asin
the cases with and without illumination in the pause
between the voltage pulses; Figs. 2a, 2b), this effect
being more significant for the (—Al) variant.

For continuous illumination (excitation) of the
TFELE, the effect of the illumination for all the excit-
ing voltage frequencies and spectral ranges mentioned
above is absent (all the variations of |,(t) are within the
measurement accuracy).

The results obtained can be explained as follows.
The process of ZnS : Mn layer fabrication introduces
various structural defects, including those that are the
most plausible in terms of thermodynamics, namely,
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and (c, d) variant (+Al); (1)—5) mean the same asin Fig. 2.

zinc and sulfur vacancies [9]. The sulfur concentration
must be high because of doping by manganese and
increase from the lower to upper electrode according to
the growth of the manganese concentration. For the
phosphor layer to remain eectrically neutral, it must
also contain a sufficient concentration of zinc vacan-
cies. Their concentration, conversely, is the highest at
the lower insul ator—phosphor interface, at |east because
of a higher sulfur vapor pressure at the beginning of
phosphor layer application and possibly because of the
presence of defects like singly charged or neutral zinc

interstitials (Zn;", Zni0 ). Since the concentration of Mn

is high (0.5 wt%), it can not only substitute zinc at lat-
tice sitesin the form of Mn?* ions but also produce Mn
interstitials Mn;. The energy positions of deep centers
due to these defects are as follows: for singly charged

zinc vacancies V,,, , 0.5-0.6 eV above the valence band

top [10, 11]; for singly charged sulfur vacancies Vs,
0.6-2.0 eV below the conduction band bottom [10, 12];

for doubly charged zinc vacancies Vﬁ;, 10-11 eV
above the valence band top [1-4, 11]; for doubly

charged sulfur vacancies V?, 1.05-1.3 eV above the
valence band top [9, 13]; for neutral sulfur vacancies

Ve, 0.2-1.05 eV below the conduction band bottom
[10, 12]; and for zinc intergtitials, 0.2 and 0.1-0.12 eV

below the conduction band bottom for Zn' and Znio,
respectively [12, 13]. Centers due to Mn, defects appar-

ently lie near the valence band [11]. In addition, centers
related to other lattice defects, including defect com-
TECHNICAL PHYSICS Vol. 48
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plexes, may appear under nonequilibrium conditions
[8-15].

Since the equilibrium Fermi level in ZnSis dlightly
above the midgap (hence, the low electron conductivity
of the material), deep centers associated with singly
charged V¢ vacancies (which appear to be responsible
for a deep center near the midgap with an energy

exceeding the energy of a V? center) and doubly
charged zinc vacancies VZ (which produce a deeper

center than V) seem to be the most plausible under

equilibrium conditions. The phosphor structureis poly-
crystalling; therefore, levels corresponding to these
No. 4

TECHNICAL PHYSICS Vol. 48 2003

centers are not discrete but have some energy distribu-
tion in the energy gap.

When the applied voltage exceeds athreshold value
in the active operating mode of the TFELE, the tunnel
emission of electrons from surface states at the near-
cathode insulator—phosphor interface takes place. The
electrons are ballistically accelerated, causing the
impact ionization of shallow levels (which, in particu-
lar, are due to Zn; defects); Mn?* luminescence centers
(the energy of excitation of these centersis2.4-2.5eV);
and deep centers, including those associated with zinc
and sulfur vacancies [2—4, 6, 7]. The first excitation of
the deviceto the active modeis, however, accomplished
at a higher excitation voltage [4, 6]. As a result of the
impact ionization of deep centers, whose concentration



|
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Fig. 5. I5(t) under pulsed illumination of the device during
the action of exciting voltage pulses. (a) Variant (-Al) and
(b) variant (+Al). For (1)~(5), see Fig. 2.

is maximal in the phosphor layer, a positive space
charge (PSC) forms in the near-anode region of the
phosphor possibly viathe reactions

Vi — Vg +e, (1)
Ve —Vi+e, 2
Vgn - Vgn +e. (3)

Itislikely that theionization of V,, levels proceeds
at close-to-maximal excitation voltages, since these
levels lie near the valence band top. To these voltages,
there corresponds that portion of the I-V characteristic
where | (t) rises after the first S-shaped region and then
falls (Figs. 2c, 2d).

Simultaneously, in the near-cathode region of the

phosphor, electrons are captured by V&~ and Vg deep
centers, which have alarge capture cross section, and a
negative space charge (NSC) forms [8]. Specificaly,
the latter effect arises as aresult of tunneling from sur-

GURIN et al.

face states:
Vi+e— V2, 4)

Vi +e— V& (5)

Over the time interval the device is inactive, the
space charges are neutralized by capturing free elec-
trons and holes by the deep centers. However, the rel ax-
ation time of these chargesisrelatively large (from sev-
eral seconds to several tens of seconds [6]). Conse-
guently, under continuous excitation with a frequency
f > 1 Hz, the space charges do not have time to be neu-
tralized. In the next exciting voltage half-period, the
voltage polarity on the electrodes reverses. Accord-
ingly, the PSC in the near-cathode region facilitates the
tunnel emission of electrons and the NSC in the near-
anode region provides the impact ionization of Mn?*
luminescence centers and deep centers associated with
zinc and sulfur vacancies at alesser mean field F(t) in
the phosphor layer. Eventually, the threshold voltage
and the luminescence field of the TFELE decrease
compared with the first switching of the device (Fig. 1,
curve 1) [4, 6, 7]. When sufficiently long exciting volt-
agepulses, e.g., with T =100 s, are separated by a pause
of duration T—2/f = 100 s— 100 ms = 99.9 s, the space
charges are neutralized by the following scheme:

in the former near-anode region, the PSC is neutral -
ized by capturing free electrons (or tunneling) or their
therma emission from the valence band or surface
states:

Vo, —= Vz, + €, (6)
Vg, +e— Vi, (7)
Vi +e— Vi )

in the former near-cathode region, the NSC is neu-
tralized by tunneling or thermal excitation of the cap-
tured electronsinto the conduction band by the reaction

Ve— Vi+e 9)

and reaction (2).
It appears that reaction (6) proceeds much faster

than reactions (7) and (8), because the level dueto Vgn
is located near the valence band top.

Blue (photon energy hv = 2.6 V) illumination of
the device in the interval between the exciting voltage
pulses suppresses the PSC neutralization in the former
near-anode regions according to reactions (7) and (8)
because of the photoionization of Vﬁ; and Vg by reac-

tions (1) and (2) and leads to the formation of the PSC
in the former near-cathode region via the photoioniza-

tion of V2, , Vg, and V2 by reactions (1), (2), and (9).

These effects in combination increase the tunnel emis-
sion current, dong with the current 1,(t) in the initial
TECHNICAL PHYSICS Vol. 48
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Fig. 6. (a ¢) Al
T=100s. (3, bs’Variant (-Al) and (c, d) variant (+Al).

portion of the dependence I(t) (Figs. 2a, 2b, 6a, 6¢),
and amost eliminate the portion where I(t) slowly
rises, which is apparently associated with the ionization

of Vi; and Vg centers because they are almost entirely
depleted. In the initial portion of the 1(t) rise, the dif-
ference Al (t) between the currents | (t) with and with-
out illumination, aswell asthe related differencein the
charge transferred through the phosphor layer

t

AQy(t) = [Aly(D)t,
0

is positive (Fig. 6). As the voltage V(t) increases, the
values of Al(t) and AQy(t) become negative. In this
case, |Al(1)], |AQ,(t)], and the field Fy(t) (Figs. 2c, 2d,
3b, 3d, 6a—6d) are greater in the variant (—Al) possibly
because of the greater total concentration of zinc and
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sulfur vacanciesin the phosphor layer at the lower insu-
lator—phosphor interface.

Red (hv = 1.9 eV) illumination in the interval
between exciting voltage pulses suppresses NSC neu-
tralization in the former near-cathode region by reac-
tion (9) and favors PSC neutralization and NSC forma-
tion in the former near-anode region, since illumina-
tion-excited electrons from the valence band are
captured by singly charged Vg sulfur vacancies by
reaction (4). Because of this, the tunnel emission cur-
rent, as well as the current I (t) and the charge Qy(t) in
the initial portion of the I(t) rise, decreases (Figs. 2c,
2d, 3a, 3c) compared with the no-illumination case.
Simultaneously, the field Fy(t) grows with increasing
V(t) (Figs. 2c, 2d, 3b, 3d). Since the concentration of
sulfur vacancies in the phosphor layer is greater at the
upper phosphor—insulator interface, the values of
|AlL,(t)] and [AQ,(1)], as well astherisein thefield Fi(t),
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arelarger for the variant (-Al). At the sametime, inthe
portion of steep rise for this variant, 1,(t) is higher pre-
cisely because of higher F(t), which favors the impact
ionization (in the near-anode region) of the remaining

V§; centers and also other centers located in the ZnS
energy gap farther from the conduction band bottom.

IR (hv = 1.3 eV)illuminationintheinterval between
exciting voltage pulses contributes to PSC neutraliza-
tion in the former near-anode region by exciting elec-
trons from the valence band according to reaction (8)
and accelerates NSC neutralization in the former near-
cathode region by reaction (9). The additional PSC neu-
tralization causes a small decrease in the tunnel emis-
sion current, the current 1 ,(t) (Figs. 2a, 2b, 6a, 6c), and
the charge Q,(t) (Figs. 3a, 53, 5b) and increases F(t)
(Figs. 2c, 3b) intheinitial portion of I(t) growth com-
pared with their values without IR illumination. Thisis
observed in the variant (—Al) alone and is explained by
the higher concentration of sulfur vacancies at the
upper phosphor—insulator interface. Asthe voltage V(t)
and the field Fy(t) increase, the current 1,(t) and the
charge Q,(t) grow in comparison with their values with-
out IR illumination of the device (Fig. 6). Thiseffect is

associated with the impact ionization of Vg formed by

the additional IR neutralization (by reaction (8)) of V3"

sulfur vacancies in the bulk and near-anode region of
the phosphor. In the (+Al) variant, the concentration of
sulfur vacancies in the phosphor layer is smaller than
that of zinc vacancies. Moreover, at the lower insula-
tor—phosphor interface, the concentration of sulfur
vacanciesis smaller than at the upper interface. There-
fore, the additional neutralization of sulfur vacancies
affects the initid portions of 1(t), Q,(t), and Fy(t)
growth insignificantly (Figs. 2d, 3c, 3d). As V(t) rises,

the impact ionization of additionally neutralized Vg
sulfur vacancies that are present in the near-anode
region causes | (t) and Q(t) to grow (Fig. 6), thegrowth
being somewhat faster than in the variant (—Al) because
of the higher concentration of sulfur vacancies at the
upper phosphor—insulator interface. The fact that the
increments of the I(t) and, hence, 1,(t) amplitudes
remain the samein the second to the fourth half-periods
of thevoltage V(t) (Fig. 4) can presumably be explained

as follows. For Vf{' centers that are additionally neu-

tralized by the IR illumination to the charge state Vs,
the time of relaxation into the equilibrium state is the
longest compared with the relaxation times for the
other centers, because V? centers are the deepest in

the ZnS energy gap. This relaxation time far exceeds
the time interval between successive TFELE switch-
ings during two exciting voltage periods. As a result,

the concentration of the additional Vg centers remains

GURIN et al.

elevated and practically unchanged during the voltage
pulse application.

As was mentioned above, under the blue and red
illuminations, the current 1 ,(t) varies to a lesser extent
inthe second, third, and fourth half-periods of the excit-
ing voltage (Fig. 4). Similar effects were also observed
in [1], where the device was exposed to UV radiation,
and in [6], where illumination was absent. This is

explained by successive charge exchange between VZ

and Vg deep centers in the ZnS: Mn energy gap

because of impact ionization when the device is
switched on and carrier capture when the device is
switched off under the condition that the equilibrium
concentrations of these centers are constant. Asaresult,
by the third or fourth exciting voltage half-period, the
charge state of these centers corresponds to the state
typical of the continuous mode of TFEL E operation.

The much weaker variation of the current I (t) when
the pulsed illumination isimposed on the exciting volt-
age pulses (Fig. 5) is explained by the much shorter
illumination time (with f = 20 Hz, thistime is no more
than 12.5 msfor thefirst voltage half-period) compared
with the pause duration (99.9 s) and, accordingly, by
the proportional decrease in the number of absorbed
photons. Blue illumination results in the photoioniza-
tion of V2, and Vi centers by reactions (1) and (2),
increasing the PSC in the near-cathode region and the
current 1 (t) at the early stage of itsgrowth (Fig. 5). This
is particularly noticeable in the variant (+Al), presum-
ably because of the higher net concentration of zinc and

sulfur vacancies at the lower insulator—phosphor inter-
face. Red illumination causes neutral sulfur vacancies

Vg to form by reaction (4). The energy position of the

corresponding center is close to the conduction band
bottom, and the impact ionization of this center
increasesthe current 1 (t). Thisincreaseis greater in the
variant (+Al) (Fig. 5b), because, as was already men-
tioned, the concentration of sulfur vacancies at the
upper phosphor—insulator interfaceis higher. IR illumi-
nation, on the one hand, generates holes in the valence
band via the capture of excited electrons from the

valence band by V? centers (reaction (8)); on the other

hand, it raises the concentration of Vg centers, which

are a basic source of increasing I(t) through impact
ionization. Sincethe mobility of electronsin ZnSis=28
timesthat of holes[15], the latter effect makes agreater
contribution to 1,(t) (Fig. 5).

Thefact that the illumination has a negligible effect
on 1,(t) under the continuous excitation of the device
with the illumination intensities and exciting voltage
frequencies used is explained as follows. As was noted,
thetimeinterval between the active modes of the device
is much shorter than the relaxation time of the space
charges; therefore, these charges in the near-cathode
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and near-anode regions have no time to be neutralized
and the number of photons absorbed during the pause
and the active regime is three or four orders of magni-
tude smaller than when the device is excited once and
the pause lasts severa seconds to several tens of sec-
onds. As a result, the effect of the illumination on the
space charges formed by reactions (1)—<4) isweak and
the concentration of photogenerated free carriers is
small compared with that of free carriers generated by
tunnel emission and impact ionization in the device's
active mode.

The results obtained allow us to estimate the con-
centration of deep centersin the ZnS : Mn energy gap.
Let it be assumed that, in the case of blue illumination,

all centers associated with Vi; and Vg are completely
depleted during the pause between exciting voltage
pulses with T = 100 s. Then, the maximal difference
|AQ,(t)| inthe charges transferred through the phosphor
layer in the active mode with and without the illumina:
tion that is estimated in the portion of steep rise
(Figs. 6b, 6d; curves 2-1) is [AQ,(t)] = 40 x 10° C
(variant (—Al)) and |AQ,(t)] = 4.0 x 10° C (variant
(+Al)) for a TFELE area S= 2 mm? and a PSC layer
thickness close to half the thickness of the phosphor
layer (=0.2 um). With such values, the net concentra-

tion of V3, and V& centersis=7.7 x 10% cm3 at the
lower insulator—phosphor interface and =6.2 x 106 cm
at the upper interface. By order of magnitude, these

concentrations equal the expected concentration of zinc
and sulfur vacancies in ZnS [9, 12]. The somewhat

higher concentration of V; and Vg centers at the
lower interface is due to a greater number of defectsin

that part of the phosphor film obtained at the early stage
of ZnS: Mn growth.

It should be noted that the total charge transferred
through the phosphor in the active mode without illumi-
nation up to the point the voltage V(t) reaches its high-
est (amplitude) value amounts to =2.1 x 10® C
(Figs. 3a, 3c) in both (+Al) variants. Then, afraction of

the charge that is released from Vﬁ; and Vg centersis

=0.23 and =0.19 (relative to the total charge) for the
(-Al) and (+Al) variants, respectively.

Since red illumination generates, according to reac-
tion (4), the NSC in the near-cathode region, which pro-
duces a field preventing the tunnel emission of elec-

trons from surface states, the determination of the Vg

sulfur vacancy concentration requires the potential bar-
rier at the insulator—phosphor interface to be known.
Since the locdl field in the near-anode region changes
with the mean field in the phosphor layer remaining
unchanged, the component of 1,(t) that is due to the

impact ionization of V; centers also changes. There-
fore, the fractions of 1,(t) and Q,(t) that are associated
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with impact ionization or electron tunneling from Vg
centers are difficult to separate exactly.

IR illumination allows us to estimate the concentra-
tion of additionally produced V¢ vacancies and, hence,

the equilibrium concentration of V?. It equals 1.5 x
10 cm3 with AQ = 1 x 10~ C and a PSC region thick-
ness of =0.2 um. It isinteresting to note that the incre-
ments of the current, Aly(t); charge, AQ.(t); and,

accordingly, concentration of V¢ centersin the portion
where Al(t) and AQ,(t) sharply grow are almost the
samefor both variants (xAl) (Fig. 6). Thismay indicate

that the structural defects like V? are uniformly dis-
tributed across the phosphor layer.

Thus, the blue, red, and IR photoexcitations of a
TFELE in the time interval between exciting voltage
pulses (in the case when this interval and photon flux
density are sufficiently large) confirms the existence of
deep levels in the energy band of ZnS: Mn. They lie
=1.1, <1.3, and <1.9 eV above the valence band top and
can probably be related to doubly charged zinc vacan-
cies, doubly charged sulfur vacancies, and singly
charged sulfur vacancies, respectively. The net concen-

tration of centers due to Vi; and Vg vacancies varies

from 7.7 x 10'® cm™ at the lower insulator—phosphor
interfaceto 6.2 x 10 cm at the upper phosphor—insu-
lator interface. To provide the electroneutrality condi-

tion for the phosphor, the concentrations of V; and
V& vacancies must be (3—4) x 10 cmr3. The concen-

tration of V5" vacancies is about 1.5 x 106 cm3. The
results of our study suggest that during the TFELE
operation, accelerated electrons in the near-anode
region ionize (by impact ionization) Mn?* lumines-

cence centers and also deep centers due to V;;, Ve,
and Vg, vacancies, causing the formation of the PSC.
In the near-cathode region, deep centers related to Vg

and V? vacancies trap free electrons, neutralizing the

PSC formed in the preceding operating cycle and form-
ing the NSC. In time intervals between the active states
of the device, these space charges are neutralized; the
degree of neutralization is the higher, the longer the
pause. The photoexcitation of the device by “blue’ pho-
tons during the pause prevents PSC neutralizationin the
former near-anode region, thereby increasing the field
in the near-cathode region and the tunnel emission cur-
rent from surface states at the insulator—phosphor inter-
face. As a result, the current component due to the

impact ionization of V2, and Vi deep centers
decreases in the next operating cycle of the device.



478

The irradiation by “red” photons decelerates NSC
neutralization in the former near-cathode region and
favors PSC neutralization. Simultaneously, it generates
the NSC in the former near-anode region by transfer-
ring radiation-excited electrons from the valence band

to alevel corresponding to Vs . This decreases the field

in the near-cathode region and the tunnel emission cur-
rent. At the same time, the mean field in the phosphor

layer that is required for V2 and V2. deep centers in
the near-anode region to be ionized in the next operat-
ing cycle grows. When the field reaches the value
required, the current amplitude becomes larger than in
the absence of the illumination.

IR irradiation causes additional Vg sulfur vacancies
to form via capturing free electrons that are radiation-

excited from the valence band by V? centers. Because

of this, in the next operating cycle, the space charges,
the field in the near-cathode region, and the tunnel
emission current decrease in the variant (—Al), where
the sulfur vacancy concentration at the upper phos-
phor—insulator interface exceeds the concentration of
zinc vacancies. As the applied field grows, so does the
current amplitude because of the ionization of addi-

tional Vg vacancies in the phosphor layer.

The illumination combined with exciting voltage
pulses affects the current passing through the device
insignificantly, since the number of photons absorbed
by the phosphor layer is small (for the photon flux den-
sities and exciting voltage frequencies used). For the
same reason, the illumination of the device under the
continuous excitation regime does not affect the current
passing through the device.

10.

11

12.

13.

14.

15.
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Abstract—Theinstantaneous values of the internal quantum yield and luminous efficacy of thin-film electrolu-
minescent emitters are experimentally studied as functions of time, the mean field in the phosphor layer, and
the charge passing through thislayer. Al so, the dependences of theinternal quantum yield and luminous efficacy
on the exciting voltage amplitude are explored. At exciting voltage frequencies above 10 Hz, the time depen-
dences of the instantaneous quantum yield and luminous efficacy exhibit adip in the range where the brightness
and current through the phosphor layer grow and a peak in the range where the brightness and current decline.
The dip and peak are related to the different rates of rise and fall of the brightness and current. © 2003 MAIK

“Nauka/Interperiodica” .

The basic parameters characterizing the efficiency
of thin-film electroluminescent emitters (TFELES),
internal and external quantum yields and luminous effi-
cacy, are integral quantities. For this reason, physica
processes governing their variation with various param-
eters of TFELE excitation (the shape, frequency, and
amplitude of the applied voltage, etc.) cannot be con-
sidered in detail. Earlier, we studied the EL kineticsin
such devices, including the kinetics of the instanta-
neous quantum yield, for exciting voltage frequencies
in the range 0.1-2.0 Hz. With these frequencies, the
adjacent brightness waves do not overlap and the char-
acteristic times of EL are less than a quarter of the
exciting voltage period [1]. Of practical interest are,
however, exciting voltage frequencies of 50 Hz or
higher.

The aim of thiswork is to study the variation of the
instantaneous internal quantum yield and luminous
efficacy of TFELEs with time, the mean field in the
phosphor layer, and the charge passing through this
layer. Also, we were interested in the dependences of
the external and internal quantum yields and luminous
efficacy on the exciting voltage amplitudein the voltage
frequency range 2-500 Hz.

The object of our experiments was metal— nsul ator—
semiconductor—insulator-metal  (MISIM) TFELEs,
whereM isalower 0.2-pum-thick transparent SnO, el ec-
trode applied on a glass substrate and an upper
0.15-pm-thick opaque thin-film Al electrode of diame-
ter 1.5 mm; S, a Mn-doped (0.5 wt %) 0.54-um-thick
ZnS: Mn phosphor layer; and |, a 0.15-um-thick Y ,O4-
stabilized (13 wt %) ZrO, insulating layer. The phos-
phor layer was thermally evaporated in vacuo in a
guasi-closed volume at a substrate temperature of
250°C with subsequent annealing at 250°C for 1 h, the

opaque electrode was also applied by thermal evapora-
tion, and the insulating layers were applied by electron-
beam evaporation.

The time variations of the brightness L and current
through the TFEL E | ((t) were recorded upon the excita-
tion of the device by an alternating-sign triangular volt-
age V(t) from a G6-34 voltage generator equipped with
adriver amplifier and G5-89 external trigger generator.
The maximal amplitude of pulseswasV,,= 160V at a
voltage nonlinearity factor of no more than 2%. The
exciting voltage (in the pulsed excitation regime) was
applied asatrain of pulseswith aduration equal to two
periods of thetriangular voltage and arepetition ratef =
2, 10, 50, 200, and 500 Hz. Thetime T between excita-
tionswas varied between 1 and 100 s. In the continuous
excitation mode, the exciting voltage frequency was
also 2, 10, 50, 200, and 500 Hz. The current |, was mea-
sured with a 0.1- to 10 kQ-resistor series-connected to
the TFELE. The voltage drop across the resistor was no
higher than 0.5% of the voltage amplitude. The instan-
taneous value of the brightness was measured with an
FEU-84-3 photoelectric multiplier. The time depen-
dences of the exciting voltage, current through the
device, and instantaneous brightness were recorded
with an S9-16 two-channel storage oscilloscope linked
to a computer via an interface. For either channel,
2048 points with a given period of discretization and
256 levels of amplitude quantization were measured
and stored. Mathematical and graphical processing was
accomplished withthe MapleV Released Version 4.00b
and GRAPHER Version 1.06 2-D Graphing System
application packages.

The time variations of the mean field in the phos-
phor Fy(t), as well as that of the current, 1(t), and
charge, Qy(t), passing through the phosphor layer in the

1063-7842/03/4804-0479%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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active mode of operation, were calculated as in [1, 2]
for atotal capacitance of the device's layers C,; = 986
pF and initial geometrical phosphor capacitance C, =
250 pF with allowance for the voltage drop across the
resistor, which was subtracted from the voltage V(t).
The capacitanceswere found from the total capacitance
of the device C, = 200 pF, which was measured with an
E7-14 immitance meter for known geometrical param-
eters of the device.

The externa quantum yield ne; of a TFELE is
known to be defined as the ratio of the number of pho-
tons emitted by the device to the number of charge car-
riers that passed through the phosphor layer during
luminescence. Under the assumption that the emission
from the device's surface is monochromatic and direc-
tion-independent, we have [3]

T

[La
L.T 0
Net = KoNint = KOAE = KoA7 ; 1
p
Ilp(t)dt
0

where K is the coefficient of emission extraction from
the device; n;, is the internal quantum yield; A =
(mSQ)/(hvfy), S is the emitting surface area; q is the
charge of an électron; hv is the photon energy; f, isthe
spectral luminous efficiency of the emission; L, is the
electroluminescence brightness averaged over the
exciting voltage period T,

:

_1 )

L = F[LOdt;
0

and Q, is the charge passed through the device for the
period T during the formation of two brightness waves.
The luminous efficacy n, of a TFELE is defined as
the ratio of the optical flux from the device, ®,= nSL,,
to the active power P, spent to produce this flux [3]:
T

S L ()t
_ LS _ 0
= —5— =7 :
p
dy (1) Fy(D)ct
0

)

where d, is the phosphor thickness and
T

d
P, = T"J’l (D F,(t)dt.

As follows from (1) and (2), New Niney @d N are
integral parameters and cannot clarify physical pro-
cesses governing EL in TFELEs. The instantaneous
values of these parameters, Ne(t), Nix(t), and n.(t),
bear much more information. Earlier [1], we deter-
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mined the dependences n..(t) and n;(t) in the range of
ultralow frequencies 0.1-2.0 Hz. At higher frequencies,
the solution of the kinetic equation relating the concen-
tration of excited EL centers (hence, the instantaneous
brightness L(t)) to the current I(t) throughout the
brightness wave may be difficult. Therefore, we will
use another approach.

As the instantaneous value of the internal quantum
yield, we will take the increment of the number of pho-
tons emitted from the phosphor layer, Am(t), divided by
the increment of the number of charge carriers, An(t),
passing through the layer over atime interval At:

Am(t) _ [dm(t)/dt]At

M) = 3000 = [an(d/diat
d[ L(t)dt}/dt 3
i J _ AL ©
T Xo)

d“l p(t)dt}/dt
0

Similarly, the instantaneous luminous efficacy is
defined as the ratio of the increment of the optical flux,
AD(t), to the increment of the active power, AP(t),
spent to create thisincrement:

_AD(t) _ MSAL(t) _
CAPL(t)  AP(t)

[dL.(t)/dt]At
[dP,()/dt]At

ne(t)

t

d{ Le(t)dt}/dt y
T[Se—.g =5 L0 ?

T ody 1 ()R
d[J'Pp(t)dt}/dt
0

In the curves n;,(t) (see (3)) aobtained from the
experimental dependences L(t) (Figs. 1a, le, 2a, 2¢)
and 14(t), as well as from the anaytical dependences
Io(t) [1, 2], for the frequencies f = 10 (Figs. 1b, 1f) and
200 Hz (Figs. 2b, 2f) one can separate three portionsin
accordance with similar portions in the curves L(t),
Io(t), and Fi(t) (Figs. 1, 2). Here, | isthe portion where
the parameters rapidly grow when the exciting voltage
V(t) slightly exceeds the threshold value V;; 1, the por-
tion where the parameters vary in a complicated man-
ner; and |11, the portion where the voltage diminishes.
For the two given frequencies, the behavior of n;(t) is
noticeably different (Fig. 3), exhibiting the following
features:

(1) Asymmetry for both variants (£Al) in correspon-
dence with the asymmetry of the dependences L(t),
Io(t), and F(t) asin [1, 2]. The value of n;, is greater
for the variant (+Al), since Mn?* impurity ions and | at-
tice defects are nonuniformly distributed across the
phosphor layer.

TECHNICAL PHYSICS Vol. 48 No.4 2003
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Fig. 3. niy(t) for f = 2 (a), 10 (b), 50 (c), and 200 Hz (d). (1, 4) Continuous excitation and (2, 3, 5, 6) pulsed excitation with T =
(2,5) 5and (3, 6) 100 s. (1-3) Variant (-Al) and (4-6) variant (+Al). Sample 1.

(2) In portion I, n;x(t) monotonically grows at
frequencies f = 2 and 10 Hz (Figs. 3a, 3b). In this
portion, the dependence F(t) is also close to linear
(Figs. 1c, 19).

(3) With an increase in the period T of the pulsed
excitation regime, the beginning of the curve n;.(t) in
portion | shifts in time (Fig. 3) in accordance with the
shift of the curvesL(t) and I ,(t) (Figs. 1, 2). Asin[1, 2],
thisis explained by an increasein the threshold voltage
V, because of adecreasein theresidual field F(t) inthe
phosphor layer (Figs. 1c, 1g, 2c¢, 2g). The decrease in
F4(t) isdueto polarization charges on states at the phos-
phor—insulator interface and also to space charges in
the phosphor layer, which are neutralized as T increases
[1, 2.
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(4) In the continuous excitation mode, at frequen-
cies of 50 Hz or higher, brightness waves overlap
(Figs. 2a, 2€). This causes the overlap of adjacent volt-
age half-periods in portion | of the dependence n;(t)
(Figs. 2d, 2h, 3c, 3d).

(5) At frequencies of 50 Hz or higher, portion |
exhibits a dip (Figs. 3c, 3d), which becomes deeper
when continuous excitation changes to the pulsed exci-
tation regime and T increases.

(6) In portion I, the dependence n;(t) is different
for the variants (<Al) and (+Al) at f = 2, 10, and 50 Hz
(Figs. 3a-3c). Namely, under continuous excitation, the
curve 1;(t) dightly increases in the variant (-Al) and
declinesin the variant (+Al). At f = 200 Hz under con-
tinuous excitation (Fig. 3d), the curve n;(t) in this por-
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tion tends toward saturation and at still higher frequen-
ciesalso fallsin the variant (—Al).

(7) At f =2, 10, 50, and 200 Hz, portion |1 of the
curve n;«(t) shows a peak in the variant (-Al) in the
case of pulsed excitation. A similar peak is observed in
the variant (+Al) under continuous excitation as in the
previously obtained data for f = 2 Hz [1] (Figs. 1d, 1h,
2d, 2h, 3). The height of this peak grows with T in the
variant (+Al).

(8) Inportion 111, theform of the curvesn;(t) isfre-
quency dependent. Namely, at f = 2 Hz, n,;, fals
(Fig. 3a); at f = 10 Hz or higher, an additional pesk is
observed in this portion (Figs. 1d, 1h, 3b). For the fre-
guencies 50 and 200 Hz, this additional peak is shown
incompletely because of its large amplitude and long
fall time, which extends beyond the figures (Figs. 2d,
2h, 3c, 3d). Its appearanceis associated with thefact [1]

that the brightness L(t) drops more slowly than the cur-
rent 1,(t) (Figs. 2a, 2b, 2e, 2f).

(9) In portions | and 11, as the frequency grows, Ny
decreases at the same voltage values for both variants
(Fig. 3).

The dependences of n;,, on the charge Q, passing
through the TFELE during the formation of brightness
waves (Fig. 4) are similar to the curves n;,(t) (Fig. 3).
Thisis because the dependence Q(t) isalmost linear in
portions | and Il and varies only dightly in portion |11
(Fig. 5).

The dependence of n;, on the mean field F, in the
phosphor layer (Fig. 6) is nearly linear in portion | for
f=2and 10 Hz. At f =50 Hz or higher, it exhibitsadip
like the curves n(t) and n;(Qp) at f = 50 Hz. Thisis
explained by the nearly linear dependence F(t) in this
portion (Figs. 1c, 1d, 2c, 2d). In portion |1, however, the
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curves Ni(Fp) are highly irregular, which reflects the
different behavior of F(t) in this portion depending on
the variant (zAl) and frequency (Figs. 1c, 1d, 2c, 2d).
This situation is the result of space charges forming in
the near-anode and near-cathode regions of the phos-
phor [1, 2].

As follows from (3) and (4), the dependence n,(t)
differs from the dependence n;(t) by the factor F(t) in
the denominator. Then, the instantaneous active power
Py(t) can befairly accurately approximated by the rela-
tionship [3]

Po(t) = 1,(t)Fy(t)d,. (5)

Inview of the linear growth of F(t) in portion | and
the relatively weak dependence F(t) in portion Il
(Figs. 1c, 1g, 2c, 29), the form of the dependence P(t)
turns out to be similar to that of the dependence 1(t)
(Figs. 7b, 7d). Therefore, the dependences n;.(t) and
n.(t) aresimilar in shape (Figs. 7e, 7f). Asfollowsfrom
Figs. 7e and 7f, at frequenciesf < 10 Hz, the values of
Ni: and N, for sample 2 reach a maximum at the point
r, which separates the regions of fast and slow growth
of I,(t) and L(t). Above this point, the rate of rise of
these curves declines[1, 2] even if the amplitude (max-
imal value) V,, of the exciting voltage increases further.
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However, this maximum in the curven (t) slightly low-
erswith increasing Vy, (Fig. 7f), because the field F(t)
increases at the point r with V,,, (Fig. 7c).

The values of the internal quantum yield n;,, and
luminous efficacy n, in the dependences n;(V,,) and
n.(Vy), which were found from Fig. 7 by formulas (1)
and (2), are greater for the variant (+Al) (Figs. 8d, 8e),
which is due to different values of L, in the variants
(+Al) and (—Al) (Fig. 8c). At the same time, the half-
period-averaged values of the current |, passing
through the phosphor layer,

T/2

2
I, = _T_I Ip(t)dt, (6)
0
and power P,
T/2
2
P, = _T_J' Py(t)dt, (7)
0

coincide within the accuracy of measurement and cal-
culation for both variants (Figs. 8a, 8b). The bright-
ness-voltage characteristic of the TFELE, L(V,,), is
typical of thisdevice: it has a portion where the growth
of L, slowsdown (for V,, above 125 V; Fig. 8c) or satu-
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rates (in the semilogarithmic scale [4]; Fig. 8f). In this
portion, the curves I ,(V,,) and P(V,,) are similar to the
curve L(V,) (Figs. 8a38c). Therefore, at V,, above
125V, n; dependson V,,, only slightly, reaching amax-
imum at V,, = 135V. Since F, grows with V; in portion 11
(Fig. 7b), the curves n (V,,,) exhibit amore distinct fall
a V., = 125-130 V (Fig. 8e). However, from these
dependences n;.+(Vy,) and N (V,,,), one cannot elucidate
the physical mechanisms governing the EL kinetics,
particularly because the portion where the brightness
L(t) fals (Figs. 1a, le, 2a, 2e) makes a considerable
contribution to the mean brightness at f > 10 Hz.
The results obtained can be explained as follows.

The behavior of the curvesn;,(t) in portions| and |1
can be explained in the ssmeway asin[1, 4]. The val-
ues of L(t) and n;,(t) are related to the concentration

N* (t) of excited luminescence centers as[5, 6]

Kohv £ nin () N* (1) d,(1)
T ™ '

L(t) = (8)

where

Nin(t) = Ny ()P(1); 9)

N (t) isthe number of luminescence centers excited by
one electron that passed through the phosphor layer,

Ny(t) = dy(t)aN(x, 1); (10)

dy(t) is the effective phosphor thickness within which
the impact excitation of luminescence centers takes
place; o isthe impact excitation cross section; N(x, t) is
the distribution of unexcited luminescence centers
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across the phosphor layer; P,(t) is the probability of
radiative recombination of luminescence centers,

P(t) = &

- (11)

T* is the lifetime of excited luminescence centers; and
T, is the time constant of excited center relaxation via
radiative transitions to the ground state.

The concentration N*(t) of excited luminescence
centers is proportional to the probability of excitation
per unit time a(t), which is generally expressed as[4]

al,(t)
qs
where n(t) and v(t) are, respectively, the concentration

and velocity of free electrons with an energy sufficient
for exciting luminescence centers.

Thus, the rapid growth of n;(t) in portion | at f = 2
and 10 Hz (Figs. 1d, 1h, 3a, 3b) is associated with the
growth of F(t) (Figs. 1c, 19), the energy of accelerated
electrons, a(t) (see (12)), and N;(t) (see (10)).

Thedipinportion| of the curven;(t) a frequencies
of 50 Hz and higher (Figs. 2d, 2h, 3c, 3d), aswell asin
the curves ni(Qp) (Figs. 4c, 4d) and n;(F,) (Figs. 6c,
6d), is explained by the changed relationship between
the rates of rise of the brightness L(t) and current 1(t)
in this portion. At f = 2 and 10 Hz, the rates of rise of
L(t) and I(t) are nearly the same (in accordance with
data obtained in [1]). Also, Niw(Qp) and n;y(F,) aso
grow in portion | (Figs. 1d, 1h, 3a, 3b, 4a, 4b, 6a, 6b).
At higher frequencies, the current 1,(t) rises faster than
L(t) up to the point r (cf. Figs. 2b, 2f and 23, 2€). Asa
result, n;.(t) decreases, reaching a minimum at the
point r (Figs. 2d, 2h, 3c, 3d). In going over the point r,
the growth of 1,(t) slows down and n;(t), as well as
Nin(Qp) and n;(Fp), increases. Under continuous exci-
tation at frequencies of 50 Hz or higher, adjacent
brightness waves overlap. Therefore, in portion I, Mn?*
luminescence centers excited in both the previous and
current voltage half-periodsrelax, with their concentra-
tions decreasing and increasing, respectively. Such a
relaxation causes the minimum in the curve n;(t)
(Figs. 2d, 2h, 3c, 3d). This minimum shades the dip
(including in the curves n;(Qp) and n;(F,); Figs. 4c,
4d, 6c, 6d), which appears when the relationship
between the growth rates of 1,(t) and L(t) changes.

In portion I1, the excitation of Mn?* centersis char-
acterized by a weak variation of the mean field F(t)
(Figs. 1c, 19, 2c, 29g). Therefore, n;(t) varies under the
condition that P,(t) is constant and the mechanism of
direct impact excitation of luminescence centers with
the distribution N(x, t) in a phosphor layer of effective
thickness d,(t) (see (9) and (10)) holds. As was men-
tioned above, the distribution N(x, t) is nonuniform:; the
concentration of the centersis higher at the upper elec-

a(t) = on(t)v(t) =

(12)
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trode (Al). The value of d,(t) changes when deep cen-
ters at the anode and cathode ionize and exchange
charge. This results in the formation of space charge
fields at the electrodes. The ionization of deep centers
at the anode also leads to the dissipation of the energy
of accelerated electrons by these centers; hence, n(t),
v(t), and, accordingly, a(t) decrease[4]. Eventualy, the
behavior of n;.(t) in portion Il is governed by the
decrease in d,(t) and a(t), as well as by the change in
N(x, t). The distribution N(x, t) is the variation of the
Mnr?* initial distribution N(x) across the phosphor layer
with time because of the decrease in the thickness d,(t)
of the region where luminescent centers are excited and
the shift of thisregion toward the anode. For the variant
(+Al), al these factorsin portion |1 become less signif-
icant and n;(t) drops (Figs. 1h, 2h, 3). For the variant
(-Al), adecreasein d,(t) and a(t) may be compensated
for by an increase in N(x, t). Therefore, n;,(t) may
dightly grow (Figs. 1d, 3a, 3b) for same samples and
decline for others (Fig. 7e).

In the case of pulsed excitation of the TFELE, the
space chargesrelax and thefields of these chargesinthe
near-anode and near-cathode regions of the phosphor
decrease over the time interval between voltage pulses
[1, 2]. Thefield decrease isthe stronger, the larger T is.
As aresult, the threshold value V, of the device and the
mean field F,(t) in the phosphor rise in the next excita-
tion cycle, including in portion Il (Figs. 1, 2). This
causesthe energy of accelerated el ectrons and the prob-
ability a(t) of excitation of luminescence centers (see
(12)) to increase and aso results in the appearance
and/or growth of the peak in the dependence n;(t) in
portion Il (Figs. 1d, 1h, 2d, 2h, 3).

The decreasein n;(t) with increasing frequency fin
portion |1 for the same values of V(t) isexplained asfol-
lows.

The kinetic equation for the rate of change of the
concentration of excited luminescence centers has the
form [1]

dN* (1)
dt
If o isconstant, a(t) is independent of N*(t), T* is
independent of timet, a(t) < 1/t*, and the current I (t)
in portion 111 is approximated as

= a@IN® -Nr @] -8 a3

—t/1, +

FOERC ) (14)

(where 1, and 15 are the time constants of I (t) fall), the
solution to Eq. (13) that contains the value I, at the
point m (Figs. 1b, 1f, 2b, 2f) was shown [1] to yield (in
view of expressions (8) and (12)) the following expres-
sion for L(t) in portion I11:

Ar]int(t)Nl(t) cl pm[] Ty
aS 2 -1

—t/15

—t/T T —t/T
“ 4 5 e {]

I—(t) = -[5_'[* O
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Table
f,Hz 10 50 200
Variant Al +Al Al +Al Al +Al Al +Al
T4, MS 2.79 2.08 0.35 0.574 0.088 0.055 0.0199 0.0166
Ts, MS 10.8 94 2.05 2.96 0.45 0.397 0.111 0.105
B 0.67 0.609 0.0877 0.25 0.143 0.0003 7.95x107 | 5.35x 107
C 0.36 0.399 0.0103 0.0089 0.591 0.717 0.81 0.76
D 3.26x10° | 4.15x10° 0.914 0.727 0.277 0.269 0.27 0.34
0 T o T3 tr, ing frequency f. Under continuous excitation of the
+[IprD_r—_r* " +T—_r* " device, thedecreaseinn;,(t) at f =50 Hz ismore appre-
2 8 (15) ciable because adjacent brightness waves overlap
. T, . T, 3 [ (Figs. 24, 2e).
T, +T% T,—-1% Ta+1*0 The similar variation of n;(t) with frequency in

Ipm|:| Ty Ts ] -tirr 0

2 L, —t* ¥ T5—T*D:|e %
Here, 14, T,, and 15 are the respective time constants
of I,(t) growth in portion | up to the point r and in por-
tion |1 before and after the point where the rate of cur-
rent growth changes sign; t,, is the time corresponding
to the vaue V,,; and I, is the value of the current I, at
the point r.

For t* = 1.4 ms, theinequality a(t) < 1/t* holds at

f < 200 Hz. Indeed, since 0 = (2—4) x 10716 cm? [1, 5]
and S, = 2 mm?, then, according to (12), a(t) = 5s* for
f=50Hzand |,,=5x10°A and a(t) = 15s™ for f =
200 Hz and | ,, = 1.5 x 10*A. At the sametime, 1/t* =
714 s,

Asfollowsfrom Figs. 1 and 2, the current | (t) drops
almost to zero when the mean field F(t) diminishesto
~108 V/m, which roughly equals the luminescence
threshold; that is, the ionization of Mn?* luminescence
centers continues throughout the I (t) fall. This points
to the need to solve kinetic equation (13), which
involvestheterm a(t)[N — N* (t)] responsible for gener-
ation, in portion 111 (the portion of fall) for the fre-
guency range considered above, as in the case of
ultralow frequencies[1].

Atf<2Hz1,...15 > 1 and the dependence L(t) is
similar to the dependence 1,(t) [1]. However, even at
f=2Hz, 1, becomescomparableto t* [1]. Atf= 10 Hz,
the same is true for the other time constants. At high
frequencies, 1,...15 becomelessthan 1*. Thisdecreases
the preexponentials in (15) and slows down the growth
of L(t) in comparison with that of I(t) with increasing
frequency. Physically, this means that the relaxation of
excited Mn?* luminescence centers is slower than the
variation of I(t) and that the concentration [N — N* (t)]
of unexcited centersin Eq. (13) decreases with increas-

portion Il (Fig. 3) under continuous excitation and
under pulsed excitation with different T confirms the
fact that dy(t), N(x, t), and Fy(t) vary with frequency
insignificantly. The dependence F(t) in portion Il is
also weak at different frequencies (Figs. 1c, 19, 2¢, 29).

The explanation of the behavior of the curve n(t)
in portion I1, including at various V,, (Figs. 1, 2, 3, 7),
as well as solution (15) to Eq. (13), is based on the
assumption that the mechanism of direct impact excita-
tion of single Mn?* centers holds and that g, P,, and,
hence, T* appearing in (9)9—«(11) remain constant. The
constancy of T unambiguously characterizes the con-
stancy of the relationship between radiative and nonra-
diative recombination centers [7, 8], as well as the
absence of luminescence centers of another type.

The data obtained validate the above assumptions.
For example, approximation (14) of portions 11, where
the curves| (t) fall, fitsthe values of 1,(t) obtained from
the experimental dependence | (t) within 0.4%. Taking
into account that the exponentialsin expression (15) for
L(t) vary in portion |11 much more than the preexponen-
tials, we represent (15) in the form

—t/1,

L(t) = Be +De"",

where B, C, and D are constants.

Approximation (16) of L(t) in portion I11, where the
curve falls, is accurate to within 0.1% for the range of
fall of two decades (one hundred times), which is prac-
tically the most important, at f = 2, 10, and 50 Hz and
™ = 1.4 ms. At f = 200 Hz, the agreement breaks pos-
sibly because the assumptions used when solving
Eqg. (13) are not quite correct.

As follows from the table, 1, and 15 vary almost
inversely proportionally to f and so rapidly decreases
with increasing f. Thistime constant apparently charac-
terizes the capture of free charge carriers by volume
and surface centers when the mean field in the phosphor
layer drops to the threshold value or below.

—t/15

+Ce (16)
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The f dependences of the coefficients B, C, and D
suggest that the slowly decaying component of 1(t)
with thetime constant 15 and thelifetime t* of lumines-
cence centers play an increasingly important rolein the
fall of 1,(t) and L(t), respectively, asf grows.

The fact that the branch where L(t) fals remains
unchanged at various V,, (Figs. 7a, 7b) also indicates
the constancy of the parameters that describe the exci-
tation mechanisms, as well as the mechanisms of radi-
ative and nonradiative recombinations of luminescence
centers, at greatly differing excitation levels. The
branches where L(t) and 1,(t) fall also do not change
when the continuous excitation is changed to the pul sed
excitation with different T (Figs. 1a, 1b, 1e, 1f, 2a, 2b,
2e, 2f). Thisis additional evidence that the charge state
of defects in the phosphor layer has a minor effect on
the excitation and relaxation of Mn?* luminescence
centers.

It should be noted that the product of exponential
functions used in [9] to approximate brightness fall
does not agree with the experimental dependence L(t),
including in that range of f where T > 1, and 15. This
may indicate that, with the concentration of Mn?* cen-
tersin the phosphor layer used in thiswork, the concen-
tration quenching of luminescence is absent.

Thus, the dependences of the instantaneous values
of theinternal quantum yield n;,; and luminous efficacy
n. ontimet and exciting voltage amplitude V,, in com-
bination with other electrical and illumination engi-
neering characteristics show that at exciting voltage
frequencies f < 10 Hz, instantaneous values n;(t) and
n.(t) rapidly grow in the portion where the brightness
L(t) and the current |,(t) passing through the phosphor
layer also steeply grow. Thismay be associated with an
increase in the number of luminescence centers excited
by one electron passing through the phosphor layer
when the mean field in the phosphor increases. At f >
10 Hz, the portion where n;(t) grows shows a dip,
which appears when the current |, rises faster than the
instantaneous brightness L(t). The dip becomes more
pronounced in the pulsed excitation mode especially
when the time interval T between the pulses widens.
Thiseffect is dueto the enhanced rate of growth of 1,,(t)
when the space charge fields in the near-anode and
near-cathode regions of the phosphor layer are compen-
sated for in the pause between the pul ses and the thresh-
old field of luminescence increases. As the current I (t)
and brightness L(t) grow further (more slowly), the
dependences n;(t) and n,(t) in both the continuous and
pulsed excitation modes are apparently governed by the
decrease in the effective phosphor thickness d(t)
within which the ionization of Mn?* luminescence cen-
ters occurs and in the probability of excitation of these
centers per unit time o (t). One more characteristic con-
trolling the behavior of n;,(t) and n,(t) is the variation
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of theinitial distribution of luminescence centersacross
the phosphor layer N(x) with time; i.e., the distribution
N(x, t). The initial distribution changes because the
effective phosphor thickness dy(t) (the thickness of the
ionization region) diminishes and shifts toward the
anode. Eventually, according to the frequency f, the
curves n;(t) and n, (t) in this portion may reach a max-
imum (its height grows with T in the pulsed excitation
mode) and then fall, have a plateau (where n;, and n_
are time independent), or exhibit a region where n;,
and n, grow with time.

The integral characteristics n;y(V,,) and n (V,,) do
not alow the physical mechanisms responsible for
electroluminescenceto be considered in detail. Therea-
sonisthat, at f = 10 Hz, the branch where the brightness
falls because of the relaxation of excited Mn?* centers
contributes significantly to the mean brightness, which
is necessary to determine these processes. The portion
of brightness fall lasts long after the fall of the current
through the phosphor and masks processes responsible
for the excitation of the centers.

For the concentration of luminescence centers used
in thiswork, the analytical solution to the kinetic equa
tion describing the change of this concentration with
timeyieldsafairly accurate approximation of the curve
of L(t) fall at frequencies f < 200 Hz under various
exciting voltage amplitudes V,,. In this case, the fall of
the current I (t) through the phosphor layer is approxi-
mated by the sum of two exponentia functions under
the assumption of simple impact ionization of single
Mn?* centers, which subsequently relax without chang-
ing the probability of radiative transitions.
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Abstract—The eigenfrequencies of magnetic modes in aresonator made up of two segments of acircular eva
nescent waveguide and a coaxia line are found by solving an electrodynamic problem. For the fundamental
H,15 mode, the performance of the resonator is studied analytically and experimentally over awide range of its
parameters. The feasibility of a high-power microwave semiconductor oscillator based on the resonator under
study is demonstrated. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Resonators built around evanescent waveguides par-
tially filled with a dielectric (known as waveguide
dielectric resonators, WDRs [1]) have a sparse eigen-
mode spectrum, small weight and dimensions, and an
appreciably high intrinsic Q factor. WDRs are used in
measuring insulator parameters, as well as in micro-
wave frequency-selective devices and oscillators.
WDR-based devices and instruments are readily
matched to both waveguides and microstrip lines.
WDRs axisymmetrically filled with a multilayer (spe-
cificaly, two-layer) dielectric offer improved perfor-
mance.

A two-layer WDR is easily transformed into a
waveguide coaxial resonator (WCR) (segmentsof acir-
cular evanescent waveguide placed on both sides of a
coaxia line) [2] if the inner dielectric layer in the
former is replaced by a metal layer. The scattering of
€l ectromagnetic waves incident from the side of thecir-
cular waveguide on various metal-dielectric irregulari-
ties (including on a coaxial line segment) was studied
in [3-5]. In those works and also in [6], which is
devoted to studying the eigenmode spectrum of a coax-
ial waveguide resonator (CWR) (two coaxial segments
attached to a circular waveguide on both sides), axi-
symmetric H and E modes were investigated. We are
not aware of studies where the resonance properties of
WCRSs of the given design are investigated.

A number of WCR features were experimentally
studied in our previous work [7]. It was shown that in
such resonators, electromagnetic waveguide eigen-
modes common to acoaxial line may coexist with TEM
modes, which are typical of coaxial resonators.

In thiswork, we consider H,,,; magnetic modesin a
WCR that are coupled with waveguide modes in a
coaxia line.

STATEMENT AND SOLUTION
OF THE BOUNDARY-VALUE PROBLEM

The spectrum of H,,; magnetic eigenmodes in a
WCR was sought by the method of domains using the
projection procedure and vector eigenfunctions to
derive a set of linear algebraic equations.

Theresonator being analyzed (Fig. 1) is convention-
aly divided into four domains: I, the domain occupied
by the inner metal conductor of a coaxial segment; I,
the domain occupied by the insulating layer filling the
coaxial segment; and Il and 1V, the semi-infinite
domains of the circular waveguides adjacent to the
coaxia segment on both its sides.

When solving the problem, we assume that dielec-
tric losses are negligibly small and the metal surfaces
are of infinite conductivity. Electromagnetic fields in
each of the domains will be described in terms of the
Hertz magnetic vector, which vanishes in domain |
because of the absence of the electromagneticfieldinit.

In domain I, the Hertz magnetic vector takes the
form

I _ 0 _ ‘];'n(Emnb)
Hz - ZO&;Amn[Jm(Emnr) Num(zmnb)Nm(Emnr)}
 C08(Br2)e ™ + | By In(Eml)
Im(&mnb)

Nin(&mab)

indomains |l and IV,

Nm(zmnr)}sn(smnz)e“m"gx

m o_ (1) .\ —imp _Ymn(z+h/2)
l-[z - Zozcanm(Emnr)e € ’
m, n
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|V (1) _mp —~VYmn(Z— h/Z)
z - ZOZ Danm(E ) I

Here, Ap: By Coe @0d D, are the electromagnetic
field amplitudes in domains H-1V; J(&ml)s N &)

and J;, (&mb), N, (€mb) arethe mth-order Bessel func-
tions of the first and second kind and their derivatives,

By Vi @d &y € are the longitudinal and trans-

verse wavenumbers of the coaxia and circular
waveguide, respectively; and histhelength of the coax-
ial segment.

The next step in the solution of the eigenmode prob-
lem for the resonator under study is joining the shear
components of the electric and magnetic fields at the
boundaries between the domains. The boundary condi-
tions used in joining the electric fields at the 11111 and
[1-1V boundaries are written as

mavy mavy _

B V +@oEy " = 1oE, + 9Ey|z = £h/2,
wherer, and @, are the unit vectors along the r and ¢
coordinate axes, respectively.

For the magnetic fields, the boundary conditions are
written in a similar way. The shear components of the
electric field at the end faces of the metal rod (domain 1)
were set equal to zero. The fulfillment of the boundary
conditions yields a set of four functional equations
involving the amplitudes Ay, By, Cine @nd Dy, OF the
electromagnetic fields. As was noted above, the reduc-
tion of this set to the set of linear algebraic equations
was accomplished with the proj ection technique. Equa-
tions obtained by joining the electric fields were sca-
larly multiplied by the vector eigenfunction ¢© of the
electric field of the coaxial line:

0. 0) = | TnEmd)

(r,¢) = go [m(zmk) - (Emkb)Nm(amkr)}
1 ;’nmb imi

ok InErer) =R AN, (o) | 7

The resultant product was integrated over the reso-
nator cross section. Equations obtained by joining the
magnetic fields were multiplied by the vector eigen-

function q)(h)(r, ¢) of the magnetic field of the circular
waveguide:

071 9) = [roE IR + 9o T ERN [,

The eigenfunctions were selected so asto satisfy the
orthogonality condition

Iq)(e)q)kp )dS Nmnémkénp!
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Fig. 1. Design of awaveguide coaxial resonator.

j¢<“>¢kp 'dS = Np3iBnp:

where &, and 8,, are the Kronecker symbols and N,

and N',}m are the norms of the electric and magnetic
eigenfunctions of the coaxia and circular waveguide,
respectively.

Then, we checked that the condition of energy
finiteness in each of the domains is met for any finite
volume V:

J’(s|E|2+u|H|2)dV<oo.

This condition virtually specifies the field at metal
fins [8]. Asfollows from the statement of the problem,
the electromagnetic field is absent in domain | and has
no singularities in domains I11 and 1. One can show
that the energy stored in domain Il tends to zero at
a— b or to the energy stored in the circular
waveguide of permittivity €e whena — 0.

Thefulfillment of the boundary conditionsyieldstwo
sets of linear algebraic equations of the second kind:

AmkRkaOSgSmkg%
= g - D
— A TMhlg - =0,
nzl mnymn%n%mnﬂm(}mk
BmkRmkSintmkg%
= g - 2
By - =0,
+nzl mnymn%osg}mnﬂ]](gmk
where
1)
R = 0603, (E D) N (E i)
Eoc—E

—Em@In(E SN N(E @) —E b IERDNL(E D) 3,
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The initial equations were transformed into two
uncoupled sets of 2mequations. Thisisbecausetheres-
onator isuniformin ¢. Thus, the 3D problem isreduced
to 2m 2D problems. Equation (1) describes H s modes
where d (the number of field variations al ong the zaxis)
=135, ...;Eq. (2), Hys modeswhere d=2, 4, 6, ....
The resonance frequencies of symmetric and asymmet-
ric H,,s modes are found by equating the determinant
of the set of Egs. (1) and (2) to zero.

ANALY SIS OF THE EQUATIONS

Equations (1) and (2) allow oneto find the complete
spectrum of magnetic modes in the resonator studied.
The basic lowest frequency magnetic mode in this res-
onator isthe H,,5 mode. Therefore, in subsequent anal-
ysis, we will consider this mode aone. In this case,
Egs. (1) and (2) take the smple form

BllQll

cos%Bllzj ansmghlzj =0, (©)]
BllQll —
sin %311 il VuRu cosBBv11 il = 0. 4
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Fig. 3. Normalized resonance wavelength A/A, vs. hib.

From Egs. (3) and (4), one can determine the reso-
nance frequencies for the Hy;; and H,;, modes, respec-
tively.

Figure 2 shows (for the H4;; mode) the dependences
of the normalized resonance wavelength A/, (A, =
3.41b is the critical wavelength for an empty circular
waveguide) on a/b for severa permittivities € of a
dielectric filling the coaxial line (¢ = 1.0, 2.1, 5.0, and
10, respectively for curves 1-4). The calculation was
made in the one-mode approximation for h/b = 1.34.

Figure 3 illustrates (for the same H,,; mode) the
MM vs. hib curves for a/b = 0.19 (1), 0.25 (2), 0.45
(3, 4), and 0.75 (5) with € = 2.1. The continuous curves
were calculated in the one-mode approximation, while
dashed curve 4 takes into account 20 modes (k = n =
p = 20).

We studied two WCRs designed for the centimeter-
and millimeter-wave ranges, respectively. The former
had a circular waveguide with inner diameter 13 mm
and metal-dielectric elements made of FT-4 Teflon (€ =
2.1) with brass cylinders of different diameters and
lengths (h/b = 1.34). This resonator generated reso-
nance oscillationsin the 5.5-11.0 GHz frequency band.
Experimental data for this resonator are marked by
crossesin Fig. 2. The millimeter-wave resonator repre-
sented asegment of acircular waveguide of inner diam-
eter 4.62 mm in which metal-dielectric elements with
internal conductors of different inner diameter were
placed (the length of the conductors was the same).
Experimental datafor this resonator are marked by cir-
clesin Fig. 2. Its resonance frequencies liein the range
17-30 GHz.

In Fig. 3, circlesin curve 1 and crosses in curves 3
and 4 display measured resonance frequencies of the
centimeter-wave WCR. It is seen that as the length h/b
of the coaxial line shortens, the error in A/A, calculated
in the one-mode approximation grows. Also, the error
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increases with the parameter a/b. From the analytical
and experimental curvesin Figs. 2 and 3, one can con-
clude that the one-mode approximation is valid over a
wide range of a/b for h/b = 1. In this case, the error in
determining A does not exceed 2.5%.

CONCLUSION

Thus, we solved the problem of magnetic eigen-
modesin aresonator made up of a coaxial line and two
circular evanescent waveguides. Two sets of linear
algebraic equations were derived, which imply that the
eigenmodes of WCRs with an even and odd number of
variations along the zaxis are not coupled to each other,
as in WDRs. Modes differing in number of variations
with respect to the azimuth angle ¢ are also uncoupled.
The resonance frequencies of the resonator are found
by equating the determinant of the set of equations to
zero. The error in calculating the eigenfrequency of the
fundamental mode in the one-mode approximation is
<2.5%.

Note that, using this resonator matched to a micros-
trip input, we succeeded in fabricating a 3-cm-range
microwave semiconductor oscillator based on an
AAT25A Gunn diode. The oscillator thus designed had
an output power higher than a WDR-based oscillator.
The increased power of the WCR-based oscillator is
supposedly associated with improved diode—resonator
matching. The resonator suggested in this work may
find wide application in frequency-selective devices
used in microwave technology because of the possibil-
ity of electronic and mechanical tuning. On the basis of
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such resonators, techniques for measuring the parame-
ters of both insulating materials and metal conductors
can be devel oped.
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Abstract—The surfaces of electrodeposited 1-pum-thick Co,Cu;qy_, (X=8, 11, and 20 at. %) films and also of
0.2-pum-thick films obtained by sputtering targets made of the electrodeposited films with an argon ion beam
are analyzed by atomic force microscopy, scanning el ectron microscopy, and X-ray photoel ectron spectroscopy
(XPS). XPS data indicate that cobalt is absent on the surface of the electrodeposited films but is present in the
bulk and on the surface of the sputtered films. The difference in the X PS spectra of copper in the electrodepos-
ited and sputtered films of the same composition is less significant. The data obtained are explained within the
framework of a qualitative model according to which subgrains of the basic (copper) component coalesce into
large clusters, which subsequently take on aregular oval shape on the free surface. This process favors cobalt
atom migration from the free surface to near-surface voids. High-energy particles existing in the flux of the tar-
get sputtering products bombard the growth front of the ion-sputtered films, causing the fastest sputtered cobalt
atoms to penetrate into the copper matrix as point defects. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Questions related to ordering on the surface of
homogeneous metal alloys have received much atten-
tion owing to the great practical significance of these
alloys and the fundamental importance of ordering pro-
cesses [1-4]. For example, it was shown [1, 2] that, in
homogeneous metallic aloys that have components
with different chemical activities, the more inert com-
ponent may form a developed porous surface structure
as a result of its redistribution over the surface after
removing the chemically active component, e.g., by
selective dissolution in an electrolyte. Unfortunately,
the composition of this porous structure was not ana-
lyzed in the works cited. The authors of [3, 4] consid-
ered melting during the deposition of chromium on the
iron surface and, conversely, of iron on the chromium
surface in ahigh vacuum. The element redistribution at
the interface after the deposition was shown to play an
important rolein theformation of multilayer iron—chro-
mium structures and govern their magnetic properties.

Thin films of inhomogeneous cobalt—copper mag-
netic aloys have also been studied extensively [5];
however, data on their surface composition are scarce.
Here, attention has mainly been focused on structural
ordering, which has been considered for ultrathin
cobalt films on the surface of thicker copper films in
multilayer structures [6] or for ultrathin cobalt films on
the single-crystalline copper surface [7]. Thiswork, in
which we analyze the surface and subsurface layers of
cobalt—copper thin films, is an extension of our previ-
ousinvestigation [8, 9]. Comparing the surface states of
films obtained under equilibrium conditions of elec-

trodeposition with those prepared by the nonequilib-
rium ion sputtering of the electrodeposited films as tar-
gets, we make an attempt to explain the process of
cobalt ordering on the surface.

EXPERIMENTAL

C0,C0;g_« (6 < x < 35) 1-um-thick filmswere elec-
trolyticaly deposited according to the technique
described in [10]. Similarly to [10], we controlled the
film composition by varying the cobalt sulfate content
in the electrolyte, al other things being equal. Then,
some of the electrodeposited films (EDFs) were used as
targets for ion sputtering. The ion sputtering was per-
formed with the setup described in [11]. The argon ion
beam had an energy of 1 keV and a current density of
0.25 mA/cm?. The ultimate pressure was no higher than
10 Pa, and the working pressure was no higher than
2 x 1072 Pa. The sputtering products were films about
0.2 pm thick (hereafter, ion-beam films (IBFs)). EDF
and | BF substrates measuring 20 x 20 mm were made
of one piece of 50-um-thick rolled copper foil. Imme-
diately before the deposition, the substrate surface was
etched in a 5% hydrochloric acid solution and then
sequentially cleaned with oxygen and argon ion beams.
In both cleaning modes, the ion current density was
0.2 mA/cm? and the beam energy was 400 eV. Visua
inspection was made with an NU-2 optical microscope
(Germany) with a magnification of up to 600. To exam-
ine the surfaces and to determine the volume composi-
tion of the films, we used a Nanolab-7 scanning elec-
tron microscope (SEM) equipped with a System 810-

1063-7842/03/4804-0496%$24.00 © 2003 MAIK “Nauka/ Interperiodica’



COBALT REDISTRIBUTION OVER THE SURFACE

500 energy dispersion analyzer (Great Britain). The
surfaces were also studied with a Femtoskan-001
atomic force microscope (AFM) (Moscow State Uni-
versity, Russia) equipped with a Park Scientific (USA)
silicon cantilever and operating in the contact mode.
Surface layers thinner than 5 nm were analyzed by an
XPS spectrometer with a magnesium cathode (MgK,
radiation with a photon energy of 1253.6 eV) as an
X-ray source. The energy scale was calibrated against
the C(1s) line and additionally against the O(1s),
Co(2p), and Cu(2p) lines. In this case, a5 x 5-mm sur-
face area of the sampleswas preliminary cleaned by an
argon ion beam of energy 500 eV and current density
10 pA in the spectrometer for 5 min. When analyzing
near-surface layers, we cleaned the sample surface for
alonger time.

EXPERIMENTAL RESULTS

The surface analysis of the EDFs of various compo-
sition demonstrated that only the films with 8 < x <
20 at. % Co can be used as targets. Those with a cobalt
content x < 8 at. % did not have metallic luster and con-
sisted of irregularly shaped aggregates. Figure la
shows atypical SEM micrograph of the CozCuy, EDF.
The surface is seen to be discontinuous with agglomer-
ates aslarge as 1 um. The discontinuous surface of the
EDFs with a cobalt content x < 8 at. % does not alow
for surface analysis with XPS and AFM. Moreover,
because of the uncertain thickness of these films, we
cannot specify ion sputtering conditions. The EDFs
with a cobalt content x > 8 at. % had a continuous sur-
face with characteristic metalic luster. Figure 1b shows
atypical SEM surface micrograph from an EDF with
the cobalt content x = 8 at. %. The surfaceisfairly con-
tinuous and consists of uniformly distributed valleys
and ridges with a small number of regularly shaped
inhomogeneities. Their size is much smaller than that
of the inhomogeneities on the surface of the EDFswith
a cobalt content x < 8 at. %. As the cobalt content
increases from 8 to 35 at. %, the surface of the EDFs
becomes glossy, the surface color changesfrom reddish
to white, and the number and size of large surfaceirreg-
ularities decrease. However, during the ion sputtering
of the EDFs with x > 20 at. %, we observed cracking
and swelling in several film areasto the extent they peel
off from the substrates. As aresult, the copper substrate
makes an uncontrollable contribution to the composi-
tion of the sputtered material flux. Therefore, filmswith
20 <x < 35 at. % are not considered bel ow.

The Cu(2p) and Co(2p) lines of the XPS spectra
taken from the surfaces of the CogCug,, C0,;,Cugy, and
C0o,,Cug, EDFs are shown in Fig. 2. The alloy compo-
sition was determined by microprobe analysis. The
Cu(2p) line of the CogCuyg, film is the weakest com-
pared to the Cu(2p) lines of the other aloys, although
the volume concentration of copper in the CogCug, film
is the highest. The additional ion cleaning of the sur-
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Fig. 1. SEM images of the surfaces of electrodeposited
(a) CogCug, and (b) CogCug, films.

faces for 10 min noticeably increased the intensity of
the Cu(2p) line only for the Co,;Cugy EDF (Fig. 2¢),
leaving the shapes of the spectra almost unchanged.
This means that the bulk and surface copper contents
are different. However, an increase in the surface con-
centration of copper with as its bulk content decreases
may also be caused by arelative increase in the surface
density of the EDFs. This assumption agrees with the
fact that the surface smoothness and homogeneity
improvewith increasing cobalt content, asfollowsfrom
the SEM images and visual inspection. Furthermore,
the intensities of the C(1s) and O(1s) lines taken from
the surface of the as-deposited CogCug, sample were
the highest in comparison with the other samples and
changed only dlightly after ion cleaning of various
duration, whereas those for the Co,,Cugy and Co,,Cug,
samples decreased to constant values after the ion
cleaning. This finding also evidences a higher surface
density of the EDFswith ahigh cobalt content. The uni-
form cobalt distribution across EDFs of the given com-
positions, which was found earlier [8-10], along with
the assumption that the cobalt distribution over the sur-
face remains constant, allowed us to suppose that the
Co(2p) line in the XPS spectra from the sample sur-
faces studied also has specific features caused by the
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Fig. 4. AFM images of the surfaces of the (a) copper sub-
strate, (b) electrodeposited Coq1Cugg films, and (c) ion-
Sputtered CO]_]_CUSQ films.

specific variation of the surface component concentra-
tion with bulk copper concentration. However, we
failed to resolve this line in the X PS spectra taken both
from the samples with various Co contents (Figs. 2e,
2g) and after ion cleaning of various durations (Fig. 2).
As follows from these spectra, cobalt is absent in sur-
face layers of thickness less than 5 nm in both the as-
deposited and ion-etched samples.

According to the microprobe anaysis data, IBF
samples about 0.2 um thick had the same composition
as the EDFs used as targets for sputtering. All the IBFs
had identically smooth surfaces with metallic luster,
although those with a high cobalt content in the bulk
were more whitish. The XPS spectra from the IBF sur-
faces are given in Fig. 3. As for the EDFs, the Cu(2p)

STOGNIJ et al.

line from the CogCu,, surface (Fig. 3a) has a lower
intensity compared with the equaly intense Cu(2p)
lines from the surfaces of Cu;;Cog (Fig. 3b) and
C0,,Cug, (Fig. 3d). The additional ion cleaning of the
Co,Cuqy, surface changed the shape and intensity of the
Cu(2p) line insignificantly. For all the IBFs, the inten-
sities of the carbon and oxygen lines were maximum
for the as-deposited samples, decreased two or three
times after ion cleaning for several minutes, and then
leveled off. The leveling off indicates that most of the
organic impurities are located directly on the surface
and that their appearance is caused mainly by the stor-
age conditions. Therest of the impurities, which have a
constant concentration over the thickness, are residual
impurities in the vacuum chamber during sputtering
and those present in the targets. The variation of the
Cu(2p) line of the XPS spectra with the bulk composi-
tion of the films suggeststhat, as for the EDFs, the sur-
face density of copper in the Co;;Cugg and Co,,Cugy
filmsishigher than in the CogCug,. However, unlike the
EDFs, the Co(2p) linesin the X PS spectrafrom the IBF
surfaces are resolved for al the samples (Figs. 3e-3h).
The higher the bulk cobalt content, the higher the inten-
sity of the Co(2p) line (Figs. 3e, 3f, 3h). The XPS spec-
trum of cobalt depends only slightly on theion cleaning
duration (Fig. 3g). It has a complex shape for all the
IBFs and contains a number of peaks, which are shifted
toward higher binding energies with respect to the
value for metallic cobalt (778 eV), indicating the inho-
mogeneous environment of cobalt atoms in the surface
layer [12].

AFM images taken of characteristic regions on the
substrate and on the electrodeposited and sputtered
C0,;Cug films are shown in Fig. 4. The texture of the
substrate surface, which is associated with rolling dur-
ing the manufacture of the copper foil (Fig. 44), is not
observed on the EDF surface (Fig. 4b). The IBF surface
(Fig. 4c) is more uniform along the rolling direction
than across it. It is seen that even an IBF as thin as
=0.2 yum smoothes out the substrate surface relief
height from an initial 30 nm to less than 10 nm. The
EDF surface consists of relatively largeislands, most of
which have a smooth shape and a height of several tens
of nanometers;, however, their transverse sizes vary.
Between the islands, one can observe shallow small-
area and rare deep large (100 x 100 nm) depressions.
Such a surface appearance is typical of films prepared
by electrodeposition. The large depressions may be
related to lower density regions or dead-end pores in
electrodeposited films [13].

DISCUSSION

The experimental data indicate differences in the
bulk and surface ordering processes in inhomogeneous
CoCu dloys. Cobaltisfairly uniformly distributed only
over the volume of the EDFs, including the =0.1-pm-
thick surface layer, which agrees with the early results
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[8-10]. Directly on the surface of the EDFs (Figs. 2e,
2f), cobalt is absent, according to the XPS data. During
the continuous ion sputtering of the films (at a rate of
10-30 nm/min in our case), cobalt has no time to be
redistributed over the surface and is sputtered together
with the copper matrix, its portion in the sputtered flux
being proportional to its bulk concentration. Therefore,
the compositions of the IBFs and their targets made of
the corresponding EDFs coincide. When ion cleaning
in the XPS spectrometer or ion sputtering in the ion-
beam setup is interrupted, a cobalt deficiency on the
EDF surface is observed again (Figs. 2g, 2h). Our ear-
lier investigation of CoCu films by conversion electron
M bsshauer spectroscopy [9] showed that a resonance
iron atom was detected only in the pure copper or
mixed cobalt—copper environment in a surface layer
0.15 pum thick. Therefore, we can assume that cobalt
near the free surface of the filmsis aso in the form of
small nanoclusters distributed over the copper matrix
surface. If theislands of regular shape (Fig. 4b) are con-
sidered as the free surface of the copper matrix, which
forms during the EDF growth via the coalescence of
10-nm subgrains, aswas shown earlier in [10], we may
assume that cobalt atoms, migrating over the surface,
occupy energetically more favorable positions near the
lower density regions (surface voids) rather than
directly on the free surface of the copper matrix (if itis
additionally taken into account that bulk copper and
cobalt do not form alloys). During the ion sputtering,
the surfaceis exposed to an ion-beam plasma and bom-
barding ions and ceases to be free. Simultaneously,
conditions for the surface redistribution of cobalt
change. As a result, usual layer-by-layer sputtering
takes place; that is, both copper and cobalt are sputtered
in amounts proportional to their bulk concentrations
over long time intervals. After the termination of ion
bombardment, the free surface takes on an appearance
close to the original, which was also shown in [8]. In
the case of EDFs, the surface deficiency of cobalt exists
both before (Figs. 3e, 3f) and after (Figs. 3g, 3h) theion
bombardment. This means that this deficiency can be
regarded as a recoverable quantity that is caused by
ordering processes on the surface of the inhomoge-
neous aloys rather than by the application of XPS to
examine the surfaces [12].

To explain the difference between the surface condi-
tion of EDFsand | BFs of the same composition that are
obtained on identical substrates, one should take into
account that the deposition conditions for IBFs are
more nonequilibrium than for EDFs. One reason for
this nonequilibrium is the form of the energy distribu-
tion function for the flux of sputtered cobalt and copper
atoms. Thisflux can be conventionally divided into two
parts: the main part, consisting of sputtered atoms with
amean energy approximately equal to the heat of evap-
oration (4.43 eV/atom for cobalt and 3.52 eV/atom for
copper), and the high-energy part, consisting of atoms
with energies of 40-200 eV [14]. The energy of atoms
in the high-energy tail of the distribution function turns

TECHNICAL PHYSICS Vol. 48

No. 4 2003

501

out to be sufficient for the “self-irradiation” of the IBF
growth surface. According to estimates made with the
SRIM2000 program (www.srim.org), cobat atoms
with an energy of 50 eV havearangeof 0.4+ 0.1 nmin
a massive copper matrix and generate 0.6 vacan-
cies/ion; for those with an energy of 100 eV, the range
is0.5 = 0.1 nm and the yield is 1.4 vacancies/ion; and
for those with an energy of 150 eV, these parameters
equal 0.5 £ 0.2 nm and 2.2 vacancies/ion. Hence, some
cobalt atoms from the high-energy tail can penetrate
into the copper matrix during deposition to form point
defects. Naturaly, the concentration of such cobalt
atoms in the surface layer is significantly lower than in
the bulk and their X PS spectradiffer substantially from
the XPS spectrum from the pure cobalt surface [12]
because of the higher density copper environment,
which agrees with Figs. 3e-3h. The existence of the
self-irradiation modeisindirectly supported by the fact
that depressions on the substrate surface are covered
more readily than asperities during the IBF growth and
that the IBFs are more uniform along the rolling direc-
tion (Fig. 4c). These specific features indicate the
anisotropy of the deposition process, which may arise
when energetic sputtered atoms from the tail strike the
surface and favor the surface migration of adatoms
along the rolling direction. Irradiation upon sputtering
also results in the formation of finer and more closely
spaced islands on IBFs as compared with EDFs of the
same composition.

CONCLUSION

Inhomogeneous CoCu alloy films prepared by elec-
trodeposition and ion-beam sputtering show a signifi-
cant difference in cobalt distribution, which should be
taken into account when analyzing the properties of the
aloy. Theredistribution of unbound cobalt over thefree
surface of the copper matrix during electrodeposition
and the generation of point defects due to cobalt atoms
in copper grains upon ion-beam sputtering should be
taken into consideration when studying the formation
of interfacesin inhomogeneous CoCu aloy films, espe-
cially in the production of multilayer structures.
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Abstract—The characteristics of ametal-ceramic (M C) cathode designed for nanosecond el ectron accel erators
are studied in relation to the size of metal particles, their density on the ceramic surface, and the type of ceram-
ics. A high emissivity of the MC cathode at a moderate electric field in the diode tube is demonstrated. This
allows one to significantly sharpen the electron beam and increase its current (power). The possibility of con-
trolling the emissivity of the MC cathode by varying the composition of the MC plate is established. © 2003

MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The advent of powerful nanosecond generators with
a pulse repetition rate of up to several kilohertz and a
service life of 101°-10 pulses[1, 2] has motivated the
design of electron accelerators that are promising for
applications [3, 4].

These accelerators require inexpensive and durable
cathodes with reproducible parameters. In [5], we
described an MC cathode that is a 2-mm-thick pellet
with adiameter of 12 mm made of oxide nanoceramics
incorporating metal particles that are fairly uniformly
distributed over its volume, with some of them lying at
the surface. Because of the great difference in the tem-
perature coefficients of linear expansion of ceramics
and metals, the postsynthesis cooling of this system
leaves microvoids around the metal particles, which are
likely to serve as gas sources during the formation of a
plasma on the MC cathode surface.

Early studies[6, 7] revealed that this cathode offers
high emissivity (does not limit the power of an acceler-
ator and ensures arapid rise of the current at arelatively
small emitting ared), allows for a highly uniform elec-
tron density distribution on the anode, and sharpensthe
accelerator power (as compared with the metal -dielec-
tric cathode of the same size with ten emitting centers
that was previously used in our accelerator [4]).

In this study, we consider the characteristics of the

MC cathode in relation to the size D of metal particles,
their density n on the surface, and the type of ceramics.

EXPERIMENTAL

We used a URT-0.5 nanosecond accelerator [4] with
an accelerating voltage U < 500 kV, pulse half-height
widtht, =50 ns, firgt-transition duration 14919 =46 s,
and pulse repetition rate f < 200 Hz. An AVR-50 pump

reduced the pressure in the diode tube chamber to 107
10~ Pawithout freezing-out oil vapors.

The design of the cathode unit was similar to that
described in [6]: the MC plate was placed edgeways as
before but mounted on the cathode holder with acollet.
Figure 1 shows stainless steel particleson the MC plate
surface.

The measuring system was the same asin the exper-
iment [6]. We also recorded the integral distribution of
the plasmaglow over the M C plate by means of aZenit-
E open-shutter photographic camera on an RF-3 photo-
graphic film through a transparent window (made of
Sol organic glass) in the vacuum chamber wall opposite
the plate.

Fig. 1. Typica view of the MC plate surface.

1063-7842/03/4804-0503%24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 2. Time delay between the voltage pulse arrival and the
appearance of the current pulse for MC cathodes of differ-
ent composition vs. the anode—cathode spacing. The figures
by the curves are cathode numbers.

RESULTS AND DISCUSSION

The parameters of the MC plates studied are listed
in Table 1. For all the plates, the diode current almost
awayshasadelay t, relativeto thevoltage (Figs. 2, 3b).
The value of t; varies with the cathode-anode spacing
d (the distance between the edge of the ceramic pellet
of height h and the anode plane [6]) in the same way for
cathodes of al types: namely, the delay time increases
with d £ 30 mm and remains practicaly constant at

Table 1. Characteristics of the MC cathodes under study

Cathodeno. | Ceramics D, pm n, 1/cm?
1885
1886 Al,O4 9 1900
1887
1888 AlLO, 9 40000
1889
1890
-1 Al,Oq 26 4700
1891
1892 Tio, 9 4020
1893
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Fig. 3. (a) Voltage U for cathode no. 1891 and the electron
beam power for different cathodes and (b) the voltages and
current for theMDM cathode (1) and M C cathode no. 1888.
d =47 mm.

d = 30 mm. Such behavior indicates the presence of the
total voltage effect [6], which is due to both the shape
of the electrodes and the desorption of the gas (espe-
cially from microvoids).

For Al,O; ceramics, the vaue of t; grows only
dlightly with the density of the particles on the MC
cathode surface (1885 and 1889 in Table 2) and is
amost independent of their size (1885, I1-1). When
Al,Oz ceramics (relative permittivity € = 9.6) is
replaced by TiO, (g = 170), t; increases nearly twofold
(I1-1 and 1891).

Therein lies the radical distinction of the process
discussed from adischarge over the dielectric surfacein
avacuum [8]. In the latter case, both the firing voltage
and the current delay decrease with an increase in the
permittivity and height of the dielectric plate in the vac-
uum gap.

By properly choosing the time moment of connect-
ing aload during the rapid growth of the impedance of
acurrent interruptor (of any type), one canimprove the
operating conditions for the interruptor and, thus, raise
No. 4

TECHNICAL PHYSICS Vol. 48 2003
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the output power [9]. Since the current break time for
the semiconductor interruptor used in the experiment is
no more than T = 30 ns, the output power first grows
with t; and then (when t; > 1) lowers (Table 2). In the
latter case, the power peaks at the trailing edge of the
voltage pulse (Fig. 3a, 1891).

The efficiency of energy transfer varies nearly lin-
early with t; (Table 2). However, in case of the MC
plate no. 1891, where t; > 1, the efficiency grows
because of an increase in the fraction of low-energy
electrons forming at the trailing edge of the voltage
pulse.

The maximal power P,, of the accelerator, which
was observed for the MC cathodes nos. 1888-1890
(Table 1), was found to be twice as high asthe P, value
for the metal—dielectric-metal (MDM) cathode
(Fig. 3a, Table 2). With an MC cathode, the rate of cur-
rent rise appreciably exceeds that achievable with an
MDM cathode[7]. In our experiment, at d =47 mm, the
mean rate of current rise di/dt (from its beginning to a
voltage level of 0.9) comprised 0.84 and 1.7 x 10'°A/s
and the amplitude of the current equaled 177 and 358 A
for the MDM and MC 1888 cathodes, respectively. In
parallel with this, the half-height duration of the voltage
pulses shortens from 68 to 50 ns and that of the current
pulses, from 92 to 44 ns for the MDM and MC 1888
cathodes, respectively.

From the close coincidence of the rates of rise and
amplitudes of the voltage in both cases (Fig. 3b), we
conclude that the output power of the accelerator may
be not only sharpened but also raised by using an MC
cathode. This fact may be explained by a higher emis-
sive capacity of an MC cathode combined with ahigher
rate of emissivity increase due to a rapidly expanding

Table 2. Experimental resultsfor d = 47 mm

505
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Fig. 4. Accelerating voltages (U1, U2, and U6) and anode
currents (12 and 16) for adifferent number of sectionsin the
vacuum insulator.

emitting plasma surface area and/or a high density of
the plasma.

In order to observe the MC cathode operation with-
out the arc stage, which complicates the interpretation
of the experimental data, we cut the voltage pulse by
breaking down the vacuum insulator [10] (by changing
the number of its sections, Fig. 4). Under these condi-
tions, the photographic film detects only aweak glow at
the points where the MC plate contacts the cathode
holder even if 30 pulses per frame are recorded. We
thus may conclude that the plasma density on the MC
plate surface islow and the surface discharge is aways
initiated at the same points of contact between the MC
plate and the cathode holder.

The data obtained suggest that alow-density plasma
appears almost simultaneously over aconsiderable area
of the plate surface, which explains the high emissive

Efficiency
Cathode no. ty, NS Power, MW I,A Beam energy, J | of energy transfer
to the beam, %
1891 40 155 428 6.73 30.3
1889 22 181 581 5.65 255
-1 18 125 330 524 23.6
1885 14 137 556 4,97 22.4
MDM 14 91 251 4.33 195
Table 3. Experimental and calculated parameters for d = 47 mm
Sample no. ty, NS Uio, KV Ejo, kV/cm E,;, kV/iem uo Riax Q
1885 14 149 4.93 2669 9.56 985
-1 18 200 6.64 790 2.10 1106
1890 22 246 8.14 960 2.08 1037
1891 40 376 0.77 287 0.37 2227
TECHNICAL PHYSICS Vol. 48 No.4 2003
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Fig. 6. (a) Delay time t; vs. the dimensionless voltage UO
and (b) theimpedance R, for the voltage peak vs. thefield
strength E; in amicrovoid. d = 47 mm.

capacity of the cathode, as well asits long service life
and reproducible characteristics. Thislarge-areaforma-
tion of the plasma is apparently caused by the break-
downs of micropores around the metal particlesin the
MC plate.

The delay time t; calculated on the assumption that
the metal particles have the same diameter D (Table 3)
appears to be a linear function of the initial (at the
instant of current appearancein the diode) electric field
strength E;, averaged over the MC plate surface. Thisis
hardly probable, and the hypothesis[6] for the decisive
role of processes occurring in microporesrather than on
the MC plate surface is thus substantiated. As follows
from Table 3, for the same diameter D of the particles,
t, varies inversely with the average field strength E; in
apore of width & (E; = E;o/(n®%d)), whichisin linewith
the present-day concepts.

It should be noted that, at a given field strength, the
current delay in our experiment is on the same order of
magnitude as that in the case of explosive emission
[11], wheret; = E. In our case, however, t; = E2. Phys-
ical reasons behind this difference are still to be clari-
fied.

Let us take the dimensionless voltage U0 =
1/(en®5D) arising when a metal particle is charged by
the displacement currents at U,y (with its size and
capacitance taken into consideration) as a parameter
and plot the average field strength in a micropore E;
versus UO (Fig. 5b). It is seen that, as d decreases, the
nearly linear dependence transforms into logarithmic,
which seemsto be explicable in terms of the total volt-
age effect.

In essence, the parameter UO is a generalized char-
acteristic of the emissive propertiesof an MC plate. The
introduction of UO helps in understanding why cath-
odes with substantially different properties may have
close values of t;. For example, for the cathodes 11-1
and 1890, U0 = 2.08 and 2.10, respectively. The values
of t, are also close (Table 3).

Thus, the MC cathode properties can be predicted
based on the composition of an MC plate, the parameter
U0, and the data obtained (Fig. 6). In particular, the
increasein the particle diameter inthe plate11-1to D =
50 umyieldst; = 28 ns.

An important parameter defining the cathode prop-
ertiesis the diode impedance. It is desirable to be able
to estimate the impedance at the instant of the peak
voltage R, When the beam energy is maximum.
Table 3 implies that R, varies inversely with UQ;
however, the dependence of R, on 1/E; seems to be
more evident (Fig. 6b). According to this curve, the
increasein the diameter of the particlesinthe plate 11-1
to D =50 um gives E; =590 kV/cm and R, = 1300 Q;
i.e., the emissive capacity of the cathode degrades.

The aforesaid substantiates the view that, before the
onset of the current, the electric field distribution is

TECHNICAL PHYSICS Vol. 48 No.4 2003
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purely capacitive and that the ceramic material and the
amount and size of the metal particles play an essentia
role. This means that most particles contained in the
MC plate are involved in the process.

CONCLUSIONS

MC cathodes studied in this work are demonstrated
to have anumber of features that make them promising
for industrial accelerators.

The high emissive capacity of the cathodes at arel-
atively low electric field in the diode tube makesiit pos-
sible to greatly sharpen and increase the current (beam
power), i.e., to reduce the low-energy component of the
beam spectrum without using any specia facilities and,
hence, to improve the efficiency of beam extraction.

There appears the possibility of controlling the
emissivity of an MC cathode by varying the MC plate
parameters (the size and surface density of metal parti-
cles, aswell asthe ceramics permittivity).

In contrast to a discharge over the dielectric surface
in a vacuum [8], the voltage U,, corresponding to the
appearance of the current grows with increasing per-
mittivity and decreasing height h of the MC plate.

The long-term exploitation (108 pulses or more)
does not change the MC cathode characteristics: they
remain highly reproducible from pulse to pulse and
from sample to sample of the same type.

ACKNOWLEDGMENTS

We are grateful to I.V. Beketov, O.M. Samatov,
A .M. Murzakaev, V.R. Khrustov, and V.M. Tel’ novafor
the preparation of the MC plates. We thank
V.l. Kozhevnikov for valuable assistance in the experi-
ment.

TECHNICAL PHYSICS Vol. 48 No.4 2003

507

Thiswork was partially supported by the Promising
Materials Ural Scientific and Educational Center within
the framework of the Civilian Research and Devel op-
ment Foundation (CRDF) (grant no. REC-005).

REFERENCES

1. Yu. A. Kotov, G. A. Mesyats, S. N. Rukin, et al., in
Digest of the 9th IEEE Pulsed Power Conference, Albu-
querque, 1993, Vol. 1, p. 134.

2. Yu.A.Kotov, G. A. Mesyats, S. R. Korzhenevskii, et al.,
in Proceedings of the 10th IEEE Pulsed Power Confer-
ence, Santa Fe, New Mexico, 1995, p. 1231.

3. Yu. A. Kotov and S. Yu. Sokovnin, Prib. Tekh. Eksp.,
No. 4, 84 (1997).

4. Yu.A. Kotov, S. Yu. Sokovnin, and M. E. Balezin, Prib.
Tekh. Eksp., No. 2, 112 (2000).

5. Yu. A. Kotov, S. Yu. Sokovnin, and M. E. Balezin, RF
Patent No. 2158982.

6. Yu. A. Kotov, E. A. Litvinov, S. Yu. Sokovnin, et al.,
Dokl. Akad. Nauk 370, 332 (2000) [Dokl. Phys. 45, 18
(2000)].

7. Yu. A. Kotov, S. Yu. Sokovnin, and M. E. Balezin, in
Proceedings of the 12th Symposium on High Current
Electronics, Tomsk, 2000, p. 38.

8. S. P.Bugaev, V. V. Kremney, Yu. |. Terent'ev, et al., Zh.
Tekh. Fiz. 41, 1958 (1971) [Sov. Phys. Tech. Phys. 16,
1547 (1971)].

9. Yu.A. Kotov andA. V. Luchinskii, Physics and Technol-
ogy of Powerful Pulsed Systems, Ed. by E. P. Velikhov
(Energoatomizdat, Moscow, 1986), pp. 189-210.

10. Yu.A. Kotov, A. L. Filatov, S. Yu. Sokovnin, et al., Prib.
Tekh. Eksp., No. 2, 138 (1986).

11. G. A. Mesyats, Ectons (Nauka, Ekaterinburg, 1994),
Part 2.

Trandated by A. Sdorova



Technical Physics, Vol. 48, No. 4, 2003, pp. 508-513. Trandlated from Zhurnal Tekhnicheskor Fiziki, Vol. 73, No. 4, 2003, pp. 129-134.

Original Russian Text Copyright © 2003 by Petrakov.

SURFACES,
ELECTRON AND ION EMISSION

X-ray Reflectometry and Its Application
to Studying the Laser Evaporation of an Oxide Film
from the Silicon Surface

A. P. Petrakov
Syktyvkar Sate University, Syktyvkar, 167001 Komi Republic, Russia
e-mail: petrakov@ssu.komi.com
Received June 19, 2002; in final form, October 2, 2002

Abstract—An analysis of the published data on X-ray reflectometry is carried out. The potentialities of X-ray
reflectometry are demonstrated with the laser evaporation of an oxide film from asilicon surface. © 2003 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

The method of X-ray reflectometry isbased on mea-
suring thereflection of X raysfrom the material surface
near the critical angle 9, of total externa reflection
(TER) and can be used for determining the geometrical
and physical parameters of the surface [1]. The angular
range of the measurements covers several tens of angu-
lar minutes, and the half-width of theincident radiation
is within several angular seconds. Such experimental
conditions impose stringent requirements on related
equipment. Reflectometers designed around diffracto-
meters have gained most recognition [2-5]. A weakly
divergent beam is provided by multiple-reflection dlit
monochromators.

Reflectometric curves are divided into integral and
differential. To obtain the former, the sample is placed
so that it halves the beam. Such an angular position is
taken to be the initial (zero) position. Then, a wide-
aperture detector, rotating with an angular velocity
twice that of the sample, records the angular depen-
dence of the reflected intensity.

To obtain a differential curve, a crystal analyzer is
placed between the sample and detector at the Bragg
angleto one of aset of planes. The detector records the
X-ray intensity vs. angle of analyzer rotation with the
angle of sample rotation fixed. One can aso take the
dependence of the X-ray intensity on the angle of sam-
ple rotation with the angle of analyzer rotation fixed.

In the integral curves, the reflection coefficient first
grows with the angle from 0.5 almost to unity and then
sharply drops nearly to zero. The initia rise in the
reflection coefficient is due to an increase in the beam
area on the sample: since the angle isless than the crit-
icd TER angle, the radiation reflects almost com-
pletely. Theradiation isincident at an angle near to crit-
ical. The critical angle is that at which the reflection
coefficient decreases twofold [6].

A differential curve has a specular peak and anoma-
lous (so-caled Yoneda [7, 8]) peak. The angular posi-
tion of the latter does not depend on the angle of inci-
dence and equals=0.93 [1].

The shapes of integral and differential curves are
related to the microrelief of the sample surface. A rough
surface diminishesthe maximal reflection coefficient in
theintegral curves and their steepnessin the vicinity of
the critical angle [9] and also shifts the critical angle
toward smaller angles. In the differential curves, the
intensity of the specular peak drops, while that of the
anomalous peak grows[10]. Surface roughnessis char-
acterized by the rmsroughness height ¢ and correlation
length. In the first approximation, the reflection coeffi-
cient obtained from the specular peak and the value of
o arerelated through the Debye-Waller factor [11]:

R = Ryexp[—(4macos /)7,

where R, is the reflection coefficients calculated by the
Fresnel formula.
With the reflectometry method, one can measure,

specifically, the density and thickness of surface layers
and thin films. The density isfound by the formula[12]

_ 2
p - pm(aexp/'scr) '

where p, isthe density of amassive sample, 9, isthe
critical angle found experimentally, and 3, isthe calcu-
lated critical angle.

The critical angleis calculated by the formulad,, =
(IXneDY2, where X, is the real part of the polarizability.

Thefilm density is determined from the interference
of X rays scattered by the upper and lower boundaries
of thefilm. Asaresult of interference, theintegral curve
exhibits maxima and minimanear the region where the
reflection coefficient drops. The number N of an inter-
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ference maximum or minimum is related to the thick-
nessL as

N = M+(2L/A) (95 —92,)"

where M is the phase constant and 9 is the angular
position of the Nth maximum or minimum.
The thickness is found from the slope of the N vs.

(9% —9%,) 2straight line. Interference maxima (min-
ima) are counted from thefirst (initial) maximum (min-
imum) that isthe nearest to the critical angle: N=N, and
N = N, + 0.5 for maxima and minima, respectively,
where N; is an integer.

X-ray reflectometry diagnoses thin surface layers,
since the penetration depth of X rays is tens of ang-
stromsfor smaller-than-critical angles of incidence and
severa tenths of a micrometer for larger-than-critical
angles of incidence.

If X rays strike a crystalline object at a small angle,
they may be diffraction-reflected from planes that are
normal to the surface [9]. A specularly reflected (dif-
fracted) wave carries information on the crystal struc-
ture of afilm applied on acrystalline substrate[14]. The
aim of thiswork isto generalize the published data on
X-ray reflectometry and illustrate its potentialities
using laser decontamination of a single-crystal silicon
surface as an example.

THEORY OF THE METHOD

A schematic diagram of an X-ray reflectometer is
depicted in Fig. 1. The arrows show the direction of
X rays. The integral curve is taken without a crystal
analyzer. Its shape does not depend on whether the
sample is amorphous or crystalline nor on its orienta-
tion (if the sampleis crystalline). The reflection coeffi-
cient is given by the Fresnel formula[9]

R = |{sin®, —[sin®8, +2(n-1)]"3 /{ sin9,

+[sin®9, +2(n-1)1 3",

where 3, isthe glancing angle of incidence and nisthe
refractive index. For glancing angles of incidence,
sind = 9 because of their smallness; therefore, the dif-
ference between ¢ and Tt polarizations can be
neglected.

Reflection from a multilayer medium is described
by the Parratt relationship [15]

Rn—l,n = a::—l(Rn,n+l + Fn—l,n)/(Rn,n+1Fn—l,n + 1)!

where &, = ep(-imf,d/A), Ryne1 = an(Eq/Ey,
I:n— 1n = (fn—l_fn)/(fn—l + fn)1 fn = [S| n2191 + 2(nn_ 1)]1121
d, is the thickness of an nth layer, E,Ff and E, are the

amplitudes of the reflected and transmitted fields in the
nth layer, and n is the refractive index of the nth layer.
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Fig. 1. X-ray reflectometer. (1) X-ray tube; (2) crystal
monochromator; (3) sample; (4) crystal analyzer; and
(5) detector.

A distinct interference pattern isobserved for alayer
thickness of several tens to several thousands of ang-
stroms. The upper limit of the homogeneous film thick-
ness can be estimated from the relationship [16]

d< /259,

where 08 is the angular resolution. The lower limit of
the thickness is determined with the formula

d= NA{[(9%) " + (8L /a1n

where N is the order of an interference peak; 9, and

SL, are the critical angles of reflection from the upper
and lower boundaries of the film, respectively; |, isthe
intensity of primary X-ray radiation; and T is the expo-
sure time.

The integral curves make it possible to detect for-
eign spacers between layers of ahomogeneous material
[17]. Such apossibility has been demonstrated with the
time-separated thermal evaporations of two aluminum
layers.

In terms of the Born approximation of a distorted
wave, theintensity of small-angle scattering by arough
surface can be divided into two, specular and diffuse
(Yoneda), components [18]. The former component is
given by

lp = 1o|R|%,

where |, istheintensity of incident radiation,
0o . 50
R = REﬂ.—quZIdzwz 123,
O J O

0, = 2koSiNd;, 0 = 2kysind, ky is the wave vector of
theincident wave, 8 isthe glancing angle of reflection,
cosd, = cosd,/n, and w = [exp(-z%/20?)][o(2m)Y3
The coordinates x and y lie in the surface plane, and the
z coordinate runs normally to the surface. The coeffi-
cient R of reflection from a smooth surface is found by
the formula

IR = |[(1-n)/4sin’9,].
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The diffuse component of reflection is given by
g = 1o(AQ/A)(do/dQ) g,

where (do/dQ)g; = (LL)IT(k)PIT(k)PS(a)lko (1 —
n?)|A/16m, AQ is the constant angle of detection of the
scattered radiation, A isthe beam area, (L,L,) isthe sur-
face area of the sample, T(k)) = 2sind;/(sind; + nsind,),
and 9, isthe grazing angle of refraction.

The value of §q,) isfound by the formula

a,) = {expl(09)” + (aF") o %2)/|]3
x [ [axay{ exp[|aZ]*C(xy) — 1] expi (g + q,y)} ,

where integration is over the surface irradiated and g2
isthe projection of the refraction wave vector.

In the same approximation, the problem of small-
angle scattering by the rough surface of a multilayer
medium has been solved [19]. It should be noted that
integral curves of small-angle X-ray scattering exhibit
anumber of peaks whose angular positions are defined
by the Bragg formula. Here, the period of the structure
playstherole of interplanar spacing. X-ray reflectome-
try combines well with high-resolution X-ray tech-
niques for studying multilayer structures[20].

The angular distribution of small-angle scattering
by arough surface can be calculated within the model
of the inhomogeneous transition layer [1]. Under the
assumption that the electron density in alayer isaran-
dom fluctuation of the radius vector r, the permittivity
is represented in the form

e(r) = &o(2) +0¢(r),

where g4(2) = [E(r)Uis the permittivity averaged over
density fluctuations (the z axisis directed inward to the
crystal) and d¢g(r) is the permittivity fluctuation.

L et aplane wave with awave vector 1, = {1}, T} be
incident on acrystal. Here, |1| = 1Sin©, T = w/c, ©y is
the angle between the incident beam and the normal to
the surface, and €4(2) = 1 + [exp(Z/a)]/[1 + exp(Z/a)].
The scattering intensity is found by the formula

00

Loty J'dk”exp(ZT!z)|t/2iTz|2K(s),

wheret, = t(Q,) and t is the refracted wave amplitude.

In the simplest case of plane waves, K(s) can be
approximated by the expression

K(9) = IXI%/(To, + 1) {(LI210")[1 - exp(07(To, + T,)
x exp(=sL74) + [[exp(~0°(t,, + T,)72) sSinhTa(t,, + T,)

—ma(Ty, + 1,)]/sinhma(ty, + 1,)1°3(S) },
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where the vector s= - k”; k isthe wave vector of the
refracted wave; L = /(1 + 0%(1o, + 1,)9)Y% | isthe cor-
relation length of inhomogeneities; and o is the vari-
ance, which isrelated to the roughness height d by the
relationship o = d/2. In the expression for K(s), thefirst
term stands for the Yoneda scattering intensity and the
second one describes the intensity of the specular com-
ponent.

The surface roughness is characterized by the
parameter o(ty, + T,), which defines the phase differ-
ence between the waves reflected from the upper and
lower boundaries of thetransition layer. Theinhomoge-
neity of the transition layer may also be due to bulk
defects and not only to surface roughness. These
defects can be studied with this method only if the sur-
faceis smooth (finish class 14 or higher) and the rough-
ness can be neglected. If the surface meets this require-
ment, defects caused, e.g., by ion implantation can be
studied [21]. When recording the differential curve, one
should keep in mind that its shape may depend on the
distance from the illuminated surface area of the sam-
pletoitsedge[22].

The dependence of small-angle scattering on the
electron density fluctuation in the surface layer was
confirmed in[23]. Inthat work, the theoretical formulas
were verified by taking experimental dependences of
the small-angle scattering of Asions on the irradiation
dose during As implantation into the silicon surface of
finish class 14.

In[24], the surface roughness was described by pos-
tulating the presence of atransition layer whose density
varies with depth. The TER of X rays was treated in
terms of the Darwin dynamic theory. The surface layer
is split into elementary layers that are paralel to the
surface. The incident wave partially passes through an
elementary layer and partialy reflects in the specular
direction. The wave reflected from lower layersis par-
tidly reflected by upper layers in the direction of the
primary beam.

Let usintroduce the critical parameter
S, = 2(t\)"%/392,

where t is the transition layer thickness. If the lateral
sizesof surfaceirregularitiesare lessthan S, scattering
due to surface roughness can be described in the
approximation of the transition layer, whose density
grows with depth. Otherwise, macroirregularities occur
and reflection is described in terms of geometrical
optics. Theoretical calculationsare confirmed by exper-
imental integral curves.

The roughness can be taken into consideration by
introducing the averaged-density transition layer [25].
This approximation applies when the distribution of
surface asperity heights is normal. As model objects,
metal (Cr, Cu, and Ni) films evaporated in vacuo were
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used. Analytical and experimental integral curves were
in good agreement.

In [26], diffuse scattering from a surface is
explained based on the theory where the surface is
viewed as statistically distributed microareas.

The angular position of the diffuse peak depends on
the critical angle of a scattering material. Therefore, it
was suggested [27] that composites consisting of adis-
similar layer and substrate must exhibit two diffuse
peaks. This supposition was substantiated by the shape
of the differential curve for the scattering of MoKa
radiation by a=50-A-thick organic film on a glass sub-
strate.

The Yoneda effect is also observed for ultrasoft
X-ray radiation [28]. According to the Rayleigh crite-
rion h < A/(89), where h isthe height of surface irregu-
larities and 9 is the angle of scattering, the smaller the
wavelength, the greater the diffuse scattering compo-
nent. In [28], small-angle scattering by the face of hex-
agonal boron nitride that is parallel to the ¢ axis was
studied as a function of wavelength in the range 50—
160 A (the grazing angle of incidence was larger than
critical). It turned out that the diffuse peak may both
increase and decrease with wavelength relative to the
specular peak.

Of special interest is the absence of the specular
peak at several wavelengths. This was assumed to be
associated with the presence of the transition layer,
which provides a smooth, rather than stepwise, change
in the permittivity at the vacuum—material interface.

Thefit of the moddl integral X-ray scattering curves
to the experimental ones allows one not only to refine
the film thickness but also to estimate the electron den-
sity profile in the film [29]. The reflected intensity is
calculated by the formula

| = py’|[(dp/dz) exp(iQ2) iz

where p, and p are the e ectron densitiesin the film and
substrate, respectively; © = (4mnsind)/A; and z is the
coordinate of the substrate plane.

Therecovery of the density profilefor alayered sys-
tem from integral curves is a challenge. This problem
cannot be solved directly, except for the simplest cases.
To solve the inverse problem, the profile is expanded
over aset of given functions. Then, the calculated curve
of scattering by a model object is fitted to the experi-
mental curve by finding the appropriate values of inde-
pendent expansion parameters [30].

EXPERIMENTAL

We studied the (111)Si wafer surface. The wafers
were irradiated by a cw ruby laser. The parameters of
the radiation were the pulse duration 0.5 ms, energy
density 18 Jcm?, and laser beam diameter 8 mm. Sur-
face areas measuring 25 x 8 mm were successively
exposed to laser pulses as the sample was moved after
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each pulse so that the overlap of two neighboring pulses
was 27 mm?,

The integral and differential curves of TER for
CuKa, radiation were recorded before and after the
irradiation. The incident radiation was monochroma-
tized by means of adlit silicon monochromator with tri-
ple reflection from the (111) plane. The angular distri-
bution of the radiation scattered by the sample in the
differential scheme was analyzed by a silicon analyzer
with asingle reflection from the (111) plane.

Theintegral curves were taken for angles o of sam-
ple rotation from 0 to 25'. The differential curves were
taken for scan angles 9 of the analyzer from 0 to 50'
with the angle of sample rotation fixed (14').

RESULTS AND DISCUSSION

Figure 2 shows experimental and analytical integral
curves. The reflection coefficient first increases from
0.5to amost 0.9 and then drops, the drop being sharper
for the irradiated sample. The differential curves
(Fig. 3) have one maximum at 8 = 2a, which is more
intense and more narrow for the irradiated sample.

In the integral scheme, the surface to be studied is
positioned in the object holder parallel to the incident
beam, shutting out half of it (zero position). If the sam-
pleispositioned correctly, half the radiation in the zero
position falls directly into the detector and the other
half is shut out by the sample face that is normal to the
surface. As the sample is rotated, the intensity of the
radiation picked up by the detector grows, since that
part of the beam striking this face decreases, while the
other (incident on the sample surface) increases. At
angles smaller than critical, the radiation is amost
completely reflected from the surface and fallsinto the
detector. At near-critical anglesof rotation, thereflected
intensity drastically drops. Theideal integral curve can
be recorded only if an infinitely narrow rectangular
beam is reflected by a perfectly smooth nonabsorbing

R, arb. units
1.2+

0.9
0.6

0.3

1
0 5 10 15 20 25
0, ang. min

Fig. 2. Integral curves of TER. Solid lines, experiment;
dashed lines, theory. (1) Before and (2) after the laser irra-
diation.
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100
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Fig. 3. Differential curves of TER. Solid lines, experiment;
dashed lines, theory. (1) Before and (2) after the laser irra-
diation.

surface. Actually, however, the primary beam is bell-
shaped and, therefore, the intensity near the critica
angle smoothly declines by half.

The critical angle determined from the angular posi-
tion of the half-intensity point equals 14.15' before the
irradiation and 13.48' after the irradiation. This differ-
ence is due to the presence of an oxide film on the sili-
con surface, which evaporates under the action of the
laser beam. This is also confirmed by calculating the
surface layer density from the values of the critical
angle. Before the laser irradiation, the density is
=2.65 g/cm?, whichiscloseto the density of SiO,; after
the irradiation, it is equal to =2.42 g/cm?, i.e, to the
density of Si.

The thickness of the oxide film found by fitting the
theoretical curves to the experimental ones with the
procedure described in [10] is (55 + 5) A. The presence
of the film must give rise to interference maxima. The
spacing between the maxima is inversely proportional
to the thickness of the film. The absence of the maxima
means that the resolution of the reflectometer is insuffi-
ciently high to detect interference from such athin film.
Further studies showed that well-resolved interference
is ob's&erved for film thicknesses between 150 and
1500 A.

Notethat the correct fit of theoretical curvesto those
found experimentaly is possible only if the rms height
of surface asperities is known. Relevant data were
obtained by fitting the theoretical specular component
to the experimental specular component in diffraction
curves asin [10]. Before the irradiation, the roughness
was higher, (12 + 2) A, than after the irradiation, (8 +
1) A. Thus, theirradiation of the silicon surface by laser
pulses with the parameters listed above removes the
oxide film and reduces the surface roughness.

The correlation length, which characterized the sur-
face roughness, has an effect on the diffuse component
of the differential curve. To extract reliable information
on the correlation length from a differential curve, itis

PETRAKOV

necessary to have a powerful X-ray source. In our
experiments, where the usual X-ray tube was combined
with the triple-reflection monochromator, the diffuse
scattering intensity was close to the background; there-
fore, we failed to determine the correlation length.

From the published data cited and our experiment, it
followsthat surface roughness affects the shape of inte-
gral and differentia curves of TER. The irradiation of
the silicon surface by millisecond laser pulses with an
appropriate energy removes the oxide film. The evapo-
ration of the film reduces the surface roughness.
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Abstract—In thefirst approximation, the following formulais derived for water viscosity as afunction of tem-

perature and pressure:

n= noeXp[

E—bp }

ap+ R(T-6-cp)

where p isthe pressure and E, n, 6, a, b, and c are constants. A formula obtained in the second-order approx-
imation contains terms quadratic in pressure and temperature-dependent coefficients outside pressure terms.

© 2003 MAIK “ Nauka/Interperiodica” .

In [1], the temperature dependence of the viscosity
of liquidsis given by

n = ﬂoap[ﬁ] 1)

where T, isacorrection for the nonideality of theliquid.

Since for water T, < 0, we hereafter use the param-
eter 0 =—T,.

Detailed tabulated values of water viscosity as a
function of temperature [2, 3] were obtained from
experimental data. It is therefore of interest to derive a
general formula for water viscosity as a function of
temperature and pressure.

In this work, the temperature dependence of the
water viscosity was calculated by formula (1) for differ-
ent temperatures using data from the reference books
[2, 3]. The results of these cal culations are summarized
in the table, which gives, along with the parameters E,
No, and 6, the temperature intervals covered, the num-
ber of the values of n used, and the relative error o. It
turned out that, at low and medium pressures (1—
250 bar), formula (1) fits the tabulated data well in a
temperature interval from the melting point to a pres-
sure-dependent temperaturein the range 483-523 K. At
higher temperatures, the viscosity deviates from the
calculated curve toward lower values the greater, the
higher the temperature is. This deviation is caused by
the gradual transition from the liquid to gas phase. As
follows from the tables for viscosity [2, 3], at higher-
than-critical pressures, the liquid—gas transition is con-
tinuous. At lower pressures, this transition is inter-
rupted, because the liquid starts boiling when the pres-
sure of the gas being in equilibrium with the liquid
equals the external pressure. At above-critical pres-

sures, the liquid entirely turns into the gas before boil-
ing and the transition, therefore, proceeds continuously.

From our tabulated values, one can find a genera
dependence of the viscosity on temperature and pres-
sure. In the first approximation, this dependence for
low and medium pressuresis given by the formula

_ E—bp
n = ﬂoeXp[ap"‘m] 2

For E = 4.753 kJmol, ny = 2.4055 x 10 Pa s,
0=139.7 K, a = 442 x 10* bar, b = 9.565 x
10~ kJ/(mol bar), and ¢ = 1.24 x 102 K/bar, the viscos-
ity values calculated by formula (2) over atemperature
interval of 273-463 K and at pressures of 1-250 bar are
in good agreement with the tabulated data.

Formula (2) explains the fact that, with rising pres-
sure, water viscosity declines at temperatures of 273—
303 K and grows at higher temperatures. As is seen
from (2), the viscosity varieswith pressure, because the
energy E' = E — bp diminishes with pressure, while the
quantities N, = ne¢exp(ap) and 6' = 6 + cp increase. At
low temperatures, the former factor prevails; at high

temperatures, the increase in n, and 6' becomes domi-

nant. Physically, the increase in 8" is related to that in
the water density. As the density grows, the system is
more and more disturbed from equilibrium, causing [1]
0' to increase. Thetable also gives the results for heavy
water calculated with datain [3]. Heavy water is denser
than light water; accordingly, no, and 0 for the former
arelarger. The slight decline of the energy E with rising
pressure may be explained by an increase in 9 if it is
assumed [1] that the potential barrier height linearly
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Table
Liquid P, bar T, K n No, 10°Pas| E, K¥mol 8, K 5, %
Light water 1 273-363 10 2.4152 47428 139.86 0.0046

60 273-493 23 2.4638 4,703 140.3 0.030
100 273-503 24 2.5124 4.659 140.9 0.026
150 273-513 25 2.5702 4.608 141.6 0.033
210 273-513 25 2.6484 4,539 142.6 0.037
250 273513 25 2.7042 4.491 143.3 0.042
300 273-533 27 2.7830 4.419 144.5 0.063

500 273-553 29 3.0816 4,181 148.3 0.12

800 273573 31 3.5940 3.823 154.4 0.24

Heavy water 1 277-373 13 3.175 4.234 155.0 0.61

varies with temperature. In this case, formula (1) takes
the form

n= noexp[Fl;J("T;PeT)} = nbexp[ﬁ], ©)

where ny = neexp(—p/R) and E = U, — 36.

It follows that, as 0 increases, the energy E dimin-
ishes. This may explain why the energy E of heavy
water is lower than that of light water. However, from
(3) it follows that, at constant U, and 3, the viscosity
always grows with p (and, correspondingly, 8). There-
fore, to explain the lowering of water viscosity with ris-
ing pressure at low temperatures, one should assume
that U, or 3 (or both) vary with pressure accordingly.
One reason why the potential barrier height varies with
pressure may be a change in the intermolecular spac-
ing. Asthis spacing shrinks with pressure, the repulsion
forces between molecules grow, facilitating the transi-
tion of molecules to adjacent “holes.” It should be
noted, however, that, with rising pressure, the probabil-
ity of holeformation drops. Therefore, for the barrier to
lower with rising pressure, it is necessary that the
former factor prevail. Such conditionsarelikely to exist
a low temperatures, where immobile holes (due to
structural defects), whose concentration is independent
of pressure, dominate.

At high pressures, considerable deviations from the
viscosity curve given by formula (1) appear not only at
temperatures of liguid—gas transition but also at those
close to the melting point. These deviations add to the
average error 9, as is seen from the table. The calcula-
tion results show that, at high pressures, where pressure
corrections increase, terms quadratic in pressure and
temperature-dependent coefficients outside pressure

TECHNICAL PHYSICS Vol. 48 No.4 2003

terms become essential. In the second-order approxi-
mation, the formulafor water viscosity takes the form

n= noexp[(a+a1T)p
(4)

E-(b+b,T)p
R(T—B—(c+clT)p)}'

Formula (4) agrees well with the data given in the
table over the pressure range 1-800 bar with the follow-
ing values of the constants: E = 4.753 kJmoal, ny =
2.4055 x 10° Pass, 6 = 139.7 K, a=2.547 x 10 bar %,
a;=6.42x 107 K1 bar, a, = 7.967 x 10 bar?, ag =
1.16 x 107 K~* bar?, b = 2.795 x 10 kJ(mol bar),
b, =2.48 x 10 kJ/(mol K bar), c =-4.85 x 103 K/bar,
and ¢; = 6.32 x 10 bar ™.

In conclusion, it should be noted that, using a
greater number of variable parameters, one can arrive at
expressions that could fit the data in the table better
than formula (4). However, this makes little sense,
because experimental data on viscosity, as well as the
datain the table, are not accurate enough.

+(a,—agT) p2 +
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Abstract—An explanation for an intriguing natural phenomenon, the formation of “gravid” shells, is given.
Our experiments show that it isunrelated to mollusk breeding but refl ects the self-assembly of dissipative nano-
structured protein films under ordinary nonequilibrium conditions. This point concerns several important
aspects of biology, nanotechnology, and mineralogy. © 2003 MAIK “ Nauka/Interperiodica” .

Have you ever seen gravid shells? What other name
could be given to specimens of shells whose interior
cavities contain one or many small shellsthat look like
their young (Fig. 1)? They are easy to find: it is only
necessary to look carefully at a coastal strip. One can
find many of them; therefore, they are of certain interest
as an object of investigation. The “young” of shellsare
totally different from one another. Some of them,
already convoluted, fully copy the shape of their “par-
ents.” They arelocated inthe proper place, that is, inthe
shell interior, which is similar to an abdominal cavity
(Fig. 1). Others are shaped into numerous twisted or
extended tubes and tubules that are stratified on the
inner (and sometimes outer) surface of the shell
(Fig. 2). But what does it mean in reality?

In viewing the inner surface of screw shellsunder a
microscope, we managed to discover a number of fea
tures that can be considered as early phases in the
development of the specimens described. For example,
a thin fibrous cancellation with alternating dark and
bright zones can be discerned. Brown-colored com-
pacts occur extensively, which are similar in shape and
size and have expanding endings (“heads’). They
appear as small equispaced rods or tubules, resembling
larvae, and are arranged symmetrically about athin fil-
ament at an angle of 30°—40° toit (likeleaveson atree).
In many cases, voids at the former places of such larvae
can be detected. Areas of regular cells (like honey-
combs) or rectangular lunules with recessed bright cen-
ters separated by darker interstices are still more con-
vincing evidence that such a phenomenon does exist.
Also, laminated films are often observed.

Thus, we are dealing with manifestations of a non-
stochastic process. It can be said with confidence that
they are early stages of system structuring with the
appearance of helical, tubular, and film fibrous forms.
These are firmly bonded to the solid surface of a
“maternal” shell, are three-dimensional, and exhibit
macroscopic periodic density variations. The last effect
shows up not only in the alternation of bright and dark
areas but also in the presence of regular equispaced
holes in the “bony” medium (Fig. 3).

Thus, we observe the phenomena of discontinuous
bilateral, helical, and chiral symmetry and asymmetry;
angular momentum; helical motion; adhesion to asolid
substrate; macroscopic three-dimensionality of the
structures; and other featurestypical of the self-organi-
zation of matter. The basic properties of this phenome-
nology, such as coherence, cooperation, synchronism,
nucleation, and self-similarity, are evident.

Of special interest isthefact that similar phenomena
are experimentally observed at thefinal stage of assem-

Fig. 1. Gravid shells with small youngs inside. Magnifica-
tion x1.5.
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Fig. 2. Tubulesinside ahelical shell. Magnification x1.2.

bling nonequilibrium protein films in vitro [1-4]. The
films are divided into cellswith helically twisted tubes,
which serve as shell nuclei, etc. (Figs. 4, 5).

The question arises as to whether the similarity
between the features in the phenomenon of gravid
shells and the protein properties upon self-assembly
discovered in thein vitro experimentsis accidental. We
have good groundsto believe that thisidentity isregular
and reflects the fundamental capability of protein to
autonomously self-organize and make other sub-
stances, specifically, calcites, take its shape.

It is known that when forming shells, mollusks
secrete a colloidal organic mass, which is mineralized
during condensation and aggregation. Our observations
show that among all organic ingredients (protein, DNA,
RNA, ATPasg, etc.), only a protein solution condensed
in vitro acquires the above properties [4—6].

Our experiments where a protein solution combined
with calcium confirmed that the mineralization of the
protein film favorsthe stabilization process but does not
radically change the protein self-assembly and symme-
try properties. These findings are in complete agree-
ment with those obtained by Belcher et al. [7], who
demonstrated that “a small amount of protein controls
the growth of calcium crystals, facilitating the shell for-
mation.” This seemsto be one more argument support-
ing the capability of protein for autonomous and com-
petitive self-organization [5, 6].

Based on the aforesaid, we assume that shells both
in the interior and on the surface of amaternal individ-
ual, being minerals of specific type, exemplify the nat-
ural self-assembly of dissipative protein nanostructures
combined with other organic substances and minerals.

TECHNICAL PHYSICS Vol. 48

No. 4 2003

Fig. 3. Circular voids indicating the larva positions. Magni-
fication x1.2.

Fig. 4. Noneguilibrium film of the protos protein
(lysozyme-water system). Geometrically similar blocks
(cells) with nuclei are seen.

In these structures, the same kinds of symmetry typical
of protein nonequilibrium forms are observed from the
nano- to macrolevel [6]. Thissubstantiatesthe view that
nanoscience and material self-assembly are of great
significance in the problem of protein self-organization
[8-11].

In essence, it is meaningless to describe the forma-
tion of a new biomineral shell frame on the existing
exoskeleton of a mollusk using the notion of gravidity,
as adopted for living creatures, since the process
described has nothing to do with the known forms of
mollusk breeding [12].

Yet it is difficult to get rid of the idea that such an
intriguing and unexpected similarity of these phenom-
ena reflects to some extent the fundamental unity of
processes involved in the self-organization of matter,
especially in going from living organisms to inanimate
matter.

If so, it becomes clear that the corpus of a mollusk
and its organic constituents, on the one hand, and pro-
teins of the environment, on the other, can form nano-



518

Fig. 5. Division of a nonequilibrium protein film into cells
with shell-like nuclei by large rectilinear and helical
defects. (a, b) 3D vortices of opposite rotation indicate the
nucleation process. The images were obtained with an
MIN-8 optical polarizing microscope (x200).

structured films, turning into biomineral helical forms
(shells). Then, there appears the exoskeleton of a mol-
lusk in the former case and a similar (“filial”) form in
the latter.

The structural similarity between such individuals
of quite different nature (both unrelated to mollusk
breeding) seemsto reflect the same mechanisms under-
lying the self-assembly and mineralization of protein
films.

RAPIS

The point raised in this article is worth studying
morethoroughly, sinceit isnot only of theoretical inter-
est. The natural phenomenon of protein self-assembly
may be of practical importance in biology, nanotech-
nology, and mineral ogy.
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Abstract—The dynamics of Cooper pair tunneling under Coulomb blockade in small-size Josephson junctions
is studied in terms of the resistive model. A relationship between the delay time and temperature fluctuations
of the Coulomb blockade edge and the rate of rise of the voltage across the junction is derived. © 2003 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

Quantum effects in small Josephson junctions have
been the subject of much investigation in recent years
[1, 2]. An important manifestation of quantum fluctua-
tionsis the microscopic quantum tunneling of an effec-
tive particle, which reflects its behavior in going over
the potential barrier in phase coordinates. It is known
that the switching dynamics of a usual Josephson junc-
tion is similar to the motion of a particle in the field of
the “washing-board” -like potential [3]

U(p) = —E,(cosp+e9), (1)

where € isthe displacement current in terms of the crit-
ical Josephson current I, @ isthe Josephson phase, and
E; = il /2e is the Josephson energy.

ThelifetimerT, of the metastable state of a Josephson
junction with current is given by [3]

T = epfed @

where U, = E{—Tte+ 2(esine + (1 —¢€2)¥2)} isthe poten-
tial barrier height and w, is the frequency of attempts,
which depends on the McCamber capacitance parame-
ter

2e
B = % ch%lC

According to formula (2), quantum fluctuations
become essential at low temperatures. The potential
barrier height U, lowersto avaluethat iscomparableto
the plasma oscillation energy 7w, Inthiscase, it is nat-

ural to suppose macroscopic tunneling through this bar-
rier.

Another manifestation of the quantum fluctuation
effect at low temperatures is Coulomb blockade in
small Josephson junctions [4, 5]. Coulomb blockade
appears when [3]

min| 2w, Aw, | > E,, (3)

where w, = (2el /AC)Y2 is the plasma frequency, w, =
2el R\/1 is the characteristic frequency of a Josephson
junction with acritical current I, normal resistance Ry,
and capacitance C.

In terms of resistance, condition (3) isrecast as

Ry>Rq; Rq = fi/4€, (4)
where Ry = 1 9Q is the quantum unit of resistance.

The |-V characteristic of small Josephson junctions
shows that at voltages below the Coulomb blockade
edge V, = €/C (i.e, a V < V), the capacitor made up of
the junction electrodes is charged (the blockade condi-
tion) [3]. The mean value of the supercurrent in this
case is zero. When the charge of the capacitor
approaches an odd number of elementary (electron)
charges, the supercurrent becomes nonzero and the
electrodes exchange a Cooper pair. In the presence of
thermal fluctuations, the transfer of the Cooper pair
occurs somewhat earlier; that is, when the equality
V(t) = €/C is not strict. In other words, the Coulomb
blockade edge “diffuses.” In thiswork, we consider the
effect of Coulomb blockade on the tunneling dynamics
of a Cooper pair and the effect of thermal fluctuations
on the Coulomb blockade edge.
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BASIC EQUATIONS

For junctions with parameters satisfying condition
(4) and at low voltages eV < A, where A is the energy
gap of a superconductor, the Hamiltonian has the form

H = Q%2C + E.(1 - cosg) - 2£e (1), )

where I(t) is the external current passing through the
junction.

The general theory of Josephson effect [3] is valid
when

Eo<E, Eo=Q/2C. (6)

In this case, the eectric charge Q and Josephson
phase ¢ can be considered as classical variables. In the
opposite limit, such an approach failsand Q and ¢ must
be viewed as noncommuting operators [6] such that

Q = —2ei(0/00) 7)
in the @ representation.

It was shown [7] that the properties of asmall junc-
tion depend on the impedance of the environment
(external leads). Only in the high-resistance environ-
ment, R, > Ry, can Coulomb blockade not be sup-
pressed by charge fluctuations in the leads. The semi-
classical theory of Josephson junctions with a small
capacitance and alow quasi-particle conductivity under
low-current conditions has been worked out in [8]. In
thistheory, 2e periodicity isattributed to Bloch zones of
the junction. The lower zone height depends on the
ratio K of the Josephson energy E; = il J/2e to the elec-
trostatic energy Eq = €4/2C; that is, k = EyEq. We will
assumethat K < 1, since this condition is necessary for
charge effectsto be observed in experiments. In the sin-
gle-zone approximation, the equation for quasi-charge
appears as 8]

dq _ 1dE(q)
rrilIOR i 8)

In a high-resistance environment, equation (8) for
the normalized chargey = g/eisrecast as

y+v(y) = Ve )

Here, the dot means differentiation with respect to time

in terms of R\C, where Ry is the Josephson junction

resistance; E(q) is the dispersion law for the lower
zone; and V(q) = dE/dg.

We aso introduce the dimensionless parameters

v(q) = V(q)/V,, which isthe voltage acrossthejunction,

and v, which is the external voltage in units V, = e/C.
According to [8], v(q) is given by

_ =)
V@ (Y2 =1) + (k/2))™

(10)

ASKERZADE

DELAY TIME FOR COOPER PAIR TUNNELING
IN THE CASE OF VOLTAGE RAMP

Small Josephson junctions have a nonlinear normal-
ized differential capacitance cgilf =dv(y)/dy. It isessen-
tial that this capacitance may take negative values.
Because of this, the properties of small Josephson junc-
tions greatly differ from those of other nonlinear reac-
tive elements, including standard Josephson junctions.
Asfollowsfrom Eq. (8), the behavior of asmall Joseph-
son junction is akin to the behavior of a particle in the
potential field of theform U(q) = E(q) —vq, where E(q)
isthe periodic dispersion law for the lower zone.

As for a usua Josephson junction [3, 9, 10], this
nonlinear capacitance causes an additional delay of
Cooper pair tunneling. However, the delay time
involves a factor that depends on the shape of the volt-
age pulse v,. Using (8) and approximating v(y) near
y=1asv(y) = 2(1 - Yy?)/k, we arrive at the solution to
Eqg. (9)

KV

_ 2 2 2
y = E{»e—tanhEH > tanhET%/%].—vetanhEr%.(ll)

For delay time, we have

T4=K. (12)

Here, it isassumed that v, becomes|larger than the Cou-
lomb blockade edge €/C stepwise. This formula isin
good agreement with a more complicated formula
obtained by exactly solving Eg. (10) with the nonlinear
dependence v(y).

Let the rate of external voltage ramp a = dv/dt be
such that the tunneling of aCooper pair takes place near
y = 1 with negligibly small fluctuations. In terms of the
new variables

a, = ak’/16
Eq. (9) takesthe form

(13)

with the asymptotic solutions

y = Cia(z-z) a y<1, (14a)

2]]3
y=——— & y—o, (14b)
(Co0;"°-2)"
where z, = Czogl’3 is the time instant y becomes equal
to unity, C,—C; are constants close to unity, and 14 isthe
time it takes for the quasi-charge to become infinitely
large. Thistimeistaken to be the delay time in the case
of voltage ramp.
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Solution (14a) corresponds to the charging of the
nonlinear capacitor under voltage ramp (the blockade
condition). In this case, the particle moves along the
inner slope of the barrier U(qg) = E(q) —v.g. The motion
after the Coulomb blockade edge has been achieved
(i.e., the motion along the outer sope of the barrier) is
described by solution (14b). Joining the asymptotic
solutions at the boundary of their applicability
domains, we obtain the time delay under voltage ramp:

2 . Coxg®

THERMAL FLUCTUATIONS OF THE COULOMB
BLOCKADE EDGE

When the voltage rises slowly, the energy barrier
U(g) = E(q) — vg gradualy lowers and fluctuations
may initiate Cooper pair tunneling. For the probability
of tunneling within atime interval t, we can write (see,
eg. [3])

t

w(t) = 1—expEl—Il'(q(t))dﬁ%, (26)
O 5 0

where the tunneling rate I can be expressed as a Gaus-
sian peak centered at thepointg=e (y=1):
e mk  0(y-17

e27/2(ny)112 ] y o

Here, |, is the critical current of a Josephson junction
and the parameter y = 2kCT/e? issmall (y < 1).

If thermal fluctuations are insignificant, we can sub-
stitute asymptotic solution (14a) into Eg. (16). Such an
approach isjustified, since the inertial motion of a par-
ticlein the potential filed U(q) = E(q) — v corresponds
to solution (14a) and the duration of thismotionislarge
compared with that of the motion corresponding to
solution (14b). Integration yields

01 lRCrx™
|]_229/6Cl e Lo

(17)

w=1-exp

o _ (18)
(Cy0z (2-2))

12 !

[l
x [ —ef
0 y 0

where erf(...) isthe error function.
From (18), the charge fluctuation is given by
) vz 1

2 2
229/6 e[gD
kO

Tl .RC

sy = . (19)

lmmf

U
g
-
U
O

o™
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The fluctuation of the Coulomb blockade edge is
found from the relationship
oV =

e \

DISCUSSION

Asfollows from the last formula, fluctuations of the
Coulomb blockade edge depend not only the factor v,
which is responsible for thermal fluctuations, but also
on the rate of voltage rise a. When the latter parameter
increases, so do the fluctuations of the blockade edge.
At the same time, as the rate of rise of the current
through a usual Josephson junction increases, the fluc-
tuation of the critical current is suppressed [3, 9]. The
difference in the behavior of usual and small Josephson
junctions is associated with different nonlinearities in
the junctions. Asisknown [3], the equivalent circuit of
a usua Josephson junction consists of four parallel-
connected currents. Cooper pair current |, quasi-parti-
cle current |, displacement current |5, and fluctuation
current | The Cooper pair current |5 = 1 sing behaves
as a nonlinear reactive “power-consuming” element
Ug(@) = —Ecos. If current variations are small, the dif-
ferential value of the nonlinear inductance is given by

2nl.di _ 27,
D, dp D,

Lg = COSQ. (20a)

In small junctions, unlike usual Josephson junc-
tions, the current, aswas noted above, has three compo-
nents: nonlinear displacement current |5, quasi-particle
current Iy, and fluctuation current I .. The nonlinear dis-
placement current |, behaves as a capacitive element
with an energy U(q) = E(q). Its inverse differential
vaueis

Cgr = Chdv(y)/dy. (20b)

The change of the variable @to q changes the induc-
tive nature of ajunction to capacitive.

Thus, we studied the effect of Coulomb blockade on
the dynamic properties of small Josephson junctionsin
terms of the resistive model. Formulas for the delay
time of Cooper pair tunneling in terms of nonlinear
capacitance were derived. In addition, we obtained a
formula for the thermal fluctuation of the Coulomb
blockade edge when the current through the junction
rises linearly.
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