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Abstract—BY reducing the hydrodynamic flow in the volume occupied by one or two fluids with different den-
sities to the dynamics of the free surface or interface, equations describing their evolution are derived. These
equations make it possible to study the essentially nonlinear stages of instability of free surfaces or interfaces
in simple mathematical terms. It is shown that a perturbation of the free surface, however small, causesthe for-
mation and separation of a drop for afinite time. Accordingly, a perturbation, however small, of the interface
between mediawith different densitiesresultsin the formation and subsequent separation of alarge-scale vortex
of the heavier fluid. Theoretical results agree qualitatively and quantitatively with experiments performed in

[1, 2]. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Theoretical investigation into the stability of thefree
surface or interface between two continuous media (flu-
ids) with different densities in the gravitational field
(Rayleigh-Taylor gravitational instability) or in amag-
netic field (Rayleigh-Taylor magnetohydrodynamic
instability) [3], as well as instabilities caused by a
shock-wave- or pressure-pulse-induced acceleration
(Richtmyer—Meshkov instabilities [4, 5]), are of great
scientific and applied interest [6, 7]. Examples of their
application are the generation of pulsed powerful X-ray
radiation from a plasma[8] and solid surface modifica-
tion by the action of intense beams of charged particles
[9-11]. The essentially nonlinear stages, including the
vortex stage, are usually studied numerically. Asarule,
an initial distribution of point vortices (the vortex
method [12]) or adistribution of small finite-size vorti-
ces (the vortex drop method [13]) is specified at the
interface. These methods, while providing fairly rea-
sonable results, suffer from the considerable disad-
vantage that the vortex distributions over the interface
and sizes are uncertain. The purpose of thiswork isto
elaborate a method for studying the interface dynam-
ics such that the distribution of point or finite-size vor-
tices is unneeded. Our study is based on the method
[14], with which we analyzed the vortex-free stage of
nonlinear interface dynamics. Also, werely on thefact
that the interface dynamics can be adequately studied
on the assumption that the fluids are incompressible
[4, 14-16].

DYNAMIC EQUATIONS FOR FREE SURFACE
AND INTERFACE

We will deal with an ideal incompressible fluid
occupying a volume bounded above by the surface
F(X, Z, t) = 0 (hereafter, X and Z are the coordinates of
boundary points). Our first goal isto reduce the hydro-
dynamic volume flow of the fluid to the dynamics of its
boundary. The equations of motion of an ideal incom-
pressible fluid have the form [17]

(VIv) = 0; (1)
2
‘3_‘{+[va]=4%+‘%+(%, )

wherev ={v,(X, z 1), 0, v,(X, z 1)} isthe hydrodynamic
velocity, Q = [V xv] ={0, Q(x, z t), 0} isthevorticity,
P(x, z, t) is pressure, and G(x, z t) is the external field
potential. The vectors in the parentheses and brackets
mean the scalar and vector products, respectively.

According to the well-known Helmholtz theorem,
onecanputv =V +[V xA]. Here, §(x, z t) isthe sca-
lar velocity potential and A = {0, —)(X, z, t), O} isthe
vector velocity potential satisfying Coulomb gauge
(V 0A) = 0. Then, it follows from (1) that the scalar
potential satisfies the Laplace equation

Ad(x, zt) = 0, 3
where A is Laplacian.
Applying the operator [V x v] to Eq. (2), we will
obtain for the vorticity Q = Ay

0AY
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From Eg. (4), it follows that if the vorticity Q(X, z,
0) = AY(x, z, 0) = 0 at the initial time instant, it also
equals zero at any other time instant:

Q(x, zt) = AY(x,zt) = 0. (5)

In an ideal incompressible fluid, vorticity may
appear only when its free surface (or interface)
becomes unstable [18] and is introduced into a forbid-
den area by convection. It is the latter prerequisite that
prompted the authors of [12, 13] to specify the initial
distribution of point [12] or finite-size [13] vortices at
the interface when they analyzed the vortex stage of
Richtmyer—Meshkov instability. We will show below
that thereis no need to do this.

From Eq. (2) in view of (5), we arrive at the Ber-
noulli equation [17]

P VX, Z,t) _
eq—) T =S5 -G(X,Z,) =0, (6)

which also applies to the free boundary P(X, Z,t) = 0
[17, 19].

Bernoulli equation (6) and the so-called kinematic
condition D(X, Z, t) — (v(X, Z,t) (X, Z,t)) =0 (D is
the phase velocity of the boundary and n is the normal
to the boundary), according to which boundary points
are“frozen” inthefluid, constitute boundary conditions
on the free surface for the Laplace equation. At the
lower boundary z = —oo, the range of solutions for the
velocity and the potentials vanish. At the left and right
boundaries, the periodic conditions are specified: the
equality of the velocities and potentials at the points
x=0andA.

At the essentially nonlinear stages of boundary
instability, there may appear a Situation where the
boundary dynamics cannot be uniquely described by a
function of one variable X. In the case of alarge-scale
disturbance (“large scale” is limited below by the con-
dition of existence of tangent, T(X, Z, t), and normal,
n(X, Z, t), vectors at an arbitrary point and also by the
condition of applicability of the hydrodynamic approx-
imation), the boundary should be described parametri-
caly using two functions: x = X(I, t) and z = Z(I, t)
(where | isthe contour length along the boundary start-
ing from some separated point). The remaining param-
eters of the fluid that are specified at the boundary are
also functions of | and t. According to the kinematic
condition, boundary points are frozen in the fluid and
move with avelocity v(X, Z, t). Consequently, the value
of the parameter | for afixed boundary point also varies
withtime: | =1(l,, t), wherel, is some Lagrangean coor-
dinate of the fixed boundary point, for example, the
value of | at theinitia time instant. In this case,

dX(, t) _

ol vy(l, 1), (7)
dz(l,t) _
el v(l, ). (8)
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The vectors z(l, t) and n(l, t) are given by

1/2
n0 = n,y = XOPEL QLT

(L = 92X, 0z

w(lt) =-n a1 o0 *ogron - (10)

Taking into account that (v [it) = a¢(l, t)/dl and
(v [h) =—0y(l, t)/dl and also (9) and (10), we can now
relate the velocities to the derivatives of the potential ¢
and stream function g along the boundary:

vy, 1) = 220 1,1+ 2L Uy )

_ @9, Hox an(| t)aZDD[@XD , 2T w2 (1)
0O al ol 3l al0pi0 T oo

vall,t) = 28,4y 280 4

_ @9(, 1oz an(| 1) OXTIXT [@ZDZDM( 2)
0ol ol a1 9llmei0 T oerod

The total derivative of the potential at a fixed point
of the moving boundary and the partial derivative of the
potential are related as

do(l,t) _
dt

204y 0,09%+v.0,0%

13
3800, 5 ) -

where the second term describes the variation of the
potential as the point of observation moves.

Relationships (11)—(13) alow one to rewrite Ber-
noulli equation (6) in the form

do(Lt) _ 1mpe(l, O , Pw(l, Ot
dt 200 a1 070 a1 OO

~G(l, 1).(14)

Following our work [14], we will describe the evo-
lution of the free surface without calculating the vol-
ume flow. Such an approach is basically validated by
the fact that the velocity potentia ¢ and the stream
function s are harmonic functions and, hence, are com-
pletely defined by the boundary conditions. In thiscase,
itisnecessary to find the normal derivative of the poten-
tial from its boundary value or, which is the same, to
establish arelationship between Y(l, t) and ¢(l, t).

In [20], the Laplace equation for an area with an
irregular boundary was solved with conformal transfor-
mations. Let us perform coordinate transformation
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(X, 20 — (&, n). Interms of the new variables, Eg. (3)
takes the form

¢ (V(x z)E |W(x z)r])

62
+ _q;|V(X,Z)n|2 aaa
(15)

00 2
a_EZW(X' 28|

6
CIJA(>< Z)E+ ¢A(x z)r] = 0.

" oE

In order for Eq. (15) inthe variables (§, n) to be the

Laplace equationintheformA; ,¢(&, n) =0, itisnec-
essary that the following conditions be fulfilled:

Vi &l* = Vel (16)

(Vix 2€ BV »N) = 0, (17)

DA€ =0, Ayyn =0. (18)

Since the new coordinate system is arbitrary, we put
Vi = [Vix 28 *&]. (19)

Now conditions (16) and (17), aswell as the second
equation of (18), are fulfilled automatically.

The coordinate transformation performed above
must not only retain the form of the Laplace equation
but also convert the fluid-filled space to a half-plane,
e.g., N < 0. Let us define the unit vector T tangent to the
boundary as

T = V(x, Z)E'|(X(I),Z(I))' (20)

Then, from (19), V, »Nlxa), zay = N, Where n is the
outer normal to the boundary. Hence, an/al = (V ,
n k) = 0 aong the boundary and the coordinate n at
the boundary has some constant value, which can be set
equal to zero. Such a coordinate transformation does
convert the fluid-filled space to the half-plane n < 0.
The variable ¢ at the boundary can be found from the
relationship 0&/al = (V, »& [t) = 1 for its derivative
along the boundary. Integrating this relationship along
the contour yields

E(X(1), z(M) =1
up to a constant.

Another boundary condition can be specified, e.g.,
by putting

&(x,2) — x for (22)

Thefirst of Egs. (18) in combination with boundary
conditions (21) and (22) represent the first boundary-
value prablem for the L aplace equation for the function
&(x, 2) and, consequently, has a unique solution. Thus,
it is possible to find coordinates (&, n) such that they
meet conditions (19) and (20) and do not change the
form of the Laplace equation. The transformation
defined by conditions (19) and (20) converts the fluid-
filled spaceto ahalf-plane. It should be noted that find-
ing a specific transformation of this type is a problem
no less complicated than the initial problem, since it
also requires the Laplace equation to be solved in a

(21)

X —>—00,
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complex-geometry area. Fortunately, to establish a
relation between the value of aharmonic function at the
boundary and its normal derivative does not require
finding &(x, 2) and n(x, 2) inexplicit form. With thisaim
in view, we note that this transformation has the impor-
tant properties that n = 0 and (n V) = d/dn aong the
contour & = |. The latter equality follows from the fact
that by definition V, ,& and V, ,n are the vectors of
the reciprocal basis [21]. Since this set of vectors is
orthonormalized along the boundary, the local basis
coincides with the reciprocal basis at boundary points;
that I, &locy, zay = Vox 28loxay. 2 = T aNd €y, z0) =
Vi aNlxqy, zay = N- Thep, the derivative 0/on = (g, LV) =
(n V) at boundary points.

The decaying (at n — —0) solution to the Laplace

equation for the function ¢(§, n) in the domainn <0
can be written through ¢ (¢, O, t) as

+o0 +o00

OEN. 0 = 55 [ ok [ $(E' 0,0 cos(k(& ~&)) k.

Differentiating this expression with respect to n
yields (in view of (19)—21)) an expression for the
derivative of ¢ normal to the boundary:

(nve) = 9| = k¢|, -, (23)
oNly=o
Here, k istheintegral operator [22]:
kf(l) = (24)

%T‘rlkldkj' f (1" cos(k(l —1')dI".

Theimportant properties of the operator k and recip-
rocal operator K are the following:

1 ik
—e
IN

The stream function Y also meets Laplace equation
(5). Taking into account that (v (k) = (n CVy), we can
write

Reikl - |k|eik|, k—leikl _

= Rl-IJlr]ZO'

n=0

= 0y
(vLx) 5

On the other hand, the tangential velocity compo-
nentis(v [x) =0¢(l, n = 0)/dl. Hence, we can relate the
stream function and the derivative of the potential
(hereafter, we consider only values at the boundary and
omit the argument n = 0):

w(l, 1) = klaq)(l 9} (25)

Relationship (25) is valid for a smooth contour
where the normal and tangent vectors are defined at
each point.
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Expanding the potential at the boundary into the
Fourier seriesin | yields for Eq. (25)

o L(1)

w(l,t) = %nzlj'(I)(I',t)sin(nK(t)(I'—I))dI‘,(26)

where L(t) isthe current total length of the contour and
K(t) = 217L(t) isits associated wavenumber.

Equations (7), (8), and (14) combined with relation-
ships (11), (12), and (25) (or (26)) make up aclosed set
that describes the evolution of the free surface of the
fluid.

Consider now a system of two perfect incompress-
ible fluids with different densities. Let the upper fluid
have a density p~ and the lower, adensity p* (p~ < p*).
All quantitiesthat refer to the heavier and lighter fluids
will have the associated superscript (+ and —, respec-
tively). Then, Egs. (6), (11), (12), and (25) are recast as
follows:

097(l, 1)
ot

Moo, E@UJiDE P

1
2ol O

(1, 1),(27)
vy = 20700 (' e, t)+allJ (' Do, 1)

_ [097(1, )X , oy*(l, 1)o7

O a ol ol  ol0 (28)
X7, PZ ™
DDOID DGIDD '

Vi, = 2000 L, t)—‘“" (L0,
@90, (I £9Z  ay*(l, 1)ax
“O0 a o al a0 (29)

X, PZ ™
DDGID DGIDD '
VL) = 100 a(Il ) (30

Let points at the interface be frozen in the heavier
fluid. We then have

dx(,t) _ -
S = v, (31
dz(,t) _ o«

== = Vi, (32)

In this case, the kinematic condition has the form
[17,19] D — (v* [h) =D — (v_ [h) = 0; hence, we have
continuity of the normal velocities of the fluids at the
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interface: (v* Ch) = (v [h) =0or ay*/dl = ay/al. Inte-
grating the latter equality yields
WLt = W), (33)

From (30) in view of (33), it follows that 0¢*/dl =
—-0¢/0dl. Integrating, we find that

o7 (Lt) = —o7(It)
at the interface.

The equality of the normal velocities leads to the
equality of the pressures at the interface [17, 19]:
P*(l,t) =PI, t) = P(, t).

Thetotal time derivative of the potential ¢*(l, t) and
its partial derivative are related as

¢ ¢ (V+)2 a¢ |]3¢ D [@lIJ D
dt ot TOer0 TOar0-

Accordingly, the total time derivative of the poten-
tia o=(I,t) is

(34)

(35)

G dh, 0X AT B0, e e
dt ot Vear TVear T o +vxvx+vzv(;6)
_ oy, 00700, dyoy’

ot adl al al ol -’

With (35) and (36), Bernoulli equation (27) takes
the form

do*(,t) _ 1o’ . puw' o P
¢6(t U = 2%%5 +B"5XEE—p——G<l t), (37)
do~(l,t) _ 09 99" oy oy
dt ol ol al al
(38)

10907y, WD P _c(,y.
~2Mex0 T Ogx00~ D

Eliminating the pressure from (37) and (38) and tak-
ing into account equalities (33) and (34), we arrive at an
equation for the vel ocity potentia of the heavier fluid at
the interface:

d¢+(|,t)=é@ 0,
ot 20010 "

_ARe T
5009710

~AG(l, 1),(39)

where A = (p* —p)/(p* + p7) isthe Atwood number.

Consequently, the action of the lighter fluid on the
dynamics of the heavier one modifies the Bernoulli
equation for the free surface (cf. (39) and (14)). Equa-
tions (31), (32), and (39) supplemented by equalities
(28)—<30) for the heavier fluid make up a closed set.
Below, we will omit the superscript “+” and aways
consider the system of two fluids. Then, in the set of
equations describing the dynamics of the free surface,
A=1
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Thus, we derived the closed set of dynamic equa
tions for the interface between two ideal incompress-
ible fluids with different densities:

752 a0
dX(L0) _ (1 gy = 000X , 0wl )9Z]
dt X 0 o ol 0l ol GID
X, pz @
DD@ID DOIDD ’
dz(l,t) = v (1) = [q?q)(l,t)(z_aw(l,t)gl(m
dt o ad ol 9l al  ol0d
X, pz )
DD&ID D&IDD !
o L(1)
w(l,t) = L?t)z I¢(| D) sin(nK(t)(I'=1))dI". (43)
n=10

SOLUTION METHOD AND NUMERICAL
EXPERIMENT

The seemingly simple set (40)—(43) turns out to be
difficult to solve analytically. Therefore, it was solved
numerically. The contour of the boundary was specified
by a set of points X;(t) and z(t) (i O [0, 1)) so that the
spacing between adjacent pointswas the same: |, . 4(t) —
l;(t) = h(t) = L(t)/(I, — 1). Thetime dependence was also
discrete: 1™ =1,t™, 6{™ =¢(I{™, 1), (™ =w(I™,
tM), etc.

Taking the integral in (43) with the finite-difference
grid yields

lo—1

LIJj(t) = Z di(t)

o OO O 0, “
x A ~AG —,
OO L(t) D o L® [
where
A(y) = —%z %cos(ZTrny). (45)

n=1
Thisfunctionsisperiodic, A(y + 1) = A(y), and even,
A(®Yy) = A(=y). In calculations, summation in (45) is up
to some number N. The uniformity of the computa
tional grid in | makes it possible to calculate the func-

. 1 .
tion /\H% =AM + éE/(lo—l)g(u =0,1, ..., (I,—1)
once and use it subsequently (with regard for the parity
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and symmetry properties) to transform the velocity
potential into stream function (44). Such an approach
can take into account any number of harmonicsin the
transformation.

The transition between time layers proceeds in two
stages. First, boundary points are shifted and a new
value of the potential is determined. Then, the compu-
tationa grid is regularized. Thus, at the first stage, we
integrate Egs. (40)—(42) over time:

X" = XM (v )™, (46)
7MY 2 7 ar(v) ™, (47)
X(m+1) _ o (m) CA @Y
i - i +At|:'_|]a|[|
(m+1) (48)
AP O
+H - S00910 AG% :

where At is the time step.

To improve the stability of the solution, the integra-
tion was performed in implicit form and Egs. (46)—(48)
were solved by the method of successiveiterations. The
time step was constant and much smaller than the char-
acteristic time of boundary evolution. The validation of
the time step was the convergence of a solution to
Egs. (46)—(48) within a reasonable (say, no more than
ten) number of iterations. Once new positions of
boundary points have been found, a new value of the

parameter 1", which is the distance from the initial

~(m+1) ~(m+1
point(Xém ),Z(()m )

~(m

Zi ) and a new total length AM™*% of the contour
are determined.

At the second stage, the grid was reconfigured so as
to restore the uniform distribution of Lagrangean points
in terms of |. To this end, a new computational grid

I_(m+1) =AM+ —1)/(l,— 1) was applied. All quanti-
ties (X(I+1) SR

. A GRS
) to the moving point (X; ,

z0Y Y etc) at points of the new
grid were calculated through the quantities ()N(. : ),

~(0+1) 2 (+1)
i v Qi

, €tc.) specified on the previous grid

Ti(m+ Y by linear interpolation in |. The regularization of
thegrid at either stage allowed usto avoid the excessive
thickening or rarefaction of calculation points.

The method described above was used to calculate
the interface evolution under Richtmyer—Meshkov
instability. This type of instability arises when a shock
wave passes through the interface between fluids of dif-
ferent density. In our statement for an incompressible
fluid, a shock wave is replaced by the field of inertial
forces G(X, Z, t) = —g(t)Z, where g(t) = Ud(t) is the
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Fig. 1. Initial perturbation and its evolution due to Richt-
myer—Meshkov ingtability on thefree surface (A =1, U = 1).

accelerating momentum and U isthe velocity imparted
to the medium by a shock wave. Integrating Bernoulli
equation (40) over timefromt=-0tot = +0yieldsthe
initial condition for the velocity potential:

o(l,t = +0) = AUZ(I, 0). (49)

The linear theory [4] of Richtmyer—Meshkov insta-
bility predicts a constant growth rate of the perturbation

amplitude: Zrw = AUka,. The interface evolution is
conveniently described by the dimensionless time
T = (KPAUagy)t, where a, is either the initial harmonic
perturbation amplitude, Z(l, 0) = agcos(kX(l, 0)), or the
initial perturbation height relative to the OX axis (if the
perturbation is of a complex shape).

Figures 1 and 2 show the initial perturbations and
their evolution with time for the free surface (A = 1)
and interface between fluids of various density
(A =0.12). It is seen that even the free surface ceases to
be a unigue function of x as time passes, as distinct
from results obtained in [12]. Instead, the elongated
fluid stream turnsto adrop and at T = 1.8 separatesfrom
thefluid. Notethat drops on the free surface form at any
amplitude of the initial perturbation. With A = 0.1, a
stream of the heavier fluid penetrates into the lighter
one and forms a mushroomlike vortex, rather than a
drop. However, at T = 2, the mushroom’s stipe also has
awaist.

Figure 3 demonstrates the growth rates of the
stream, ', and bubble, I, for the free surface (A = 1)
that are normalized to the linear rate vs. dimensional
time for initial harmonic perturbation amplitudes agk =
0.005 and 0.5. For comparison, analytical results [16]

VOLKOV et al.
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Fig. 2. The same at the interface between two fluids (A =
01,U=1).

corresponding to an infinitesimal initial perturbation
and results of calculation by the vortex method [12] are
also shown. As follows from our calculations, for a
small initial perturbation (agk = 0.005), the growth rate
of the stream becomes constant with time: 'y = 3.5.
That of the bubble varies in a complicated manner: it
first decreases, then (at T = 0.6) startsincreasing, and at
T > 1.9 slowly decreases again. In [12], the growth rate
of the stream for asmall perturbation was aso found to
be constant but at alevel of =2.2 and the growth rate of
abubble tendsto zero monotonically. At agk = 0.5, both
our results and the results of [12] give a steady-state
value of the stream growth rate at alevel I'g= 2.4, which
ismuch lower than for the small initia perturbation. As
for the bubble growth rate at agk = 0.5, it monotonically
declines, according to our calculations. Generally, our
calculations give higher growth rates than in [12, 16].

Astheinitial perturbation amplitude grows (Fig. 4),
both the initial values and variation of the rates change.
The bubble growth rate tends to zero, and the shapes of
the curvesfor agk = 14 are roughly the same. For agk=1
and 2, the stream growth rate first rises and then starts
decreasing (at T > 2 and T > 1, respectively). For agk =3
and 4, the stream growth rate first increases and then
exhibits a plateav.

Figure 5 compares our results with those obtained
by the vortex method [12] for a system of two fluids
with the Atwood number A = 0.33. The run of the
curvesisin accordance with [12]. However, asfor A = 1,
our rates exceed those obtained by the vortex method.

The growth rates of the stream and bubble for a sys-
tem of two fluids with various Atwood numbers (small
perturbation) are shown in Fig. 6. The growth rate of

TECHNICAL PHYSICS Vol. 48

No. 3 2003



NONLINEAR DYNAMICS OF THE INTERFACE 281

Fig. 3. Growth rates of the stream, I'g, and bubble, I, nor-
malized to the linear rate vs. dimensional time for the free
surface: (1) [16]; (2, 3) vortex method [12] for agk = 0.005
and 0.5, respectively; and (4, 5) our calculation for the same
initial perturbations.

Fig. 5. Dynamics of the interface for A = 0.33. (1-3) Vortex
method [12] with agk = 0.1, 0.3, and 0.5, respectively; (4—6)
our caculations for the same agk.

the bubble decreases monotonically with time. That of
the stream first increases, peaks, and then decreases
monotonically. As the Atwood number decreases, so
does the maximal value of I's. With A = 0.1, the region
of initial rise aimost degenerates into a plateau.

TECHNICAL PHYSICS Vol. 48 No.3 2003
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L5

Fig. 4. Dynamicsof thefreesurface (A = 1) for different ini-
tial perturbation amplitudes. The nonlinearity coefficients
for theinitia perturbation are (1) 1, (2) 2, (3) 3, and (4) 4.

Fig. 6. Dynamicsof theinterfacefor A =0.7 (1), 0.5 (2), and
0.1 (3). Theinitial amplitude agk = 0.005.

We compared our calculations with the experiments
of Zaitsev [1] (Fig. 7) and Vasilenko [2, 13] (Fig. 8), as
well aswith results of processing these experiments by
other authors [13, 23]. As follows from Figs. 7 and 8,
our analytical curves fit the experimental data qualita-



282 VOLKOV et al.

a(t), mm

1 1 J
50 100 150 200
f, Um

-10

~<
~
~<
~.

=20~

Fig. 7. Coordinates of the stream tip (lower quadrant) and
bubble (upper quadrant) vs. time in the experiments of Zai-
tsev [1]. A shock wave passes from argon to xenon. The
shock wave velocity D = 1273 m/s, fluid vel ocity increment
U =764 m/s, and A = 0.45 [13]. The initial perturbation:
ag=5mm and A = 36 mm. Circles, Zaitsev experimental
data[1]; dotted lines, linear theory [4]; solid lines, our cal-
culations; and dashed lines, vortex drop method [13].

a(t), mm

-30

0 100 200 300
t, Us

Fig. 8. Time dependence of the mean height (amplitude) of
the interface, a(t) = 0.5(|Z4(t)| + |Zy(t)]), for the experiments
of Vasilenko [2, 13]. A slowing-down shock wave propa-
gates from krypton to helium. The combined action of the
pulsed and constant accel erations is noteworthy. The shock
wave velocity D =-811.4 m/s, fluid velocity increment U =

—940 mVs, constant acceleration g = 10° m/s?, and A =
0.8644 [13]. The initial perturbation: ag = 1 mm and A =
50 mm. Squares, Vasilenko experimental data [2, 13]; dot-
ted line, linear theory [2]; solid line, our calculation;
crosses, calculation with the TIGR gasdynamic method
[24]; and dashed line, vortex drop method [13].

tively and quantitatively. Note that the vortex method
[12] and the vortex drop method [13] give perturbation
growth rates that are somewhat |ower than those found
experimentally, unlike our theory.

CONCLUSION

Thus, by reducing the hydrodynamic flow in avol-
ume occupied by perfect incompressible fluids with
different densities to the interface evolution, we
obtained a closed set of Egs. (40)—<43). For the 2D flow
geometry, exact relationship (25), which relates the
stream function and the velocity potential derivative at
theinterface, was derived. Its applicability islimited by
the condition of existence of vectors tangent and nor-
mal to the interface and also by the validity of the
hydrodynamic approximation. Our numerical experi-
ment showed that actually there is no need to specify
the initial distribution of point or finite-size vortices at
theinterface. A perturbation, however small, of the free
surface or interface causes the formation and separa-
tion, respectively, of adrop or large-scale vortex of the
heavier fluid for a finite time. Our results agree with
experimental data[1, 2] both qualitatively and quanti-
tatively.

Note in conclusion that our approach is certainly
inapplicable to studying the stage of turbulent mixing
of light and heavy fluids, when many vortices of differ-
ent sizes appear and their interaction must be taken into
account.
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Abstract—The penetration of low-frequency electric fields through a thin-walled spherical conducting shell
in the presence of athin unclosed spherical perfectly conducting sheath is considered. The problem is solved
by the method of pair summational equations with averaged boundary conditions. The effect of the central
angle of the unclosed spherical sheath and field source position on the field attenuation inside the closed thin-
walled shell is studied numerically for different shell thicknesses and materials. © 2003 MAIK “ Nauka/Inter-

periodica” .

INTRODUCTION

Among the problems of electrodynamics, the prob-
lem of electromagnetic field (EMF) shielding is of spe-
cial importance from both the practical and theoretical
standpoints. In the case of thin-walled shields, electro-
magnetic processes in the shield itself are not consid-
ered. Instead, the EMFs on both sides of the conducting
shield are related by the equivalent boundary condi-
tions defined on its median surface. Such an approach
is strictly justified if the shield thickness does not
exceed the EMF penetration depth. To consider single
thin-walled shields, approximate averaged boundary
conditions of the second kind are used [1-3]. In this
paper, we study the penetration of the low-frequency
electric dipole field through a thin-walled spherical
conducting shell in the presence of a thin unclosed
spherical perfectly conducting sheath using approxi-
mate averaged boundary conditions of the third kind.

STATEMENT OF SHIELDING PROBLEM

Let us consider a uniform isotropic space R® of per-
mittivity €, where a thin unclosed spherical sheath I
with acentral angle 6, covering aspherel; of radiusa;
and a thin-walled spherical shell S of thickness A are
placed (see figure). The thickness of the spherical
sheath I is assumed to be small in comparison with
other geometrical sizes. The medium filling the shell S
is described by permitivity €, permeability p, and con-
ductivity .

Let a low-frequency electric dipole oscillating by
the law &' and having the moment directed along the
axis Oz; (85 = 0) be located at the point Os.

To solve the problem, we relate spherical coordi-
nates{r;, §;, ¢} tothepoint G, (j = 1, 2, 3):

X; = rycos¢sing;, y; = r;sin¢sind;, z; = r;cosb;
(O<rj<o, 0B <m 0<¢ < 2m).

Now we assume by convention that the sphere I';
and the median surface S of the thin-walled shield S
divide the space R® into three domains. D, (inside the

Z)
r
aj 60
(0]
| 1 \l
[ , r
\ /
d \ r
2 \\\ _/// 1
03
dl az. M() A
0,
)
Figure.
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SHIELDING OF LOW-FREQUENCY ELECTRIC FIELDS

spherel ), D, (inside the sphere S), and D, = R¥/(D, [
D,). Let the distance between the points O, and O; be
d, and the distance between the points O, and O, d;;
d=d, +d,

The problem to be studied is the scattering of the
electric dipole field by the system of the shields " and
S with alowance for field penetration through the
spherical layer S. Here, the unclosed spherical sheath I’
is assumed to be impenetrable to the field.

Let U, be the potentia of the electric dipole placed
at the point O3 and U; be the potential of thefield in the
domainD; (j =1, 2, 3).

In the quasi-stationary approximation, the solution
of the problem is reduced to determining the electrical
potentials U; in the domains D; (j = 1, 2, 3). These
potentials must satisfy the Laplace equation AU; = 0
and the boundary conditions on the sphere S [4, p. 86],

which describe the field penetration through the thin
spherical layer S

0
a_I.Z(U3+Ud—U2) = —pF(Uz+ U+ Uy)[., (D)

S

0
6_I‘2(U3+Ud+U2) .
- oF +U.—U 0gP(Uz+Uy+ Uy @
=q E-Js da= V2T 5o ar, DD~S’
where
_€d __2 _ 2. KA
p - 2801 q - wzéue()’ 6 - KtanDZD,

K = wJ/ue, O0<argk <,

€' = ¢ +i(y/w) isthe complex permittivity, and w = 21
is the angular frequency of the field. The potentias
must also meet the boundary condition on the surface
of the thin unclosed spherical perfectly conducting
sheath I’

(Us+Ug)| = V—const at r;=a, 0<6,<6, (3)
and the condition at infinity
Us(M) +Uy(M) —0 a& M — oo, (4)

where M is an arbitrary point in the space.

Finally, we require that the continuity conditionsfor
the potential on the sphere I'; and for the field on the
nonconducting part of the sphere I ; be satisfied:

U, =Uz+Uy a r, =a, 0<6,<m, 5)

oU, _ 0(Us+Ua)
aor,  or,

The operator F(U;) entering into boundary condi-

r,=a, 06,<m. (6)
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tions (1) and (2) can be represented as [4, p. 86]
F(U;) = (nLCeurl[nxgradU|]),

where n isthe unit normal to the median surface S that
is directed inward to the domain D.

In the spherical coordinates, this operator is trans-
formed into the form [3]

1[6.65

_ 1 9
FU) = 5= 55 ne%uwﬁaﬁuj}. @)

SOLUTION TO THE PROBLEM

The potential of an electric dipolein spherical coor-
dinates can be represented as [4—6]

2
Ulrs 89 = M Pi(cosey), ®

where M, is the dipole moment.

The potentials U; can be expressed as the superposi-
tion of spherical functions such that condition at infin-
ity (4) is satisfied:

« n
Ui(rs,8) = M, 5 ' P (cose), (@
n=0

Uy(ry, 6,) = MZZ xﬁz’%—j% P.(cos8,),
n=0

Ug = US(ry, 8,) + US'(r2, 8), (10)
where,
* n+1
U0 = MY YR Po(eos), (4
n=0
« n+1
UL, 8) = MY YO Po(cosey). (12
n=0

Here, P, (cosB) are the Legendre polynomials [5-8].

The unknown coefficients xﬁ,” and yff) (=1, 2 ae
determined from the boundary conditions.

FULFILLMENT OF BOUNDARY
CONDITIONS
To satisfy boundary conditions (3), (5), and (6), let

us express the potentials U (r,, 6,) and Uy(rs, 6,)
through spherical harmonic functions related to the
coordinate system with the origin at the point O,. Using
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the formula[3, 9]

1 e, (Nt
FPn(cosez) = Z(—l) T
xdn+k+lr ‘P (cosB,), r,<d,
we arrive at
u@(r, 8, = MZZ fOr'P_(cos,), (13)
n=0
Ug(ry, 6,) = Mzz Lni(ay, dz)rQPn(Cosel), (14)
n=0
where
(1) — (2)
Lok(az, d)yy (15)
kZ
“D"(n+ k) gt
Lou(a, d) = E 0+ KR (16)

nikig”  HdU

Taking into account Egs. (9), (11), (13), and (14)
and satisfying boundary conditions (3), (5), and (6), we
obtain the pair summational equations in Legendre
polynomials

> Yi Po(c0s8y) = 5 (V8o i) — L (@2 7))
n=0 n=0

x ajP,(cosB,), 0<86,<8,,

> (2n+ 1)y"P, (cosb,) = 0, 6,<B,<T,

where &, is the Kronecker delta.

These pair summational equations can be trans-
formed into an infinite set of linear algebraic equations

of second kind for the coefficients y{” 0 1,[8, 9]:

v = Z (V80— 1) = L@y, d)) a1 Qne(Bo):

n=0

(17)
s=012,...,
where

8o
Qns(8g) = %J cosaw + %xcos%+ %’%xdx
0

or

1 sin(n—s)Bo_

Que®) = 1| =g

sn(n+s+1)0,
(n+s+1) }

EROFEENKO, SHUSHKEVICH

sin(n-s)0,
(n-s)
Taking into account (15), from Eq. (17) we obtain
the relation between the coefficients y(l) and y(z)

= 0,.

n=s

(1) = —z Iksy(kZ) + z (V60n - I—nl(aZa dz))aTQns(eo)!
n=0

s=012,...,
where

_ < (=1)"(n+K)!
= z—

S Miks " Qn(80),

Iks

n=0
M = EJ; j=102.

To satisfy boundary conditions (1) and (2), we
express the potentials UL (r,, 6,) and Ug(rs, ©.)
through spherical harmonic functionsthat are related to

the coordinate system with the origin at the point O,.
Using the formula[3, 9]

1 e (n+K)!
FPn(cosel) = Z (_1)nW
xdn+k+1r Pk(cosez) r,<d,

we have
uP(r, 8,) = MZZ fr2P (cosh,), (18)
n=0
Ug(rp, 6,) = Mzz Pal 3P, (c0s8,), (19)
n=0
where
2 = 5 (D) Luda, d)yi”,
kZo (20)

Pn = (—1)"" 'Lny(az dy)-

Taking into account (10), (12), (18), (19), and repre-
sentation (7) of the operator F(U;) in the spherical coor-
dinates and al so satisfying boundary conditions (1) and
(2), we obtain the system

(2) (2)

(PG, +n+1)y,
= (n—pGyay(f2 + p,),

(n+1-qG,—(n+1)aG,)y?

+(n+pGp)xy

(21)

TECHNICAL PHYSICS Vol. 48 No. 3 2003
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+(qG, + na G, —n)x? where

= (n+qG,—naG,)ay(f? + py),

Mps = > (-D)PleTF(k p, 3z, 8,d),  (27)
where k=0
G. = —n(n+l) o = Slaﬂ
n a, ’ 2¢' azl ks — z (_1)nF(n1 k1 aq, Ay, d)Qns(eO)1 (28)
Solving system (21), we find that n=0
@ _ nee(2 o +Kk)! <
Y@ = Ta(fP+p); n=012.., (2  Fpkaya,d) = (pp|k|) 5%1% = @)
x? = Nay(fP+p); n=012.., (2
where Fs = —gi z I TkF(1, Kk, a;,a,,d;)
1+(n+1)°2_nn+ 1)a9 k=0 (30)
2n a 2 n
Tn - — 2 , + Z (Véon_(_l) F(n1 11 a'll a21 d2))QnS(eo)
n=0
(2n+1) p If the dipole is placed at the point O,, the right of
N. = 2 system (26) is calculated by the formula
n A '

A= (2n+ 1)q;p+2n(n+ 1)pg

2
Fo = VQoo(8o) + o (810— Que(80)).
Ca0
2
2 a,
_2+2n(n+1) L +n(n+1)(2n+1)RY CALCULATION OF THE FIELD SHIELDING
ay 28, (ATTENUATION) CONSTANTS
Substituting the representation of £ fromEq. (20) . Intheabsenceof the shields, the electric field inten-
into Eqg. (22) yieldsthe relation between the coefficients sty of the d p%le a an arbitrary point Mq(r, 8,) of the
2 . spaceis given by
yn~ and yi | 9U, 10U
@ - KL ) Eq(Mo) = —gradUy(M,) = ‘e, +=——‘e D
n n n+
Yo' = _Tnazpn_Tnazz ( l) nk(alv d)y .

“Oor, =" 1,38, ®
k=0

or, in view of representation (19),
Thus, the solution of the problem is reduced to the
solution of coupled equations

Eq(Mo) = —Mzz npr3” Po(cost,)e,,
v = z Lyl + Y (VBon =L
n=0

nl(aZ, d2))a2Qns(eo);
(24

s=012,...,

(2) -

_ If the point M, is at the axis Oz,, 6, = 0 or tand
yi = -T,ap,—Tha, Z (-1)" L, (ay, d)y; - sin@, = 0; then, according to Egs. (20) and (16)
k=0
n=2012,..

El = Ey(r,0) = M 1%‘% n(n+1)E'rZD
or to the solution of an infinite system of linear alge-
braic equations (SLAE) of second kind for ygl) Ol if

+M,= Z pnr2d Pn(X)|x = cose, SINO2€s,-

(2)

EE = Eq(ram)
V. INEQ. (24) isreplaced by representation (25):
= rl[’a— z( 1) n(n+1)ErZD
y - Zlvlpsyﬁj’ =F; $=01,2,.., (26

The intensity of the secondary electric field at an
TECHNICAL PHYSICS Vol. 48
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Table 1
ro/a
dy/a, 2
0 0.2 04 0.6 0.8
11 0.975 0.962 0.943 0.911 0.844
0.0000042 0.0000032 0.0000023 0.000016 0.0000008
20 0.986 0.978 0.968 0.956 0.941
0.0000043 0.0000037 0.0000032 0.0000026 0.0000022
25 1.008 0.999 0.989 0.978 0.965
0.0000043 0.0000039 0.0000034 0.0000031 0.0000026
4 1521 1.479 1.438 1.397 1.356
0.0000065 0.0000059 0.0000055 0.0000051 0.000046
arbitrary point My(r,, 8,) inthedomain D, isgivenby  formula
U 10U, [S%
E,(Mg) = -2 e +=—le K® (1) =
2( O) Dar r aez GE ( 2) | &)

© n-1

_ @2

= _MZZ nx, —P,(cosh,)e,
= a,

1 o d
+ MZT_ZZ XEIZ)ELZE dx —P (X)lx cosezsnezee
n=0

If the point M, is on the axis Oz,, 6, = 0 or Ttand

n 1
E; = Ey(ry 0) = —M z nx®@2_ —e,,
a
n 1
E; = Ey(r, ) = —M z( —1)"nx@l2_ Z—e,.
n=1 a2

Using Egs. (23), (20), and (16), we find that the
coefficients xff) are expressed through the solutions to
the infinite system of linear algebraic equations (26) as

a
ng) =N, _a_ZF(l, N, ay, a,, dy)
1

* Z( DF(n az,al,d)y(l)}'

If the dipole is at the point O;, the coefficients x(z)
are calculated by the formula

NOY Z( 1)F(n, K, 2y, 2, d)yi.

The shielding (attenuation) constant at the point
Mo(rs, 6,) in the domain D, can be calculated by the

In the absence of the unclosed spherical sheath I,
the shielding constant K®)(r,) at the point M(0, 0) is
equal to

K®(0) = |Ny.

COMPUTING EXPERIMENT

Using the MathCAD 2000 software package [10],
we calculated the shielding constant K&)(r,) for differ-
ent geometrical parameters of the shieldsand for differ-
ent materials of the thin-walled shell. The coefficients
given by (27), (28), and (30), which are convergent
series, were cal cul ated with an accuracy of 107°. Infinite
system (26) was solved by the truncation method [11].
The order of truncation was taken to be equal to 40,
which provided the solution of system (26) with an
accuracy of 107 for all the parameters of the problem
that were considered. The calculations were performed
for thin-walled shells Smade of organic glass (g, =

y= 10‘12—) [12] and PPV materiall (¢, = 5, y= 0.1

%ﬂ). Here, € = €&, & = %{1&95, and p = g = 47T %

1078,
m

The shielding constant K®*)(r,) as a function of the
dipole position is given in Table 1: d,/a, = 1.1 (first
row), d,/a, = 2.0 (second row), and d,/a, = 2.5 (third
row). The fourth row refers to the case when the dipole
isat the point O, (d; = d, di/a, = 4). The other parame-
terswere 8, = 103, ay/a, = 1, dla, =4, A =0.01a,, V=0,
and f =50 Hz. In each of the rows, the upper values cor-

L http://infomag.apc.relarn.ru/texts/b007r/
1995 V002_%23013_notes.txt
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Table 2
Nay,
dq/a,
0.01 0.005 0.002 0.001
11 0.931 0.964 0.986 0.994
0.000039 0.000078 0.000194 0.000388
15 0.955 0.982 0.984 0.999
0.000051 0.00011 0.000252 0.000503
19 0.988 1.012 1.026 1.030
0.000059 0.000118 0.000295 0.000589
3 1121 1141 1.154 1.158
0.000078 0.000156 0.000389 0.000778
Table 3
1o, d
dy/a, o 99
30 60 90 120 150
11 0.987 0.988 0.989 0.991 1.005
0.0000083 0.0000084 0.0000084 0.0000084 0.0000087
15 0.988 0.991 0.993 0.994 1.038
0.0000083 0.0000084 0.0000084 0.0000085 0.0000089
18 0.991 0.995 1.001 0.981 1.067
0.0000083 0.0000084 0.0000085 0.0000083 0.0000092
4 1.122 1.182 1.096 0.789 0.258
0.0000095 0.0000098 0.0000093 0.0000067 0.0000022
respond to organic glass and the lower ones, to PPV REFERENCES

material.

The shielding constant KM(a,/2) as afunction of the
dipole position and thickness A of the spherical shell S
islisted in Table 2 for acentral angle 8, = 172, a,/a, = 1,
d/a, =3,V =0, and f=1000 Hz.

The shielding constant K™®)(0) as a function of the
dipole position and the central angle 6, of the unclosed
spherical sheath Sis listed in Table 3 for a,/a, = 2,
d/a, =4, A = 0.005a,, V=0, and f = 50 Hz.

Based on the computing experiment, we may con-
clude the following.

(1) If athin-walled shell is made of PPV material,
the shielding constant is virtually zero; i.e., the field
does not penetrate through the shell.

(2) Asthe distance between the field source and the
thin-walled shell Sinthe domain D5 (d, > a,) increases,
the shielding constant increases irrespective of the
angle 6, of the spherical sheath I; i.e., agrounded per-
fectly conducting unclosed sheath acts as a reflector
and raises the field inside the domain D.,. If the field
source is in the domain D, (0 < d, < &,), the shielding
constant increasesif 6, < 90° and decreasesif 6, = 90°.

(3) Thelast term on the right of boundary condition
(2), being a third-order differential expression, influ-
ences the value of the shielding constant if the field
sourceis at adistance d; < 1.25a,.
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Abstract—The cross section of the absorption of a magnetic field by acylindrical metal particleis calculated.
The general case when the ratio of the electron mean free path to the particle transverse size may take arbitrary
valuesis considered. The boundary conditions imply the mixed mirror—diffuse reflection of electrons from the
inner surface of the particle. Thelimiting cases are considered and results obtained are discussed. © 2003 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

The electromagnetic properties of small metal parti-
cles exhibit a number of special features [1, 2]. These
features stem from the fact that the electron mean free
path in such particles is comparable to their linear size.
In this case, nonlocal effects come to play an essential
role and the classical theory of interaction of electro-
magnetic radiation with metal particles (the Mie the-
ory) [3], which is based on local equations of macro-
scopic electrodynamics, turns out to be inapplicable.

The problem of the magnetic dipole absorption of
infrared radiation by spherical particles was considered
in [4, 5], where the conventional kinetic theory of the
degenerate Fermi gas of conduction electronsin metals
was used for the description of the particle’s electro-
magnetic response [6]. Consideration was restricted to
the purely diffuse scattering of conduction electrons
from the inner surface of the particle.

Later [7—9], the influence of the mirror reflection of
electrons on the electromagnetic properties of fine
metal particles was touched upon. The absorption of
the magnetic dipole radiation by a spherical particle
was considered in detail in [10], where the electron
reflection from the particle surface was assumed to be
of amixed mirror—diffuse character [6].

In this paper, which is a generaization of [11], we
construct a theory of interaction between electromag-
netic radiation and acylindrical particle with allowance
for the mixed (mirror—diffuse) character of electron
reflection.

STATEMENT OF THE PROBLEM

Consider an infinite metal cylinder with aradius R
and length L (L > R) inthefield of a plane electromag-
netic wave. We assume that the magnetic field of the
wave is aligned with the cylinder axis. In this system,
the absorption of electromagnetic radiation isdueto the
occurrence of eddy currents. In the dipole approxima-

tion and with the neglect of the skin effect (it isassumed
that R < 8, where d is the skin depth), an eddy electric
field inducing these currents has the form

E = %[r X %—T} = %[r x Hyl exp(—=iwt), (1)
where H = Hyexp(—iwt) is the magnetic field, r is the
radius vector (the origin of the coordinatesis placed on
the axis of the particle), H, is the amplitude of the mag-
netic field of the wave, w isthe circular frequency, and
c isthe speed of light.

The average dissipated power Q per particle is
found from the formula [12]

Q = [(ReE) ORed’r = %ReJ’j Exdr. ()

Here, the bar means time averaging, the asterisk
denotes complex conjugation, and j isthe eddy current.
Let local Ohm'’s law be applied to obtain the current j:
o : _ _9(0)
=S (WE X(w) = = ©
where 3(w) isthe Drude conductivity [6, 13] and 2(0) =
(e?nt)/m is the static conductivity of the metal. Then,

dividing Q by the mean energy flux cHS/Sn in the
wave, we arrive at the classica relationship for the
cross section o of electromagnetic radiation absorp-
tion by the particle [12]:

_ 1e€nRL tw?
Og = 3 2 2! (4)
2mc” 1+ w't
where e, m, and n are the electron charge, electron
mass, and density of conduction el ectrons, respectively,
and T isthe relaxation time.

In this study, we assume that the particleradiusRis
comparable to, or lower than, the electron mean free
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path A in the metal. In this case, Eq. (3) isinapplicable
since the relationship between E and j becomes essen-
tially nonlocal. In order to find this relationship, we
apply the kinetic equation (in the relaxation time
approximation) to the degenerate Fermi gas of conduc-
tion electrons in a cylindrical particle. For weak exter-
nal fields E, this equation can be linearized in E and in
small deviations from the equilibrium Fermi distribu-
tion function:

oty _ Ty

. fy
—|wf1+vD%—r+e(v [(E) % - T 5
Here,
frv) = fo(®) + farv), £= M2 (g

2

is the electron distribution function, and fy(€) is the
equilibrium Fermi distribution of electrons over energy.
In what follows, we consider the quadratic dependence
of the energy on the velocity, mv?/2, and use a step
approximation of the equilibrium function fy(€) [13]

M, O0<e<eg,,

fo(€) = B(er—¢) = b (7)

, Ep<E.

In(7), &= mvﬁlz isthe Fermi energy and f,(r, v) isa
small field-induced deviation of f from the equilibrium
value fy(€), which generates the current

j = enlyl= en[J'desv]_lj’flvdsv. (8)

The electron concentration n is determined from the
standard formula
_ 2@4nv§

h® 3’

where h is the Planck constant and v is the Fermi
velocity.

Substituting E intheform of (1) into Eq. (5), wefind
f, as a solution to Eq. (5). Next, from relationship (8),
we find the current and absorption cross section

: —8—@
cH?

In order to uniquely solve the problem posed, it is
necessary to establish aboundary condition on the par-
ticle surface for the unknown function f;. Physically,
this means that if R < A\, the energy absorption by the
particle depends considerably on theinteraction of con-
duction electrons with the particle boundary. Let the
boundary condition be

m’ 3
n= Zﬁj’fod v 9

o (10)

grd = R
f.(ro,vo,v,) = qf(ro,vo,v,) a (11)
1(ro, v, v2) = qfy(ro, v, vy) %D[\/D<0,
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where r; and v are the respective projections of the
radius vector r and velocity v of an electron onto the
plane normal to the axis of the cylinder;

2r-(r OV
V'D =VD_ D(Rﬂz D)

isthe velocity vector that transformsinto the vector v,
being specularly reflected from the inner cylinder sur-
face at the point r 5(Jr| = R); v, isthe component of the
electron velocity aong the axis of the particle; and g is
the probability of mirror reflection,

(12)

0<qgs<1. (13)

At g = 0, we deal with purely diffuse scattering of
conduction electrons; a q = 1, the reflection is purely
specular. At g # 0 and g # 1, we have different kinds of
mixed (mirror—diffuse) electron reflection.

DISTRIBUTION FUNCTION

Kinetic equation (5) is solved by the method of
characteristics [14]. The variation of f, along the path
(characteristic)

dr = vdt (14)
is given by
df, = —Hbf,+e(v DE)aa—fqadt, (15)
€
where
V= %—im (16)

is the complex scattering frequency.

Boundary condition (10) enables usto keep track of
f, along the mirror-reflecting trajectory. At the point of
reflection t = t,,, the function f;(t) experiences a discon-
tinuity:
fi(t,+0) = afy(t,-0). (17)
The sign +/— denotes the limit of the function f; at
the point of reflection t, on the right and left, respec-
tively.
For mirror reflection, the angular momentum is con-
served, [ro x v =[rg x vp]; therefore, for the trajec-

tory considered,
[roxvg] = const. (18)

Thedifferencet, —t,_, doesnot depend on the num-
ber n of the point of reflection:

t, = nT+const, nOZ, (29

where T isthetransit time of an electron with avelocity
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vy from the point r ,_; to the point r

= _20Vno g

(20)

Ve
The value of v - E also remains constant on the tra-
jectory:
V[IE = 2iC[r xH] ¥/ 2C[r xv] [H = const.(21)
The genera solution to Eq. (14) isthe function

f, = Cexp(—vt)—é, where A = e(v EE)%).
(22)

Let ussolvethisequationintheinterval (t,_;, t,). At
theinitial time moment (t = 0),

fi(t,_,+0) = c—é. 23)
Then, the value of the constant C is
_ A
C= v +fi(ty-1 +0). (24)

Now we can obtain arelationship between theinitial
values of thefunction f, in two adjacent segments of the
trgectory. Sincet,—0=t,_; + T, we have

f(t,-0) = P+ £yt + Offexp(-vT) -5

N (25)
= D(1- exp(-vT)) + Fi(ty_y + 0) exp(~vT).
In view of condition (17),
f1(t,+0) = (1 exp(-vT))
g
(26)

+ 14t 1+ 0)exp(—vT)
[l

Then, using this recurrence relation to express
fi(t,_1 + 0) through f,(t,_, + 0) etc., we come to the
expression where f,(t, + 0) is represented as an infinite
geometric progression with aratio gexp(—vT). Its sum
equals

—gA(1 —exp(=vT))

Lt *0) = T qexp(vT)) -

(27)
In order to find afinal solution to Eq. (15), we use
initial condition (27). Whent =0,

—GAQ-ep(T) _ ¢ A
vi-gepm) v @
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hence,
C = éEa_q(l—exp(—vT))D
vh 1-qgexp(-vT) g
(29)
_ AU 1-q E
= —D—— .
vl —-gexp(-vT)g
Therefore,
Al 1-q 0 A
fi(t) = = exp(—vt) ——
1() VD]-_lep(_VT)E p( ) v
(30)

- AHl-glexp(vt) o
vEl-qgexp(-vT) 0

The parameterst and T can be related to the coordi-
nates of the point (r, V) in the phase space (at n = 0,
Voo = Vp) as

g = ront+vpt; vl <O0;
2(vp OF
rgm - RZ; T - _ ( [} . OEI), (31)
Vi

wherer o isthe projection of the electron radius vector
at the instant of reflection from the particle boundary
onto the plane normal to the cylinder axis. Excluding
I'og, We obtain

t = {rovg+[(rab)’ + (R—r2)vi 3 IvE, (32)

T = 2[(rg )2+ (RR=r2VA “IvE. (39)

Relationships (30), (32), and (33) define completely
the function fy(r o, vp).

ABSORPTION CROSS SECTION

The distribution function obtained enables usto cal-
culate the current (formula (8)) and average dissipated
power (formula (2)), as well as the absorption cross
section (formula (10)).

Integrals (8) and (2) are convenient to take in cylin-
drical coordinates both in the coordinate space (rg, a,
r,, where the Z axis is the polar axis and the vector H,
is pardlel to the Z axis), and in the velocity space
(vo, ¢, v,). Thecylinder axis coincides with the Z axis.
Field (1) in the cylindrical coordinates has only the ¢
component:

[)
By = ¢

Correspondingly, current (8) also has the ¢ compo-

nent alone (the current lines form closed circles cen-

E = Ey6y; roHyexp(—iwt). (34)
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tered on the Z axisin planes normal to the Z axis):

.l 0 folf1 —q)exp(—vt)
J¢_2€D‘D VIV¢e(VE) m Ed "4

(1-q)exp(—vt v

3
- 2MTLe 250 _
=B2e VIV¢6(£ sf)é’ 1-qexp(—vT

VE2T00

= E,2¢ mD3$52TEIIIVDsn 03(v,—Jvi-v?)
000 (35)

x—L o (-gexn( Vt)DVDdVDd(I)dV

mm 1-qgexp(-vT)

= E,2¢?0 *120

Ve2m
gy mﬂ” T—vm

0 (1-g)exp(-vt)d
O qexp(—vT)

fsin q)ddecl)

Indeed, using the properties of the & function, we
obtain

5z ) = 28(vi+vE-vi) = 28[vi-(vi-v?)]
2
= Z8[(v, = VE=VE)(V, + JVE-VE)]

——=———[8(v,— JVE- VD) + 8(v, + JVE- VD).
mA/vF—vD

By virtue of the symmetry of the problem, integra-
tion over the whole range of velocities v, is replaced by
integration over the positive half-range and theresult is
doubled.

Putting & = ry/R and p = vy/v; and taking into
account that r 5 Ovp = rpvycosd, we rearrange expres-
sions (32) and (33) into the form

t = R(§cosp + 4/1—E%sin“)/ v, (36)
T = 2R/1-&%Sin"0/v . (37)
Let usintroduce the new variable
R .Rw
V_,:[F_ o% = ——|— = X—iy = z(x, y). (38)
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Then, expression (35) takes the form

3121'[
R 2v¢

io = 2¢° E¢EhD v m J’I

sin ¢dpd¢

(39)

« 5 (1-g)exp(-vt)d
Dl 1-qgexp( vT)

Using formulas (2) and (10), we calculate the
absorption cross section

DSHgl

R E*d’r = F 40
Dc eIJ r = goF(x,y), (40
where
_3me’R’Lv;
0-0_ 3 1
mc
112n 1
F(xy) = y?Re[[ [EdE—L—1 (41)
1} A
L (1-g)exp(-vt)l
xD]_ T qexp(= VT)Dsm (I)dpd(l)

The triple integral is reduced to the double integral
by changing the variables: (§cosd, §sing) — (u, w).
Indeed, we have

2

O o y)f I I
- epF /1w » ;42)
Odpdwdu

02
1-gexpd Z(Xy)/ wi

Integrating with respect to u yields the sum of three
double integrals, which describes the dimensionless
absorption cross section F(x y):

X
I:II:II:II;I:II:II:I

2wo1— dpdw

ROV = y)”ﬂ

T y)”ﬂ

PRSSLLCS) N
x dde

1-qep 2z(x ), [

(43)
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g U Ar ;
§ (L—w’

2
1—qexp%——5%’—i)dl—w%

Thelast two integralsin sum (43) cannot betakenin
elementary functions.

dpdw.

DISCUSSION

In the limit of purely mirror reflection (q = 1), we
obtain the relationship for F(x, y)

2

H‘”:aiw

“’ 2w J— dpdw =

Inview of notati on (38) and (41), cross section (40)
agrees completely with classical result (4), because the
boundary does not affect the electron distribution func-
tion f at g = 1. The eddy current inside a mirror-reflect-
ing extended cylinder (see (39)) meets local Ohm's
law (3) at any relationship between the cylinder radius R
and electron mean free path A. Thus, nonlocal (surface)
effects are absent in the case of mirror reflection.

Irrespective of the character of reflection (at any q),
as the particle size increases (at x > 1), we arrive at
macroscopic asymptotics (44). As follows from (43)
(where we neglect the last two integrals), the relative
contribution of the surface effects decreases as x (|2 ~ ).

In the case of purely diffuse reflection (q = 0), inte-
gral (43) issimplified:

(44)
T[y2

6z(x,y)

2w'A/1—w’ dpdw

(45)

Y’ p’
o=l

2
DZZ(X N/ widpdw
Z(x y)* ”J p P

dpdw.
4xwffﬁ_p PE

The detailed kinetic analysis made it possible to
refine the applicability of the well-known approximate
description of nonlocal kinetic effectsin fine metal par-
ticles. The central ideaof this approach isto modify the
Drude formula (see above) and still retain formally
local relation (3) between the current j and field E. The
modification implies the substitution of the effective
time of electron relaxation 1 for the relaxation time T,
T — T4, Where T4 depends on the geometrical (R)

ZAVITAEV et al.

and kinetic (q) parametersin much the same way asthe
relaxation frequency depends on the bulk and surface
relaxation frequencies:

T - T = Vg = T +(1—Q)V/R. (46)
In (38), (46) takesthe form
X— Xg; = X+1—0. (47)

In terms of the modified Drude theory (MD theory),
the formulafor the dimensi onless absorption cross sec-
tion F(x, y) appears as

m_(x+1-q)y’
6(x+1-q)°+y*

In the limit of purely mirror reflection (g = 1), for-
mula (48), as well as exact one (43), coincides with
classical formula (44); however, a g # 1, (48) is an
approximation to exact formula (43). The greatest dif-
ference between the exact kinetic calculation and MD
theory arises in the case of purely diffuse electron
reflection (g = 0). Thus, the MD approximation (i.e., the
modification of Drude formula (44) by substituting
(46)) approximates the exact kinetic calculation for a
cylindrical particle with an accuracy of 50% or higher.
It should be noted that the oscillatory frequency depen-
dence of the dimensionless absorption cross section
F(x, y), which is the most noticeable for the diffuse
reflection (q = 0) of small particles (x < 1), isbasically
impossible in the MD approximation.

The results obtained in this study are presented in
Figs. 1-8.

Figures 1-3 show the dependences of the dimen-
sionless absorption cross section F on the dimension-
less frequency y of the external field. Figure 1 refersto
small particleswith R < A (x = 0). The curves are plot-
ted for different reflection coefficients g. The oscilla-
tory frequency dependence can be explained by the fact
that, for diffuse electron reflection from the particle sur-
face (q = 0), the surface effects, which decay with an
increasein the reflection coefficient g, are the most sig-
nificant.

Figures 2 and 3 are plotted for a fixed value of the
coefficient g. An increase in the particle radius
smoothes out the oscillation in the frequency depen-
dencein Fig. 2. With an increase in the reflection coef-
ficient, the absorption cross section decreases because
the contribution of the surface effectsto the energy dis-
sipation is reduced.

Figure 3 compares the results obtained with the
kinetic approach with classical results (44) and (48).
Here, the particle radius is equal to the electron mean
free path (x = 1) and the reflection coefficient g = 0.1.
When the dimensionless frequency y is small (y < 2),
the adsorption cross section grows in proportion to y?
and al the three formulas give close results. As y
increases, the absorption rapidly tends toward satura-
tion. The results obtained by the classical formulas

Fuo(X, y) = (48)

TECHNICAL PHYSICS Vol. 48 No. 3 2003
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E(y)
0.6

0.5F
0.4f
0.3F
0.2h e

0.1

0 2 4 6 8 10
y

Fig. 1. Dimensionless absorption cross section F vs. dimen-
sionless frequency y at the fixed dimensionless reciprocal
mean free path x = 0. The reflection coefficient g is (1) O,
(2) 0.5, and (3) 1 (thelast curve coincides with the y axis).

F(y)
1.0 1

-
—

0.8 F 7

0.6} /!

0.4

02F

0 2 4 6 8 10
y

Fig. 3. Thesameasin Fig. 1 for g=0.1 and x = 1: (1) mod-
ified Drude formula, (2) kinetic calculation, and (3) Drude
formula

asymptotically tend to Fp(y) = To¢/6 and Fyp(y) = T(x +
1-q)/6.

Figures 4—6 plot the dimensionless cross section F
against the dimensionless reciprocal mean free path x.
InFig. 4, the dimensionlessfrequency y isfixed and the
reflection coefficient q is varied. In this figure, the
absorption cross section has the sharpest maximum at
g =1 (in agreement with the classical result), this curve
emerging from the origin. At q # 1, the dimensionless
absorption cross section is nonzero even at x = 0. With
anincreasein the particleradius, the curves merge, fol-
No. 3
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F(y)
1.0f

0.8}

-

0.6 / 2

0.4F

=

T=

Fig. 2. ThesameasinFig. 1forq=0.2andx=1(1), 0.5 (2),
and 0 (3).

F(x)
0.14 -

0.12[1\
0.10 -
0.08
0.06

0.04

0.02

Fig. 4. Dimensionless absorption cross section F vs. dimen-
sionless reciprocal mean free path x for the dimensionless
frequency y = 0.5 and reflection coefficient =1 (1), 0.5 (2),
and 0 (3).

lowing the classical prediction. As the frequency
grows, so does the absorption cross section, since the
eddy electric field strength is proportional to the exter-
nal field frequency.

Figure 5 shows how the absorption cross section
varies with the dimensionless frequency y for a given
reflection coefficient g; namely, the absorption cross
section F increases with y.

With Fig. 6, the results obtained by the kinetic cal-
culations and with the classical Drude theory can be
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F(x)
0.6

Fig. 5. ThesameasinFig. 4forg=0.8andy=2(1), 1 (2),
and 0.5 (3).

F(q)
0.6-

0.5
04k,
0.3
0.2

0.1

Fig. 7. Dimensionless absorption cross section F vs. reflec-
tion coefficient q at the fixed dimensionless reciprocal mean
freepathx=0.y=2(1), 1(2), and 0.5 (3).

compared. At high x, they are practically identical.
Classical formulas (44) and (48) have the asymptotes
Fo(X) = my?/6x and Fyp(X) = Tiy?/6(x + 1 — q), respec-
tively.

The effect of the reflection coefficient g on the
absorption cross section F can be clarified from Figs. 7
and 8. It is evident from Fig. 7 that, in the absence of
volume electron scattering, the absorption increases
with dimensionless frequency y. In this case, the
absorption cross section tends to zero at any vy if the
reflection of electronsis purely mirror (q=1). Therea
son isthat the absorption cross section is approximately
proportional to the sum of the volume and surface scat-

ZAVITAEV et al.

0 2 4 6 8
X

Fig. 6. The same as in Fig. 4 for g =03 and y = 2.
(1) Kinetic calculation, (2) Drude formula, and (3) modified
Drude formula.

F(q)
1.0

0.8

0.6

04

0.2

Fig. 8. The same asin Fig. 7 for y = 5 and dimensionless
reciprocal mean free path x =1 (1), 0.5 (2), and 0 (3).

tering frequencies at large y (see (48)). At a given fre-
guency, the absorption cross section decreases with
growing reflection coefficient (Fig. 8).
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Abstract—In rotating stellar convective zones, heat transfer is shown to be associated with unbal anced azimuth
forcesarising intheradially ascending (heated) or descending (cold) matter. The presence of alongitude-depen-
dent magnetic field generates additional azimuth forces, hence, new ways of compensating for the unbalanced
forces. Generally speaking, this magnetic field is variable but may be nearly static in layers where convective
equilibrium is replaced by radiative equilibrium. The condition for the coexistence of the static and usual fields
is derived. To this end, an axisymmetric azimuth magnetic field of energy comparable to the energy of rotation
should be introduced into models under consideration. In such configurations, conditions for magnetic field
generation, asin the Sun, may appear. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The conventional model of the convective zone
around a rotating star is based on the assumption that
the effective turbulent viscosity of the medium plays a
crucia role, asit isresponsible for the differential rota-
tion and magnetic field generation (see, e.g., [1]). How-
ever, many attemptsto construct an appropriate theoret-
ical model of differential rotation and solar activity
heretofore have failed. Moreover, the very fact that vis-
cous forces spontaneously sustain the rigid rotation of
the medium comes into conflict with the laws of ther-
modynamics, as was noted in [2].

Therefore, models that are based on the minimal
dissipation principle and ignore the turbulent viscosity
of the medium [3] seem to be more substantiated. Yet
these models, too, do not remove the contradictions
between the theory and observations. In particular, dif-
ferential rotation asin the Sun doesform spontaneously
in terms of the minimum dissipation models[3], but the
latitude differentiation far exceeds that due to the Sun’s
rotation. In addition, in these models, a great role is
allocated to latitude differentiation described by higher
order modes, which has also not found experimental
support.

It is not improbable that the problem should be
treated with alowance for convective heat transfer in
the presence of the Coriolis force. With thisin mind, it
should be noted that any radially moving convective
element of arotating medium is subjected to an unbal-
anced azimuth force, which has not been considered up
to now in constructing the models.

The azimuth balance condition in a nonviscous
rotating magnetized medium is given by

ot

where v isthe velocity, B isthe magnetic field, p isthe
density of the medium (which is assumed to be spheri-
cally symmetric), t istime, ¢ isthe azimuth angle, and
i IS the azimuth unit vector.

In arigidly rotating (with an angular velocity Q)
medium, curlv =i,2Q, wherethe zaxisis paraléd to the
axisof rotation; therefore, for aradialy moving (with a
velocity v,) convective element, the Coriolis force in
Eq. (1) isazimuth. Thisforceisnonzero not only at the
poles. It is obvious that such an azimuth force arises at
any differential rotation of the medium.

The velocity of convection in stellar atmospheresis
not low. According to Spruit’s estimates [4], the radial
velocity v, in the lower layers of the solar convective
zoneison the order of 10°-10* cnm/s. Substituting these
valuesinto (1) yields characteristic times of variation of
v, from one year to one month if v, = 2km/sasin the
Sun. Certainly, herewe are actually dealing with an azi-
muth force arising in ascending (heated) or descending
(cold) flows of matter; yet the unbalanced side force
may markedly disturb the radial motion of convective
elements and, hence, cause random variations of the
velocity of rotation, which make convective heat trans-
fer difficult. Thus, processes that regularize convective
heat transfer in stellar atmospheres may be of crucial
importance.

In the presence of longitude-dependent vel ocity and
magnetic fields, the force balance must include addi-
tional azimuth forces. If these additional forces prevail,

‘M{(curlv)xv—ﬁ(CUf'B) XB}% =0, (@
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new ways of compensating for the small unbalance
mentioned above appear. As will be shown later, the
additional forces are usualy variable, which may be
related to solar activity. The problem discussed hereis
also of interest for the theory of differential rotation of
the Sun and also for the theory of nonrigid rotation of
convective coresin stars.

Initially, it would be reasonable to study the static
model in order to perceive more fully difficulties asso-
ciated with the construction of ageneral theory. Specif-
ically, one can expect that the static condition will be
valid for equilibrium in transition layers between the
convective and radiative zones of stars. In Sect. 1, we
consider the basic condition for azimuth equilibrium in
the steady state, bearing in mind that relationships
derived in this section are a prerequisite for going to a
more general nonstationary problem. The discussion of
theresultsis givenin Sect. 2.

1. AZIMUTH EQUILIBRIUM

The equilibrium problem for a magnetized rotating
gravitating medium can be solved by using the quan-
tum-mechanical apparatus for expanding vector fields

in orthogonal spherical vector harmonics Y(fn} , Where

A=0orxl,J=0isaninteger,and M =-J, I+ 1, ..., J.
(For detailed derivation of all basic relationships, see
[5].) It is important here that radius-time and angular
variables in general nonlinear equations are separated
without loss of generality. The reduction of the basic
relationships to a form convenient for astrophysical
applicationsis carried out in [6, 7]. It isalso significant
that there may arise difficulties associated with the non-
existence of a solution [7-9] because the equations of
motion are nonlinear.

The disturbances of azimuth equilibrium (see Intro-
duction) are nonaxisymmetric (M # 0). Then, a set of
equations for longitude-dependent variable parameters
includes Eq. (1) and a similar equation for the ¢ com-
ponent of the induction. These fieldswith M # O will be
imposed on rotational and magnetic structures symmet-
ric about the axis of rotation.

With the relationships derived in [6] and negligibly
small poloidal components of the fields, the basic equa-
tions after the separation of variables take the form

0. ©_ M J B
ratVJM = —(2J+1)1/ZZTJ132(J1 Jz) @
X (31 + 3, + (Vv S— ALMAT),
QA(O) _ MJJ+1)
ot ™M T o3+
(©)

(0) (0) (0) (0)
z TJ J, (V AimVi0
3.3,
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whereM 20, A = B /(4mtp) 22 is the Alfvén veloc-
©

ity, vig (or BS%)) is the coefficient in the formula for
the rotation velocity (or axisymmetric azimuth mag-

netic field), Ty, = Chms,0@5.4,/M is the numerical

factor that will be discussed in the Appendix, and the
sumJ+J; +J,isodd.

We will study the longitude-dependent stetic fields
with various subscripts M, assuming that the rotation
velocity is symmetric about the equator (i.e., that the

coefficients v ) have odd J) and the azimuth magnetic

fieldis characterlzed by complementary symmetry (Jis
even). We also assume that the symmetry of the coeffi-
cients with M # 0 is complementary symmetry com-
pared with the coefficientswith M = 0. Finaly, in what

follows, the designations u; = uQ/v!Y and a =

A /v whered=1,3,5,...and L =J+ 1, will be
used.

In the general case, Egs. (2) and (3) define the har-
monic variations of the longitude-dependent fields. For
the case of the rigid stationary rotation of a nonmag-
netic medium, the former describes Rossby waves
whose angular frequency divided by the angular veloc-
ity of rotation equals —-M(J — 1)(J + 2)/[J(J + 1)] [10].
Note aso that the generation of the longitude-depen-
dent field should be studied in terms of more rigorous
equations where the poloidal components of the fields
are taken into account (see calculationsin [11, 12]).

Nevertheless, a number of important conclusions
can be drawn by studying the steady-state equilibrium
state. In this case, the right-hand sides of Egs. (2) and
(3) represent a set of homogeneous linear equations for

v and A(O) with M # 0. Clearly, for solutions to

these equations to exigt, it is necessary that the param-

eters v and AYY (or u; and a,) satisfy the associated
solubility condition, that is, that the determinant made

up of the coefficients multiplying these parameterswith
M # 0 be equal to zero.

Below, it will be shown that a stationary single-
mode maodel is of most interest. In this model, only the
first coefficients u, and u, are essential in the expan-
sions of the axisymmetric fields (u, is set equa to
unity). If we put M = £1 at once, Egs. (2) and (3) take
the form

(5)"a, (o 23+ 1) (o
J(23-1)¥2 M J3+1)
(4)
12
O % o o 5-q3
(J+1)(23+3)" 7~ ’ Y

(5)"2,(3-3)(J+2)
J3-p T
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(-1 +2)(23+ 1) ()

TRESY vin (5)
12

L (8) "a(I-1)(J -:/24)ASO+)-1M =0, J=24, ...
(J+1)(23+3)

where the first and last terms (with the subscripts J —
1=0andJ+ 1> N)inthefirst and last equations must
be omitted. Here, N is the order of the determinant that
follows from the solubility condition for the entire set

As was aready noted, a solution to these equations

is true when the parameters v(o) and A ) found from

them are virtually independent of N. Note in passing
that a solution is absent if N = 2. Latitude differential
rotation observed in the Sun roughly meets the condi-
tion uy = vQ /v = 005 [2, 7]. It appears that if
|us] < 0.1 (with the same restriction imposed on the
coefficients Us, Uy, ..., &4, &, ...), asolution to Egs. (2)
and (3) nearly coincides with that of (4) and (5) and
becomes almost independent of both N and all the coef-
ficients except u, (taken to be equal to unity) and a, pro-
vided that the maximal value of J, J,a IS Sufficiently
large (e.g., Jma = 100; i.e., N = 100). This solution spec-

ifiesthefirst coefficient in the expansion of the azimuth
Alfvén velocity:

a, = AV =~ +0.449. )

If N=4, 8, or 12 and the correction coefficients us,
a,, €tc., are negligibly small, |a,| equals 0.847, 0.525,
and 0.482, respectively, and depends noticeably on the
coefficients us, etc. For example, withN=4, a,=0, and
u; =—0.05, wefind from Eq. (6) the solution a, = 0.814.
If N=4and a, = u; = -0.05, then a, = 0.782. Thus, in
going from the very crude to exact solution, a, substan-
tially decreases and becomes insensitive to the latitude
variation of the fields.

In the case of the configuration with |M| > 1, all
terms in basic equations (4) and (5) must be multiplied
by M; aso, the terms containing coefficients with the
subscripts J = 1 and M must be additionally multiplied,
respectively, by {[(J + 1) —M?)/[(J + )2 — 1]} V2, where
| = (1 +1)/2. Itiseasy to check that the above consid-
erationsare valid when M isnot too large, i.e., when the
ratio |[M|/J.. is asmall quantity.

VANDAKUROV

of N variables. Note that N is an even number. Cer-
tainly, only solutions that depend on N insignificantly
are of interest. The matrix corresponding to the left-
hand sides of the last equations is tridiagonal: only the
principle diagonal and two adjacent diagonals are
filled.

Let us aso give the solubility condition for the case
when the first-order correctionsto the | atitude differen-
tiation of rotation are taken into account. For N =4 and
M = £1, this condition is reduced to

TiLl —Téz a, Té3U3 —Ti434
—ATp8, —4T5 +6T5U; 6T58,-8T5a 8Tl | - ©)
Tisus _ngaz - T§4a4 Tgl + T23U3 _Tizaz - T3434
-18Tj,a,  6Tsls  6Taa, —8Taa, —18Ts, —8TysUs

It is seen that the stationary solution found describes
fields that are virtually independent of the differential
latitude rotation. If latitude differentiation is com-
pIeter absent, the radius-dependent angular velacity,

= v,/(rsind) = i[3/(8m] A (v@Ir), (8
and the azimuth magnetic field,

B, = i[15/(32m)"’BY sin(29)], 9)
are related to each other as

B, = £0.449(51p) *rQsin(29). (10)

For example, at the bottom of the solar convective
zone, the linear rotation velocity rQ is=2 km/s and the
density p=0.1 g/cms; then, if the condition under dis-
cussion is met, a maximal magnetic field of B, =
110 kG is attained at a latitude of 45°.

The amplitudes of the longitude-dependent modes
with the subscript M (M modes) can be found from (4)
and (5) if the amplitude of the mode with the least sub-
script J is normalized. We will assume below that w; =

AD (if Jisodd) or v (if Jiseven). For M = 1, we

put A(O) =1; for M =2, A(O) =0 and v(zg) =1 Inthe

figure, the variation of the amplitudes for these two
cases is depicted by the continuous and dotted curves.
The amplitudes are seen to severely rotate when the
subscript J changes. For example, with J = 30, the
amplitude may exceed its initial value by more than
three orders of magnitude.

2. DISCUSSION

The solution found indicates that the regularization
of convective heat transfer in arotating star is possible
if both the axisymmetric azimuth magnetic field and
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the longitude-dependent rotational and magnetic fields
are present in the stellar atmosphere. At the bottom of
the solar convective zone, this axisymmetric azimuth
magnetic field equals about 110 kG irrespective of
whether the latitude differentiation of the angular
velocity takes place. This field can be compared with
that defined by mechanical equilibrium. For the angular
velocity of rotation depending on the radius r aone,
these conditions were discussed in [11]. We will
assume that at the bottom of the solar convective zone,
the medium is stratified and quasi-adiabatic. First, only
effects induced by axisymmetric fields will be dis-
cussed.

It is easy to show that the axisymmetric magnetic
force that sustains the differential (in respect to the
radius) rotation of the medium is described by a vector
containing three spherical harmonics with the principal
subscripts J = 0, 2, and 4. For J = 0, the equilibrium
condition is met readily. With J = 2, equilibrium is
established in the presence of the appropriate radia
gradient of the angular velocity (see Eq. 42 in [11]).
Under our conditions (p = 0.1 g/cmd), equilibrium takes
place when the angular velocity varies as r®%, Such a
radial dependence of the angular velocity at the bottom
of the solar convective zone may fit helioseismic data
reported, e.g., in [13].

Difficulties arise in the case J = 4, when Eq. (26) in
[11] isvalid. In this case, the last term of this equation
vanishes in an adiabatically stratified medium. This
equation could be satisfied if the magnetic field
decreased with increasing radius. Thiswould mean that
the angular velocity of rotation decreases with atitude.
This, however, contradicts both the result obtained
above and helioseismic data. In essence, we arrive at
the conclusion that the equations of equilibrium cannot
be solved for an adiabatically stratified medium if the
standard conditions are considered (the fields are axi-
symmetric) and the angular velocity depends on the
radius. This conclusion remains true irrespective of
whether condition (10) of convective heat transfer reg-
ularization is taken into account or not. If the latitude
differentiation of rotation is lacking, the situation
becomes still more aggravated.

The conclusion that the equations of equilibrium are
unsolvable is not related to any model concepts; there-
fore, here we are dealing with a fundamental problem
of theoretical astrophysics. The fact is that, as applied
to our nonlinear equilibrium problem, the number of
coefficients to be found grows more slowly than the
number of equations for these coefficients when one
passes from one approximation to another (higher
order) approximation. We believe that the only way to
tackle this theoretical problem is to supplement the
general equation for force balance with the averaged
forces introduced by the longitude-dependent M
modes. In this case, additional equations of equilibrium
will certainly arise for layers between the convective
and radiative zones (in the very convective zone, non-
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Amplitudes of the longitude-dependent Alfvén (if nis odd)
and rotational (if niseven) velocitiesfor M = 1 (continuous
line) and M = 2 (dotted line) vs. mode number. The initial
fragments of the curves are depicted.

stationary processes are expected to play a decisive
role). These additional equations will probably be sat-
isfied by exciting weak horizontal motions of the
medium. Such a supposition is based on recent heli-
oseismic data [14] indicating dynamic variationsin the
velocity of rotation of the Sun with periods of about a
year inlayerswith relativeradii of 0.63 and 0.72. These
layers are below or near the convective zone boundary.
It is also important here that the presence of the longi-
tude-dependent fields makes it possible to regularize
convective heat transfer.

Certainly, it seems unlikely that the amplitudes of
the M modes be comparable with the amplitudes of the
axisymmetric modes. However, the combined effect
may arise from those large-amplitude M modes |ocated
near an extremum in thefigure. For example, inthe case
of modes with amplitudes from (2/3)(W;);nax 10 (W3)max:
where (W;) . IS the largest amplitude corresponding to
a given maximum, the force generated by these M
modes will most likely be comparable to the standard
force if the longitude-dependent field is one order of
magnitude smaller than the axisymmetric field.

These results favor the opinion that convection in
rotating stellar atmospheres is closely related to mag-
netic phenomena. We considered only the quasi-sta-
tionary situation, which occurs either at the bottom of
the convective shell or at the top of the convective core.
For the entire convective shell, as has been stated, non-
stationary processes generating a longitude-dependent
magnetic field are of great concern [11, 12, 15]. It
should be stressed that this magnetic field is generated
spontaneously in the presence of arather weak meridi-
onal circulation of the medium. For example, the char-
acteristic time of field generation in the Sun isabout ten
years if the circulation rate in the interior is as low as
10 cm/s. Relations between the magnetic field genera-
tion and convective heat transfer regularization call for
special investigation.



302
APPENDIX

The numerical coefficients Ty, are determined with
the equations given in [6]; however, the form of
Egs. (8), (9), (13), and (22)—(24) in [6] isinconvenient.
In them, v,, v,, and VSAI)M1 should be replaced, respec-

tively, by u, v, and u(fl)Ml , where A may stand for +1, 0,

or A;. The same substitutions should be made in
Eqgs. (34)—37) in [7], where the |ast superscript in (36)
should be 1.

Using the relationships given in [5], one can derive
the following formulas for the numerical coefficients

Ty, entering into Egs. (2) and (3):

N AL
TKl - f J(J+1) 6(‘]’ K)1
T, = _f2(5)y25(J, K+1)+d(J,K-1)

(J+K+1)(2K + 1)

- f(14)”2E5[5(J, K +2) +8(J, K —2)]
K3 — — 4 1/2
0 (J+K+1)(2K +1)

L60-1(J+2)(23+1)"
JA+1)(23-1)(23+3)

5(3,K)
[l

9(15)"?

J —
T 4[2(2K + 1)] V2

LI+ K+1[3(J, K +3) +5(J, K -3)]
E (43 + 2K + 3)(2J + 4K + 3)

LU+K-3)J+K+5[5(J, K+1)+5(J, K-1)] 0
(J+K+ DI +K-2)(J+K+4) 5

Here, f = [3/(8m)]Y? and &(J, K) equals unity for J = K
or otherwise zero.
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Abstract—The distribution of the two-dimensional gas velocity inside ion-irradiated laser cellsis considered
for low ion energy depositsinto the gas. It is shown that, if the energy deposit is smoothly nonuniform, the two-
dimensional mation has two quasi-one-dimensional components: the longitudinal gas velocity is practically
uniform across the cell and depends on the transversely averaged energy deposit, while the transverse velocity
component depends on the difference between the local energy deposit and energy deposit averaged over the
transverse direction. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The basic principle behind nuclear-pumped laser
operation is the production of inversely populated las-
ing levelsin the gas medium viairradiation by ions that
are products of nuclear reactions (usualy, fission frag-
ments from uranium layers; see review [1]). A nonuni-
form energy deposit from the ionsinto the gas leads to
the redistribution of the gas density in the cell [2—7] and
thereby adversely affects the lasing quality [2, 6]. One-
dimensional calculations of the transverse gas motion
inagastight cell [2—6] and the numerical calculation of
the two-dimensional gas density distribution over a
flowing gas cell [7] have been carried out; however, the
problem of two-dimensional distribution of the gas
velocity has yet to be solved.

In this paper, the method of separation of variables
is applied to analyze the two-dimensional gas motion
insideacell irradiated by fission fragments. The energy
deposit from the fragmentsinto the gasis assumed to be
low (as compared with the internal gas energy). In this
case, the gas velocity field is irrotational and is
described by the scalar potential satisfying the Poisson
equation [8].

BASIC PHYSICAL PROCESSES

A nuclear-pumped laser is a gasilled (gastight or
flowing-gas) cell with thin uranium layers on its inner
surface that irradiate the gas (Fig. 1). Here, cells with
plane layers inside are considered in the two-dimen-
sional approximation. For gastight cells [5], the x axis
is directed along the optical one (the length of such
cellsisL = 1 m); for flowing-gas cells[6], the x axisis
aligned with the gas flow and runs transversely to the
optical axis (L = 0.1 m). Thewidth of either cell is2h=
0.01 m.

The key gasdynamic factor for such cells is the
energy deposit from fusion fragments irradiating the
gasfrom the uranium layers. The energy dQ of thefrag-
ments that is absorbed by a small gas volume &V for a
time ot can be represented in the form [4, 5]

6Q — OPO p(X, Y, t)

ST o1 e WOFKyD. @
where p(X, V, 1) is the gas density; p, is the initial gas
density; Pyistheinitia gaspressure; y=5/3istheratio
of the specific heat at constant pressure to that at con-
stant volume; F(x, Y, t) is the energy deposit function
depending on the cell geometry, neutron flux distribu-
tion, and gas density (F(x, y, t) = 1) [9]; © is adimen-
sionless energy deposit parameter; and Y(t) isthe time-
dependent neutron flux profile such that its integra
taken over theirradiation time T is normalized to unity.

For gastight cells, T is the duration of the neutron
pulse (=1 ms); for flowing gas cells, T is the character-
istic time of thegasflow: 1 =L/Uy=0.01 s, where U, =
10 m/sis the gas velocity at the cell inlet (x = 0). The
parameter @ isintroduced as athermodynamic measure
of the energy deposit [4]: it equals the ratio of the fis-
sion fragment energy absorbed by ahomogeneousideal
gaswith adensity p, in the cell for atimet to the inter-
nal energy of this gas. In practice, ® <1 or @ = 1.0

y L

A
A
(0] X

1100000000 i 2

2h

Fig. 1. Nuclear-pumped laser cell. Q, cell; A, uranium layer.
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[5, 6]. Inthis study, © isasmall parameter: we assume
that © < 1.

The second small parameter isthe Mach number M.
In gastight cells, the transverse gas velocity isw < h/t
and the longitudinal velocity is u < L/(21); in flowing
gas cells, u = U,. For gases used in nuclear-pumped
lasers (He or Ar at a pressure Py = 1 atm), the speed of
sound v, ~ 10° m/s; therefore, for gastight cells w/v, <
1072 and u/v, < 0.5, while for flowing gas cells w/v, <
1078 and u/v, < 1072 Thus, the gas pressure is practi-
cally uniform across the cell. Along flowing gas cells,
the pressure is also uniform. However, for gastight
cells, the longitudinal pressure can be considered to be
uniform only if it is taken into account that u < L/(21)
when © < 1. The presence of considerable gas density
differences at low Mach numbers, which isdueto inter-
nal heat sources (see (1)), isakey feature of gasdynam-
ics in nuclear-pumped lasers. Viscosity and heat con-
duction play a noticeable role only in the narrow near-
wall layer. In most of the cell volume, their effect is
negligibly small [2, 3, 6]. Under these conditions, the
gas motion is virtually self-consistent thermal expan-
sion over the cell volume; the self-consistency is condi-
tioned by the pressure uniformity.

GASDYNAMIC MODEL

The gas is assumed to be ideal, inviscid, and non-
heat-conducting, and the pressure is set equal to the
cell-volume-averaged value:

p(x Yy, t) = P(t) = [p(x, y, )Y,
where [l.. [} means volume averaging.
The fission fragment energy AQ that isreleased in a
gas volume element V raises the internal gas energy
= PV/(y— 1) and does the expansion work PAV:
(y—1)AQ = yPAV + VAP.

Inthelimit V — 0 and in view of the mass conser-
vation condition (AV/V — —dp/p), we have

dP _yP dp
(v— 1)6V6t at  p E%I_t 2

subject to the continuity equation
1dp
pdt

where v isthe gas velocity.
The neglect of heat removal in gastight cellsyields

= (- )< 6V6t> &)

In flowing gas cells, P = P, under steady-state gas
flow conditions.

The set of Egs. (1)—3) was solved for one-dimen-
sional transverse gas motion in a gastight cell [3, 4]. In
this case, the energy deposit function can be assumed to

+divw = 0, v = (uw),

MATEV

be fixed in Lagrangian coordinates: F(X, v, t) = Fy(Yo),
where v, is the Lagrangian coordinate defined by the
equation pody, = p(y, t)dy. In this case, the energy
deposit is easily averaged and the gas pressure is deter-
mined at once. According to (1) and (3),

i - ePow(t)hIp(y’t)Fo(yO)dy

h
= OPOL'J(I)%—J.FO(yO)dyO = OP,Y(1),
0

because the energy deposit function F(x, y, t) isnormal -
ized so that [4, 5] its volume-averaged value in a cell
containing an unperturbed gaswith adensity pyisequal
to unity: [F(x, y, 0)j = 1. Hence,

t

P(t) = OPo[u(t)d"
0

At a specified gas pressure and energy deposit
related to the Lagrangian coordinates, EqQ. (2) is easily
solved in the Lagrangian coordinates (y,, t) [3, 4]; the
return to the Eulerian coordinates can be accomplished
through the continuity equation. Thus, for one-dimen-
sional gas motion, Egs. (2) and (3), which express the
first law of thermodynamics, alow one to completely
solve the gasdynamic problem. At low Mach numbers
M, the solution obtained is practicaly exact [3] and
evenat M — 1 it well describes the dynamics of the
smoothed density profile (on which, however, acoustic
rippleisimposed [3]).

For two-dimensional flows, the situation is much
more complicated. First, the energy deposit function is
not fixed in the Lagrangian coordinates. Second, even
if the gas density distribution isknown, it isimpossible,
generally speaking, to describe the two-dimensional
flow using the continuity equation alone: one must aso
invoke the Euler equation and consider the nonuniform
pressure p(x, v, t). Nevertheless, at low energy deposits,
Egs. (2) and (3) still make it possible to obtain an
approximate two-dimensiona distribution of the gas
vel ocity. According to the Helmholtz theorem, a vector
field is defined by its divergence and curl (up to a con-
stant vector). The velocity field divergence is given by
(2) and (3), whilethevel ocity curl isgiven by the Fried-
mann equation [10], which in the two-dimensional case
takesthe form

dow + wdivv =

w = |curlv|.
ot | |

—2@ X pl,
p

At low energy deposits (© < 1), the differencesin
the gas velocities and densities (and, consequently, the
pressure difference) are first-order perturbations in ©,
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asisthetimeintegral of the divergence. Therefore,

t

0 0
w(t) = exp[-l—J'divvdtD
O 5 O

0 d. o a0
wa(O)+IexpB’d|vvdtD|Ecb xJ pld—%
O 0 0 a p

t

_ g ..o dt'
~w(0)%ﬂ.—J’dlvvdtH+J’|@ xJ plp—z, 0<1.
0 0

If the gasisinitialy at rest or executes irrotational
motion, the curl of the velocity is of higher order of
smallness in @ than the divergence of the velocity.
Thus, at low energy deposits (and at high deposits at the
initial stage), the gas flow can be assumed to be vortex-
free [8] and one can introduce a scalar potentia d(x, v, t):

divv = Ad = 1.d_p

v=, pdt’

which satisfies, according to (2), the Poisson equa-
tion [8]

AD = G(x,Y,1),

_ 100 ,,00Qp dre (4)
G(X’y’t)‘yP%(Y Disvar dts

Here, AisLaplacian.

At small ©, energy deposit (1) can be calculated for
agaswith an unperturbed density: p(x, y, t) = py (inthis
case, F(x, Y, 1) = Fy(X, y) isaknown function [9]). In the
first order of smallnessin @ for gastight cells, we have,
subject to (3),

_ v 10700 / 8Q
GOy ) = U5 Ugvst - <esve3t>vD ©
- %w(t){ Fo(x y) - (Fo(x Y)3}, © <1

for flowing gas cells under steady-state flow conditions,
when Q(t) = 1/t = UL,

_y-1 1D 3Q._09Y .
Time does not appear explicitly in Eq. (4) for the
potential. The velocity distribution is quasi-stationary
inthe sense that at each time instant the velocity field is
related to the gas pressure and energy-deposit distribu-
tion that are present at this instant and varies simulta-
neously with them in time. The time dependence of the
velocity is virtually parametric. Hereafter, the argu-
ment t will be omitted.
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GENERAL SOLUTION FOR THE VELOCITY
POTENTIAL

Equation (4) can be solved by the method of separa-
tion of variables. For the transverse velocity w(X, y), the
boundary conditions in gastight and flowing gas cells
are the same:

W(x, 0) = %qy)(x, 0)=0, w(x h) = %—;(x, +h) = 0

They correspond to symmetric eigenfunctions x,(y) =
cos(rmy/h) of the homogeneous equation A® = 0. The
potential (X, y) and function G(x, y) can be expanded
into seriesin these functions:

o y) = 24 z .(0) cos(ary),
2h
0.0 = Z[ox oos@andy, @)
0
Gixy) = 894 5 g, cos(a).
2h
000 = F[G(x yoosiaydy,  @®
0
where
a, = 0, 8 = rg(x yg,

and [..[J means averaging across a cell.

From (4), (7), and (8), it is seen that the zero-order
potential ¢4(x)/2 specifies the longitudina velocity
U(x), for which

du _ 1d%, _ go(x) _
GEel AR

U(x) = J'EG(E, y)HdE + U.
0

For flowing gas cells, U, isthe gasflow velocity; for
gastight cells, U, = 0 and U(L) = 0, according to (5).
From (4) and (9), it followsthat the zero-order potential
$¢o(X)/2 corresponds to the problem with transverse
averaging, that is, describesthe longitudinal gas motion
in the one-dimensional approximation.

For the expansion coefficients of first and higher
orders ¢(x), it follows from (4), (7), and (8) that

d’o,
d

2 ——ai0(X) = (%), (10)
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exp(a x)D

¢ ( ) - Ign(z)eXp(—anE)dED

(11)
exp( —-a.,x)

2%, B +Ign(E)exp(a E)dém

Thus, in the general case, the gas velocity compo-
nents are given by

OCD

uxy) = 22 = ugo + z va(x)cos(ay), (12
v = o= BN fgn(a)exp(—anz)dam
3

+ S Ign(aexp(anz)dau,
wixy) = %2 = z[ “a,0,001sN(a,y). (14

The coefficients A, and B, are defined by the bound-
ary conditions for the longitudinal velocity u(x, y).
Sincethese conditionsfor gastight and flowing gascells
are different, the two cases should be considered sepa-
rately.

GASTIGHT CELLS

In gastight cells, the boundary conditions for the
longitudinal velocity u(x, y) are the same as for the
transverse one: u(0, y) = u(L, y) = 0. Substituting these
conditions into (12) gives the general solution to the
problem:

L

By = ~Ar = gopay On(E) coshlan(L - &)1 c&
0
1 u) .
0,00 = 2o, @)smia (D1 (19
0
sh
S 8 Jo®ola-)k 5

Va(x) = J'gn(E)COSh[an(X—E)] dg

(16)
sinh(a, x)

~sinh(a, L)J'gn(E)COSh[an(L &)] dE.
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If the energy deposit istransversely uniform, that is,
F =F(X), theng, =0, v,= ¢, =0, and the solution is
reduced to one-dimensional longitudinal motion (9).
If the energy deposit is uniform in the longitudinal
direction (F = F(y)), the solution is reduced to one-
dimensional transverse motions [3, 4]. In this case,
accordingto (5), G = G(y), [GLJ= [GL) = 0, transversely
averaged velocity (9) is equal to zero, and the expan-
sion coefficients g, do not depend on x. According to
(15) and (16),

that is, the longitudinal velocity isequal to zero and the
transverse velocity, according to (14), is given by

wy) = 3 Ssinay)y.

n=1

e zgncos<any)—e(y) G = G(y).

In view of (4), this corresponds to (2) for one-dimen-
sional transverse motions. Thus, the obtained distribu-
tion of the two-dimensional velocity covers, as particu-
lar cases, both longitudinal (G = G(x), g, =0) and trans-
verse (G = G(y), [GL)= 0, and g, does not depend on x)
one-dimensional flows.

The genera solution, given by (12)—(16), has a
rather complicated form; however, in practically impor-
tant cases, it can be simplified considerably. Usually,
the energy deposit is smoothly nonuniform along the
cell: G(x, y,) and, accordingly, g,(X) vary considerably
with x over distances ~L > h, whereas the exponential
functions under the integral signin the general solution
vary steeply over distances ~h even at n = 1. Therefore,
with a good accuracy, the function g,(x) can be set
equal to its value at the maximums of the decay expo-
nentials. Then, for the longitudinal velocity it follows
from (16) that

Va(x) = J'

0

(B8 oo gy de

“0.(8)

T2

X

exp{—a,(§ —x)} dg

f 98 exp (& + )}
0

“0,(8)

v

0

exp{-a,(2L —& —x)} dg
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- gn(o) _gn(x)
== ep{-a
L+ (%) —n(L)

o ep{a(L =X}

with other exponentia terms being small. The rest of
the terms are equally small everywhere except narrow
regions near the cell ends (the longitudinal size of these
regions is on the order of h). Thus, in most of the cell,
the longitudinal velocity can be replaced by its trans-
versely averaged value (see (9)). Analogously, for the
transverse velocity given by (15), we have

0.0 =~ 2%y,

gn(o) _gn(x)
2

an

Q(x) = exp{-a,x (17
gn(L) gn(X)

2an
with the addition Q(x) being exponentialy small every-

where except the same end regions. Outside these
regions, according to (14),

9n(¥)

exp{—a,(L —x)} ,

Sln(anY) (18)

wix y) = 5 9

n=1

that is, the transverse velocity component satisfies the
equation

= Z%mwmm—euw G(x, ). (19)

Result (17) can also be obtained directly from (10)
by passing to the dimensionlesslongitudinal coordinate
X =x/L and recasting (10) in the form

d ¢n_¢ _ gn(x) _nhrf
dX " a Gl

Thisisatypical singularly disturbed equation (with
a small factor outside the derivative), and its solution
away from the cell ends can be immediately written as

6.(X) ~_gn(X)

because the term with the second derivative is negligi-
bly small everywhere except the end regions, where it
must provide fulfillment of the boundary conditions.

Thus, if the energy deposit is smoothly nonuniform
along the cdll, the longitudinal gas velocity in most of
the cell volume (except the narrow regions near the cell
ends) depends on the transversely averaged energy
deposit, while the transverse component depends on the

< 1.
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difference between the local energy deposit and trans-

versely averaged energy deposit.
Thetwo-dimensionality of the problem can be dem-

onstrated with amodel cell with a step energy deposit:

_Of(y), O0<x<I
Folxy) = Ep l<x<L, 20)
Folx Y, = fory fo= CHY),

with the section x = | of energy deposit discontinuity
being located not too close to the cell ends. Physically,
such a problem corresponds to alaser cell with alarge
buffer volume where the gas can flow (Fig. 2). Here, we
disregard the narrow area near the edge of the uranium
layer, where the energy deposit smoothly decays to
zero (the longitudinal size of this area does not exceed
the doubled range of fission fragments in the gas:
2R, << L). If the energy deposit parameter © is normal-
ized to the volume of the active (irradiated) part of the
cell 0<x<I,thenf,=1[4, 5].

According to (5), (9), and (20), we have

gwm%
[G(x, y) = O
D_ll»'(t)D LD’

o 0<x<lI,

21
, l<x<lL, 21)

_ O
gn(X) ED

O<x<lI

?w%% 9.
U(x) =0

o, X
v (t)I%L—[D, l<x<L.

The longitudinal gas velocity averaged over the
transverse direction linearly grows in the active part of
the cell beginning from its end, reaches a maximum at
the end of the active layer (at x = 1), and then linearly

2h

[

Fig. 2. Gastight laser cell with abuffer volume.
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decays to zero at the other end (in the buffer volume).
The expressions for the expansion coefficients of the
longitudinal velocity in (16) are

g,sinh(a, )

Via(X) = a.smh(a,0)> nhla,(L —1)]
~ 9n
~ 2 exp{-a,(1-x}
O<x<lI, (22)
nh
V) = B ey snhla(L 1) + sinhfa,( -0}

~ 9
= saexp{-a (-1}

l<x<L

up to exponentially small terms. It is seen that, even if
the energy deposit is discontinuous (see (20)), the lon-
gitudinal gasvelocity isamost equal to itstransversely
averaged value given by (21) in both the active part and
the buffer volume. Only in the region of discontinuity,
the longitudinal velocity is essentially two-dimen-
sional; the dimensions of this region are roughly equal
to the cell width h. For the transverse velocity compo-
nent, according to (15), one has

gn cosh(a,x) O
000 = ~B- Gy SThlaL -1
=9 Lepl-a,(-010, 0<x<l,
a,0 2 0
(23)
Sh(n)
Bl = -2 n%;osh[an(x ) - Sy (L DI
On

:_Z—exp{—an(x—l)} <x<L

n

up to exponentially small terms. As before, the two-
dimensional effects are concentrated in the same nar-
row region near the discontinuity. Beyond this region,
the transverse motion is absent, while in the active part
of the cell, it is quasi-one-dimensional: according to
(14) and (23), the transverse velocity in the active cell
part has the same form (18) as for a smoothly nonuni-
form energy deposit given by Eq. (19). At the place of
the discontinuity (x =1), thetransverse vel ocity, accord-
ing to (14) and (23), is half that in the active part
(see (18)).

Note, however, that the velocity distribution
obtained for the two-dimensional domain has a purely
model character, because the step approximation of the
energy deposit is especially crude just within this
domain.

MATEV

The cases of smoothly nonuniform and discontinu-
ous energy deposits considered above allow usto reach
ageneral conclusion for two-dimensional gas flows in
gastight cells at low energy deposits. In those regions of
the cell where the longitudinal profile of the energy
deposit is smoothly nonuniform (varies considerably
over a length far exceeding the cell width), the two-
dimensional flow can be represented as the superposi-
tion of two quasi-one-dimensional motions: the longi-
tudinal velocity is practically uniform across the cell
and depends on the energy deposit averaged over the
transverse direction according to (9), whereasthetrans-
verse component depends on the difference between
the local energy deposit and the transversely averaged
deposit according to (19). In this case, initid equation (2)
splitsinto two equations [8]:

dP
= (-1 F%),~ 5 (24)
ow _ 19Q0_/9Q\ U
YPoy = V- Livso <5v5t>E (29

Near the cell ends and in the transition regions
between the smoothly nonuniform regions (in the
former, the energy deposit is substantially nonuniform,
considerably varying over alength on the order of the
cell width), the velocity distribution switches from one
guasi-one-dimensional form to another. The dimen-
sions of the transition regions, where the gas motion is
essentialy two-dimensional, are approximately equal
to the cell width.

The above consideration was carried out for cells
with plane uranium layers. It seems, however, that the
basic result given by (24) and (25) is aso valid for
cylindrical cells.

FLOWING GAS CELLS

General laws of velocity field formation in flowing
gascells(Fig. 1) arethe same asin gastight ones. How-
ever, because of the absence of the end faces, boundary
conditions here are more sophisticated. If we merely
required the gas velocity to be transversely uniform and
equal to U, at the cell inlet, (11) and (13) would yield
“zero” boundary conditions

$(0) = v,(0) =0, A, =B, =0, (26)
which cause the solution to diverge away from theinlet.
Thefact isthat, in the case of a subsonic flow, any dis-
turbances of flow conditions inside a channel (and the
energy deposit greatly affects the flow conditions) are
“discerned”’ upstream from the channel and, accord-
ingly, the velocity distribution is modified upstream
from the cell inlet. Therefore, one should establish the
zero conditions not at the inlet (at x = 0) but away from
it (formally at x —= —0) and solve the conjugate prob-
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lem. Since g, = 0 a x < 0, from (11), (13), and zero
boundary conditions (26) it follows at X —» —oo that

on(x) =

Cy
—a—n exp(ax), Va(x) = S'exp(an),
x<0.

From (27), (11), and (13) at x = 0, we find the coef-
ficients B, and C,;;

C,=A, and B, =0.

Downstream from the cell, the gas velocity must be
finiteat any distance x > L. From thiscondition in view
of (11) and (13), wefind A,

L
An = - gn(E)eXp(_anE)dE
0
This coefficient is seen to be virtually the same as for
gastight cells.

Thus, the coefficients of expansions (11) and (13)

for flowing gas cells have the form

(27)

(28)

01() = —5= [ 0.(E) expla, (€ ~X)] cE

0
L

* [n(E)explay(x ~E)] & a
0
" (29)

00 = 3fon(E) expla (&~ ]k
0

L

o (%) explan(x - E)] c& Ex

When deriving (27)—<29), we assumed that the energy
deposit has an effect only withinthe cell, 0<x < L. In
the general case, distinct bounds of energy deposit
action may be absent. To avoid the need for considering
two conjugate domains, one can impose limits on the
gas velacity throughout the longitudinal axis and find
from (11) and (13)

0,00 = 5 Of GO)xpla (& X &
p 0
* [an(E) explan(x—E)] &
g
' (30)

V00 = 50[ 0@ expla(e -] ok

 [91(E) expla(x~E)] c& E;
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which virtually coincides with (29). Similarly to (28),
we havein this case

An = —Ign(z)eXp(—anE)dE1 Bn = 0.

For a smoothly nonuniform energy deposit (g,(X)
are smooth functions), it follows from (29) that

9a(0) =~ 304 5o a5 + expl-an(L - XD
n an (31)
Vo) =S ){ expl-a,X] — expl—an(L - X)]} .

In flowing gas cells, the same pattern as in gastight
ones is observed: at a distance on the order of the cell
width from the inlet (that is, from the energy deposit
discontinuity), the difference between the actual longi-
tudinal velocity and its averaged value becomes negli-
gible; thetransverse velocity takesform (18), satisfying
Eg. (19); and the problem is reduced to the set of
Egs. (24) and (25) (split equation (2)).

Near theinlet intheinitia part of the energy deposit
area (at x — 0 but x> 0), we find from (29) subject to
(9), (12), and (14) that

du_du aw gn(0)
ox_ dx Z

cos(a,y)

1

2{ G(0,y)-[G(0,y)}, O0<x—0.
It is seen that in regions where the local energy deposit
is higher than the deposit averaged over the cross sec-
tion, the gas expands acrossthe cell and itslongitudinal
expansion is larger than the expansion averaged over
the cross section. In those regions where the local
energy deposit islower than the section-averaged value,
the gas is compressed across the cell and its longitudi-
nal expansion is less than that averaged over the cross
section. For x — 0 on the other side of the cell inlet
(where the energy deposit is yet absent), from (27) and
(28) subject to (12) and (14) it follows that

w09 =-3 B orp(acos(ay),
‘;—§~—-{G(o y)~ B0,y
w9 = 5 B opiansinay)
ow_1

ay 2{6(0 y)-[G(0,y)J}, 0>x = 0.

Certainly, du/ox + ow/dy = 0 at x < 0.

Thus, the gas to be entered into the region with a
high energy deposit starts expanding acrossthe cell and
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for thisreason it is compressed (decelerated) in the lon-
gitudinal direction. The gasto be entered into theregion
with alow energy deposit conversely starts being com-
pressed across the cell beforehand and, therefore,
expands (accelerates) in the longitudinal direction.

The two-dimensional gas velocity distribution in
flowing gas cells (see (12), (14), and (29)) has been
obtained in the form of infinite series. Using the well-
known formulas [11]

nt . sinz
2 nt n(nzg) = ————
Zle sin(nz) cosht — cosz’
n=
= inht
2% e™Mcos(nz) = —Mt
21 (nz) cosht — cosz
n=

and taking into consideration (8) and (9), one can rep-
resent this distribution in the form of double quadra-
tures:

Lh

U Y) = 25 [[Z( Y. EN)GE n)cnck + U,
00

Lh

w(x ) = 7 [[¥(x Y. &n)G(E n)dnk,
00

sinhZ(x, &)
coshZ(x, &) —cosS(y, n)

sinhZ(x, &) +2
coshZ(x, &) —cosR(y,n) '

B sinS(y, n)
WY(xy,&n) = coshZ(x, &) —cosS(y, n)

N sinR(y, n)
coshZ(x, &) —cosR(y, n)’

=(x,¥,&,n) =

(32

- X8 — |
Z(x,E)—nh, Sy,n) =m o

Ry, n) = e,

Such a representation of the gas velocity distribu-
tion is more convenient for numerical calculations,
although makes qualitative analysis somewhat difficult.
Similar formulas can also be derived for gastight cells.

CONCLUSIONS

A two-dimensional gas velocity distribution in low-
velocity subsonic gas flows through gastight and flow-
ing gas laser cells with an internal low-power heat
source has been constructed. It has been shown that, at
asmoothly nonuniform energy deposit, the two-dimen-
siona gas flow splits into two quasi-one-dimensional
flows because of different longitudinal and transverse

MATEV

scales of the process: the longitudinal gas velocity is
practically uniform across the cell and depends on the
transversely averaged energy deposit, while the trans-
verse velocity depends on the difference between the
local energy deposit and transversely averaged one.

The split of the two-dimensional motion into two
quasi-one-dimensiona flows allows one to approxi-
mately calculate the gas density distribution in laser
cells without applying complicated two-dimensional
gasdynamic computer programs (such as those used in
[7]). This greatly ssimplifies the analysis of optical non-
uniformities in nuclear-pumped lasers.

The set of Egs. (24) and (25) (split equation (2)) of
gas motion remains valid for near-axial regions of the
cell even with alowancefor the viscous thermal bound-
ary layer if the gas pressureis cal culated subject to heat
removal onto thewall [4, 5].

In the framework of the model stated by (24) and
(25), the transverse gas motion at very large energy
deposits (© — o) would lead to the formation of a
transverse density profile that is the reciprocal of the
transverse energy deposit profile, p(y) O UF(y), in
thelimit x —» oo for flowing gas cells and in the limit
t — oo for gastight ones, similarly to the case of one-
dimensional transverse motion [3, 4]. However, at large
energy deposits, the split model, generally speaking, is
incorrect [8].
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Abstract—The electrical transparency of the grid and the passing current are determined from probe measure-
ments of the discharge plasma parameters when a plasma switch with a developed cathodeisin the steady con-
ductive state. To eliminate discrepancies between the analysis and experiment, it is assumed that the potential
(virtual cathode) distribution in agrid mesh is nonmonotonic in the direction of current transfer. © 2003 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

Current passage through a grid placed in a plasma
and, accordingly, the dependence of the “electrical
transparency” of a grid mesh on the grid potential and
plasma properties are key issues in the problem of grid
control of the current in plasma switches. Obviously,
both characteristics are specified by the potential distri-
bution in a mesh of the grid near its turns. It is adso
apparent, however, that usually neither the potential
distribution can be directly measured nor ion Kinetics
can be adequately studied in the 3D case. Therefore,
indirect data gained from the study of the general laws
of grid control in plasma switches are used. Probe mea-
surements of the plasma parameters in the cathode and
anode regions of the discharge are the most informa-
tive. Based on certain assumptions, they alow one to
determine the electrical transparency of the grid, estab-
lish the current balance in the grid plane, and judge the
potential distribution near grid turns by comparing ana-
Iytical results with direct current measurements.

MODEL OF ELECTRICAL TRANSPARENCY

Early progress toward an understanding of the cur-
rent transfer mechanism is associated with the model of
electrical transparency [1-3]. According to this model,
a negative voltage applied to the grid increases the
radius r, of Langmuir layers near its turns, thereby
decreasing its transparency

5 = (1-2r,_/h)? (1)

where histhegrid pitch. Inthiscase, the current dimin-
ishes and may eventually vanish. In a low-voltage
Knudsen cesium arc, where grid control is very effi-
cient, the potentials ¢, and ¢, (Figs. 1b, 1c), the plasma
concentrations n, and n,, and the electron temperatures

T, and T, were found [3] to vary insignificantly within
the cathode—grid and grid—anode gaps, respectively. At
the same time, there appears a potential step ¢, = ¢, —
¢, in the grid plane (hereafter, by the potential we con-
ventionally mean the potential energy of an electron
divided by the elementary charge). Under these condi-
tions, the current density in the conducting path of a
grid mesh is given by

J =qng an Dk-l-l% an, 2 ¢12<0 (2
_ kT, kT, D—q¢1
j = a3t an, T2 e i, 6220 2)

(where misthe mass of an electron, g isthe elementary
charge, and k is the Boltzmann constant), and the dis-
charge (anode) current density is expressed as

Ja = 9. ©)

Cathode region: Anode region
Grid

Fig. 1. (@) Connection diagram of a plasma switch and
(b, c) longitudinal potential distribution along the central
line of the meshes for the conductive state according to the
generally accepted concepts.

1063-7842/03/4803-0311$24.00 © 2003 MAIK “Nauka/Interperiodica’
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When steep (with a rise time of <100 ns) control
pulses are applied to the grid, the plasma concentration
has no time to change and the grid transparency
decreases. Concurrently, the step ¢,, changes. Experi-
ments show [4-6] that if the amplitude of the grid pulse
issmall, the discharge current remains constant and the
decrease in the transparency is compensated for by
increasing the current density in the channel owing to
the change in ¢,,. Specificaly, in the initially conduc-
tive state with ¢, < 0 (the potential step slowsdown the
electron flow from the cathode toward the anode) and
n, > n,, the current density in the channel will grow up
to the value j O gn,(KT,/2rm)Y2, at which ¢,, becomes
larger than zero. This means that when a negative pulse
is applied to the grid, the current starts decreasing after
the current density in the transparent area of the mesh
reaches the density of the stochastic current of plasma
electrons near the cathode.

The modé of electrical transparency made it possi-
ble to theoretically explain processes occurring in
cesium switches in the conductive state and upon dis-
charge quenching [3, 7]. However, the subsequent
detailed experimental studies of the switches showed

(a)

Cathode region
egion

¢12~Ea > kTe

(b)

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
:
|
G

<

¢12

Fig. 2. (a) Potential distribution for the partially blocked
state and (b) actua potential distribution in the conductive
State.
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that this model does not necessarily fit probe measure-
ments with which one can calculate the transparency,
establish the current balance in the grid channel, and
compare the analytical and experimenta values of the
passing current. The discrepancies are commonly
explained by the low accuracy of probe measurements
and the partia transfer of the discharge current by the
cathodic electron beam.

DEPENDENCE OF INITIAL CURRENT
BLOCKING ON E,

If a grid pulse has a large amplitude and can par-
tially block the current, the conditions for current pas-
sage change dratically as compared with those in the
conductive state [8]. In conventional modulation cir-
cuits (Fig. 2a), the supply voltage E, in the conductive
state exceeds the anode voltage V, many times. If acon-
trol grid pulse is sufficiently high and partially
decreases the current from its initial value |, to the
residual value |, (Fig. 2b), the voltage at the switch
anode rises substantially by avalue AV, = «(R(l,es— 1) +
Ldl /dt), where Risthe anode load (resistance) and L is
the stray inductance of the anode circuit. It was shown
[4] that this voltage increment almost completely drops
acrossthe grid barrier; that is, ¢, = AV, > KT,. In other
words, the electric double (space-charge) layer
(Fig. 2c) must form in the electrically transparent area
of the mesh. Irrespective of the value of ¢,

jo= i, 2 @

where M isthe mass of anion, j, isthe electron current
density in the electrically transparent area of a mesh,

and
. kT,
Ji = 0.61gn, ™

isthe saturation ion current density.

If the density of the stochastic current of plasma
electrons near the cathode exceeds the value given by
(4), avirtua cathode, which partially blocks this cur-
rent, appears before the electric double layer. Under
these conditions, the passing (anode) current density
depends on the plasma parameters in the anode region
of the discharge:

. KT
j, = 0.61qn, lﬁza. (5)

On the other hand, if the anode is short-circuited to
the anode voltage supply, the current can be blocked by
a grid pulse with the anode potential remaining
unchanged. In this case, the electric double layer in a
mesh does not form and the residual passing current at
n; > n, is defined by expressions (2) and (3) irrespec-
tive of the initial blocking Al, = 1, — |, Since current
blocking already takes place, ¢, > 0 and the current
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density in the conducting channel equalsthat of the sto-
chastic current of the near-cathode plasma; therefore,
the anode current density is j, O gn,(KT,/2rm)Y23.
Comparing this formula with (5) implies that, in the
cases considered, the values of the residual current |,
must differ substantially for the same value of the trans-
parency and, hence, V, under typical conditions with
n, > n,. The relative |n|t|al blocking is expected to be
much larger in the presence of the load R, than in its
absence (R, = 0), since the residual current ratio is
Jras(Ra¢ 0)/J res(Ra = 0) = nZ/nl-

In real experiments, the condition V, = E, isimpos-
sible to provide when current blocking isfast (=0.1 ps)
because of the inductance of wires connecting the
anode to the voltage supply. This causes an appreciable
spike of the anode voltage. However, since in the pres-
enceof Ryitisnecessary that E,far exceed V, (E,—V, >
KT ?) for the virtual cathode to appear and condition (5)
to be valid, one can anticipate that, in the presence of
the inductive spike when E, grows, the relative block-
ing must also increase noticeably, especialy at low E,
This supposition is in conflict with the practical use of
cesium plasma switches, according to which the dis-
chargeisthe easier to quench, the higher theinitial cur-
rent blocking, and the harder to quench, the greater E,
(al other things being equal). Therefore, the E, depen-
dence of the initial current blocking needed careful
experimental verification.

During the measurements, we suppressed theinduc-
tive spike as much as possible (to 5-10V) by minimiz-
ing the connected wire length and using a low-induc-
tion anode load.! As in early studies [9], the depen-
dence Al/l4(E,) wasweak and the reproducibility of the
results, poor. The reason for the latter fact turned out to
be the inaccurate recovery of theinitial conductive state
of the switch after E, and anode |oad had been changed.
Only when the anode voltage V, and the anode current
|, were stabilized within 0.1-0.2% (the current was sta-
bilized by regulating the cathode temperature) did the
reproducibility of Al/l, at different E, become good. It
turned out [10] that the initial blocking Al/l, is amost
independent of E, or decreases (rather than increases)
insignificantly with increasing E, (Fig. 3).

NONMONOTONIC POTENTIAL DISTRIBUTION
IN THE CURRENT CHANNEL AND CURRENT
BALANCE IN THE GRID PLANE

It islogical to assume that the potential hump also
exists in the steady conductive state with V, close to
zero. Such an assumption eliminates the dlscrepancy in
calculating the current balance in the conducting chan-
nel that usualy arises when the plasma parameters
measured with a probe near the cathode and anode
regions of the discharge are substituted into Egs. (2).
Earlier, this discrepancy was explained by experimen-

L A U-shaped Nichrome resistor with awire spacing of =1 mm.
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Fig. 3. Initial current blocking vs. anode supply voltage for
Pcs = 1072 torr and T, = 1130 K. (1) j, = 1.5 Alem?, V, =
23V, Vg=-20V and (2) j = 3.8 Alcm? V, =30V, V=
-30V.

tal errors (see Introduction) and no significance was
attached to it. Therefore, it was of interest to perform
specia experiments from which necessary discharge
parameters would be extracted in the most reliable way.
In these experiments, we used a device with a devel-
oped cathode [11], where the electron beam from the
cathode is negligibly small and cannot influence the
current balance. Accordingly, probe measurements in
the absence of the beam can be interpreted more reli-
ably.

Current values obtained with the model of electrical
transparency are convenient to compare with experi-
mental findings as follows. For the values of n;, n,, T;,
T,, and the plasma potentials ¢, and ¢, measured with
aprobe and for the discharge current density j, obtained
from (2) and (3), one determines 6 and then r, from (1).
The dimensionless (in terms of kT/q) potentia drop n,
across the Langmuir layer for the Debye radius rp =
(KT/412n) Y2 was found [6] by integrati ng the equation

dr]+1dr] duiflpg 1
dg?  &dg GD«/éEEA/l 2N

from& = 1toa/r, (whereaistheradiusof thegrid wire)
with the boundary conditions

n(1) = 41

—exp{-n}g (6)

EL 1 (6)

The values of n, thus obtained were compared with
those (N, ) found experimentally:

nL = —a(Vg+¢p)/KT=1/2. (7)

Note that we used two values of the plasma potential
¢, aswell as T and n, which also enter into the Debye
radius in Eq. (6). These values were measured in the
cathode and anode regions, respectively (see table).
Both result in a considerable disagreement with n,
obtained from (6). Sometimes (especialy for high
plasma concentrations and n, > n,), the disagreement
is particularly large. It can be eliminated if we suppose
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Table
3 Calculation Caleul atiqn
T, K A/gr'nz using (10)‘ using (10)'
n n n n
1100 | 0.635 118 5.3 17 49
127 231 6.1 96 7.8
19 275 6.7 155 9.0
2.54 253 8.0 205 105
317 205 9.4 215 12.7
1120 1.27 100 5.3 25 51
2.54 134 5.9 51 6.6
381 203 6.3 108 6.6
5.08 278 6.6 213 8.3
6.35 219 7.4 233 9.2

that the plasma concentration is measured inaccurately.
However, the errorsin this case seem to be unwarrant-

edly too large (severa hundreds of percent).2 At the
sametime, the anode current cal culated from the exper-
imenta values of n,, T,, ¢,, and U, deviates from the
measured value insignificantly (by less than 30%), indi-
cating that probe measurements are sufficiently accurate.
Assuming that the discrepancies in the current balance
on the grid as awhole are due to the potential humpin a
mesh, one can determine the maximum value ¢, of the
potential that €liminates them. The largest value among
¢, and ¢, (¢4, ¢, < 0) was taken as ¢,,,. The measure-
ments were carried out over a wide range of plasma
parameters. The calculation was performed as follows.

The current density in the grid channel is

C-q(dm— ¢12)|:|
J = an, 2T[mexIOD kT, D
(8)
EFqcb
—qan; 2T[m DkTrrE $1, <0,
_ KT, 0-q¢
1= qnl«/ZHmeXpE'k—Tln@
(8)
D‘Q(¢m+¢12)D
—an, 2nmeXpD kT, , §1,>0.

The transparency and the Langmuir radius were
found from (3) and (1). The dimensionless potential n,
across the Langmuir layer was determined by integrat-

2)f n; = ny and both terms on the right of Eq. (6) are of the same
order of magnitude, the assumption of moderate errors (less than
a factor of 2) involved in the plasma concentrations leads to
agreement for the current balance in the grid plane.

ANDRONOV et al.

ing (6) subject to boundary conditions (6') with r, cal-
culated for the concentration n determined in the
“neck” of the current channel:

_ 0-g(dm—01,)0 |
n= 2|:n1exp|:'k—% nzeXpD kT”H , ©)
$,,<0,
O-q¢ C-G(§m + §1o)0 |
n==znexptr—-m+nexp— 11,
2[ R T P R IS PO N
$,,>0.
The value of V, was found twofold:
Vg = KT/q(1/2+n.)—by, (10)
Vg = KT/q(1/2+n) -6, (10)

and the result of choice was that providing the least
value of ¢, when the set of Egs. (1), (3), (6), and (8)—
(10) was solved for the unknownsj, r, 8, n, N, and ¢,
In either of the two schemes, we used the correspond-
ing value of T when calculating the Debye radius enter-
ing into (6), although this circumstance is clearly of
minor importance. Typical results of calculation are
depicted in Figs. 4 and 5. In al the cases, ¢, is other
than zero. Data measured under many other conditions
gave similar results. It should be mentioned that taking
into account the presence of the virtual cathode aso
reconciles the current balance in our earlier measure-
ments on various devices, yielding quite reasonable
values of ¢,, (on the order of KT/q).

DISCUSSION

The presence of the potential hump in the steady
conductive state in no way follows from the previous
concepts, which imply the fulfillment of the balance
equations and the validity of the model of electrica
transparency [7]. To find reasons for the existence of
the hump, it isfirst necessary to answer the question as
to whether the potential hump (its height, as is seen,
may markedly exceed KT/q) is a virtual cathode in the
conventional meaning of this term (when the potential
drop islocalized within a short distance on the order of
the Langmuir length where the space charge forms) or
whether it is an extended feature in a quasi-neutral
plasma. In the former case, the hump influences the
current balance only in the grid plane without affecting
the ion motion; in the latter, the potential hump must
have a decisive effect on the ion motion, since e ectric
fieldsin this case are strong for ions (kT, > KT,).

Although the overall potential drop ¢4, + ¢, may be
very high (see above), we guess that potential stepsin
the current channel between the cathode and anode
regions of the discharge are absent and a quasi-neutral
plasma exists throughout the channel.
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Fig. 4. Plasma parameters and potential drop ¢4, vs. anode current density for Pcg = 1072 Torr and Te=1100 K.

In fact, strictly speaking, the presence of an
extended potentia “hill” with aheight of at least KT/2q
with amaximum near the grid is obligatory. Under typ-
ical operating conditions of the switch, theion free path
in terms of scattering by atoms (as well as the ioniza-
tion length) far exceeds the entire interelectrode gap
[12]; hence, the gap isessentially aset of near-electrode
layers. If the grid in aKnudsen arc is absent, a potential
minimum for electrons appears at the center of the gap
and a potential drop of about KT/2q between this mini-
mum and the space charge boundary at the cathode and
anode arisesin the plasmavolume. This drop is associ-
ated with ion transfer toward the el ectrodes. In the pres-
ence of the grid in the gap, the total surface area of its
turns is close to the surface area of the cathode and
anode (even for thin woven meshes of high, 0.6-0.8,
transparency) and the ion currents to the plane elec-
trodes and grid approach each other. Therefore, a
potential minimum of the same nature must appear at
the centers of the cathode—grid and grid—anode spaces,
aswell asapotential drop of about KT/2q near either of
the electrodes. The potential minima on both sides of
the grid specify a maximum in the grid plane. More-
over, at adistance on the order of the mesh sizefrom the
grid, the ion maotion becomes nonplanar: the traecto-
ries of ionsforming space-charge layers near those sur-
faces of the turns facing the mesh center move apart
when approaching the quasi-neutrality boundary. Such
aseparation of theion trajectories, which decreasesthe
concentration because of the geometry of the collecting
electrode, must cause an additional rise in the potential
along the discharge axis at the mesh center and,
thereby, an extended potential hill of much greater
height.

This point of view is substantiated by the kinetic
consideration of the high-field region in aquasi-neutral
plasmafor the cases when the plasma boundary admits
an exact solution. Specifically, Langmuir and Tonks
[13] analyzed the ion kinetics in a confined plasmain
the presence of direct ionization and ballistic ion trans-
fer toward the plasma boundary for the 1D case. The
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equation for potential distribution had the form

_rl' 1k
© 5 _ds =0; k=012

_ :I_S
e —=
§{Jn—n

where sisthe dimensionless spatial coordinate and k =
0, 1, or 2 for the planar, cylindrical, and spherical
boundaries, respectively. They obtained solutions for
k=0and 1lintheform of series. Thevaluesof s;andn,
corresponding to the quasi-neutrality boundary were
found from the condition that the electric field at the
plasma boundary is infinitely high: ds/dn = 0. In this
case, Ny = 0.85 and 1.15 for k = 0 and 1, respectively.
Our solution for k=2is

s = 4/7(1 —0.1428571428n — 0.0177228786n>
—0.00438904201n° — 0.00132569418n"

—0.00044099572n° — 0.00015537689n° - ... ),

with ny = 1.42.

As follows from the above example, the additional
reason for the ion concentration decrease near the
plasmaboundary (along with the acceleration of ionsin
the el ectric field because of the nonplanar motion) leads
to a much greater potential drop across the quasi-neu-
trality region for the cylindrical and especially spheri-
cal boundaries in comparison with the planar one. The
potential drop for the sphere is the greatest for any 1D
case, since in this situation the rate of fall of the ion

2 8
> >
£ 4.5

1 1 1 1 1 1 1 0

o0 1 2 3 4 5 6 7 8

Ja A/cm?

Fig. 5. Anode voltage and calculated maximal potential |,

vs. anode current density for Pcg = 107 Torr and T, = 1100
and 1120 K.
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concentration is the highest when the ion tragjectories
move apart when approaching the boundary. However,
the potential drop for the spherical boundary cannot be
considered as ultimate: it may be even higher in the
case of amore complex non-one-dimensional geometry
such as that in agrid mesh of a plasma switch.

In [14], a switch with a thick (cellular) grid was
investigated. The grid was made in the form of “bot-
tom-free” cells. Its thickness was 1 mm, and the cell
size was 0.2 mm. For the thin and thick grids of the
same transparency, the discharge parameters greatly
differ. In the latter case, the plasma concentration in
both the cathode and anode regionsishigh even at alow
current density (=1 A/cm?), with the concentration near
the anode always exceeding that at the cathode. The
rate of ion generation in the channel of thethick gridis
low, and the quasi-neutral plasmainsideitscellsis pro-
vided by ions penetrating from the cathode and anode
regions. It was supposed that a nonmonotonic longitu-
dinal potential distribution with a maximum estimated
as severa kT/q exists in a cell of the thick grid. Our
study of current transfer through thin grids can be con-
sidered asavalidation of the assumptions used and con-
clusionsdrawn in [14]. Thisisimportant since the sim-
plified calculations performed in [14] may provoke cer-
tain objections.

Thus, one can infer that the presence of a distinct
peak in the potential distribution within the current
channel is common for the conductive state of plasma
switches with grid-controlled current.

It should aso be noted that the existence of the
potential hump offers a clearer view of why the Max-
well electron distributions with different electron tem-
peratures are observed in the cathode and anode regions
a low ¢,, and high electrical transparencies (when
unobstructed electron exchange between the discharge
regions takes place).
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Abstract—The dielectric dispersion of heterogeneous matrices containing dissimilar cylindrical inclusionsis
studied. Conditions for the dispersion in multicomponent media are found and explained from the physical
standpoint. It is shown that the effective loss factor may have several maxima with their number depending on
the number of dissimilar inclusions in the composite. Effective permittivity diagramsin the complex plane are
constructed. For mediawith alow inclusion concentration, an approximate method for finding the frequency of
the maximais suggested. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In studying the transport properties of inhomoge-
neous materials, dielectric dispersion analysisis of cru-
cia importance. For piecewise homogeneous matrix
systems, Maxwell-Wagner polarization is the basic
polarization mechanism [1, 2]. This polarization is
macroscopic, or surface, polarization (it is also called
interlayer, space-charge, interfacial, etc.). Itisrelated to
the formation of charged surface layers at the interface
between dissmilar media when free charges move
within separate phases of a composite subjected to an
external variable electric field.

Although dielectric dispersion in heterogeneous
media is finding wide application in many areas of
physics, biology, and chemistry [3, 4], its theoretical
study faces anumber of difficulties. First, the anaytical
calculation of the effective parameters of multicompo-
nent systems, which is of independent interest and
makes an integral part of the theory of dispersion in
inhomogeneous insulators, is a complex mathematical
problem that is solvable only in specific cases. Second,
in the case of multicomponent material's, the number of
parameters and dimensionless quantitiesthat character-
ize the behavior of an inhomogeneous system in avari-
able electric field greatly increases: to the parameters
describing the geometrical structure of a composite, as
well as its conductive and insulating properties, fre-
guency parameters and characteristic times for each
phase of the system are added. This complicates the
electrical spectroscopy of inhomogeneous materials.

The most significant results have been obtained for
two-dimensional two-component media with a doubly
periodic distribution of inclusions. Using highly effi-
cient techniques from the theory of functions of com-
plex variable, researchers have succeeded in calculating
the mean electrophysical characteristics of composites
whose composition varies over a wide range up to the

critical one at which the metal—insulator transition
takesplace[5-10]. Also, general symmetry transforma-
tions and reciprocity relations have been established
that allow oneto check the validity and accuracy of the
effective parameters irrespective of the inhomogeneous
system structure [11-14].

The mechanism of Maxwell-Wagner polarizationis
of orientation type, because inclusions within which
charge carriers move behave as macroscopic objects
withimagedipoles. Infact, in calculations of an electric
field outside spherical bodiesand cylindrical inclusions
of circular cross section, thefield isusually represented
astheinfinite sum of imagedipoles[15, 16]. Relaxation
processes in such systems are described in terms of the
Debye classical theory [17]. This is confirmed by the
configuration of the Coal—Coal plot, which, in the case
of a low inclusion concentration, has the shape of a
semi-circle according to the Debye equations.

The frequency dependences of the effective permit-
tivity and dielectric loss factor are sensitive to relation-
ships between the electrophysical parameters of the
disperse phase and matrix, as well as to the shape of
inclusions and their orientation in an external electric
field. These properties of the effective parameters were
discovered in early works on the electroscopy of inho-
mogeneous materials [1, 2, 18]. Subsequently, the self-
consistent models of heterogeneous media worked out
by Wiener, Bruggeman, Wagner, and others made it
possible to refine the effect of different factors on the
dielectric dispersion of inhomogeneous materials [4].
The majority of available data concerns two-compo-
nent systems.

Multicomponent systems have a wider variety of
properties and a larger number of possible structure
configurations than two-component ones. The matrix of
a multicomponent system has several, rather than one,
inclusions that differ in properties, size, and mutual
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, forming a

€3, respectively (Fig. 1). Thelong

Matrix system. Consider amodel three-component
where two types of circular cylindrical inclu-

experimental findings that relaxation processes in a  dielectric system consisting of a matrix with a permit-

piecewise homogeneous material have two and three

is convenient to begin with simple doubly and singly
periodic models, of which the latter acquires anisotro-

pic properties on averaging.
sionsalternate. Theradii and permittivities of theinclu-

sionsarer,, r,ande,,
cylindrical bodies run in the same direction

tivity €;

Calculations were carried out in the quasi-steady-
state approximation described in [20], which assumes 2D doubly periodic lattice with square cells of side h.

arrangement. In this work, we found conditions under
which the permittivity of amulticomponent system has
adispersion and studied the rel axation spectrum in spe-
are compensated for [19]. We theoretically supported
that the wavelength of a variable electric field is much

relaxation times and depend on the number of its con-

cific mediawhere the polarizations of dissimilar phases
stituents.

and can be calculated with techniques from the theory

Inthe plane normal to the axes of the cylindrical bodies,
of analytical functions[15, 19].

the electric field in such a system is two-dimensional

larger than the characteristic sizes of the system and,
hence, the interfacial polarization process has time to
respond to a field variation. It is also assumed that
polarizations of other types contribute to the system’s
overall polarization insignificantly.

field averaging over a period

In such a system,
makes it possible to evaluate its effective electrical

characteristics. On average, the structure isisotropic. If

the inclusion concentration is not too high (relevant

THREE-COMPONENT MEDIA
The analysis of the permittivity dispersion in heter-
ogeneous systems with Maxwell-Wagner polarization

estimates will be given below), the effective permittiv-

ity of such amaterial is given by
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re+t2m r—2m+1

+ +
(r.+2m)°+(2n—=1)° (r,—2m+1)>+4n’

rno+2m-1 }E
(r,+2m-1)*+4n’J g

In (4), theinclusionradii r, aregiveninrelative units
(seeformula (2)). The asterisks are omitted for brevity.

Formula (1) was derived under the assumption that
the concentration of inclusionsis low and, hence, their
interaction in the system is well described by an
approximate multidipol e representation of electric field
where only the first-order (principal) image dipoles
located at the centers of the inclusions are considered
[16]. Higher order dipoles, whose moments decline rap-
idly with increasing order A = 2, 3, ..., as (S8e120¢19),
contribute insignificantly under these conditions. The
parameters A, (M= 2, 3), whose magnitudes are usu-
aly less than unity, and concentrations s, (k = 1, 2)
appear in the expression for effective permittivity in
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multiplicatively; therefore, (1) isvaid even if |Aq,| < 1
and s isfiniteor s, < 1 and |A,,,| isfinite. The accuracy
of formula (1) obtained asymptotically isthe higher, the
smaller are |A;, @nd s..

Formula (1) defines the effective permittivity of a
composite made up of perfect insulators. Real insula-
tors are to a certain extent conductive. The electrical
properties of such materials exposed to a harmonic

electricfield E = Eo exp(ioot) are described by the com-
plex permittivity
o

E(w) = s—iﬁ, (5)

where € is the relative permittivity, o is the electrical
conductivity, w is the circular frequency, and ¢, is the
permittivity of vacuum. The parameters o and € do not
depend on the frequency w of the electric field.

In the quasi-steady-state approximation, formula (1)
with the complex permittivities €; (w) (j = 1, 2, 3) takes
the form

Ear(W) = Eqr(W) —iggr(w) = &(w)

o 1=51A1(0)/2 - S,Au(w)/2 + AR (0) + AAT(w) + (B, + By)As(w)As(w) (6)

1+ 5,A0(0)/2 + S,A13(w)/2 + AAT(0) + Ahz(w) + (B, + By)Asa(w)Ass(w)

Here,
Bam(®) = Di(w) +iB1n(®) (M=2,3)  (7)
are complex parameters with the components given by

Dern(1=Do1)’ + To(0)Ag1m(1 = A1)’

Nip(w) = :
" (1= Do)+ FH(@)(1-Dan)® (8
n _ rm(w)(Aslp_Aclm)(l_Aolm)(l_Aslm)
A1m((*)) - 2 2 2
(1_Aclm) + rm(w)(l_Aslm)
where
_ O'l—O'm _
Acrlm - 01+0m ( 15A01ms 1) (9)

isthe relative conductivity.
Expressions (6)—(8) involve three frequency param-
eters:

=W 9

® B (0<sTj=,); j=1,2,3, (10

which are the ratios of the Maxwellian frequencies
Wy = Oj/€q€; to the angular frequency w. In terms of
energy, they define the dielectric loss tangents in the
components of acomposite material. The parametersT
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are linearly related to each other as

_ &0, _ €04
M) = Z5r@) = 20w
or, interms of Ay, and Ay (M=2, 3), as
(1-Acp)(1+A515)
M(w) = (W)
1+A 1-A
( 812)( 012) (12)

— (1 _Ael3)(l + A013)
(1+0:13)(1—Dg13)

M 3(w).

For subsequent analysis, it is convenient to intro-

duce the relative frequency A
Ay = —2 (0=A,<1) (13)
(O] (A)OJ + w == wj .

Asthe angular frequency w runs continuously from
0to o, A, runsfromOto 1.

Now expression (6) can be represented in the form
Earr(W) = Eg(0) —i€r(00)

U (w) +iV(w)

U*(w) +iV (w)

(14
= g[1-il(w)]
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Here, the real functions U*(w) and V(w) are given by

US(w) = 1+ 5,A5(w)/2+ S,A15(w)/2

n2

+ AAS(W) — AL (W)] + AAS(w) —AL (W)]

+(By + Bp)[A1p(w) Aa(w) — Alp(w) ALs(w)] (15)
V() = +5,05(0)/2 + S,05(w)/2

EMETS

—2A AL (W) A (W) — 2A,A15(0) Agz(w)

— (B + Bp)[A(w)ALs(w) + Ajz(w) AL (w)] .
Estimates show that if the radii of the cylindrical
inclusions are small and, hence, their concentrations
arelow, thetermsquadraticin Ay, (w), A7, (W), Als (W),
and Aj;(w) in (15) can be neglected. This also can be

done if the material inhomogeneity issmall: |Aqy < 1
and |As;| <€ 1. Then, formula (14) becomes

Ear(W) = Ear(W) —iggr(w) = &[1-il,(w)]

o 1= S180(0)/2 = $,015(w)/2 + I[$1A1,(0)/2 + S,A15() 2] (16)
1+ 5A5(w)/2 + S,A15(W)/2 —1[$,A7,(W)/2 + S,AT3(w)/ 2] .
From (8), it directly follows that with Ap(®) = Dy, Ap(®) = A,
(19
Bep = Dopy Degz = Do, 17) AL(w) = A(w) = 0.
or, otherwise, Under these conditions, a three-component medium
has the single frequency parameter

€0, = €,0;, £€,03 = €303, (18) M) = Ty(w) = TMy(w). (20)

we have Substituting (19) into (14) and (15) yields

1 1 |2 |2 1 1
e =g 1-510,15/2 =)D 13/2 + ADg1p + A1+ (Br + By) A pAg
eff — €1 , \ 2 2 , L

1+80:10/2 + $0:15/2 + AjDg1p + ApDg13 + (By + Bo)Aerplers (21)

Ear(W) = £l 1(w).

As follows from the first expression in (21), the
effective permittivity e does not depend on the fre-
guency. Thus, relationships (18) specify the condition
under which the dispersion of a three-component
matrix composite is absent. Unlike a two-component
inhomogeneous material, for which either of two rela-
tionships (17) and (18) is fulfilled, in a three-compo-
nent system, both must be fulfilled simultaneously.

Thedielectriclossfactor €y in thiscase dependson

thefreguency, and itsfrequency dependenceisgiven by
the function I (w) alone.

If the concentrations of inclusions of two sortsin a
composite are the same (s; = s,) and the permittivities
of theinclusions satisfy the relationship

(D12 = —De1z),

the effective permittivity equals the permittivity of the
matrix: £4 = €;. Relationships(22) outlinethe classof so-
caled characteristic media [19]. Their specific feature is
that the polarizations in dissmilar inclusions are in oppo-
sition to each other and thus cancel each other out.

€ = JEEs (22)

To find the effective permittivity values in limiting
cases, we will take advantage of approximate expres-
sion (16). In this expression, as well as in the others,
one must first fix one of the three frequency parameters
M(w) ( =1, 2, 3) for which calculations will be per-
formed. The choice of the parameter is of no principal
significance: it must be merely convenient for analysis.
For definiteness, the calculation will hereafter be per-
formed for I ,(w), unless otherwise stated. This param-
eter is assigned to phase 2, which has the electrophysi-
cal parameters €, and o, and Maxwellian frequency
Wy = 0,/€4€,. Accordingly, the relative frequency A,
will be used as a variable (see formulas (10)—(13)).

Inthelimit w — 0 (IM'y(W) —> o, A, — 0), we
have from expression (16)

01 —5,0;1/2 — S, 153/2

ai(0) = 81%1 + 81015/ 2 + SA15/2

1 1+As0
+ —
Trea T sag et T

(23)
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1+ Aol3i| E
1+ A?.13 O

+5,(Dg13—Der3)

The static value of the permittivity €4 (0) is seen to

be dependent on the inclusion concentration and all the
electrophysical parameters of the system. The loss fac-
tor in this case has a singularity of type 1/:

£qr(0) = £,1,(0)
o (1=Be) (14 Bo1p) (1518102 $0,15/2)  (24)
(1+D:12) (1= D510) (1 + 518.15/2 + S, 13/2)

Theinfinitegrowth of e (0) at w — Oisduetothe
bulk conductivity of the composite.
In the other limit, W — oo (My(wW) —= 0, A, —

1), the optical values of the effective permittivity and
loss factor are expressed as

1 _ 1 - SlAﬂz/Z - 82A£13/2
€ar(®) = E13 S A 2T S,AL2

€ar() = 0. (25)

At high frequencies, €4 () depends only on the
inclusion concentration and permittivity of the material
constituents. Under these conditions, lossesin the com-
posite are absent.
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The frequency dependences of the complex effec-
tive permittivity become clearer if the inclusions are

conductive and the matrix is a perfect insulator; that is,
01 =0 (A = D13 =-1); 0, 05%0. (26)

Then, the parameters A}, (w) and A’ (w) (m=2, 3)
, which are given by (8), will take the form
481 =T () (1= Bey)”
4+ T (@) (1=Deym)”
20 (@) (1= A7)
4+ T(@)(1-Deyp)”

Now, to find the limiting values of the complex
effective permittivity, we will proceed from genera
expression (14).

For w —= 0 (I 5(w) —= o0, A, —= 0), the effective
values e (0) and 4 (0) are given by

1+5/2+s,/2+ A, +A,+B,+B,
'1-81/2-5,/2+ A+ A+ B + B, (2g)

Aim(w) =

(27)
Arp(w) =

e«r(0) = €

€x(0) = 0.
For w — oo (IM'y(w) — 0, A, — 1), the optical
values of the effective permittivity € () and loss fac-
tor €4 () are expressed as

1-510,15/2— S, 13/2 + A1A§12 + AzAsls +(By + By) A 15413

Eqr() = &

1+50,10/2+ S0, 15/2 + A1A§12 + A2A§13 +(By+ BZ)ASIZASB’

(29)

Eg1(®) = 0.

In our material, the effective static value of the per-
mittivity €4 (0) depends on the permittivity of the
matrix with a proportionality coefficient (>1) that is a
function only of the system’s geometrical parameters.
In the limits W — 0 and w — o, the effective loss
factor of the composite vanishes; therefore, the fre-
quency dependence € (0) has at |east one maximumiin
theinterval 0 < w < . Actualy, asfollows from inves-
tigations, the function € (w) for athree-component sys-

tem may have two (and no more) maxima under certain
relationships between the electrophysical parameters.

Such behavior of the static value of the complex
effective permittivity is observed in inhomogeneous
matrix systems where the matrix is nonconductive and,
thus, bulk conduction is absent. This follows from com-
parison of (28) and (29) with expressions (23)—(25) for a
materia with a conductive matrix, in which e (w) —
ooa w— 0.
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With w — o, the effective permittivity € (w)
depends only on the permittivities of the components
and geometrica parameters of the system for both o, 0
and g, = 0. Thus, €4 () isindependent of the conduc-
tive properties of the inclusions.

The aforesaid is illustrated in Fig. 2, where the
effective permittivity &4 (A), €effective loss factor

€4t (A,p), and effective loss tangent tandy (A,,) are
plotted against relative frequency A, using formulas
(28) and (29). The dimensionless parameters are asfol-
lows: s, =0.25,5,=0.20,¢,=12,¢,=4,¢;=2,0, =0,
0,=1,and 03=100 (A1, =0.5,A;13=0.714, and Ay, =
As3=-1). Theplotsare constructed for therel ative val -
UES E€gry = € /€ aNd €y, = €y /€, (the asterisks are
omitted). For the conditions under consideration, Fig. 3
shows the complex permittivity diagram in the form of
two semicircles, which intersect at the point where the

effective loss factor has alocal minimum between two
maxima.
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Eetf, Eer, tan Octr. D12, A3

0 0.25

Fig. 2. Effective permittivity, effective loss factor, effective
loss tangent, and parameters A}, and A}, vs. relative fre-

quency A, for the inclusion concentrations s; = 0.25 and
S = 0.20 and A£12 =0.5, A813 =0.714, and AGlZ = AO’]B =-1.

The curves g4 (A,) and €4 (€4 ) (Figs. 2, 3) have

two peaks. In terms of the Debye theory [17], this
means that the system has two relaxation times under
the conditions adopted. The peaks of the dependence

€4t (A,p) coincide with the inflection points of the
dependence €4 (A,p)-
The direct use of expressions (14) and (15) to find

the frequencies at which the function g4 (A,,) takes

extremum valuesyields very awkward and hard-to-per-
ceive results. Therefore, it would be appropriate to
make an approximate estimate in order to cut the body
of calculation and represent the final resultsin a physi-
cally meaningful form. The mathematical prerequisite
for such estimatesis as follows.

From expressions (14) and (15) for a; = 0 (Ag2 =
-1), the effective loss factor can be represented as

— 51015 (Dup) = $A15(Dp) *+ - (30)
1+5015(Du) + S015(00) + -
where the dotsin the numerator and denominator imply

two-term  products  like AL (Ay), A (D),

A, (D) AL, (D), etc. Here, the parameters Al (D)

and AT, (A (M= 2, 3) are defined by formulas (27).
In (30), the absolute values of all subsequent terms are
always smaller than those of the first two shown. The
difference between them is the greater, the smaller the
nonuniformity of the electrophysical parameters of the
material and the smaller the concentrations of inclu-
sions of either type. Thus, it can be concluded that the
first two terms of the numerator in (30), which contain

the parameters Al (A,) and Al (A, in the first

Ear(Dy2) =

EMETS

power, make a mgjor contribution to the effective loss
factor. Since these parameters as functions of the rela-
tive frequency A, have maxima, one can expect that
these maxima define those of the function ey (A,)-

This supposition is confirmed by many particular calcu-
lations. As applied to the case under consideration, the
results of calculation are graphically depictedin Fig. 2.
It is seen that the maxima of the effective loss factor

€q1 (A) do roughly coincide with the extrema of the

functions Al (A, and Al (A, the coincidence

being more accurate at high frequencies and less accu-
rate at low ones. Thus, the qualitative analysis of the

effective loss factor spectrum ey (A,;) can be per-
formed by studying the frequency dependences of
Ay, (Do) and Al (D).

The parameter Ay, (A,,;) reaches amaximum at

w _ 1-Ap €
A = = . 1
w2 3 _ASIZ Sl + 252 (3 )
Theoreticaly, the frequency Asz) may take values

from the interval 0 < Asz) < V2.
The other parameter, Aj; (A,), has an extremum at

A® = 1-Acs - €203 (32)
V2 1+ 2630,/8,05— D13 €,03+ 0y(8; +€3)’

in this case, the range of the frequency Affz) isnot lim-
ited by theinterval 0< A% < 1.

The frequencies A and A, at which the effec-

tive loss factor €4 (A,,) takes maximal values, are

found by conventional techniques of mathematical
analysis. The general extremum condition followsfrom
the second expression of (27):

- 2
r(m 1) -
" 1_Aslm

Hence, using formulas (10) and (13) in view of relation-
ships (11), we arrive at expressions (31) and (32).

(m=2,3). (33)

For the maxima of the effective loss factor 4 (A,)

to be distinguishable and not to overlap, the frequency
spacing between them must be sufficiently wide. This

requirement can be provided if the frequency ASZ) of
the first maximum is shifted, for example, to low fre-

guencies and the frequency Affz) of the second maxi-

mum, to high frequencies. According to formulas (31)
and (32), such conditions are met when the el ectrophys-
ical parameters of the composite satisfy the relation-
ships
€>8 (fgp—1),

€,05 > €50,. (34

TECHNICAL PHYSICS Vol. 48 No. 3 2003
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Note that the parameters used in constructing the
graphical dependencesin Figs. 2 and 3 satisfy relation-
ships (34).

Stratified system. Studying the spectral character-
istics of an inhomogeneous medium composed of dou-
bly periodically alternating cylindrical inclusions of
two types, we have found conditions when the permit-
tivity dispersion is absent. It has been shown that the
effective loss factor in a three-component system may
have two maxima. The natural question arises: To what
extent do these results apply to nonmatrix systems? To
tackle the question, one should study the frequency
dependence of the complex permittivities of variously
textured inhomogeneous systems. Below, as a ssimple
inhomogeneous system of this type, we consider a
stratified material consisting of three dissimilar alter-
nating layers of equal size. As a whole, such a system
acquires anisotropic properties, and its effective per-
mittivity tensor has the components

3€,6,€5
€18, + €183+ €585

seff, XX =

(35)
1

Eeff yy = 5(51 +E,+¢€;).

It is assumed that the x axis is directed normally to
the layers.

For a medium whose constituents have complex
permittivity of form (5), expressions (35) written in

terms of the complex parameters Aim (w) (m=2,3)
become

N n F(w)
Eett, xx(W) = 3€1(W)——=,
G+(‘*’) (36)
Eatr, yy(W) = %él(w)(;gz;
Here,
F*(0) = [+A(w)][1+As(w)],
G*(w) = [+A(w)][17F An(w)] (37)

+[1F Ara(W)] [1 £ Ags()] +[1 £ Ara(w)] [1 + Ass(w)] .
In expanded form, expressions (36) and (37) take
theform
X (@) +iY ()
Z () +iY' (W)
€1(w) Z"(w) —iY (w)
3 X'(w)-iY'(w)

Eatt, xx(W) = 3&;(w)
(38)

€t p(w) =

where the functions X*(w), Y*(w), and Z*(w) are given
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"
Eetf

e

0 0.5 €. (%) 1.0 1.5 €4 (0) &g

Fig. 3. Diagram of the effective complex permittivity of the
three-component insulator with the same parameters as in
Fig. 2.

by
XE(w) = 1+ Aly(w) +Als(w)

+ D1p(0) Aga(w) — Ay (W) Afg(w),

YH(0) = A(W)[ 12 Alg(w)] +A55(@)[1+ Ap(w)] -

Z'(w) = 3£ Ap(w) £ Ag(w)

— Dp(0) A(00) + Ay (W) Ags(w).

With conditions (17) and (18) met, relationships
(19) arevalid and the system is characterized by single
frequency parameter (20). Then, from expressions (38)
and (39), wefind that the real parts of the effective per-
mittivity tensor, €« « and €4 ,, , retain their constant
values, while the imaginary parts vary with frequency
asthe parameter I ;(w):

1 _Aslz _Asl3 + A€12A€l3
3— Aslz - Asl3 - A812A€13’

seff, Xx — 3"’:1

s‘elff, xx(w) = 8;3ff, xxrl((’o);
' €13+ Deip+ D1z —De1nDes

eff, yy =5 ’
31+ D10+ Dgrz+ Derplers

(40)

8'elff, yy(w) = 8‘eff, yyrl(w)-
Relationships (18) thus define the conditions under

which the permittivity dispersion is aso absent in the
case of a one-period system.

The expressionsfor €4 ,, and £ ,, coincidewith
respectiveformulas (35), which iseasy to check by sub-
stituting formulas (3) for A;, and A5 into (40).

Let one of the layers (e.g., layer 1) be nonconduct-
ing; that is, 0, = 0 (Ag1p = Ag13 =-1). Then, inthe lim-
iting cases (as for the matrix system, the relative fre-
quency A, and the frequency parameter I ,(A,)
assigned to phase 2 are taken as variable parameters),
we have the following expressions:

fOI’ w— O (rz(w) — 00, sz - 0)1

8:-3ff, xx(o) = 381! eélff, xx(o) = Ov
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€13+ Deip + D1z — D13

& oy = & . (41
eff, yy( ) 31+ A+ Apgg+ Appplers 1

. O'ng Ale

€ 0 5 0
oif, yy(0) = Z€a2( )%l ol 1+A,.,
for W— (rz(w) —_— 0 A(.l)z - 1)’
€1y o (00) = 36 1; 2512 2513 tﬁsﬁﬁsm’
€12 €13 €125¢13
Eatt, xx(®) = 0

eff, ( ) (42)

£ yy(00) = D3 Berz ¥ Bess ~ Berplns

3 1+ Aslz + AslS + A€12A813,

8:e'ff, yy(oo) =0

From (41) and (42), it follows that the electrostatic
and optical components of the effective permittivity
tensor differ substantially. There are at |east two distin-
guishing features. Firgt, at w — 0, the effective longi-

tudinal lossfactor £ ,, (0) hasasingularity. It is note-

worthy that this singularity exists even if two layers of
the three are nonconducting. In fact, setting o; = 0in

formula (41) for £ ,, (0) does not change the charac-

ter of the singularity. Thisis because for the longitudi-
nal component of the effective permittivity tensor
(unlike the transverse component), bulk conduction
existsif at least one of the layersis conducting. Second,
the effective longitudinal permittivity €4 ,, does not

depend on the frequency; hence, the dispersion of this
permittivity component is absent under any conditions.
For the component €4 . (), the dielectric spec-

trum of the stratified material isthe same asfor the dou-
bly periodic matrix structure with circular inclusions

i\l " 1 "
8eff, xxo 8eff, XX eeff, yy» 8eff, yy

g
eff, yy "
Eeff, XX

0.50 0.75

0 0.25 Doy

Fig. 4. Frequency dependences of the effective permittivity
of the stratified medium with Ag, = 0.333, A¢13 = 0.6, and

Dg1p = Dg13=-1.
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that was considered in the previous section. This can be
visualized by comparing Figs. 2 and 4.

Thus, asingly periodic structure and a doubly peri-
odic structure with a low concentration of inclusions
have the same frequency characteristics of the trans-
verse permittivity component. The associated dielectric
spectraare described based on similar theoretical state-
ments.

FOUR-COMPONENT MEDIUM
WITH A HEXAGONAL STRUCTURE

The simplest model of such amedium isrepresented
by a matrix with a permittivity €, in which three types
of circular cylindrical unidirectional inclusions with
permittivities €,, €5, and &, and radii rq, r,, and rj,
respectively, are embedded (Fig. 5). The inclusions are
doubly periodically arranged at the centers of hexago-
nal cells, continuously covering the plane. Geometri-
cally, this structure has a hexagonal axis. On averaging,
the structure acquires anisotropic properties and its
electrophysical parameters in the transverse direction

are described by the effective permittivity tensor 4,
which has two components when reduced to the princi-
pal axes: Eqr = { €t o e, wi - Thefour-component sys-
tem under consideration has amatrix structure, like the

former of the two analyzed above, and is anisotropic as
awhole like the latter.

To find the basic features of the dielectric spectrum
of such structures, it is sufficient to analyze the case
when the total concentration of the inclusions is low
(s1+ s, + 53 0.5). Under the conditions adopted, the
components of the effective permittivity tensor are
given by [21]

1-0a(s8c10 + 013+ S30¢14)

8 XX =

o, 11 +B(S18¢12 + S0c13 + S30c14) (43)
c - 1-B(S1Ac12 + $HD13 + S5l 14)

eff, yy 1+ a(S10c00 + 5003+ S3lens)”

Here, a and B are numerical coefficients reflecting the
system’s anisotropy (o = 4/3 and a + 3 = 2) and the
parameters A4 (9 = 2, 3, 4) are given by formulas (3)
with an obvious complement. The components of the
tensor € Satisfy the reciprocity relations

2
Eeff, xx(Aslz’ A£l31 A514)8eff, yy(Aszli Az»:311 A241) = 81;
(44)

therefore, it is sufficient to analyze the properties of

only one of the components. Let this component be

Eeff, xx fOr the sake of definiteness.
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Then, for the complex permittivity given by (5), the
first expression in (43) can be rearranged into

éeff xx(w)
1 a[s;812(w) + $,A13(0) + S;A14(w)]
1 + Bl A12(0) + $,A13(w) + Syha(w)]

(45)

where the complex parameters A (w) are given by
expressions (7)—(10) as before with the subscripts m
replaced by g.

Now these expressions contain four fregquency
parameters I, (w) (v = 1, ..., 4), which are linearly
related to each other:

M(w)= 8102r2(w) 5103r3(°°) 8104r4(w)- (46)

With formulas (3) and (9), relationships (46) can be
rearranged into

r(w) = (1-Agq,)(1+ Aolz)

(1+D:15)(1=Dg10)

_ (1_A£l )(1+A01
= b (1B A

_ (1-Ag1)(1+ D54 ()
(1+D00)(1-Dg) ©7
Relationships (46) and (47) generdize equdities (11)
and (12) for the case of a four-component medium.

Separating the real and imaginary parts of complex
expression (45), we obtain

M (w)

(47)

s:sff, xx((*))
= o 1o (@=P)A—aB(A'+A") + (a +B)L(w)A"
- 2 2 !
1 Al All
(“+B )"+ (BAY) 48)
8eff, xx(('o) = 81

M(w)[1-(a-B)A—ap@ +A")] —(a +B)(oo)A"
(1+BA)"+(BA")

where

A = 510, + S0 5+ S,
(49)

A" = 50T, + SAT; + Sy

From expressions (48) and (49) in view of formulas
(N—10), it follows that if the three conditions

Deip = Doipr Degz = D1z Degg = Do (50)
or, which is the same,
€,0, = £,0,, ¢£,05 = €0,, €&,0, = £,0,, (B

are satisfied, the real part of the component € , (W)
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Fig. 5. Fragment of a four-component medium with a hex-
agonal structure.

does not depend on frequency,

¢ _ 1-0(S;8c10 + 013+ S30¢14) (52)
eff xx 11 +B(S10¢c12 + S0c13 + S30c14)’

and takes electrostatic value (43). The imaginary part
varies as the frequency parameter I ;(w):

().

Relationships (50) or (51), like similar expressions
in the previous cases, specify no-dispersion conditions.
Note that relationships (51) can be derived from the
boundary conditions in the absence of free charges. As
compared with the previous systems, here the number
of governing equations increases by one and becomes
equal to the number of inclusion typesin amatrix com-
posite. According to (46), the material in this case is
characterized by the single frequency parameter

E;ff, xx(w) = 8:eff, ><xr (53)

M(w) = M(w) = MNy(w) = Ty(w). (54)

In the general case, when conditions (50) fail, the
effective parameter €q 4 () with © —= 0 (IMx(w) —
oo, A, — 0) takes the following electrostatic values
(as before, I',(w) and A, are variables):

1-0(s8012 + S$50513 + $30614)

Y1+ B(S18612 + 0013 + S3lg14)
2g,

[1+B(S10c12 + S0c13 + S30¢14)] ?

E;ff, xx(o) =€

+
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1+A 1+A
% | $1(Dg1z = Dern) T2 + 5y (Dgps — Deg) =28
[51( 012 slz)l YD, S2(Dg13— De1s) 1+4,.

1+A
+83(8g14—De14) TTA. Aoiﬂ’
€

E;e'ff, xx(o) = 8lr2(o)
< (1 =D)L + D)L — A(SA g + SAs + S G14) (55)
(L +D:2)1 =Dg12)[1 + B(SAo12 + SDc13 + SDc14)

At low frequencies, the effective parameters of the
medium are seen to depend considerably on the con-
ductivity of the components.

From the second formula of (55), it follows that the
effective didectric lossfactor hasasingularity at wo—» 0.

The infinite growth of €y ,, (0) (as 1/w) is associated

with the conductivity of the matrix phase and, conse-
guently, with the bulk conductivity of the composite.

At high frequencies, w —» o (I'y(w) — O,
A, — 1), the effective parameters of the medium (we
everywhere mean the component £4; , (w) of the ten-

SO €41 xx (W) take the values

1-0(sh:10 + S 13 + S 1)
1+ B(SDe1n + D13 + Shea)
ngf, xx(oo) = O

Formulas (56) describe Maxwell-Wagner polariza-
tion at high frequencies.

Eeff, xx(oo) =€ (56)

Asbefore, it is convenient to consider the frequency

1 n " ”n
Eatf, xr- Eoff, xeo 1ANOgqp v Ao, Al

3 L
8é:ff,xx
2 L
1 78'c;ff XX ¥
: " 13, .-
0 025 0.50 075 Doy

Fig. 6. Thesame asin Fig. 2 for s; = 0.25, 5, = 0.20, 53 =
020, ASlZ = 05, AE].S = 0714, A€14 = 0714, and AO’lZ =

Bg13= DBg14=-1.
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dependences when the matrix is a perfect insulator:
01=0 (Ao = Dg13 = Dg1a =-1). (57)

The electrostatic parameters of such a system are
derived from general expression (45) at w — O
(M) —= 0, A, —= 0):

lta(sits,+s)
, Eaf x(0) = 0.
TR s s o T Oy

Formulas (58) can also be aobtained from (55) in
view of condition (57).

With @ — oo (I y(w) — 0, A, — 1), theexpres-

€, =€,

e:aff, xx(o) =€

SioNs for €4 4, () and €4 4, () completely coincide
with (56). Thus, at high frequencies, the system’s
behavior does not depend on the component conduc-
tivity.

Comparing these expressions with similar expres-
sions obtained previoudly, one can note that in the lim-
iting cases, the parameters of the four-component sys-
tem qualitatively behave in the same manner asthose of
the three-component composite. The quantitative dif-
ference is due to the different compositions of the sys-
tems and anisotropy, which arises in the four-compo-
nent hexagonal structure upon averaging its parame-
ters.

A more significant difference between the systems
results from the fact that the number of the extrema of

the function €4 ,, () grows in proportion to the num-

ber of components (the number of the extrema depends
on certain relationships between local parameters of the
components).

By way of example, Fig. 6 shows the frequency
dependences of the effective permittivity, dielectric loss
factor, and dielectric loss tangent. The diagram of the
complex effective permittivity for this case is con-
structed in Fig. 7. The system hasthe following relative
parameters. s, =0.1,5,=0.15,5;,=0.2,¢, =19,¢,=9,
g=4,¢=2,0,=0,0,=1, 053=230, and g, = 1500
Ag, = —1). With these parameters, the dependence

€ur xx (D) has three peaks, one of which (near
A, — 1) is not clearly seen in Fig. 6. These three
peaks are well defined in the diagram of the complex
permittivity (Fig. 7), which meansthat the complex dia-
gram is a convenient tool for permittivity dispersion
analysis. For the parameters listed above, this diagram
consists of circular arcs with their centers below the
abscissa axis.

The peak of the curve €4 (D) @ Ap — 1
(w— 1) is distinctly seen in Fig. 8, where the fre-
guency dependences of the permittivity components
are shown on an enlarged scale in the range 0.95 <
A, <1.0.
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The direct application of analytical methods to find

the frequencies of the peaks of €4 , (A iS cumber-
some; therefore, as before, the frequencies of effective
loss factor extrema are approximately found from the
frequencies where the parameters A1, () (9= 2, 3, 4).
This greatly simplifies calculations.

In order of increasing frequency (more exactly, the
parameter A ), thefrequencies of thefirst two maxima,
Afj% and A,fz) , are given by formulas (31) and (32),
while the third frequency is found from the expression

1-A €,0

3 — €14 — 2V4

Bz = 1+28,0,/€,0,— D1y €,04+ Oy, +€y) (59)
The dependences of the parameters Ay (9 =2, 3,4)

on the relative frequency A, are shown by the dash-

and-dot and dotted linesin Figs. 6 and 8. It is seen that

the frequencies Afﬂ,; (1 = 1, 2, 3) do specify the maxima

of the function &4 , (A.) With a high accuracy (the
error isabout 1%). It should be noted in this respect that

the maxima of Al (A,,) and €4 4 (A,) correlate only
at low and moderate concentrations of the inclusions
(51 + s, + 53 0.5). Under these conditions, the complex
permittivity depends essentially on the complex param-

eters Aug (o).

To summarize, we note that complex parameters (7)
are of great importance in the theory of permittivity dis-
persion in heterogeneous media. They depend on fre-
guency, conductivity, and permittivity. It is convenient
to analyze them in the complex plane. By eliminating
the frequency parameter I, (w) from expressions (8),
we arrive at the equation of circle in the complex plane:

n2

850(0)~ JBurn D]+ 550

(60)
1
= Z_(Aelm - Aolm)z'

Thecirclehasaradius|A,—Ag10)/2 and is centered
at the point (Agym + Ag1m)/2 0N the X axis.

For the limiting values of the frequency, w — 0
(M) — ) and w — oo (I (w) — 0), the real

part of the complex parameter Aim (w) takesthe respec-
tive values

D1n(0) = Borm,  Dim(®) = Dey; (61)
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ngf, xx

0.5

0 8;:ff, xx (00)1 2 3 E'eff, xx (O)
Séff, XX

Fig. 7. Diagram of the effective complex permittivity of the
four-component medium (the parameters arethe same asin
Fig. 6).

8eff, xx o
"
eeff, xx

"
—Dyy

0.97 0.98 0.99

0.96

Dep

Fig. 8. Effective permittivity, effective loss factor, and the
parameter —A’, vs. relative frequency A,y at high frequen-
cies (the parameters are the same asin Fig. 6).

therefore, relationship (60) can be represented as

[Bin(@) = 5(Bin(*) + Bin(0))]
(©)

n2

+ Bin(@) = F(B5n() = Bin(0))’

Only the semicircle in the upper (at Agym > Agy) OF
lower (Agym < Agim) half-plane, rather than the complete
circle, has aphysical meaning.

CONCLUSION

Some general comments in conclusion.

If amatrix composite contains several types of dis-
similar inclusions, the frequency dependences of the
effective complex permittivity components become
more complicated; namely, the effective loss factor
may have several, rather than one, maxima. Hence,
there is a set of relaxation times associated with Max-
well-Wagner polarization. The effective permittivity
diagram in the complex plane is composed of succes-
sively connected circular arcs. The greatest number of
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the maxima of the imaginary part of the complex effec-
tive permittivity equals the number of inclusion types.

Heterogeneous materialsfor which the complex dia-
gram shows several maxima are some polymers, silica
gels, and polycondensation resins (ionites). For exam-
ple, AB-18 multipurpose ionite is an insulating matrix
with two types of high-conductivity inclusions (grains)
[4]. The complex diagram of this material exhibits two
maxima, each of which corresponds to its own type of
inhomogeneity.

Since calculations for multiphase media are very
awkward because of the great number of relevant
parameters, we analyzed matrix systems with a low
concentration of inclusions. It seems, however, that this
simplification cannot significantly affect the conclu-
sionsdrawn in this paper about the dielectric dispersion
in heterogeneous materials. For nonmatrix multicom-
ponent systems, the situation remains unclear and calls
for special investigation. This applies, in particular, to
totally inhomogeneous systems with the symmetry of
color mosaics or parquetry, where each color is associ-
ated with a certain property of the components. The
study of the effective parameters of such systems is
greatly complicated by the need to solve boundary-
value problems concerned with the formation of physi-
cal fieldsin the structure's constituents.
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Abstract—Thetheory of diffuse martensitic transitionsis used to analyze martensitic transformation and stress
relaxation in aplanar round membrane made of a shape memory material under aconstant pressure. The plastic
flexure of the membrane is found as a function of the temperature and applied pressure. © 2003 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

Metallic shape memory aloys (SMAS) have unique
deformation properties; namely, they can undergo
reversible plastic deformation and recover their initial
(prior to deformation) shape [1-3]. Owing to these
properties, they are applied in orthopedic medicine [4]
and various devices [5]. Recently, SMAs have become
considered as candidates for active elements in
microsensors and microactuators [6-9], e.g., in micro-
electromechanical systems (MEMSs) [10].

The intriguing properties of shape memory materi-
als are caused by structural martensitic transforma-
tions, which are sensitive to temperature and mechani-
cal stresses. To evaluate the functional characteristics
of devices and elements made of shape memory mate-
rials, it is necessary to know the relationship between
the material strain and applied stress at various temper-
atures. This relationship can be obtained empirically or
by using a relevant theory of structural martensitic
transformation. Since these transformations are first-
order phase transitions, for which a complete theory
has yet to be developed, the performance of devices
with the shape memory effect is usualy evaluated
based on semi-empirical models[11].

In thiswork, we cal culate martensite-induced stress
relaxation and reversible plastic strain (flexure) in
shape memory membranes under a constant pressurein
terms of the recently devel oped phenomenological the-
ory of diffuse martensitic transitions in such materials
[12-14]. This theory considers martensitic transforma-
tion in termsof thermodynamics, namely, asa sequence
of phase equilibria depending on temperature and
applied mechanical stress. Such an approach makes it
possible to find the volume fraction of martensite and
the plastic strain as afunction of temperature and stress
over the whole range, including the case of nonuniform

stress distribution in the material. Using the theory of
diffuse martensitic transformations, we analyze the
plastic flexure of the membrane as a function of its
radius, temperature, and pressure.

ELASTIC FLEXURE OF A MEMBRANE

Consider a round membrane of thickness h and
radius R > h that is circumferentially clamped. The
equation for the angle of rotation c, of its plane sec-
tions upon elastic bending under a constant pressure P
has the form [15, 16]

drid o _ ER°
ailrar 0] = 2P Py @

where r is the distance from the center of the mem-
brane, E isthe modulus of elasticity, and v is Poisson’s
ratio.

Integrating Eq. (1) twice, we find the dependence of
the angle of rotation on the radius:

3
— a4 o _ P2 2
We(r) = Cyr +Cyr 16DP = 16Dr(R r). (2
Here, C, = PR%/16D and C, = 0 are constants of integra-
tion that are determined from the conditions w,(0) =
wy(R) = 0. Since w, = dw,/dr, the elastic flexure of the
membraneis

W(r) = Cs+ fundr = —%(Rz—rz)z. 3)

The constant of integration C; = —PR*64D isfound
from the condition w,(R) = 0.

1063-7842/03/4803-0329%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Taking into account the expressions for the radial
and tangential strains in the membrane,

_ _ 31— v)P[R] r’1z
e, = (doydr)z = YR [1 3l }h

4
2

where z is the distance from the neutra plane of the
membrane, we obtain the corresponding stress distribu-
tions [16]

1 Vz(sr +VE,)

= itﬁj[lﬂ) (3+v)—= }ﬁ o

0y = ——(&+Ve)

_ 3pIRT ')z
= _ZI-P[h_D |:1+V—(1+3V)Ezi|r—].

Figure la shows the distributions of the radial
(curve 1) and tangential (curve 2) stresses in the lower
surface layer of the membrane (z=-h/2) inthe o,/E—
r/R coordinates at R = 0.1, P/E= 102, and v = 0.3,
where Ep= (WR)?E isthe effectlve modulus of elastic-
ity of themembrane. Since pressureisapplied along the
negative z direction, the central part of the lower sur-
face is extended and the peripheral part is compressed.
Equations (1)—(5) are derived based on the hypotheses
of plane sections and bending strain dominance, which
imply that the flexure of the membrane must be signif-
icantly smaller than its thickness, w(R) < h. This con-
dition specifies the range of applied pressures. P <
(16/3)(WR)?E; At WR = 0.1, we have PIE;< 5 x 1072
or PIE<5x 104

1.0

(a) L.51 (b)
0.5

0

O/E

-0.5

1 1 1 ) 0 1 J
-05 0 05 1.0 -1.0-05 0 05 1.0
r/R r/R

-1.0

Fig. 1. (@) Distributions of (1) radia and (2) tangential
bending stresses and (b) martensite distribution in the lower
surface layer of the loaded membrane.

MALYGIN

MARTENSITE-INDUCED STRESS RELAXATION
IN THE MEMBRANE

For the membrane made of a shape memory alloy,
the applied pressure P in the temperature range of mar-
tensitic transformation leads to elastic stress relaxation
and causes a plastic strain, i.e., an additional (but
reversible) plastic flexure. The problem is to find the
variation of this flexure with the membrane radius. To
this end, it is necessary to know the relation between
the plastic strain of the membrane and the applied stress
(pressure).

According to the theory of diffuse martensitic tran-
sitions [12-14], this relation follows from the law of
phase equilibrium

-1

bu(T.0) = [1+ epf2] ©)

Here, ¢, is the volume fraction of martensite in the
material that undergoes martensitic transformation;
AU = wAu is the change in the internal energy of the
material when its elementary volume w passes from the
austenitic to martensitic state; k is the Boltzmann con-
stant; and

T-T
Te

Au =q < —&ikTik (7)

is the change in the internal energy of the elementary
volume of the membrane material due to this transfor-
mation, where q isthe heat of transformation, T istem-
perature, T, is the critical (characteristic) temperature
of martensitic transformation in the absence of
mechanical stress T;,; and §;, are the spontaneous shear
strains of the lattice that appear during its reconstruc-
tion. Assuming that plastic (martensitic) stress relax-
ation in the membrane is specified by the maximum
shear stressesT = (0, —03)/2, where o, = 0,, 0, = 0, and
05=0,=0areprincipal stresses, we obtain the marten-
site distri bution in the membrane (for one dominating
type of martensite &;, = &)

om(r,z P, T)

— [ﬂ_+ exp[ Tc 2q 0

sl T _mE|o,(r, z PND}D 7 ©)
O

where B = wg/KT = wag/KT, and mis the orientation fac-

tor, which depends on the angle the plane and direction

of the shear & make with the normal to the plane of the

stress g,. In EQ. (8), we took into account expressions

®)-H).

For further calculation, it is convenient to recast (8)
in dimensionless variables:

Om(r, 2 p,t) = {1+ exp[B(t—1-ma|S(F, z, P)[)} -
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Figure 1b showstheradial distribution of martensite
in the surface layer of the membrane (zh = -0.5)
accordingto (9) (B=50,a=1, m=0.5,t=11, p=107
and h/R=0.1). The corresponding distribution of radial
stressesisgivenin Fig. 1la. Martensiteis seen to form at
sites of maximum stresses at the center of the mem-
brane and at its periphery, where it is clamped. Figu-
res2a and 2b show the martensite distribution in the
radial section of the membrane at the given parameters
and two temperatures (T = 1.1T, and 1.05T,). Contours 1
and 2 in these figures correspond to the martensite vol-
ume fractions ¢,, = 0.67 and 0.33. Obvioudy, a
decrease in the temperature and an increase in the pres-
sure raise the martensite volume fraction.

PLASTIC FLEXURE OF THE MEMBRANE

The local plastic strain of the membrane related to
the formation of martensite is given by

S:n(r, Z, P, T) = [mE¢M(r’ Z, P! Tv m)

(10)
- mEq)M(rv Z, P’ T!_m)] %n(or)'

Formula (10) takes into account the fact that the
membrane does not have plastic strain in the absence of
stress (pressure) despite the formation of martensite in
it, since martensite is in a twinned state. According to
(10), the applied stress leads to detwining the marten-
site; i.e., the fraction of martensite with orientation m
grows and the martensite phase with orientation —m
eventually disappears. As a result, a plastic strain
appearsin the membranein addition toitselastic strain.

Curve 1in Fig. 3 shows the dependence of the elas-

tic strain € on the radius r in the membrane surface
layer (z=-h/2) according to (4) at the parameters given
above. Curves 2—4 illustrate the distributions of plastic
strains in the surface layer according to (10) at various
temperatures and & = 0.1. The plastic strains are maxi-
mal at the sites where radial stresses are maximal,
namely, at the center of the membrane and at its periph-
ery. Asfollowsfrom (10), the plastic strain of the mem-
braneislimited by the value m& = 0.05. Figure 3 shows
that thislimiting valueisreached at these sites at apres-
sure P = 102Ejand temperature T = 1.05T, and signif-

icantly exceedsthe elastic strain of the membranethere.

To find the plastic flexure of the entire membrane,
we will average the radial strains over the membrane
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Fig. 2. Martensite distribution in the radial section of the
membrane for T = 1.1T, (a) and 1.05T, (b) at P = 102E;
The section is shown for the ratio /R = 0.2.
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Fig. 3. Dependences of the (1) elastic and (2—4) plastic
radia strainsin the lower surface layer of the membrane on
theradiusat T = 1.1T, (2), 1.05T. (3), and T, (4).

thickness. Using the notation in (9) and integrating, we
find

12

e'(f,p.t) = 2]8?"(?,2, p,1)dz = ——2&
0

aB|S(r, p)|

csinh(maB|S(F, p)|/4)F
0 cosh(B(t—1)/2) D}Sg”(cf)'

(11)

><In[1+

Then, using the relationship between the rotation of

the membrane sections and the radial strains, &, (F, p,
t) = (h/2)dw,/dr, we arrive at the dependence of the
angle of plastic rotation w,, on the membrane radius:

W, (F, P, 1) = EIST(?, b, t)dr. (12)
0
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Fig. 5. Temperature dependences of the plastic flexures of
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Fig. 6. (8) Pressure dependences of the (1) elastic, (2) plas-
tic, and (3) total flexures of the membrane for T = 1.05T...

(b) Theinitia segments of curves (1-3).

Expression (12) uses the boundary condition w,, =0
at r = 0. Figure4aillustrates the dependences w,,(F ) for
two temperatures (T = 1.1T, and 1.05T,) at a pressure
P = 102E[; Curve 1 demonstrates the dependence of

the angle of elastic rotation on theradius wy(T ) (see(2))
a the given pressure. Unlike the elastic rotation, the
plastic rotation at the periphery of the membrane is

MALYGIN

nonzero, since a plastic hinge forms at the edges owing
to the martensitic transformation.

Since wy, = dw,/dr, the dependence of the plastic
flexure of the membrane w,, onitsradiusis given by

Wn(f, p,t) _ R

Wn(F, p,t) = - = EI“’m(F’ p,t)dr. (13)
0

Here, it istaken into account that w,, = O at the periph-
ery. Figure 4b shows the dependences wy,(r) corre-
sponding to the radial dependences of the angles of
plastic rotationin Fig. 4a. For comparison we al so show
the radial dependence of the elastic flexure described
by Eq. (3) (curve 1).

The formation of the plastic hinge at the membrane
circumference significantly (several times) increases
the flexure of the central part in comparison with the
elastic flexure at the periphery. Therefore, it is of inter-
est to compare the maximum plastic flexure of the cen-

ter of the membrane w. = w (0, p, t)h with its maxi-

mum elastic flexure when the edges of the membrane
are mounted on a hinged support. Calculation [15]
shows that the elastic flexure of the hinged membrane
isgreater than the maximum el astic flexure of the clamped

membrane, W, , by afactor of (5+v)/(1+ V) =4. This

figure is comparable with the flexure ratios wy ™ /wg =

1.5and 4.9in Fig. 4b. It was shown that more than half
the material of the membrane passes to the martensitic
stateat T = T, and P = 102E; Under these conditions,

W IWe ™ = 7.4.

STRAIN CHARACTERISTICS
OF THE MEMBRANE

The membrane plastic flexure depends not only on
the applied stress but also on the temperature. Figure 5
showsthe temperature dependences of therelative plas-

ticflexure i /h described by (13) at pressuresP = 2 x
10E[ (curve 1) and 102E(curve 2). The flexure is

maximum at the critical temperature T, and approaches
zero as the material turns into a purely martensitic or
purely austenitic state.

Figure 6aillustrates the pressure dependences of the
maximum elastic (curve 1) and plastic (curve 2), aswell
as of the total (curve 3), flexures of the membrane at
1.05T.. The initial (low-pressure) segments of the
curves are shown in Fig. 6b. As follows from Fig. 6a,
the plastic flexure tends toward saturation at pressures
over 0.03E;and then becomes pressure-independent.
The computed results given in Fig. 6b evidence that, at
near-critical temperatures, the plastic flexure exceeds
the elastic flexure at indefinitely small pressures.

Another specific feature of plastic flexureisits non-
linear pressure dependence and alarge value at arela
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tively small pressure. Figures 4b, 5, and 6 indicate that
the plastic flexures a near-critical temperatures
become comparable to the membrane thickness. At
such flexures, radial tensile stresses, which depend on
the membrane flexure, appear along with bending
stresses [15-17]. This circumstance significantly (non-
linearly) affects the pressure dependence of the elastic
flexures of the membrane and requires special calcula-
tion. This remark is also true for large plastic flexures
of shape memory membranes.

Thus, the theory of diffuse martensitic transitions
allows one to completely calculate the strain character-
istics of a shape memory membrane and find their tem-
perature and pressure dependences.
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Abstract—Kinetic mechanisms resulting in the enhancement of combustion of H, + O, mixtureswhen O, mol-

ecules are excited to the a'Ay and b' X states with laser radiation (A = 1.268 and 0.762 um) are analyzed. It is
shown that the excitation of O, molecules by the laser radiation leads to the appearance of new O, H, and OH
formation channels; promotes the ignition of the starting mixture; and reduces the self-ignition temperature.
With initial pressuresin the range P, = 10°-10* Pa, the self-ignition temperature can be reduced to 300 K even
at relatively low energies of the laser radiation with A = 0.762 pm. © 2003 MAIK “ Nauka/Interperiodica”

INTRODUCTION

The intensification of combustion of reactive gas
mixtures by initiating plasma-chemical reactions
involving excited atoms and molecules has long been
discussed in the literature [1-5]. In particular, it has
been shown that the pre-excitation of the initial molec-
ular reagents accel erates the formation of reactive radi-
cals and lowers the self-ignition threshold, thereby
facilitating combustion [5, 6].

Thisisgenerally associated with the reduction of the
barrier for endoergic reactions with the participation of
vibrationally excited molecules. The excitation of the
electronic degrees of freedom of reacting molecules
must cause a further reduction of the barrier, because
electron states have a much higher energy than vibra-
tional states. However, detailed information on mecha-
nisms initiating combustion when the electronic states
of reagents are excited islacking. Thisis primarily due
to the absence of adequate kinetic models that describe
processes in reactive mixtures with the participation of
electronically excited molecules.

H, + O, mixtures, where O, molecules can be

excited to the a'A; and b'Z; states, are the simplest to
analyze theoretically. This excitation can be accom-
plished with either an electrical discharge [7] or reso-
nant laser radiation [8]. Recent analysis [9] has shown
that even a small fraction (=1%) of electronically
excited O, molecules O,(a'A,) present in the mixture
may substantially intensify the chain mechanism of
combustion and cause the self-ignition of a H, + O,
mixture even at an initial temperature T, = 400 K.

Oz(blig) molecules should overcome endoergic reac-

tion barriers more easily than O,(a'Ag). Moreover,

Oz(blzg) molecules are much easier to produce than

O,(a'A;) when molecular oxygen is excited by laser
radiation.

In this work, we analyze the self-ignition dynamics
of an H, + O, mixture when O, molecules are excited
into the a'A, and blz states by laser radiation.

KINETIC MODEL

The elaboration of akinetic scheme that allows one
to correctly describe the basic characteristics of com-
bustion and analyze ignition mechanisms is the most
important and, at the same time, most complex stagein
treating elementary events in reactive systems. We will
consider a stirred H, + O, mixture placed in an adia-
batic reactor where O,(a'A)) and O,(b'Z;) excited
molecules may be present. It is assumed that tranda-
tional, rotational, and vibrational degrees of freedom
are in thermodynamic equilibrium, which does not
break during chemical reactions.

Itisknown that theignition of asimple H, + O, mix-
ture in a wide range of initial temperatures and pres-
suresisdescribed by abranched kinetic scheme involv-
ing 29 reactions with the participation of H, O, OH,
H,0, H,, O,, HO,, H,0,, and O; even if electronically
excited O, molecules are absent. The reactions and
associated reaction rates are given in [9, 10]. The pres-

ence of excited O,(aAy) and O,(b' =) moleculesinthe

reactive mixture necessitates the introduction of addi-
tiona reaction channels not only for these molecules
but also for O(*D) atomsthat are generated by reactions

1063-7842/03/4803-0334%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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involving O,(a'd,) and O,(b'Z;) [8]. Reactions
included in the kinetic scheme are listed in the table.

The excitation of vibrational and electronic degrees
of freedom of reacting moleculesincreases the reaction
cross section and lowers the barrier for endoergic reac-
tions [11]. The rate constant for an endoergic reaction
is represented in the usual form

Ee

Kecq = AqTnexp—=2H, (1)
where Eg, istheenergy of activation of agth exchange
reaction involving an excited molecule. Figure 1 shows
the energy diagram of an exothermal exchange reaction
AB + C = A + BC for the cases when the AB molecule
isinaground electronic state and in excited state e (the
latter will be hereafter designated as AB(e)). Here, AH
isthethermal effect of thereaction and EJ isthe energy

of activation of the reaction when the AB molecule is
not excited. According to [11], the potential energy sur-
faces for the forward and backward reactions when the
AB moleculeis unexcited are given by

U,(r) = AH + ESexp(r/r,),

U,(r) = (AH + ED) exp(-r/r,).

The potential energy surface for the forward reac-
tion with the AB molecule excited to state e with an
energy E, isexpressed as

US = AH +E, + Edexp(r/r,),

where r, and r, are the exchange force ranges for the
reagents and reaction products, respectively. For many
reactions, r; = r, [11]. In this case, at the point of inter-

section of the potential surfaces U; and U,, we have
EX*+ (AH + E))t— (AH + EJ) = 0,

wheret = exp(r/ry).
Then, the energy of E;, isgiven by

E = %(J(AH +E)+4EYAH + EY) — (AH + £

From relationships (1) and (2), we calculated the
rate constants for forward reactions 4, 5, 16, 17, 27, 28,
32, 33, 46, and 47 (see table) and backward reactions
41, 42,52, 53, 55, and 56.

For barrier-free and low-barrier (Eg1 = 0) reactions,
which produce O, in various electronic states (X*%,
a'f\,, and b)) according to [12], it was assumed that
the probability of producing O,(X*%;), O,(a'd), and
O,(bt Z; ) isproportional to the degeneracy multiplicity
of these states gy = 0.5, g, = 0.33, and g, = 0.17. The
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Energy, E

Reaction coordinate, r

Fig. 1. Energy diagram of an exothermal exchange reaction
AB + C = A+ BC with the participation of an unexcited mol-
ecule AB and excited molecule AB(e).

channéls of the associated reactions are numbered 18—
20, 34-36, 61-63, and 65-67. The rate constants of the
overall processes are taken to be the same asin [13].

The rate constants for chain reactions 10 and 22,
which involve O,(a'A,), were taken from [14], and the
rate constants for similar reactions with the participa-

tion of O,(b'%,) (reactions 11 and 23) were calcul ated
by formulas (1) and (2). Here, it was assumed that in (2)

the thermal effect AH and the energy of activation Eg
correspond to reactions 10 and 22, while E, = AE,,,
where AE,, isthe difference between the energies of the

states bz, and a'A, of an O, molecule with a zero
vibrational quantum number (E,, = 7593 K).

The rate constants of reactions that involve excited
atoms O(*D) (reactions 8, 13, 25, 57-60, 73-76) were
taken according to recommendationsin [8, 12, 15] and
those of electronic—electronic (E-E) exchange and
electronictrandlational (E-T) relaxation (reactions
70-72) were taken from [16]. The rate constants of for-
ward reactions 34-36, 41, 42, 52, 53, 55, and 56 and of
backward reactions 4, 5, 8, 11, 13, 16, 17, 23, 25, 27,
28, 32, 33, 46, 47, 49, 50, 57-60, and 62—76 were found
by the detailed balance principle.

STATEMENT OF THE PROBLEM
AND BASIC EQUATIONS

Let us consider a stationary homogeneous H, + O,
gas mixture exposed to alaser pulse with aduration T,
and frequency that isin resonance with the frequency of
the center of the m(e, v', j', K') — n(e", v", j", K")

electronic—vibrationa transition, wheree' = X3 3y, €'=

athy or blz;; v' and v" are the vibrational quantum
numbers; andj', K'andj", K" aretherotational quantum
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Reactions involved in the kinetic scheme
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No. Reaction No. Reaction

1 H,O0+M=0OH+H+M 32 OH + O,(a'ay) = O(3P) + HO,

2 Hy,+M=2H+M 33 OH + Oy(b'%;) = O(P) + HO,

3 0,(X°Zy) + M = O(P) + OCP) + M 34 OH + Oy(X’%4) = O('D) + HO,

4 Oy(a'Ag) + M = O(3P) + O(3P) + M 35 OH + Oy(a’Ag) = O(*D) + HO,

5 Oy(b'Zy) + M =0CP) + OCP) + M 36 OH + Oy(b'%y) = O('D) + HO,

6 OH+M=0CP) +H+M 37 H,0, + M = 20H + M

7 H,+O(P) = OH +H 38 H + H,0, = H, + HO,

8 H, + O(!D) = OH + H 39 H + H,0, = H,0 + OH

9 0,(X°%;) + H = OH + O(P) 40 2HO, = H,0, + Oy X’Zy)
10 0,(a'y) + H = OH + O(P) 41 2HO, = H,0, + O,(a14,)
11 Oy(b'=4) +H = OH + O(P) 42 2HO, = Hy0, + Oy(b'Z;)
12 Hzo + O(3P) =20H 43 H02 + Hzo = H202 + OH
13 H,O + O(*D) = 20H 44 OH + HO, = H,0, + O(°P)
14 H,O+H=0OH +H, 45 H,0 + O4(X°Z;) = H,0, + O(P)
15 H, + Oy( x3z;) = 20H 46 H,0 + O,(a'Ag) = H,0, + O(°P)
16 H, + O,(alAy) = 20H 47 H,0 + Oy(b'%; ) = H,0, + OCP)
17 H, + Oy(b'Z,) = 20H 48 O3+ M = O(P) + Ox(X°%;) + M
18 HO, + M = Oy(X°%;) + H+M 49 O3+ M =O(P) + Ox(a'Ay) + M
19 HO, + M = O,(@!A) +H + M 50 O3+ M = O(P) + Oy(b'Zy) + M
20 HO,+M=0y(b'Z]) +H+M 51 O3+ H = OH + 0)(X’%)
21 Ha + O)(X°%;) =H + HO, 52 O3+ H = OH + Oya'ny)
22 H, + Ox(alfg) = H + HO, 53 O3+ H =OH + Oy(b'%})
23 Hy + Oy(b'Z;) = H + HO, 54 03 + O(%P) = 204 X°%y)
24 H,0 + O(®P) = H + HO, 55 O3+ OCP) = Oy x3z;) + Oy(a'ny)
25 H,0 + O('D) = H, + Ox(X’Z;) 56 O3+ O(P) = 05(X°%y) + Oy(b'%})
26 H,0 + Oy(X’Z) = OH + HO, 57 05 + O('D) = 204(X’Z,)
27 H,O + Oy(a'Ay) = OH + HO, 58 05 + O('D) = Ox(X°%;) + O,(alhy)
28 H,O + Oy(b'Z;) = OH + HO, 59 03 + O('D) = Ox(X°%;) + Oy(b'Zy)
29 H,O + OH = H, + HO, 60 05 + O('D) = O4(X°%;) + OCP) + O(P)
30 20H = H + HO, 61 O3 + OH = HO, + O(X°%)
31 OH + Oy X’%4) = O(P) + HO, 62 O3+ OH = HO, + O,(a'4,)
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Table. (Contd.)

No. Reaction No. Reaction

63 O3+ OH = HO, + Oy(b'%}) 70 20,(aly) = O4(b'Z) + Oy X°%y)

64 Oy +H,=0OH + HO, 7 Oy(alny) + M = 0,(X°5;) + M

65 O3 + HO, = OH + 20,(X°%;) 72 O,(b'A,) + M = Oya@lny) + M

66 O3+ HO, = OH + O(X’Z) + Oy(alny) 73 O('D) + O,(X’%,) = OCP) + Oyally)
67 O3+ HO, = OH + O(X’%;) + Oy(b'Z;) 74 O('D) + O,(X’;) = OCP) + Oyb'%;)
68 O3 + O,(a'fg) = 204 xszg )+ O(3P) 75 O('D) + Oy(a’Ag) = O(P) + Oy blzg)
69 O3 + Oy(b'Z) = 20,(X°%;) + OCP) 76 O(*D) + M = O(3P) + M

numbers in the ground, X33, and excited, a'A, or

b'Z;, states of an O, molecule. We will analyze the
case T, > Tg, Ty. Here, 1) isthe induced transition time,
and T and 1, are the characteristic times of rotational
and vibrational relaxations. Electronically excited mol-
ecules O,(a'Ay) and O,(b'Z,), as well as atoms O('D),
will be treated as separate chemical components with
their own enthalpy of formation. In this case, E-E
exchange and E-T relaxation can be considered as
usual chemical reactions. With the above assumptions,
the equations describing processes in a reactive gas
mixture where O, molecules are excited to the a'A, or

blzg states by laser radiation are given by

%_N+D[N(v+u)]—G+q.+qsp, (3)

Ju

p5—+p(uD)u+DP = ZNiXi’ (4)

i=1

[p%“‘ﬂmﬁ uE:._+P+ +qe}

= Q- pz (G+q|+qsp)+zNX(V+U)

M,
G = qul Sq - |q |q)[Rq R(T.l
R = Keoa[ TN i

j=1

TECHNICAL PHYSICS Vol. 48 No.3 2003

3
= z (AZiNq_AiSqu)f

a=1

q = IHW.Egr—:Nm—N%, W, = o,,l/hv,,

_ A [In2 _ PRT
Omn = AL H(x a), P= m
Q =kl k = omn%gr“nN -NE,
5
TMCV ALOT + ke T DN %
e = P zl VT T N Zm.D
i= i#j
v, N Z Dyd, - D OinT,
M .
E=SC,T,
2
N; N . Njmp
dj=DN—‘+m'+—DDInP+ jZINX—-———
£
Vi = Ni/N,
CivT— VuEBQ"'CR"'CIv%’
|I|:| eXp(OH/T)

Z UTD [exp(o, /T) ik

=1

u—Zuv., N—ZN

i=1 i=1



338

Here, p, T, P, and u are the density, temperature, pres-
sure, and velocity of the gas, respectively; N; isthe con-
centration of molecules of an ith sort (i = 1, ..., M);
m is the mass of a molecule of an ith sort; hy; is the
enthalpy of formation of an ith component at T = 298 K;;

Wi is its molar mass (i = 1, 2, or 3 for Oy(X3%,),

O,(a'Ay), and O(b %), respectively); a;, and o, are
the stoichiometric coefficients of a gth reaction; k+(_)q
aretherate constants of aqth reaction proceeding inthe

forward and backward directions; ng'” is the number

of components involved in thisreaction; M; isthe num-
ber of reactions causing the decomposition (produc-

tion) of an ith component; DiT and Dj; are the coeffi-
cients of thermal diffusion of an ith component and of
multicomponent diffusion; A isthe thermal conductiv-
ity; Risthe gas constant; kg isthe Boltzmann constant;
histhe Planck constant; I; isthe number of quantalost
(or acquired) by amolecule of anith sort under induced

transitions; Cy = 0 (for atoms), 1 (for linear mole-
cules), or 1.5 (for nonlinear molecules); ©; isthe char-
acteristic temperature of vibrations of | type in an ith
molecule; L; is the total number of vibration types in
thismolecule; v, isthe frequency of laser radiation; | is

its intensity; Azi is the decomposition rate for a mole-
cule of gth sort and the formation rate for amolecul e of
ith sort under spontaneous transitions; A, is the wave-
length corresponding to the center of the m — ntran-
sition; A, isthe Einstein coefficient for this transition;
g, and g,,, are the degeneracy multiplicities of the states
mand n, respectively; N, and N,,, are the populations of
these states; and X; is the electromagnetic field force
acting on amolecule of the ith sort.

In the genera case, the expression for X; has the
form [17]

X = flg r +(f|A+ flp)IZ’

f = G-Z—LTQl f. = ﬁl—
9 ‘cngdr’ " N ¢’

4naa| 4n|aRea
fia =

2ot 2 ot

Here, fj, is the so-called gradient (or striction) force,
fip is the light pressure force, f, is the Abraham force,
l, and |, are the unit vectors along the beam and in the
radial directi on; a; isthe polarizability of molecules of
the ith sort, ¢ is the velocity of light in free space, and
g is the refractive index of the undisturbed mixture at
t =0. Below, we consider conditions under which the
parameters f, and f,, can be ignored.

Specific analysis will be performed for radiation
absorption at the center of the spectral line for the tran-
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sitions X3%; — a'Ayand X35, —» b'E; with v' =
v'=0,j'=9andj" =K'=K" =8 (with such rotational
numbers at T, = 300 K, the absorption coefficient is
maximal). To the transition X3X, — a'A, with the
given v', j', K', v", j", and K", there corresponds the
wavelength A = 1.268 um; to the transition X33, —»

b'Z;, A = 0.762 pm. The Einstein coefficients depend
on the rotational quantum number only slightly and for
the given transitions for the branch @P(9) were taken to
be equal t0 2.58 x 10# and 8.5 x 102 s [8]. When cal-
culating the Voigt function H(x, a) (at the center of the
line x = 0), we assumed that the cross sections of the
collisional broadening of the spectral line are equal to
the gas-kinetic cross sections. The rotational energies
of an O, molecule in the states m and n were calculated

in view of the fact that the level j' in the state X3Z is
split into three components: j' =K'+ 1,j' =K', andj' =
'—1[18].

Consider the ignition of a combustible mixturein a
laser beam with the radia Gaussian distribution of
intensity: I(r, t) = 1(t)exp(—3/ R ), where R, isthe char-
acteristic beam radius and Io(t) = 1o (forO<t<Ttp) 0r 0
(for t > 1)). Let R, < k;'; then, the variation of the
parameters in the longitudinal direction is negligibly
small as compared with the radial direction and it is
appropriate to consider an optically thin gaseous layer
where the parameters of the medium vary only along
the beam radius. By introducing the dimensionless
coordinates r' = r/R, and t' = t/t, and passing to the
dimensionless variables Ni = N/Ny, p = p/py, U =
U(TY/RY, P = PINgksTo, T = T/To, Vi = ViT/R,, kv =
K/, T =1/, Xi =f/ f3, and £3 = 2moyel Nyo/cngR,
(theindex O refersto the time instant t = 0), we reduce

system (3)—(5) to the dimensionless form (primes and
tildes are omitted)

qu ch

O — NymN*d,

-0 NiErpZ

T,0InT . U
——— + W0 (6)
poNiptp T Ni D}

+1,k, |V10 + z a\l

N; SD’
Tig
0 DP[LD DT
+ = =
oot = - SR S,
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6E
6 +p(ud)E = k |6|——{ZB( ”||V10
3 M
ENQ N'D hOI Tp hOI :|
+ L + ) =G
q;DtZi SD pEbVTTO ileiCh IC?/TTO

—(X 1)|:P|:|U X ZNI ig :|

pT
CVTV —_DT
|: VT|ZI

ij .
=D Y V-V, ©

i#£]

d = VoY &) "‘VkoEl/ p 0o %DInP

kM
PV, ZN'f'g Melio

R/ J/XPo/po is the time of acoustic wave
propagation across the beam; 1), = R 2/Dy and Ty, =

2
+ kaOTa|:

Here, 1, =

Ra MmN,/ Di are, respectively, thetimes of multicompo-
Po R:C?/T Ny

is the heat conduction time; Ty = No(S';) ™ isthe char-
acteristic time of a gth reaction producing an ith com-
ponent; T, = Nphv,/ kS I, isthe induced transition time;

nent diffusion and thermal diffusion; T, =

Ty = (A ) isthetime of the radiation decomposition
of the O, excited states (i = 1, 2, 3) due to spontaneous

transitions; 1 = A/poRa/ngo is the time of change of
a mixture state under the action of the striction force;
and & = k; IgT/poCyr To-

Now let us numericaly estimate the characteristic
times when the stoichiometric 2H, + O, mixture is
exposed to laser radiation with A = 0.762 pm for I, = 1—
10 kW/cm?, R, = 10 cm, P, = 10°-10* Pa, T, = 300~
700 K. The hierarchy of these times to a great extent
determines the influence of various processes on the
evolution of the components within the range and,
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hence, ignition process. With the given conditions of
numerical experiment, T, =2 x 1024 x 1035, 1,= 2 x
10%s, 15 = 11; =T, = 0.3-10 s, and 1 = 1-10 s. For the
transition a'A; — X3Z;, 15, = 3.87 x 10° s; for the
transition b'E; —= X35, 15 =118 x 10' s. We will
consider the caseinwhich 1, < 1,~ T, < T, < Tp, Where
T;, isthe characteristic time of ignition (induction time).

In this case, one can neglect macrotransfer pro-
cesses and spontaneous emission within the interval
[0, T;,] and assume that the motion of the gas acrossthe
beam isinsignificant at u(t = 0) = 0. Then, Egs. (6)—8)
can be represented as

1

aN
ZSq ch II|k Ile (9)
OP = 0, (20
3
oE _, O
pa = kv'%& ZCVTTO iy 10
(11)
M
_bP
N CVTT0 .°“ .

Equation (10) has the simple solution P(r) = P,
where P, is the pressure in the undisturbed gas (P, =

Po). Equations like (9) for i = O,(X3%;), Oxaldy),

O,(b'%;), H,, H,0, OH, HO,, H,0,, O5, O(P), O(*D),
and H, aswell as Eqg. (11), were solved numerically in

the second approximation with the implicit difference
scheme.

IGNITION OF THE H, + O, MIXTURE WITH O,
MOLECULES EXCITED
TO THE a'A; AND b'x, STATES

It is known that the ignition of hydrogen—air mix-
tures implies chain reactions involving reactive O and
H atoms and OH radicals. These atoms and radicals are
produced by chemical reactions, which have character-
istic reaction times ng . A set of these times defines the
induction period T;, (or the delay time of ignition).
Active radicals are lost in chain-termination reactions
and leave the reaction zone by diffusion. Self-igniti on
takes place if ri ~Tip < rD In H, + O, mixtures, TD

coincides with the diffusion time of the lightest partici-
pant of the chain mechanism, i.e.,, hydrogen atoms

(Tb)-

Figure 2 demonstrates the dependence of the induc-
tion period T1;,, and atomic hydrogen diffusion time TB
ontheinitial temperature T, of the H,/O, = 2/1 mixture



1072

10—3 1 1 1 1
300 400 500 600 700 Ty, K
Fig. 2. Dependences rg (To) (dotted line) and 1;,(Tp) for the
radiation wavelengths A = 0.762 (solid lines) and 1.268 pum
(dashed lines) and intensities 15 = (1) 1, (2) 5, and

(3) 10 kW/cm?. The dash-and-dot line depicts the depen-
dence 1;,(Tg) for [g=0.

for P, = 10° Pa; radiation wavelengths A = 1.286 and
0.762 um; 1,=103s; and I, =1, 5, and 10 kW/cm?. For
thegiven |y, T, and parameters of the medium, the |l aser
energy absorbed by an O, moleculeis0.017, 0.082, and
0.15eV/mol at A = 0.762 um and 2.4 x 104, 1.2 x 1073,
and 2.4 x 102 eV/mol at A = 1.268 um. One can seethat
the radiation with A = 0.762 pm decreases Tt;, and
accordingly the self-ignition temperature to a greater
extent than the radiation with A = 1.268 pm. In thefirst
approximation, the self-ignition temperature can found

from the equality T,(T, I) = Tp (T). For radiation with
A =0.762 pm with an input energy E;,, = 151,25 Jcm?,
the self-ignition temperature can be decreased to Ty, =

300 K. Note that even with such Ej,,, the energy spent

on the excitation of one O, molecule to the state b5
isaslow as 0.15 eV, while the photodissociation of an
O, molecule that is derived from the ground state (this
processinitiates the chain mechanism of the ignition of
the H, + O, mixture via atomic oxygen production)
requires 5.8 eV. Moreover, at low temperatures (T, <
600 K), O atoms recombine rather quickly, which also
reduces the efficiency of the photochemical ignition
method [19], which is based on molecule dissociation
by laser radiation.

A decrease in T;,, upon exciting O, molecules to the

state a'A; (A = 1.268 um) or b'S; (A = 0.762 um) is
related to achange in the production kinetics of reactive
O and H atoms and OH radicals. Thisis illustrated in
Fig. 3, which shows the time evolution of the species
concentration (mole fractions) without laser radiation
and withtheradiation at A =1.268 and 0.762 um. When
O, molecules are excited to the state a'A, (A = 1.268 pm)
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Fig. 3. Time evolution of the component concentrations
upon ignition of the H,/O, mixture at Ty = 600 K and Py =

103 Pa (a) without and (b) in the presence of laser radiation
with A = (b) 1.268 and (c) 0.762 pm. Iy = 10 kW/cm?.

or blz; (A =0.762 um), not only T;,, but also the dynam-

ics of the species concentration within the interval [0,
T;n] changes. It isof interest that when O, molecules are

excited to the b*Z; state, the concentration of O,(a'A)
mol ecules also grows because of E-T collisional relax-
ation by reaction 72 (seetable). In this case, the concen-
tration of O,(a'Ay) molecules due to the irradiation by
0.762-um radiation under t = T, is much (by afactor of
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T,K
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2000

1500
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500

0
107* 1073 1072 107! f,s

Fig. 4. Time evolution of the temperature when the mixture
was ignited by laser radiation with A = 1.268 (dotted lines)
and 0.762 pm (solid lines) at To =600 K and |5 = (1) 5 and

(2) 10 kW/cm?.

about 50) higher than the concentration of O, mole-
cules directly excited to the a’A, state by the 1.268-um
radiation. Thisis caused by thefact that for given |, and
parameters of the medium, the rate of the induced

102~ ()

r—— _

1072+
10-°F

—_
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X33, — blz; trangitionsismuch (by afactor of 40-75)
greater than that for the X33, —» a'A transitions.

The intense collisional quenching of the blz; state
for the given parameters of the medium not only
increases the concentration of O,(a'A,) but also dlightly
raises the temperature in the interva [0, T;)]. At the
same time, when O, molecules are directly excited by
|aser radiation to the alAg state, T does not grow since
the quenching rate of the state a'A, (reaction 73) is
much slower. Thisisillustrated in Fig. 4, where the gas
temperature is plotted versus time when the H,/O, =
2/1 mixture with T, =600 K and P, = 10° Pais exposed
to the radiations with A = 1.268 and 0.762 um, 1, = 5
and 10 kW/cm?, and 1, = 102 s. For A = 0.762 um and
the two given values of |, the temperature in the inter-
val [0, 1] varies from 600 to 647 and 688 K, respec-
tively. The respective values of T, in this case equal
9.8 x 10 and 4.6 x 1078 s. It should be noted that the
combustion time T, (its value was determined at the
instant the temperature reaches 0.99T,, where T, is the
equilibrium temperature of combustion products) var-
ies less significantly when I, changes from 5 to
10 kW/cm?.

(b) _ (©)

tay,
v,
A

s+ 10—10 I e cereressnmssssresemeres it -

iq>

<100t

1072}
_102 | | | | | ] 1

102

ﬁ
-

|
¥}

Fig. 5. Rates §q of (+) formation and () loss of (a) O, (b) H, and (c) OH vs. time when the mixture was ignited by the radiation
with A = 1.268 (dotted lines) and 0.762 pm (solid curves). 15 = 10 kW/cm?.

TECHNICAL PHYSICS Vol. 48 No.3 2003



342

The reduction of the ignition delay time is associ-
ated mainly with the appearance of new channels for
the formation of reactive O and H atoms and OH radi-
cals rather than with a temperature increase due to the
absorption of the 0.762-um radiation. This is clearly
seen from Fig. 5, where the time evolution of the rates
§, of (+) formation and (-) loss of (a) O and (b) H
atoms, as well as (c) OH radicals, is shown for A =
1.268 (dashed lines) and 0.762 um (solid lines). Recall

that in the absence of O,(a'A,) and O,(b*Z,; ) molecules
in the mixture, the basic reaction initiating the ignition
of the H, + O, mixturein air at low temperatures (T, <
800 K) isH, + O, = 20H (reaction 15). Then, the chain
propagation reaction H, + OH = H,0O + H produces H
atoms, which react with O, molecules to form O and
OH (branching reaction 9). The chain mechanism is
closed by the reaction H, + O = OH + H (reaction 7).

When O, molecules are excited by the laser radia-
tionwith A = 1.268 um, the basic reaction triggering the
chain mechanism is reaction 16, which involves
O,(a'Ay). Hydrogen atoms form, as in the absence of
excited O,(a'Ay) molecules, by reaction 14, which pro-
ceeds in the back direction. Here, reaction 10 becomes
the key one in the formation of O atoms. Moreover,
evenif asmall amount of O,(a'Ay) moleculesis present
inthe mixture (for I, = 10 kW/cm? and 1, = 1073 s, their
relative content in the mixture does not exceed 0.1%),
reaction 68, involving O; and O,(a'A,) molecules, also
becomes an efficient source of O atoms. Both processes
are much faster than the associated reactions with the
participation of unexcited O, molecules. Therefore,
even if Oy(a'Ay) molecules are present in small

102 10° 10* 10°

Po, Pa

Fig. 6. tj,, vs. Py dependence when the mixture at T = 400
(dashed lines) and 600 K (solid lines) is irradiated by
0.762-um radiation with I = (1) 0, (2) 1, (3) 5, and

(4) 10 kW/cm?.
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amounts (=0.1%), T;,, decreases significantly (more than
tenfold at T,= 600K, P,=10° Pa, and |, = 10 kW/cm?).

When Oz(blz; ) molecules are excited, reactions 17

and 23, which involve Oz(blzg), become the basic

chain-initiating reactions. In reaction 17, OH radicals
are produced; and reaction 23, hydrogen atoms. Since
the radiation with A = 0.762 pm produces not only

O,(b'Z,) but also O,(a'A,) molecules, O atoms appear
early in the process mainly by branching reactions 11
and 10. Such new intense reaction paths generate addi-
tional components taking part in the chain mechanism
of ignition, thus accelerating the chain reactions and
cutting T;,.. If the thermal mechanism of ignition alone
occurred under the evolution radiation of the mixture at
A = 0.762 um, the induction period at T, = 688 K (the
temperature that is reached at t = 1, = 102 s for I, =
10 kW/cm?) would equa 1.4 x 10 s. This vaue is
30 times that obtained with alowance for the chain
reaction intensification due to the presence of O,(a'A,)

and O,(b' % ) moleculesin the mixture. If the radiation
energy were spent only on heating the gas, the temper-
ature of the mixture for t = 1, and the parameters given
above would be 806 K and 1, = 2 x 102 s. The latter
value is by a factor of 4.4 greater than T, that is

observed when O, molecules are excited to the bs
state. With lower T, and higher P,, the differenceisstill
larger. For example, with T, = 400K, P, = 10%Pa, |, =
10 kwW/cm?, and 1, = 1073 s, the induction period in the

case of O, molecules excited to the b'X; state more
than 60 times exceeds that for the purely thermal action
of theradiation with A = 0.762 um.

The effect of the initial pressure in the 2H, + O,
mixture on the ignition delay time when O, molecules

are excited to the b'>; state by the 0.762-um radiation
for T, =400 and 600 K and various values of |, isillus-
trated in Fig. 6. For each of thevaluesof 1,and T, there
are three characteristic ranges of P,. In the first range,
T;, decreases with increasing Py; in the second range, it
increases; and in thethird range, it decreases again. The
excitation of O, moleculeswith the 0.762-um radiation
not only substantially cuts 1;, (e.g., for I, = 10 kW/cm?
and P, = 10* Pa, the value of T, is by a factor of 600
smaller than without the radiation) but also increases
the boundary values of P, separating these ranges. The
higher 1, the higher P, at which the run of the depen-
dence T1,,(Py) changes. For I, = 0 and T, = 600 K, the
boundary value of Py, P, separating the first and sec-
ond ranges, equals 103 Pa; for 1,= 10 kW/cm?, it equals
2 x 10* Pa. The presence of the characteristic rangesis
explained by thefact that at sufficiently low T, and P, >
P.o, the intense formation of chemically inactive H,O,
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molecul es takes place, while the formation of O and H
atoms, aswell as OH radicals, slows down. When com-
bined, these two trendsincrease theignition delay [13].
From the dependences T1;,(Py) shown in Fig. 6, it fol-
lows that there exists the third range of Py, Py > Py, =
f(lo, To), where the radiation has an insignificant effect
on 1;,. For example, at T, =600 K and I, = 10 kW/cm?,
Po. = 2 x 10° Pa. At lower mixture temperatures, the
value of Py, at the same |, grows.

CONCLUSION

The excitation of O, moleculesto the b'Z; state by
resonant laser radiation with A = 0.762 um generates

dlectronically excited O,(b*Z;) molecules and

O,(a'A,) metastable molecules in the mixture via E-E
and E—T transitions. In this case, the concentration of
O,(a'A;) molecules in the mixture is even higher
(=50times) than when O, molecules are directly
excited to the a'A state by laser radiation with A =
1.268 um of the same intensity. The presence of
O,(a'Ay) and O,(b',) excited molecules in the mix-
ture produces new paths for the formation of reactive O
and H atoms and OH radicals, stimulating ignition by
the chain mechanism. This allows a decrease in the
induction period and ignition temperature. Even if the
energy density of the 0.762-um radiation is low, Ej,, =
5 Jcm?, the self-ignition temperature can be reduced to
300 K. Interms of the influence on the combustion pro-

cess, the excitation of O, moleculesinto the blzg state

by resonant laser radiation is much more (severa tens
of times) efficient than the direct laser heating of the
medium. Since molecular oxygen serves as an oxidant
in the combustion of most organic and inorganic fuels,
one can expect that the given method of intensifying
chain reactions will also be efficient for other combus-
tible mixtures.
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Abstract—Thevariation of the frequency at which the spectral intensity ismaximal within agiventimeinterval
with the amplitude of an applied femtosecond pulseis simulated. The computer simulation is performed in the
model of an optically thin layer for a medium with cubic nonlinearity and saturable restoring force. It is shown
that the hysteretic dependence of the spectral line frequency on the applied pulse amplitude may take place for
both one and several simultaneously generated harmonics. © 2003 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

When passing through a medium, a femtosecond
optical pulseisknown to cause various nonlinear opti-
cal phenomena, such as plasma formation and genera-
tion of optical harmonics and supercontinuum, depend-
ing on the pulseintensity. Also, there appears the possi-
bility of controlling ultrafast chemical reactions, etc.
(see, e.g., [1-8]). Therefore, the study of femtosecond
pulse propagation is of great importance for many
applications.

It has been discovered recently [8, 9] that the femto-
second pulse spectrum in the bulk of a nonlinear
medium depends on the absolute phase of the pulse at
the entrance to the medium and that the pul se generates
atrain of subpulses with various spatial and frequency
characteristics. Computer experiments revealed the
asymmetry of the spectral distribution of the pulse near
local maximaunder certain relationships between pulse
parameters. Such behavior can be explained, for exam-
ple, if one takesinto account the nonlinear dependence
of the resonance frequency on the applied pulse ampli-
tude. From the vibration theory it is known [10] that
when a pulse of sufficient duration and amplitude
exceeding some critical value is applied to a medium
with cubic nonlinearity, the dependence of the steady-
state oscillation amplitude on the detuning of the fre-
guency of the applied harmonic signal from the reso-
nance frequency of alinear oscillator shows hysteresis.
Obviously, with afemtosecond pul se applied, the inter-
action pattern becomes more complicated, because the
process is basically non-steady-state in this case and
nonlinearities of different orders come into play simul-
taneously. Therefore, obtaining the hysteretic depen-
dence, e.g., of the frequency at which the amplitude is
maximal in a given spectral band, on the femtosecond
pulse amplitude at the entrance to a medium where the
pulse propagates is a challenge. This point is discussed
in thiswork (see also [11]), where this effect is shown

to be possible within the model of an optically thin
layer.

Note that the presence of hysteretic phenomena,
first, opens up the fundamental possibility of realizing
ultrafast all-optical bistable elements where radiations
with different frequencies play the role of “zero” and
“unity.” Second, the bistable dependence of the fre-
guency at which the spectral intensity has alocal max-
imum in the spectral distribution on theinput amplitude
of awave packet propagating in the medium allows for
the control of chemical reactions[2] with asingle input
pulse generating atrain of subpulses with various fre-
guencies.

BASIC EQUATIONS

In thiswork, we consider the propagation of alight
pulse through an optically thin layer. The situation is
described either by the Duffing dimensionless equation
with cubic nonlinearity

d’P | <dP 3 _ :
?+6E+P+BP = aE @
or by the equation with the saturable potential of the
restoring force

d’P dP, P
— +0—+ = aE, O<t<lL,,
a2 dt 14+pf ‘

D = E+41mP (a"

with theinitial conditions
_ dP _
Pl,_, = Y- =0
li=o 3l

corresponding to the undisturbed medium. The acting
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pulseis either triangular,
E(t) = Eq(t)cos(w(t—L,/2)),

E (1) = (2)
olt) = Eo(1-]1-2t/Ly),
or trapezoidal,
E(t) = Eq(t t—L/2)),
(1) (t) cos(w( )) )

Eo(t) = 2Eo(1—|t/L,—0.25/ - |t/L,—0.75]).

These shapes meet the purpose of this work: they
highlight the dependences responsible for optical bista-
bility and are therefore widely used in the relevant lit-
erature.

Intheformulas given above, t isdimensionlesstime,
L, isits maximal value, E; isthe maximal amplitude of
the pulse, & characterizesthe polarization attenuation in
the medium, a isthe quantity proportional to the dipole
moment of an atom or molecule, and w isthe frequency
of the pulse. The normalization of the variablesis such
that the linear oscillator frequency equals unity. The
sign of B in (1) specifies the contribution of anharmo-
nicity to the potential energy of an atom. With 3 > 0, the
potential energy grows, i.e., theatom isdisturbed (com-
pressed) near the equilibrium state. The negative value
of (3 refers to the heavily disturbed system (far from
equilibrium), when electron—ion coupling loosens, that
is, describes the state of the atom immediately before
ionization.

For a medium with cubic nonlinearity, the parame-
ters used in the smulation were

a=09 w=14,8=10" B=01. (3

These values were taken for the following reasons.
For the attenuation factor & = 10, the absorption of the
medium has a minor effect on the nonlinear propaga
tion of afemtosecond pulse [9]. The other parameters
had the same values as in [6-9, 11], where the associ-
ated linear and nonlinear effects were clearly demon-
strated.

The amplitude of the applied pulse and its duration
were varied to trace the spectral response of the
medium in a given time interval. To this end, the time
of pulse action [0, L is split into M equal intervals of
width T (t, = KT, k=0...M, L, = MT), at each of which
[te te.1] the Fourier transformation of the electric
induction was carried out:

te+T

Dy() = % [ D) et k = 0...(M—1). (4)

Accordingly, the inverse Fourier transform has the
form

foo(t—t,)

D(t) = [Dw)e”™ Vdo, tO[tutel. (3
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Note that in numerical experiments, the fast discrete
Fourier transform is used instead of (4). The intensity
of a spectral mode is defined in the standard manner,
i.e., as the squared magnitude of the amplitude of the
associated harmonic:

I () = |D(w)|*. (6)

RESULTS OF COMPUTER SIMULATION

Clearly, because of the nonlinearity of the system,
new spectral lines generated are of different intensity.
Consequently, in each of the time intervals, there exist
several spectral lines with center frequencies w , (the
subscript k denotesthe corresponding timeinterval, and
m refers to aloca spectral maximum in this interval).
In going from one time interval to another, these spec-
tral maximamay shift or disappear and their amplitudes
may vary. Because of this, the frequency at which the
maximum of the spectral intensity is observed in a
given time interval aso varies. Therefore, in numerical
experiments, the frequency of choice is that providing
the maximal spectral intensity in most of the timeinter-
vals (i.e., that corresponding to the “global” spectral
maximum). In those several intervals where the spec-
tral maxima are observed at other (greatly differing)
frequencies, the frequency of another “global” maxi-
mum islooked for. In the figuresthat follow, the results
of simulation are depicted as the dependences of the

frequency
Wy = mgxlk(oo), k=0..(M=-1) @)

(in view of the remark made above) on the averaged
(over agiven interval) amplitude of the external action

Ao = (Eo(tk+1)2+ EO(tk)). ©)

For convenience, the arrows indicate the direction of
time variation. The beginning and end of the lines near
Ao = 0 correspond to the appearing or disappearing
amplitudes of related spectral harmonics. However, the
amplitudes may also disappear near the peak of the sig-
nal (Fig. 2b, curve 4), which means that a given har-
monic is absent. In a number of the figures, the number
of intervalsinto which the pulseis split and their widths
(the first and second number, respectively, in the paren-
theses) are shown for clarity. Note also that an increase
(decrease) in A, corresponds to the leading (trailing)
edge of the pulse.

To answer the question as to whether the frequency
of the harmonic with the maximal amplitude can
exhibit the hysteretic dependence on the applied field,
the simulation is carried out in two steps. First, the fea-
sibility of such a dependence was studied for the vari-
able maximal amplitude E, of the pulse with its width
fixed. Inthis case, as E, grows, the width of the elemen-
tary time interval is made narrower to keep the acting
momentum roughly the same. Another splitting crite-
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Fig. 1. (a—d) Frequency of the most intense harmonic vs.
averaged amplitude of the triangular pulse for Ly = 1600,
a =09 w=14,86=10% B=0., and fixed product EqT.
(Eg: T) = (5 200) (a), (7.5; 133) (b), (10; 100) (c), and (20;
50) (d). (e-h) Frequency of the most intense harmonic vs.
duration of thetriangular pulsefor Ej=10, a0 =0.9, w= 1.4,
3=10" B=0.1,and L, = 200 (), 400 (f), 800 (g), and 3200
(h). The elementary time interval is T = 50.

rion is to keep the quantity EST roughly the same in
order to conserve the pulse energy over theinterval T.

Then, the feasibility of the hysteretic dependenceis
studied for the case when the amplitude of the acting
pulse and elementary time interval T are fixed and the
total width of the pulseisvaried. The simulation of this
typeiswidely used in studying optical bistability.

Medium with cubic nonlinearity. Asfollows from
Fig. 1, the hysteretic dependence of the frequency of
the highest intensity harmonic on the applied pulse
amplitude appearsin both cases (when the amplitude of
the pulse grows with its width remaining fixed,
Figs. 1a-1d, and vice versa, Figs. 1e-1h). Many loca
hysteresis loops are noteworthy (Figs. 1d, 1h). Thus,
Fig. 1 demonstrates the bistable dependence of the fre-
guency of the highest intensity harmonic on the ampli-
tude of the pulse applied. Thisis one more reason why
the spectral composition of the response near several
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Fig. 2. Time evolution for four frequencies at which the
spectral amplitudes are maximal under the action of the tri-
angular pulsewith a = 0.9, w= 1.4, 5= 10" and p = 0.1.
Eo =10 (8) and 40 (b). Ly = 3200 (a) and 6400 (b). The ele-
mentary time interval is T = 200.
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Fig. 3. Center frequency of the spectral line whose intensity
is 5% of the highest intensity harmonic vs. amplitude of the
(a) trapezoidal and (b) triangular pulses. Eq = 1, L; = 400,
a =06, w=14,5=10" and  =—4.485 (a) and —4.536 (b).

spectral lines is different at the leading and trailing
edges of the pulse.

It should also be emphasized that hysteresis may be
observed at a number of frequencies (see Fig. 2 for
illustration). However, the amplitudes of these harmon-
ics may differ dramatically: from aimost coincident to
differing by several tens of times. For example, over the
interval the nearest to the center of the pulse (Fig. 2),
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Fig. 4. Frequency of the most-intense harmonic vs. ampli-
tude of the triangular pulsefor a = 0.9, 8= 107, L = 1600,
w=14,=0.1,and T=100. E5=9(a), 9.5(b), 9.8(c), 9.85
(d), 9.9 (e), 11.0(f), 11.25 (g), and 11.5 (h).

harmonic 3 is the highest. The intensities of harmonics
1,2, and 4 amount to 7, 28, and 3% (Fig. 2a) and 10, 80,
and 1% (Fig. 2b), respectively, relative to that of har-
monic 3.

The hysteretic dependences in Fig. 2 are of two
types. Some of them form closed contours (when the
curves intersect), while others contain well-defined
portions of standard hysteretic loops. It should be noted
that if the response of a medium is nonstationary, non-
self-intersecting curves may also be observed in alin-
ear medium. However, these curves will appear only at
the center (carrier) frequency of the pulse, since new
frequencies will not be generated because of the linear
propagation. Also, in alinear medium, it isimpossible
to obtain the hysteretic dependence of the frequency of
the highest intensity harmonic on the pulse amplitude,
because the resonance frequency does not exhibit such
a dependence. Figure 2 illustrates that the interaction
nonlinearity is of great concern in the appearance of
hysteretic dependence of the frequency of the highest
intensity harmonic on the amplitude of the applied
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Fig. 5. (a—d) Hysteresisloops for one frequency of the elec-
tric induction that appear when the triangular pulse is
applied to the medium with saturable potential for a = 0.79,
5=107"% L; = 800, and (Eg; T) = (1; 50); w = 1.098 (&),
1.1(b), 1.12 (c), and 1.13 (d). (e, f) Single frequency of the
response vs. triangular pulse amplitude in the case of alin-
ear medium for the same parameters asin Figs. 1g and 5b,
respectively.

pulse. Additional evidence can be gained from Figs. 5e
and 5f.

The run of the curves discussed above is indepen-
dent of the pulse shape and sign of 3. Figures 3aand 3b
demonstrate the time evolution of the frequency of one
harmonic under the action of a trapezoidal (Eqg. (2"))
and triangular (Eg. (2") pulse, respectively, for negative
. During most of the pulse, the spectral intensity of
this harmonic is 2-5% relative to the most intense har-
monic generated at a hysteresis-free frequency. By the
end of the pulse, itsintensity growsto 10% or morerel-
ative to the highest intensity. Hysteresis is pronounced
in both cases. For the trapezoidal pulse (Fig. 3a), the
extreme point (at A, = 0.62) is asif extended: the fre-
guency of the harmonic studied remained unchanged
for atime because the pulse amplitude was constant.

Obviously, the appearance and disappearance of the
hysteresis at afixed elementary time interval must also
depend on the maximal amplitude of the pulse, since it
specifies the shift of the frequency of nonlinear reso-
nance. By way of example, Fig. 4 demonstrates the wy,
vs. A,; dependence when the maximal amplitude of the
pulse grows. The initial value is E, = 9, a which the
hysteresisis absent (Fig. 4a) and the shape of the pulse
transmitted is essentially asymmetric (see also Fig. 5).
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As the maximal amplitude of the pulse grows, the
curves close at smaller A, and a hysteresis loop
appears (Fig. 4b). With afurther increasein E,t0 11.25,
the hysteresis loop shifts nonmonotonically along the
abscissa axis; accordingly, the frequency at which the
spectral amplitude is maximal also varies. Finaly, at
E, = 11.5, the hysteresis dependence of w on the pulse
amplitude disappears (Fig. 4h). This is because the
scale of hysteresis development becomes less than the
elementary time interval used (T = 100).

Medium with saturable restoring force. In this
case (Eg. (1), the dependences are similar, as illus-
trated in Fig. 5, where the curves are cal cul ated for sev-
eral frequencies of the applied signal. Here, the nonlin-
ear response of the medium is more complicated and
the hysteresis phenomena depend on the frequency
mismatch between the pulse and nonlinear resonance
much more strongly. For example, at w = 1.098, the fre-
guency of the locally maximal spectral amplitude
becomes dependent on the pulse amplitude (Fig. 5a). At
higher frequencies of the optical pulse, a hysteresis
loop appears (Fig. 5b) and is retained up to w = 1.13
(Figs. 5¢, 5d). With w = 1.14, the hysteresis loop disap-
pears.

CONCLUSION

Thus, under the nonlinear action of a femtosecond
pulse, the frequency at which the spectral intensity is
maximal may exhibit the hysteretic dependence on the
pulse amplitude. This means that the hysteretic depen-
dence of this frequency on time takes place near the
center frequency of one or several harmonics gener-
ated.

The effect discovered apparently opens a new class
of all-optical switcheswhere light waves of certain fre-
guencies are assigned to various states. The obvious
advantages of these switches are the insignificant atten-
uation of the optical energy, the feasibility of realizing
many hysteretic dependences simultaneously, as well
as the fact that switching times fall into the femtosec-
ond range.

Note once again that these hysteresis phenomena
stem from the nonlinearity of the process. The non-sta-
tionary response of the medium to afemtosecond pulse
is known to render the shape of the pulse transmitted
asymmetric. In the spectral analysis of the pulse carried
out in thiswork, its nonsymmetry shows up in the bifur-

SKRIPOV, TROFIMOV

cation of the curves w(A..). As an example, Figs. 5e
and 5f illustrate the variation of the most intense har-
monic with the amplitude of the triangular pulse pass-
ing through a linear medium with a nonstationary
response. If the action on the medium is sufficiently
strong (the effect of polarization is significant), the
shape of the pulse deforms and the curve w(Ay,;) bifur-
cates (Figs. 5¢ and 5d). It is the nonstationarity of the
process and the high excitation of the medium that are
responsible for the bisecting of the curves w, (A in
previous figures.
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Abstract—Theresolutions of quantum frequency discriminators of two types are compared with analytical and
numerical calculations. It is shown that a double-coherent-field device does not offer significant advantages
over a conventional double-resonance device for frequency discrimination. © 2003 MAIK “ Nauka/lnterperi-

odica” .

INTRODUCTION

A quantum frequency discriminator (QFD) is a
guantum (two-level in the simplest case) device that
resonantly responds to a variable probe field. In this
way, the probe field frequency is compared with the
natural frequency of the system. QFDs are widely used
in frequency meters, time counters, and magnetome-
ters. Discriminators are characterized by their resolu-
tion, i.e, the least detectable (with a given degree of
confidence) deviation of the probefield frequency from
its rated value.

The necessary condition for QFD operation is a dif-
ference in the populations of combining states. More
generally, the system’s density matrix must be nonunit.
This condition is fulfilled automatically, since relax-
ation processes excessively populate the lower energy
sublevel. However, if the natura frequency of a dis-
criminator is small compared with the thermal energy,
the population difference (and, accordingly, the QFD
efficiency) is aso small. This trouble is obviated by
means of “pumping.” Such an expedient is applied to a
multilevel system where at least one additiona level
with an energy far exceeding the energies of two oper-
ating levelsis present. Specifically, if the energy of the
third level is many times higher than the thermal energy
and the level is empty in equilibrium, the pumping is
efficient (so-called “optical pumping” [1]). The sim-
plest scheme of optical pimping is depicted in Fig. 1.
Operating levels 1 and 2 are assumed to be long-lived
(the relaxation rate y = 211T[1 , Where T; is the time of
longitudinal relaxation), while high-lying level 3 is
short-lived and decays spontaneoudly into states 1 and 2.
Using apump field I, to selectively excite, for example,
the transition 1-3, one can create an excess population

of level 2. Then, aprobefield V at afrequency wthatis
close to the frequency w;, of the transition 1-2 will
reduce the population of level 2 and cause the coher-
ence p,,, Which can be used as aresonant response. Itis
essential that this response can be observed in an opti-
ca pump channel with a high quantum yield. The
approach described has been given the title Kastler—
Brossel double radiooptical resonance. Shortly after its
discovery, a modification of double resonance was sug-
gested and demonstrated. This version is today vari-
ously known, since many researchers arrived at it inde-
pendently (seereview [2]). Wewill usetheterm “A res-
onance.” This name is associated with the transition
scheme (Fig. 2). Here, in a three-level system, two
high-frequency transitions 1-3 and 2-3 are excited by

Fig. 1. Optical pumping in athree-level system.

1063-7842/03/4803-0349%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 2. Three-level A scheme.

applying fields V with frequencies w, and w,. Under
conditions of double resonance, when the equalities
W, = W3 and w, = Wy hold, the coherence p,, at the
combination frequency w;, = w; — W, arises and the
population of top level 3 is the least (hence, another
name “dark resonance,” since the luminescence inten-
sity drops in this case). To date, many approaches to
using A resonance as a means for measuring the transi-
tion frequency w,, have been suggested and imple-
mented. It isassumed (explicitly or implicitly) that this
method offers improved accuracy, since the field
directly connecting states 1 and 2 is absent. The obvi-
ous disadvantage of the method is that the relatively
low frequency w,, is measured as a difference of the
two high frequencies w; and w,. However, the situation
can be readily remedied if the frequency w, is obtained
by mixing the frequency w, with a low reference fre-
guency Q inthevicinity of the desired combination fre-
guency wy,. If the widths of the high-frequency reso-
nances at w;; and w,; are many timesthat of the Raman
resonance at w;,, the instability of the high frequency
w, will not affect the accuracy of w,, measurements
(such an approach was used in the early experimental
demonstration of rubidium spin coherent precession
excited by absorbing polarized light modulated at the
precession frequency [3]).

Nevertheless, these basic advantages of the A reso-
nance method have not been proved until now. Our
work is an attempt to quantitatively compare the two
double-resonance approaches in terms of frequency
discrimination efficiency. First, we considered an ideal -
ized three-level system and made surethat A resonance
basically can twice improve the resolution of adiscrim-
inator. Then, using the simplest real medium, “He
atoms, we compared the calculated efficiencies for the
two types of QFDs.

ALEKSANDROV, PAZGALEV

RESOLUTION ANALYSIS FOR A
AND RADIOOPTICAL RESONANCES
IN A MODEL THREE-LEVEL SYSTEM

Let usturn back to Figs. 1 and 2. They can be ana-
lyzed by solving an equation for the density matrix p;,
subject to appropriate smplifications. In Fig. 1, the sys-
tem can be viewed as a system of two levels (1 and 2)
where optical pumping via channel 1-3 is a relaxation
process with a rate I, which establishes a stationary
population difference between levels 1 and 2 (initially
equipopulated). The interaction with the coherent field
of frequency w for transition 1-2 will be considered in
the conventional rotating-wave approximation. The
coherence pq5(t) will be used as a system’s response.
A set of equations for the density matrix has the form

idpy/dt = —iy(pp—1/2) —ilypy
+1/2il,p1 + V(P21 — P12),
idpy/dt = —iy(py—12) + 1/2il ,p1; + V(P12 — P20),

idpg/dt = +0p1, — il P10 + V(P2 —P11)-

Under stationary conditions, the coherence oscil-
lates with a frequency w and its complex amplitude is
given by

VI, 3+ily,
2l 8%+ 72, +4V*

Here, V is the matrix element of coupling with a vari-
ablefield (Rabi frequency), 6 = w— w,, isthe detuning
of the resonance, Iy, =y + 1/2 is the resonance half-
width, 1, isthe optical pumping rate, and y is the popu-
lation relaxation rate in the absence of pumping. It is
assumed that level 3 decays into states 1 and 2
equiprobably. If the probabilities of spontaneous decay
differ, the expression for the coherence takes the form

o+il
plZ:_VKIp 2 2 - 2~ 7
(0" +TR)(y+Kl)+4VT,

where K isthe probability of decay into state 2.

A frequency discriminator is convenient to design
so that the real part of the coherence is detected. The
real part isadispersion curve vanishing at the exact res-
onance frequency. The steepness S of the discriminator
response in the vicinity of aresonance,

S = d(Repy,)/dd|; -,

should be optimized in terms of the pumping ratel, and
field V. Its maximum, (16y)™, is reached with V =y,
Mp=2y,and 1, =2y.

In the case of the A resonance method, it is neces-
sary to solve an equation for the density matrix when
the system has three levels and two coherent fields at
frequencies w, and w,. The rotating wave approxima-
tion remains valid, so that the problem can be solved
exactly. The general solution was repeatedly obtained

P =

TECHNICAL PHYSICS Vol. 48 No. 3 2003
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earlier. However, it is so awkward that only specific
cases were published. We will also restrict our analysis
to the specific case for the coherence p,, when the Rabi
frequencies obey the equalities V,53 = V,3 = V. In addi-
tion, we will assume that the radiation width " of the
top-most level 3 is many orders of magnitude greater
than the width of pumping-undisturbed operating tran-
sition 1-2. The associated set of equationsisasfollows:

idpy/dt = V(Pap —Paa) —iV(P1—1/2) + 1/ 2iT P,
idpg,/dt = V(P —Pa) —1V(P—1/2) + 1/2iT P,
1dpas/dt = V(P13— P31+ Poz—P3) —iMPas,
1dpya/dt = +031p13— V2iT P13+ V(P33 — P11) —VasP12,
1dPoa/dt = +055P03 = 1/ 2IT P o3 + V(P33 — P22) —V13Par,

idpg/dt = +8,P1—1Y P12+ V(P22 — P12)-

For the coherence p,, to occur, the fulfillment of the
resonance condition w; — w, = Wy, is of prime impor-
tance, while resonances at the pumping frequencies
take place automatically because level 3 is sufficiently
wide. Introducing symmetric and equal detunings for
the pump fields, 8 = 0y — W3 = gy = W =, = 0> T,
we arrive at the expression for the dispersion part y;, of
the coherence py, = X35 + 1Y

Yy = OV 82+ (y/2+2V¥/T)] .

The stegpness of the discrimination curve dy;,/dd in
the absence of the detuning, & = 0, has the form

Sy) = Vz/r/(v/z + 2V2/|')2.
It is maximal when V2 = y/4:

S(Yi2)max = 17(4Y).

The extrema of the discrimination curve arefound at
V2=Tyl4and d=+y. They equal (y,3)®" = +1/8, respec-
tively.

When comparing the maximal steepness of a A dis-
criminator with that of a discriminator designed as
shown in Fig. 1, one should bear in mind that the equal -
in-magnitude and opposite-in-sign detunings adopted
above correspond to the doubled detuning of Raman
resonance: d,, = 20. Therefore, the maximal steepness
of a A discriminator per single detuning of Raman res-
onance is halved and becomes equal to 1/(8y).

Thus, al other things being equal, the optimized
steepness of a A discriminator, which is proportional to
the resolution, istwice as large as that of adiscrimina-
tor based on double radiooptical resonance.

EFFICIENCY ANALY SIS FOR DISCRIMINATORS
OF BOTH TYPES WITH CONSIDERATION FOR
THE REAL ATOMIC LEVEL STRUCTURE

The above comparison was made for the model
three-level system. However, any real structureis more
TECHNICAL PHYSICS Vol. 48
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Fig. 3. Transitions between the 23S, and 2°P, levels in a
helium atom.

+1 P,

+1

Fig. 4. 23S, = 23P, transitionsin ahelium atom initiated
by two pairs of coherent optical fields.

complicated and includes no less than four levels. The
simplest atomic system suitable for the method of dou-
bleradiooptical resonanceisahelium atom in the meta-
stable triplet state. In amagnetic field, this state is split
into three equidistant sublevels with the spin projec-
tions 0 and £1. This effect is conventionally used in
magnetometry. For the optical pumping of helium, the
closely spaced lines of the triplet 235 —= 2°P,, , are
usualy used. By means of alaser, the line 23S, — 2°P,
(Dg line, 1.083 um) can be selectively excited, alowing
the realization of the simplest four-level system
(Fig. 3).

To achieve maximal magnetic sensitivity in the A
version, the excited level 2°P, must obviously be
related to the m = +1 sublevels of the state 2°S, by two
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Fig. 5. 2°S; = 2%pP; transitionsin a helium atom. Orien-
tation due to pumping by incoherent light.
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Fig. 6. Alignment dueto the excitation of the 2381, m=0=+=—
23P1, m = 0 transition by linearly polarized light.

coherent optical harmonics with appropriate polariza-
tions (Fig. 4). In practice, this can be done most conve-
niently by exciting metastable helium along the mag-
netic field by a radiation whose plane of polarization
rotates with a frequency w close to the Larmor fre-
guency Wy, = W_0, Which linearly depends on the field
with a proportionality coefficient of =28 Hz/nT.

The calculation of the discrimination curve steep-
ness optimized in terms of pumping radiation intensity
yields 0.071y. Thisvaueisamost half as high asthat
calculated for the idealized three-level system. The dif-
ference is due to the presence of the “idle” sublevel
235, m=0, especidly if it istaken into account that its
population increases because of the pumping and

ALEKSANDROV, PAZGALEV

reaches 0.42. The “leakage’ of the atoms to the idle
sublevel can be suppressed in a more sophisticated
scheme using the transition 23S, = 2°P; (D, line,
1.083 um). Here, for the same type of optical excita-
tion, the A scheme coexistswith theV scheme owing to
the coherent excitation of the two transitions 23S, m=
0 = 2°P,, m= 1. Since the excited state is wide, its
magnetic splitting does not resonate with theV scheme;
therole of the latter isto deplete the idle sublevel 23S,
m = 0. The calculation of the discrimination curve
steepnessyields=0.105y inthiscase, whichiscloseto
the limiting value. The population of the idle level in
resonanceis 0.152.

In passing to the situation of usua radiooptical res-
onance in helium, it is necessary to separately consider
the cases of optical alignment and orientation. When
pumping along the field is accomplished by circularly
polarized light (Fig. 5), the m=—1 sublevel is depleted,
while the m = 0 and +1 sublevels of the S, state are
enriched. This causes the effect of optical orientation.
The orientation signal is observed at the frequency w of
the applied radio field V. The calculation shows that the
coherence signal po.; between the sublevels m =0 and
+1 has the maximal discrimination steepness, =0.062y .

When the optical transition 2°S;, m = 0 = 23P,,
m=0 is initiated by linearly polarized light (Fig. 6),
alignment takes place, which is characterized by the
depletion of the m= 0 sublevel. The resonant rf field V
with the frequency of the transition 23S, m= 0 ==
m' =+1 partially restores the equilibrium populations
and generates coherences at the field frequency and at
the doubled frequency. The maximal discrimination
steepness, =0.06y, is observed at the doubled fre-
guency. Longitudinal alignment of opposite sign
appears at the incoherent pumping of the transitions
23S, m=+1 =— 2°P,, m= 0, which occurs, for exam-
ple, when atoms are excited along the magnetic field by
linearly polarized light. In this case, the coherence at
the doubled frequency p_;; is aso the coherence of
choice, since it provides a maximal discrimination
steepness of =0.038y*. Note that in this case, too, the
steepnessis lower than for the A scheme (=0.071y).

CONCLUSION

Our mathematical simulation shows that the A
scheme (double resonance using two coherent fields)
does not have any distinct advantages over the conven-
tional approach (double radiooptical resonance with a
single coherent field) in terms of frequency discrimina-
tion. Therefore, in deciding on a particular method, one
should take into consideration the real atomic level
structure and also a number of experiment-related fac-
tors, such as optical pumping efficiency, quantum yield
of a photodetector, and the relaxation characteristics of
an operating transition and its frequency. As a rule,
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magnetic resonance is easier to induce with an rf mag- REFERENCES
netic field rather than by producing two coherent har- -
monics. Sometimes, however, it is more convenient to 1. A. Kastler and C. Cohen-Tannoudji, Prog. Opt. 5, 1

do without an rf inductor. In this case, the all-optical A (1966).
scheme may appear to be preferable. 2. E. Arimondo and E. Wolf, Prog. Opt. 35, 257 (1966).
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Abstract—The transformation of a shear surface magnetoelastic wave by the motion of the 180° confining
domain wall in aferromagnet is considered. Changes in the wave spectrum due to the motion of the wall are
correlated with the variations of the energies of the elastic and magnetic subsystems. The efficiency of surface
wave transformation by the domain wall mation is estimated in terms of energy. The frequency dependences
of the mean energy density of the wave are found. It is shown that the energy density grows with wall velocity.

© 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Recently [1, 2], we considered (in the exchangeless
magnetostatic approximation) the dispersive properties
of a shear surface magnetoelastic wave (SSW) on a
180° geometrical domain wall moving with a nonrela-
tivistic velocity in a cubic ferromagnet. The approach
adopted in [1, 2] relies on the well-known fact in mag-
netodynamics [3-5] that a domain wall (DW) is fairly
stable against weak perturbations introduced by the
wave and control actions moving the wall. The sub-
threshold DW motion conditions and a low structural
sensitivity of DWsto external effects (which isusually
observed away from the phase transition [6]) make it
possible to consider the motions of the wave and DW
separately. The latter motion is included in the bound-
ary conditions of the problem. Naturally, with such a
statement, wave-wall interaction becomes incomplete
and can be described as a parametric action on the sys-
tem [7, 8] from an implicitly given source. In spite of
the disadvantages of thisapproach, it seemsto be prom-
ising (especially when combined with the small-signal
approximation), since it allows one to avoid hard-to-
perceive magnetodynamic solutions and leaves room
for invoking analytical methods of Fourier spectros-

copy.

The aim of this work is to consider the energy
aspects of SSW transformation via DW motion, which
were not covered in [1, 2]. First of al, it would be of
interest to find a correlation between changes in the
SSW spectrum (including in the frequency dependence
of the factor of wave localization at the wall) and the
wall-motion-induced variations of the energy of the
elastic and magnetic subsystems. To estimate the effi-
ciency of SSW parametric transformation by DW

motion, it is useful to discuss the variation of the mean
energy with DW velocity.

It is worth noting that, according to our approach
[1, 2] to treating an SSW on a moving DW, the wave
energy alone can be considered. Energy redistribution
between the wave and moving DW is virtually postu-
lated to be negligibly small. This does not mean that
such issues as the stability of a DW and the adequacy
of its geometrical (structureless) model are completely
ignored. For example, a large increment of the SSW
mean energy combined with a sharply enhanced local-
ization of the wave at the wall can serve as a heuristic
test for loss of the above properties.

A SHEAR SURFACE WAVE
IN THE COORDINATE SYSTEM RELATED
TO A MOVING DOMAIN WALL

In[1, 2], results were obtained for cubic ferromag-
nets with both a positive and negative magnetic anisot-
ropy constant K;. Accordingly, the appearance of inter-
nal magnetic fields H; || Z in semi-infinite domains sep-
arated by the DW plane y = 0 (X0yz is the frame of
reference related to the moving DW) is associated with
the effect of magnetic anisotropy. In other words, it is
assumed that H; = H,, where H, is the field of magne-
tocrystalline anisotropy: H, = 2K,/M,if K, >0andH, =
—4K,/3M, if K; <0[9] (M, isthe spontaneous magneti-
zation in the domains). The y axis coincides with the
direction of DW propagation and easy magnetic axisin
aferromagnet.

Thus, in the laboratory frame of reference xOyz, a
DW is a (010)-oriented (if K; > 0) or a (111)-oriented
(K; <0)wall. Therenormalization of the shear modulus

1063-7842/03/4803-0354%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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A and magnetoelastic coupling coefficient B, which is
necessary in the latter case, isgivenin[10]. For aniso-
lated 180° DW in a ferromagnet to be considered as
geometrically thin and structureless, we impose the
restriction kA < 1, where kg, is the wavenumber of
shear waves and A isthe DW thickness. Thisrestriction
allows us to apply the exchangeless magnetostatic
approximation up to the bottom of the frequency gapin
the magnetoelastic wave spectrum [11, 12]. We also
assumethat the DW structure remains unchanged asthe
DW moves along the y axis. For bulk (nonfilm) ferro-
magnets like Y1Gs, this assumption is valid for DW
velocities Vp < ¢y, (C4, isthe shear wave velocity in the
absence of magnetoelastic coupling) [3] provided that
the DW structure is not too sensitive to external effects
near the phase transition [6].

To be definite, we assume that the magnetic anisot-
ropy constant of aferromagnet is positive. Then, align-
ing the easy magnetic axis with the crystallographic
direction[001] || z, one can relate the DW to the moving
coordinatey = yp (Yp = Vpt, wheretlstlme) Also, it can
be assumed that shear waves travel in the plane (001)
and that their displacements u; || z are collinear with

spontaneous magnetizations Mé” in the domains
(M 11 M@ |[111], where | = 1, 2 is the domain
number). Accordingly, the internal magnetic fields

HY || z of the domains and the spontaneous magneti-
zations are given by

Mg = (<1)'"*M,, HY = (<1))"'H, ()

wherej=laty=ypandj=2ay<yp.

Since Vp < ¢4, and ¢y, < ¢, where c isthe velocity of
light, the rest frame of the DW can berelated to the lab-
oratory frame by the Galilean transformation X = X,
¥ =y—Vpt, Z =z t =t. Therefore, thetransition to the
rest frame of the DW is accomplished by replacing the
differential operators. 9/0x — 0/0X, /0y —» 0/dY,
9/t —» 8/0t — Vp0/dy. Then, the initial equations
[1, 2] arerepresented in the form

Da DZ o ~5 A (_1)j+lB~2 |
an~ e u; = A0y, +—4T[|\/|0 065,
o _ il 2
[FB-vog + i |Ts, @
j+152
= —4myBa(-1)" Oy,
where 0% = 9%0%° + 0%/d%7, v is the gyromagnetic

ratio, p is the density, and ¢; is the potential of the
dynamic part of the magnetic field.

Equations (2) are supplemented by the standard
boundary conditions from the theory of ferrite magne-
toacoustics [10, 11]. They imply that the potentials,

TECHNICAL PHYSICS Vol. 48

No. 3 2003

355

tangential displacements, normal components of shear
stresses, and dynamic component of the induction are

continuous at the DW (i.e., for y).

It was shown [1, 2] that Egs. (2) have the unique
solution (in terms of field boundedness and SSW non-
collinearity due to DW motion)

4myBoy(-1)" "

¢i = q)j_ 2 . i 27
Wi +[i(Q + pVp) +5(-1)Vp]

uj = Ujexpi(kx + py)exp(-iQt)exp[ (-1)'s¥], (3)
®; = Fexp[i(kx—Q1)] exp[(-1)'k],

where oy = YH,, 0 = Wy(Wy + Wyy), Wy, = 4TTyM,, and
Q isthe SSW freguency in the rest frame of the DW.

The parameters p and s are the transverse compo-
nent of the wave vector and the SSW amplitude decline
factor. Schematically, the wave front pattern and the
tangential displacement distribution in it (u; given by
(3)) are depicted in Fig. 1. From (3), it follows that the
motion of the DW has an orienting effect on the SSW
wave normal, which is deflected toward the vector V

by an acute angle © = arctan( p/k). Such a wind-vane
effect indicates that the SSW wave vector K =k + p
P11V, pPVp > 0) and the DW directrix are noncol-
linear; therefore, it can be said that we are dealing with
a new class of boundary waves—noncollinear bound-
ary waves[1, 2].

It has aready been noted [2] that, according to (3),
an SSW possesses a unidirectional continuous energy
flux, which penetratesa DW, therefore, aDW cannot be
considered as an energy source or sink. As a result,
SSWs propagate along a moving DW in the steady
regime, i.e., without amplification or damping: Imk =0
and Q > 0. It has also been mentioned that the trans-
verse component of the energy flux (this component is
nonuniform along the y coordinate) isthe energy of an
SSW coupled with the DW via the magnetic poles
(Fig. 1) (this energy component is transferred by the

K

<
——

W,

Fig. 1. Schematic pattern of a shear surface wave on amov-
ing Bloch wall.
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DW), while the longitudinal component characterizes
energy transfer along the DW by the wave.

The SSW spectral parameterss, p, and Q arerelated
to k by the dispersion relation Q = Q(K). It is obtained
by substituting field representations (3) into the bound-
ary conditions of the problem and equating the determi-
nant of the resultant set of homogeneous algebraic
equations to zero. In the laboratory frame of reference,
w is substituted for Q,

W= Q+KV, = Q+pVy, 4
and the dispersion relation w = w(k) takes the form
G(w, Vp)

S+XWe0 > |Ki
1+XwoF(w, Vp)

= 0. (5)

Here,

2
F(0, Vo) = (W —SVE — ) —2pVpw ©
VDS T 20,2 2,2 2,2 2

2
w -5V —
2 2 2
(W =SV —on) +4s VoW’

G(w,Vp) =

Wi (W— Twy) 0w,s’Va

(w—ow)’+sVp

x| w—
(w- o)’ + V3

N oy)’ + V2 + W, -
(W= 0w)* + sV — 0w,(w— o0y)

25" Viw

+
2 2
(W =VE— ) +4sViw

(oo cmb) +SVD+(,00 —20W,0

(0= 0w)* +5Vp - 0wy (0—0w)

In (5)—(7), x isthe magnetod astic coupling constant
and 0 = +1, when the SSW propagatesin the positive X
direction, or —1 when the SSW is directed oppositely.

ENERGY DENSITY OF A SHEAR SURFACE
WAVE ON A MOVING DOMAIN WALL

In the rest frame of the DW, the efficiency of SSW
transformation by the DW motion can be estimated by
comparing the time-averaged energies per DW unit sur-
faceareaat Vp = 0 and V, # 0. The energies are found
from the expression for the energy density of a ferro-
magnet [12, 13]

w; = —-m;, [h, +(_1)“1M£O(m Djuj)+)—2‘(Duj)2, )

which includes the Zeeman term, the magnetoel astic
energy density, and the elastic energy density. Here, m;

VILKOV et al.

and h; = ¢ ; are the dynamic magnetic moment and
magnetic field strength, respectively. The value of ¢,
depends on @; and u; according to (3), and my; is
expressed through @; and u; from the equation of
motion of magnetic moment:

md) = yB

au; j+1 _ 0U;
Q_w[IQay+(l) ‘*’Oax}

W, [ j+1, ~ 0D 6¢>J}
(= Q— +w,— |,
AT O — 035) =D dy 0 0x

M- _YB a“;}
ay
0D,

y Qz
W, |: j+1. j adJ]}
+——1 (- o= + wy— |
AT — W) 1) ox °dy

(9)

m [m% i+ (-1) e

Initsturn, the amplitude factor of scattered field ®;,
which appearsin (3) and (9), depends on u; through the
boundary conditions. Certainly, formula (18) applies if
the process is quasi-stationary. In our case, the quasi-
stationarity means that the change in the SSW ampli-
tude due to DW displacement is insignificant over the
period T of the wave at any fixed point of the crystal;
that is, exp(—sVpT) ~ 1 or sVp < w Theinequality has
been established to hold throughout the frequency
range of the spectrum, which validates formula (8) for
the SSW energy density in the rest frame of the DW.

Since expression (8) is quadratic in field, al its
termsmust bewritteninreal form. To thisend, the com-
plex quantities are represented as the sum of complex
and complex conjugate components and the expres-
sions obtained are substituted into (8). Averaging w,
over time and integrating over the y coordinate in the
first (j = 1) and second (j = 2) domains yields the time-
averaged SSW energy per DW unit surface area:

0 [~

W = £W2d§/+.];wld§/, (10)

Specifically, for Vp =0, expression (10) takes the form
Wo = Wy, -0

_ )\Ekz +s X[Zwubks+ e (K2 + 5% (00° — wp)
g 4 2s (- ) (11)

(*)000 ((*)o"'(*))k%_ Wo mE}HJ ’

where U is the amplitude u, in the first or second
domain.
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In the case of a moving DW, the energy density is

the sum
W= W, +W,,
where
AN+ PR S
W, = 2=——U (12)

isthe elastic energy density and
Wi = XA{[(a] + 85) e + (a0 + 8,VpS) o 1K
+[(a1+ 8) w0 +ag] (K + p*+5°)(29)”
+ b, [k(k+s)f,(w Kk, Vp,s)—kpf,(w,k, Vp,s)] (13)
+b,[k(k+s)f,(w, Kk, Vp,s) +kpf,(w,k, Vp,s)]
+ W (17 + FA)k[ag(w + wy) +a,Vps]} U?
is the magnetoel astic energy density. Here,

b, = [(s+ k) gp
17 7 2 2 27
p*+(s+k)” p +(s+k)

b = _9(s+kK) Ip
p’+(s+k)® p’H(s+k)’

fi(w, kK Vp,s) = {(aza; + aa,) (0 + wy)

+ (883 — 8,8,)VpS+ W (8,00 + 8,VpS)

+ay + a3We00 + Wol (AW + 8,VpS) },
fa(w k,Vp,s) = (@85 + a,a,) (W + )

— (898 + 8,8,)VpS+ W (8,00~ 8,VpS)

+ 8, — 8,We00 — Wl (3,0 —83VpS) },

2 2 2 2
| = (W —VpS™ — W) Wy,
T ’

(W + V35 + wy)
T

g = —WnVpS

[(00— 03)” + Vps]
(W= )+ Vp S — o (w— o)

X

(0 =VEs” —w?d)

N oo,inVDs
U (- w) + V38 — (00— )

_ (@’ -VES —w)wy

q

T
2
2VpSswuwy,
a, = ——,
Ty
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2 2 2 2
_ (0’ = V35S’ —wp)wy,
az = T )
2
_ 2Vpswwy,
a = —m,
T

2
2 2 2
T, = (W =Vis'—wy) +4Visw’,

2
T, = (W =Vise—w)) +4Visw’.

The calculation of the energy densities for Vp = 0
and V, # 0 by formulas (11)—(13) and the discussion of
the results obtained are presented in the following sec-
tion.

NUMERICAL RESULTS AND DISCUSSION
Substituting (3) into (2) and separating the real and
imaginary parts gives
Vp W —2w° —s°c5 (1 —2V3/c%) + K2c,
P=<c 2 2, 2,2 (14)
Cen Csn W, —w +sVp

K? = (0f -’ +5°V})

2 |:| V2
(W2 — 0 + SZVZD){(—% +s°0-— } — X Wes’
0 &0
x > (15)
(f —w* +S°V3) + 452w’V

2 2 2 2 2 2 2
+ 432002\LD W™ =Xy +S°Cq,(1-Vp/cq)

2 2 2 !
Can (0 = +5°V3) + 45’V

where K2 = p? + K and o = @ — X 0og.
Putting

K = JK*=p® (16)

in (5) and using (14) and (15), we can reduce the dis-
persion relation for SSWs to the form F(w, ) = O,
which is suitable when one-dimensional nonlinear
equations are solved by numerical methods [14, 15].

Numerical calculations have shown [1, 2] that the
spectrum of backward-propagating SSWs (o = -1) is
affected by DW motion insignificantly. The weak non-
resonant transformation of the backward-propagating
SSWs shows up primarily as a change in the compo-
nents of the total wavevector K. Therefore, we will
restrict our analysis to the spectrum of forward-propa
gating SSWs (o = 1).

Figure 2 showstypical spectraof forward-propagat-
ing SSWs (in the reduced spectral variables & = wwy,
and n = Kcg/wy) for DWs moving with various veloci-
tiesin Y—-Ga and Bi—Ca-V garnet ferrites (which have
a low saturation magnetization at the usual degree of
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Fig. 2. Fragment of forward-propagating SSW spectrum on
the moving DW. Vp/cg, = 0.0007 (1), 0.001 (2), 0.003 (3),
0.01(4), and 0.1 (5). Hereand in Figs. 3-5, wy,/tg = 0.5 and
X =0.01.

magnetic anisotropy). Horizontal dashed line | repre-
sentstheline of ferromagnetic resonance (FMR) (€ =1,
W = wy) for astatic DW; dashed line 11, the SSW spec-
trum branch that tends to the asymptote & = 1 —x when
n — . Near-vertical dashed line Il is a part of the
spectrum of volume shear waves ky, = Ky (w) inthex —n
representation.

The SSW dispersion spectra at Vp # 0 in Fig. 2 are
loops of quasi-linear volume shear wave spectrum 11
that are cut off by FMR linel. In the frequency interval
1—-x <& <1, the loops are extended toward shorter
wavelengths the stronger, the smaller Vp is. This fact
was associated [1, 2] with the twofold local degeneracy
of modes| and Il [16] asaresult of the DW motion. The
similar degeneracy of the FMR spectral doublet, w =y,
and w = wy, + Wy, was also observed for magnetostatic
surface waves on amoving DW [17].

Using the SSW parameters thus defined (w, p, k, K,
and s), we will calculate the mean energy density by
formulas (12) and (13) and other relevant expressions.
The results of calculation for the dispersion spectrain
Fig. 2 areshowninFig. 3 asthe frequency dependences

of the dimensionless energy density W = Wcg/(0wAU?)
for a static DW moving with low and moderate veloci-
ties (dashed lines 1 and 2 and thin continuous lines 3
and 4, respectively). It is seen that the SSW mean
energy density grows with w, infinitely increasing as w
approaches wy, at Vp # 0 (dashed curve 2 and curves 3
and 4). As can be judged from the frequency depen-
dences of the SSW localization coefficient in Fig. 4,
this is explained by the coming delocalization of the
wave (s — 0, W — ).

VILKOV et al.

/4 4

_20k ty

2
0.980 00984 0988 0992 0996 1.000
w/ay

Fig. 3. Dimensionless energy density vs. reduced fre-
quency. Vp/cg, = 0 (1), 0.01 (2), 0.04 (3), and 0.1 (4).

Itisof interest that, in the static case and at low DW
velocities, W may change sign from positive (see the
initial portions of curves 1 and 2 in Fig. 3) to negative.
Thereason isthat the negative energy W,, starts exceed-
ing the always positive energy W, of the elastic sub-
system as the SSW spectrum for the static DW
approachesits asymptote. Once can check this supposi-
tion most easily by turning to expression (11) for W,
where the first term in the braces is the contribution to
W,. Note that the value of W, at V = 0 is found from
(12) with p = 0. Accordingly, the brackets in (11) will
definethesign of W, at Vp = 0; it isthen easy to seethat
we actualy have W,, < 0 with w < wy,.

In nonconservative energy-transferring systems,
energy negativity is known [18, 19] to indicate the
redistribution of thetotal kinetic energy among the sys-
tem’s constituents and instability development because
of the excitation of negative-energy waves. From the
standpoint of an observer moving together with the
DW, the wave-wall system appears to be an energy-
transferring system and seemingly can be treated in
terms of the concepts put forward in[18, 19] in order to
explain negative values of W (W< 0) at V, # 0 (Fig. 3,
dotted curve). However, the fact that W becomes posi-
tive as Vp, increases (thin solid lines 3 and 4 in Fig. 3)
casts some doubt on such an approach. Note also that
our model of ageometrically thin and structureless DW
virtually excludes the energy redistribution among the
SSW and DW. To do this, it would be necessary to con-
sider the internal degrees of freedom, i.e., virtually to
pass to the problem of magnetodynamics [3-5].

This contradiction cannot be removed by introduc-
ing losses. For example, the replacement of wby w' —iw"
TECHNICAL PHYSICS Vol. 48
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Fig. 4. Frequency dependence of the dimensionless local-
ization factor. Vp/cq, = 0.001 (1), 0.01 (2), 0.1 (3), and
0.5 (4).

(w'/w' < 1) in (11) does not remove the negativity of
W,. Turning to dispersion spectrum 1 in Fig. 2, onecan,
however, note that W, changes sign exactly when the
quasi-acoustic behavior of the SSW changes to magne-
tostatic. It is logical to assume that the exchangeless
approximation, which isfairly accurate for the calcula-
tion of the SSW spectrum, turns out to be inadequatein
determining the SSW mean energy. In asense, the situ-
ation is akin to those encountered in acoustoel ectronics
[20, 21] when the conventional quasi-static description
of electric fieldsin piezoelectrics, which well appliesto
treating solutions to boundary-value problems in the
linear field statement, introduces almost 100% errorsin
energy characteristics that are quadratic in field (e.g.,
energy fluxes), whose correct finding requires exact
electrodynamic analysis.

Supposing that the negativity of Win the static case
and at low DW velocities is removed by taking into
account exchange interaction, we will correct the
results by substituting wy, + ak? for wy, in formulas (14)
and (15) (a is the exchange constant and k is the SSW
wavenumber corresponding to the exchangeless
approximation). Essentially, such a correction is the
iterative redefinition of the SSW spectral parameters by
invoking formulas (5) and (6). Certainly, such a proce-
dure does not change our approach, which, in essence,

remains exchangeless.! It is therefore natural that this
procedure does not significantly change the SSW spec-
trum in the transition region even at the first iteration.
Nevertheless, the subsequent substitution of the SSW
spectral characteristics thus corrected into (10)—(13)
removes, aswas expected, the negativity of W. Thisfact
indirectly validates the above supposition that, in the

1 Otherwise, it is necessary to include the exchange energy density
in (8), introduce its associated termsinto initial equations (2), and
set additional boundary conditions.
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Fig. 5. Dimensionless energy density vs. reduced DW
velocity. w/wy = 0.98 (1), 0.984 (2), 0.988 (3), 0.992 (4),
and 0.996 (5).

presence of exchange interaction, the energy character-
isticsthat are quadratic in field are more sensitive to the
variation of the SSW spectrum than the spectra them-
selves. Thisis clearly illustrated in Fig. 3, which dem-

onstratesthe frequency dependences of W (curvesl, 2)

obtained after the correction of W (a = 0.1) corre-
sponding to dashed lines 1 and 2.

Figure 5 shows typical dependences of W on the
DW velocity for several frequency values with the cor-
rection procedure applied. It is seen that the motion of
the DW alwaysraises the SSW energy and has the most
pronounced effect in the vicinity of the FMR frequency.
Physically, an increase in the SSW energy due to DW
motion, which shows up as a decrease in the wave
localization strength and as a Doppler gain in the wave
frequency, can be considered as the result of the work
done on the parametrically transforming wave field
during the motion of the confining DW.

The results given above were obtained for w,/uy, < 1.
With w,/uwy, > 1, the resonance frequencies wy, and
will be separated still further in comparison with the
case described. Qualitatively, the spectrum of SSWson
a moving wall will not change. The limiting cases
W/ < 1 (W /uy, =0.01, x = 0.01 and w,/uy, = 0.01,
X = 0.3) were studied in [2]. In these cases, the SSW
spectrum is severely modified: it is cut off by the dis-
persion curve of volume shear waves on the vicinity of
magnetoacoustic resonance frequency lying below the
FMR frequency. However, the frequency dependence
of the energy density remains the same as for the SSW
spectrum parametersin Fig. 2.
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CONCLUSION

We studied the energy efficiency of transforming
SSWs by the motion of the confining DW. It was shown
that the SSW transformation by DW motion is largely
due to FMR appearing in scattered fields when the
wave propagates in the forward direction. An increase
in the DW velocity near the FMR frequency causes a
substantial increase in the energy and phase velocity of
the SSW compared with the same parameters for a
static DW. The degree of delocalization of the wave
also grows. It was demonstrated that negative val ues of
the SSW energy, which are possible in the formally
strict exchangeless approximation, can be removed by
correcting the spectrum with allowance for exchange
interaction.

REFERENCES

1. E. A. Vilkov, V. G. Shavrov, and N. S. Shevyakhov,
Pis'ma Zh. Tekh. Fiz. 27 (17), 40 (2001) [Tech. Phys.
Lett. 27, 728 (2001)].

2. E.A.Vilkov, V. G. Shavrov, and N. S. Shevyakhov, |zv.
Vyssh. Uchebn. Zaved. Radiofiz. 44, 712 (2001).

3. V. G. Bar'yakhtar, B. A. Ivanov, and M. V. Chetkin, Usp.
Fiz. Nauk 146, 417 (1985) [Sov. Phys. Usp. 28, 563
(2985)].

4. L.G. Potemina, Zh. Eksp. Teor. Fiz. 90, 964 (1986) [Sov.
Phys. JETP 63, 562 (1986)].

5. F. G. Bass, I. N. Nasonov, and O. V. Naumenko, Zh.
Tekh. Fiz. 58, 1248 (1988) [Sov. Phys. Tech. Phys. 33,
742 (1988)].

6. V. S. Gornakov, L. M. Dedukh, and Yu. P. Kabanov, Fiz.
Tverd. Tela(Leningrad) 26, 648 (1984) [ Sov. Phys. Solid
State 26, 391 (1984)].

7. L.A. Ostrovskii and N. S. Stepanov, Zh. Eksp. Teor. Fiz.
45, 1473 (1963) [Sov. Phys. JETP 18, 1018 (1964)].

VILKOV et al.

8. V. N. Krasil’ nikov, Parametric Wave Effectsin Classical
Electrodynamics (St. Peterb. Gos. Univ., St. Petersburg,
1996).

9. A. G. Gurevich, Magnetic Resonance in Ferrites and
Antiferromagnets (Nauka, Moscow, 1973).

10. V. Strauss, Physical Acoustics, Ed. by W. P. Mason (Aca
demic, New York, 1968; Mir, Moscow, 1970), Vol. 4,
Part 6.

11. Yu.V. Gulyaev, |. E. Dikshtein, and V. G. Shavrov, Usp.
Fiz. Nauk 167, 735 (1997) [Phys. Usp. 40, 701 (1997)].

12. A.l.Akhiezer, V. G. Bar'yakhtar, and S. V. Peletminskif,
Sin Waves (Nauka, Moscow, 1967).

13. G. A. Smolenskii and V. V. Lemanov, Ferritesand Their
Technical Applications (Nauka, Leningrad, 1975).

14. V. L. Zagustin, Handbook of Numerical Methods for
Solution of Equations (GIFML, Moscow, 1960).

15. J. E. Dennis and R. Schnabel, Numerical Methods for
Unconstrained Optimization and Nonlinear Equations
(Prentice-Hall, Englewood Cliffs, New York, 1983; Mir,
Moscow, 1988).

16. V. V. Shevchenko, Radiotekh. Elektron. (Moscow) 45,
1157 (2000).

17. E. A. Vilkov, Pis ma Zh. Tekh. Fiz. 26 (20), 28 (2000)
[Tech. Phys. Lett. 26, 907 (2000)].

18. M. V. Nezlin, Usp. Fiz. Nauk 120, 481 (1976) [Sov.
Phys. Usp. 19, 946 (1976)].

19. L. A. Ostrovskii, S. A. Rybak, and L. Sh. Tsimring, Usp.
Fiz. Nauk 150, 417 (1986) [Sov. Phys. Usp. 29, 1040
(1986)].

20. M. K. Balakirev and I. A. Gilinskii, Waves in Piezoelec-
tric Crystals (Nauka, Novosibirsk, 1982).

21. T. N. Marysheva and N. S. Shevyakhov, Akust. Zh. 32,
413 (1986) [Sov. Phys. Acoust. 32, 259 (1986)].

Tranglated by V. |saakyan

TECHNICAL PHYSICS Vol. 48 No. 3 2003



Technical Physics, Vol. 48, No. 3, 2003, pp. 361-369. Translated from Zhurnal Tekhnicheskor Fiziki, Vol. 73, No. 3, 2003, pp. 87-95.

Original Russian Text Copyright © 2003 by Bulgakov, Shramkova.

RADIOPHYSICS

Dispersion and I nstability of Electromagnetic Waves
In Layered Periodic Semiconductor Structures

A. A. Bulgakov and O. V. Shramkova

Institute of Radiophysics and Electronics, National Academy of Sciences of Ukraine,
ul. Akad. Proskura 12, Kharkov, 61085 Ukraine
e-mail: bulgakov@ire.kharkov.ua
Received August 23, 2002

Abstract—The effect of carrier drift on the dispersive properties and instability of electromagnetic waves and
plasma polaritonsin infinite layered periodic semiconductors are considered. It is assumed that in similar semi-
conductor layers, carriers drift parallel to the interfaces. Drift waves are shown to have a specific band structure
of the spectrum. The dispersive properties of collective plasma polaritons under drift are considered, the insta-
bility of the polaritons and drift wavesis studied, and the instability increments are determined. © 2003 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

The production of millimeter- and sub-millimeter-
wave devices faces a number of physical and technical
difficulties. Millimeter lasers are bulky, and vacuum
tubes lack efficient coupling between the electron flow
and electrodynamic system. In solid-state (semicon-
ductor) carrier-drift devices, one cannot provide Ceren-
kov interaction between drift and natural waves, since
it is impossible to realize synchronism between the
wave'sdrift and phase vel ocities. However, the creation
of long-term-interaction semiconductor devices similar
to TWTsis necessary for advancing solid-state technol -
ogy into the millimeter- and sub-millimeter-wave
range.

Physical phenomenathat could serve asthe basisfor
solid-state microwave amplifiers and oscillators have
been sought for several decades [1, 2]. In [3, 4], the
effect of beam ingtability was predicted. Later [5],
beam instability due to wall losses in a metallic
waveguide carrying an el ectron current was studied the-
oretically and experimentally. Resistive instability aris-
ing when an electron current passes through a channel
in a germanium crystal was investigated in [6]. It was
shown that instability increments predicted theoreti-
cally agree well with those found experimentally. The
recent theoretical work [7] on theinstability of wavesin
a beam propagating through a hole in a cylindrical
semiconductor specimen aso merits notice. It was
demonstrated that colliding space-charge waves are
unstable at any frequency if the thermal velocity of car-
riersin a semiconductor isignored.

It was also shown [8-11] that the instability of drift
waves in atwo-component semiconductor plasmaor in
layers with drifting carriers is Buneman instability
[8, 12]. Finally [11], the instability of a semiconductor
superlattice with a period much smaller than the wave-

length, aswell astheinstability of drift waves propagat-
ing along the drift direction in a superlattice with arbi-
trary thicknesses of the layers, was investigated. It
turned out that Buneman instability may also occur in
periodic structures. Conditions for instability develop-
ment depending on the thermal velocity of carriersin
different layers were found, and instability increments
were determined.

In this work, we consider a layered periodic semi-
conductor structure (superlattice) whose period equals
or exceedsthe length of anatural electromagnetic wave
propagating in the layered structure. It is assumed that
the Debyeradius and free path of carriers are much less
than the thickness of the layers. This assumption sim-
plifies the problem, alowing one to treat semiconduc-
tors in the hydrodynamic approximation. It is known
that the hydrodynamic equations are valid at frequen-
ciesw > v (collisionlessplasma[13]) and w < v (v is
the collision frequency) if only the collective behavior
of particlesis studied and effects like Landau damping
areignored [14]. The effect of thermal motion of carri-
ers can aso be included in the hydrodynamic approxi-
mation. As was shown [11], even at VA/2Tv,, = 3 (A is
the wavel ength under study and v, isthe thermal veloc-
ity), the discrepancy between the hydrodynamic and
kinematic descriptions is no more than 10%. With the
plasma frequency w, = (4TE%ny/me,)Y? = 10'2-10% 2,
effective mass m = 102-102° g, and collision fre-
quency v = 5 x 10'°-10"2 s*(typical values for semi-
conductors [15]), we have vy, = 10108 cm/s, the
Debye radius Ry = vy/wy, = 10~ cm, and the free path
| = vy/v = 10%-10"° cm. Thus, we consider layers of
thickness between 5 x 10#-10"' cm and frequencies
ranging from 1 x 10* to 5 x 10** s%. Landau damping
is ignored, therefore, drift waves can be considered as

1063-7842/03/4803-0361$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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van Kampen waves [16]. In other words, we suppose
that the drifting-carrier flow is modulated with the fre-
quency w. We show that the translational symmetry of
the medium is responsible for a specific band structure
of the spectrum of drift waves, which turn out to be sta-
ble when collisions are disregarded. Instability arises
when collisions are taken into account; i.e., we deal
with resistive instability. The effect of dissipation on
the propagation of natural waves in the superlattice,
collective plasma polaritons, is also studied.

1. STATEMENT OF THE PROBLEM
AND BASIC RELATIONSHIPS

Consider an infinite periodic structure composed of
alternating layers of different semiconductors with
thicknesses d; and d,. In our coordinate system, the 0z
axis is directed normally to the interfaces and the Ox
axis, paralel to them. We assume that al layers of
semiconductor 1 are exposed to an electric field that is
aligned with the Ox axis and causes carriersto drift with
avelacity vy = (v, 0, 0). The associated set of equations
includesthe Maxwell equations, aswell asthe continu-
ity equation and equation of motion of carriers:

aa_:l +div(ngyV, + Nyvg) = O,

v o 1
a_tl + (Vo )V +vyvy = aEl’

where ny, is the equilibrium carrier concentration in
layers 1 and v, isthe collision frequency.

For layers of semiconductor 2, al equations have
the same form except that v, = 0 and v, = 0. Since the
medium is homogeneous in the Oy direction, we will
assume that 0/dy = 0; then, the initial set of equations
splitsinto two polarizations. In what follows, the polar-
ization with the components E,, E,, and H, is consid-
ered.

The initial set of equations must be complemented
by boundary conditions. The feature of our situation is
that drift in one of the layers causesinterfacial currents.
Assuming that the transition region thickness is much
lessthan thewavelength (i.e., theinterfaceis sharp), we
can apply the boundary conditions from [17], which
include a step in the normal components of the electric
induction and the continuity of the tangential compo-
nents of the electric field. For plane waves of form
exp(-H ot +ikx + ik, ,2), we have

2
W 1K Vo
D,-D, = —2x0 g
2 1 ((A)—kXVO)Z(A) 1|at|nterface (2)

Exl =

EX2 | at interface*
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Here,

2
w

_ 2
Ky o = gssl,sz_kxa

2
W,

2

2
_ W,
W(w—k,vy+iv,)’

€1 = € €2 = Ep—

€01, 0z are the lattice permittivities of the semiconductor,
and wy ; , are the Langmuir frequencies.

To derive adispersion rel ation, we take advantage of
the method of transmission matrix [18, 19], which
relates the fields at the beginning and end of the struc-
ture period (d = d; + d,):

EEXI(O)D e [Exz(d)D
D00~ V() )

The relationships for the matrix components can be
found in [19]. Using the Floquet theorem

Exo(d) = Eq(0)exp(ikd),
D»(d) = D, (0)exp(ikd),

where k is the Bloch wavenumber, we arrive at a dis-
persion relation, which relates the frequency w to the

wavenumbers k, and k:

_ +
coskd = M:L1—M22,
2
K,o€q . .
Mll = COSkzld1COSkzzd2————Snkzldlslnkzzdz, (4)
I'(2182
k€5 . .
M22 = COSkzldlCOSkzzdz——Slnkzldlslnkzzdz.
Kp2€s
Here,
2
W,
€, = € — s :
(W=kVo+ivy)(w—kevo)
&€ = Ep.

Itisseenthat k isthe averaged wavenumber, which
describes the structure periodicity instead of k ».

2. DRIFT WAVES IN THE SEMICONDUCTOR
SUPERLATTICE

Relationship (4) will be studied for space-charge
waveswith w=kv,. Letv,; =0. Inthiscase, asfollows
from theformulafor g, the transverse wavenumber k,;
may be infinitely large. If w—kv,=0and
3 ®i1 w’ 2
et > — £, — K,
C (w_ kao)w 02 o

ol €

TECHNICAL PHYSICS Vol. 48 No. 3 2003



DISPERSION AND INSTABILITY OF ELECTROMAGNETIC WAVES

k,, can be represented as

W w
kZl~| .
C Nw—Kkwv,

In view of the fact that k,; is an imaginary number,
Eq. (4) can be recast in the same approximation:

coskd = —=-22 Keo GraC

2%2 Jaxw-kvo)® -

. EL)L]_ .
xsthCI k dlemezdz.

The absolute value of the right-hand side of this

relationship far exceeds unity; therefore, k must be
imaginary. Consequently, the frequency range w = kv,
isforbidden and fast drift waves do not propagate in the
0z direction (note that if sink,d, = 0, a transmission
band for fast drift waves may exist).

If w< kg, k,; isreal. We represent it as
nTt
d,
Let 0k, < 17/d,. Then, Eqg. (5) takes the form
(-1)"coskd = cosk,,d, + 8k,d,

mne . (7)

Ky, = 24 8k,; n =212, ... (6)

This equation has many solutions for kd at given n.

If the right-hand side is less than or equal to unity, k is
area number from the O—rtinterval. Thus, in this case,
the spectrum of drift waves has a band structure. The
width of transmission bandsisinversely proportional to
n. Certainly, the frequency band width cannot be less
than the collision frequency v,. Thisremark alows one
to estimate the number of transmission zones from the
condition (w, ,; — w,)/v; = 1. Substituting v, into the
expression for & and assuming that w, ; > v, we get

n = Int%—2

From this formula, it follows that the formation of
the band structure for drift waves depends significantly
on the lattice parameters. If the Langmuir frequency
w1 i1s low and the collision frequency v, is high, the
band structure may be absent.

Figure 1 shows the band structure in the presence
and absence of drift. The dispersion relations are given
for thefollowing cases: (a) v, =0; (b) v # 0, Wy < Wy
(©) Vo # 0, Wy < Wyp; and (d) v # 0, Wy = Wy,. Inthe
calculations, we used the following numerical values of
the parameters: €, = 17.8, €4, = 10, d; = 0.006 cm, and

g if
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d,=0.002cm. InFig. 1la(wy, =25x 102 s?, w, =3 %
10%? 1), where drift is absent, one can see two dashed
bands where natural waves, collective plasma polari-
tons, can propagate [19]. The symbol “+" corresponds

to kd = 1T the symbol “O,” to kd = 0. Both transmis-
sion bands asymptotically tend to the line w = wy =

A 00531 + 00;2352 , Where wyg » = 0y 1 o(Eo; + Egp) 2 arethe

frequencies of interfacial plasmons propagating at the
interface between the semiconductor layers. It should
be noted that in the upper band, the group velocity of
the waves is negative. The existence of polaritons of
two types can be explained as follows. Let us write the
expression for the power flux:

C w
Ple ) = —4—_'_[Re( EZH;) = 4_T[| EXl 2| |k | Resl 2
- > *) = M x1, 2 *
le, 2 - 4”Re( ExHy ) 4T[ | kzl‘ 2| 2 R kZl, 281 2

From (8), it follows that the P, component of the
flux is other than zero and that its sign coincides with
that of the permittivity. In the range of interest (between
Wy and wyy), €, ispositive and €,, negative. In addition,

kfz < 0 throughout the frequency range, while kzz1 <0

if k2 > (w?/cdey. From (8), it also follows that the P,

component equals zero. The flux in layers 1 coincides
with the positive Ox direction, while in layers 2 it is
directed oppositely. Thus, in the lower transmission
band, the major portion of the energy is transferred by
layers 1, while in the upper band most of the energy
concentratesin layers 2. This circumstance also defines
the direction of the group velocity v, = duw/dk,.

When constructing Fig. 1b, we took the drift veloc-
ity vo=5x10°cm/s, wy,; = 6 x 10 s, and w,, = 3 x
10* s, Here, the dashed line is given by the equation
w=KkV,, thatis, thislinereflectsthe dispersion relation
for adrift wave without considering the structure peri-
odicity. Theinteraction between drift waves and plasma
polaritons shows up in that the curves move apart at the
points where this line crosses the dispersion lines of
natural lattice waves. As aresult, the allowed bands for
plasma polaritons change their form and transmission
bands appear near the line w = k,v, (see inset). These
bands have been mentioned in the analysis of Egs. (6)
and (7). Notethat the equation for the boundary of these
bandsis w = kv, + const. The bands are situated to the
right of the dashed line and correspond to slow drift
waves. To the left of this line, transmission bands are
absent up to the transmission bands for plasma polari-
tons. Thus, fast drift wavesfall into the forbidden band
and are absent in layered semiconductors with transla-
tional symmetry.

In Fig. 1c, the range of drift waves is much wider
thanin Fig. 1b. In Fig. 1d, it is assumed that the waves
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10

Fig. 1. Graphical representation of the dispersion relation.

drift in layers with a high carrier concentration; there-
fore, therange of drift wavesisstill wider. Inthisfigure,
the asymptote for kd — o is the frequency wy,
rather than w,; asin Figs. la-1c.

To obtain analytical resultsfor the case w< kv, we
assumethat w, ; << Wy, and represent Eq. (4) intheform

(w— |<xVo)2(*"301("02 + ((*)Ez - 802002) Fiz) = wilwzv 9)

Fi, = (AT /A -1),

d1k22

Ao L cosk,,d, — (—1)"coskd
3kd, Snkd, '

(10)

Formula (10) was derived in view of relationship (6).
For drift waves, (9) gives

W 1K,V

«/501(sz0)2 + [0352 _soz(szo)z] Fiz

(the plus sign outside the second term is absent,
because the slow drift wave propagates in the structure
aswas indicated above). Since dk,d; issmal and |A| > 1,

expanding the radicandsin (9) in A yields

w = k,vo— (11)

nmt (2A)"
F1,2 = d k E( ) (12)
1K2[RA
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Fig. 2. (mq + Myp)/2 vs. kxdy/Ttfor Fig. 1b.
In the frequency range under study, k,, isan imagi- ticaly. From (7), we have for the right-hand side
k 4 3
exp (k)| 1+ Sk, A [T} 1 14y

—i coshk,d,—(-1)"coskd

A= Skd, Snhkod, T

Then, F, isinversely proportional to the small quan-
tity |&k,|d;. Therefore,
(k) = kXVO - (A)pl.
The value of F, is inversely proportional to |&k,|d;
and, hence, islarge. In this case,

- W _|k22|d1 O
W= Kol o | _2Bnn6kzd1D'

Consequently, at ok, < 0, the slow drift wave is
stable.

L et usdefine dk,. To do this, we construct the depen-
dence of (my; + m,,)/2 on k,,d,/Tt(Fig. 2), fromwhichit
followsthat |(my, + my,)|/2 < 1 at points where the argu-
ment is an integer number. As is seen from dispersion
relation (4), thisimplies the presence of atransmission
band. At the pointsk,d,/t= 1, 2, and 3, the bands arise
to the left of them and ok.,d, < 0; that is, the drift waves
are stable. The negativity of dk,d;, can be shown analy-

(13)
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Here, we took into account that k,, is imaginary and
€, <0intherangeof interest. Thus, with dissipation not
taken into consideration, drift waves in the periodic
structure are stable.

3. THE EFFECT OF DRIFT ON PLASMA
POLARITONS

Figure 1a shows the transmission bands for plasma
polaritons without drift. In this section, we consider the
numerical solution to the equation

(15

in the presence of drift. In (15), €, islargein magnitude
at frequencies near w = k,v,,; therefore, k,; can be rep-
resented by formula(6) and F, ,, by (10). Figure 3 dem-
onstrates the solutions to (15) for two drift velocities.
At the lower velocity (Fig. 3a), the transmission bands
change in shape insignificantly as compared with
Fig. 1a. The basic difference between Fig. la and
Fig. 3aisthat the asymptote to which the boundaries of
the bands tend at k,d — oo depends on the frequency
of the surface plasmonin layer 2, and not on the hybrid
frequency wye. In Fig. 3b, the band w = kv, is seen to

2 2 2 _
€W + (W —€pW)F,, =0
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Fig. 3. Band structure of the plasma polariton spectrum in the presence of drift: vg =1 x 10° (a) and 5 x 10° cm/s (b).

be in the range of small k.d. Also, the bands are notice-
ably extended along the line w = k. Vv,. It is of interest
that the bands where plasma polaritons have a negative
or positive group velocity are also retained in the pres-
ence of drift.

Now we will consider a solution to Eq. (9) for col-
lective plasma polaritons. From (9), it follows that car-
rier drift does not cause the instability of natural waves
but merely shifts the frequency by a small quantity on

the order of w/, H(Wp2 — KeVo)?.

4. TAKING ACCOUNT OF DISSIPATION

The above results were obtained without consider-
ing losses, which are certainly present in any semicon-
ductor. Dissipation is known to considerably affect
wave dispersion and damping, conditions under which
instability develops, etc. Specifically, it has been shown
[20-22] that taking into account the collision frequency
limits the maximal wavenumber and hence introduces
some minimal value of the phase velocity of a wave
Vpn = W(K)ma- Because of this, the instability condi-
tion (w/(K)max < Vo) fails even in high-mobility semi-
No. 3
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conductors like InSb and PbTe, where the drift velocity
may be as high as (3-5) x 10’ cm/s and the lowest
velocity of interfacial polaritons in the homogeneous
material may reach c/ /e, = 5 x 10° cm/s. Therefore,

the instability described in Section 1 may apparently
arise only in structures where electron currents pass
between semiconductor layers.

To examine the effect of dissipation on the plasma
polariton properties, we proceed asfollows. L et the col-
lision frequency in semiconductor 1 be v, <€ w; and
semiconductor 2 belosdess. Let dso vy = 0. Equation (9)
will be solved numerically. The solutionisillustrated in

Fig. 4, wherek, = k; +ik; . Figure 4ashowsthe depen-
dence of the frequency on thereal part k; d of the wave-
number, and Fig. 4b displaysthe dependence w(k,, d) at

v, = 3 x 10" s with kd = 0. Comparing Fig. 4 with
Fig. 1, we see that the dispersion curves with the posi-
tive (curve 1) and negative (curve 2) group velocities

runin the same manner at k; d=0, ..., 20. Thedamping

in this range is described by curves 1 and 2 in Fig. 4b.
For curve 1in Fig. 4a, thedamping is positive and small
in the frequency range w = 1.25 x 10*-1.75 x 102 s1

and equals k, /K, = 0.04. Beyond thisrange, the damp-
ing grows considerably, reaching k, /k, = 0.38 by the

end of curve 1 (w = 1.86 x 102 s, k. d = 19.98). For
curve 2 in Fig. 4a, the damping curveiscurve 2 in Fig.
4b, which is near the vertical axis, and k, d = 0. Subse-

quently, for w=2 x 102 s?, k;, becomes negative and

grows in magnitude. The negative value of k, means
that the wave amplitude increases along the positive 0x
axis and decreases in the opposite direction. Such
behavior of these polaritonsis explained by the fact that
for k)'( d>5(Fig. 4a), the group velocity is negative; that
is, the natural wave decays in the direction of energy
propagation [22, 23]. An importance feature of the
curvesis the presence of abend at large values of k'X d.
In this range, |k, d| is seen to grow significantly. Thus,

damping limits the value of k)'( d and introduces a min-
imum of the phase velocity.

Let us estimate (k) ma assuming that the collision
frequency in semiconductor 1v; < wy ;. L&t w= Wy in
other words, we consider the range near the asymptote
in Fig. 1a. Then, we can put

(V)
kX > Tps 81’2.

With thisinequality taken into account,

k,, = (16)

22: ikx1
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Fig. 4. Dispersion relation for plasma polaritonsin the pres-
ence of spatial damping.

and Eq. (4) takes the form

coskd = coshk,d, coshk,d,

1|jl 82] . . (17)
+ EE!E_Z + s—lenhkxdlsmhkxdz.
For large values of k,coshk,d =
exp(k.d)/2 and with w, , > ) ;, we have

sinhk,d =

¢ = 12 8w, g2, O
X = a nD 2 ’
0@y 1 V1 (€01 + €g2)

1 W
k; = Zarctan—=.
d WpsV1

(18)

Here, |coskd | = 1. From (18), it follows that at v; — O,
k., d — o and k;; d — 10/2. The bend in the curve can

be explained as follows. With v; # 0, k; d takes afinite
value and the phase shift over the period is somewhat
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Fig. 5. Minimal polariton phase velocity vs. v/t

less than 11 when the wave travels in the negative z
direction. Thus, the reflected wave “ quenches’ theinci-
dent one. This causes a forbidden band, i.e., abend in
the dispersion curve, to form.

The minimal phase velocity vs. ratio v,/wy is
depicted in Fig. 5. Asthis ratio grows, the phase veloc-
ity approaches the velocity of light. However, even at
V; > Wy, itamountsto only several percent of the veloc-
ity of light. As the numerical calculations show, the
shape of the curve at high dissipation values dependson
the structure geometry. Physically, thisis explained by
the fact that aportion of the energy istransferred in lay-
ers 2, where the damping was set equal zero.

Figure 4a shows two more waves with their disper-

sion curves located at Kk, d = 0 (curve 3) and |k, d| = 10
(curve 4). This solution appears when only dissipation
processes are included [24]. As follows from (8), the
power flux along the Ox axis P, = O; along the 0z axis,
its direction reverses in adjacent layers. The latter cir-
cumstance stems from thefact that €, >0and e, < 0in
the range of interest. Therefore, polaritons of this type
do not propagate in the structure and decay near the
point of origination.

Now consider the instability of natural wavesin the
presence of drift and dissipation. If w, , > w4, thedis-
persion relation takes the form

(0 =KV o) [€0100° + (00f 2 — E020”) F . 2]
el (19)
=

BULGAKOV, SHRAMKOVA

Substituting w = kv, + dwfor drift waves yields
.2
0,

Vaf €0y + [6002/ (KeV o) —€cal F1 2

In formulas (19) and (20), the value of F, , found
from Eq. (4) hasthe form

K
Fip = —kZl(Ai AP -1),
ze

_ cosk,,d, cosk,,d, — coskd
= T snk,d,sink,d,
Since vy < ¢/ /€1, 02,

_ coskd — coshk,d; coshk,d,
- snhkd,snhkd,

and, hence, F; , =—1. Then,

3w = (20)

(21)

2
5_00:i Whs1Ki Vo

2 2 "
w [Wps2 — (K Vo)V

Thus, we have found that drift waves are unstable
for frequencies below wy,o. The increment is maximal
at frequencies near wy,. This effect is accounted for by
Fig. 3b. Near wy,, apolariton band exists for which the
associated equation is obtained by equating the expres-
sion in the brackets on the left of (19) to zero. The
increment grows as the frequency approaches the reso-
nance between adrift wave and polariton. At this point,
the increment is maximal and is proportional to the
sguare root of the right of (19). Note that the condition
kyVo = Wy cannot be fulfilled, since dw/w must be less
than unity. The conclusion that space-charge waves are
unstable at any frequency if the collision frequency is
nonzero has been drawn in [7].

For collective plasma polaritons, we find from (19)

(22)

6_00 = wﬁle
w 2V, (We =KV o) (€01 + €gal FI)

(23)

Here, 0= Ju)fZIFI/(z»:01 +€y,|F|) isthesolutiontothe
polariton equation. |F| takesinto account the periodicity
of the structure. [F] — 1if k, d — oo; in this case,
Wr — Wye. Polaritons are unstable if ko > wr.

CONCLUSION

Our results can be of interest in designing solid-state
millimeter- and sub-millimeter-wave devices, where
long-term interaction between drift or natural waves of
the periodic structure (superlattice) is a crucial issue as
in TWTs. The materials of choice for the layers are
InSb, PbTe, or GaAs, and the layer thickness must be
about several micrometers.
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Abstract—Results of processing photoemulsion plates exposed in several experimentsthat were performed on
the MAS-1 automated complex with a microscope are reported. Specifically, the case of detecting a charmed
meson in the WA-95 (CERN) experiment is considered. Also, the processing of interna conversion electron
spectrograms that are recorded with a beta-ray spectrograph equipped with a precision image-sensing TV sys-
tem providing an accuracy of 1 umin three coordinates is described. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Earlier, the MAS-1 universal setup [1], designed in
the Institute of Theoretical and Experimental Physics,
was used to search for neutrino interaction in nuclear
photoemulsion exposed to a neutrino beam in the
CERN SPS accelerator [2].

The basic parameters of the MAS-1 are as follows:
the size of the objective table for emulsion scanning
and making measurements is 450 x 450 mm, the scale
reading in three coordinates is 1 um, and the upward
stroke is 50 mm. The setup is provided with a vacuum
clamp to fix aphotoemulsion plateand aTV system for
image observation and memorizing.

The setup was designed for processing eventsin the
WA-95 (CERN) experiment organized by the CHO-
RUS collaboration to search for neutrino oscillations
[3]. In that experiment, the exposed photoemulsion
chamber was glued to a 400 x 400-mm polystyrene
substrate in a definite order and events were sought in
the semi-automatic regime (tuning to a desired coordi-
nate was made automatically, and event coordinates
were fixed by the operator). As an illustration, we will
demonstrate a charmed meson (Fig. 1) detected in that
experiment. Here, the blackening of each photoemul-
sion grain was measured.

However, the technique developed aso allows one
to measure the blackening of a set of grains and eventu-
ally to record spectral lines. In this work, we apply the
MAS-1 setup to scan nuclear photoemulsion plates on
which the internal conversion electron (ICE) lines of
various radioactive nuclides were recorded with a beta-
ray spectrograph and show the advantages of our
approach over the microphotometry technology [4].
The photoplates used measured 400 x 15 mm and had

aP-typeemulsion layer 50 um thick (availablefrom the
FOMOS Research and Production Amalgamation).

The parameters of beta-ray spectrographs were
carefully considered in [4]. The basic ones are the fol-

z um

300 RO O O YL,

e // // I:: ‘l‘// // // // //
200 '
I
a=7.4°
A
100 F
o
3 i (W
Nk 2
0 100 200 X, pm

Fig. 1. Birth of a charmed meson in the MAS-1. Event
1272 = 1925, chamber 54, prediction track 212 (6)-hadron.
(1-4) Track numbers. I, photoemulsion; Il, polystyrene;
A, direction of search for interaction vertex.
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Table 1. %Y b spectrum lines
Line Position, pm Width, um Intensity Signdl/ E):tticléground
K 264100 £ 50 1500 1 11.40
L1 273300 £ 50 400 0.0175 = 0.0002 2.20
L2 275000 £ 50 300 0.0019 + 0.0002 0.76
L3 278200 £ 50 300 0.0026 + 0.0002 0.93

lowing: the energy resolution is 0.03%, the energy
range of electrons detected is 0-3000 keV, and the
source activity is 5-30 mCi. As an electron recorder,
plateswith nuclear emulsion are used. The use of apho-
torecorder to detect electrons makes it possible to gain
information about conversion electron energy spectra
over a wide energy range and with a high resolution.
However, to extract data of interest from photorecord-
ers, one needs precision instruments equipped with
sensing TV systems and tools for digitizing optical
images. The TV camera must offer a high spatial reso-
lution in order to provide good images of individual
emulsion grains of size about 1 pm.

TV SYSTEM FOR IMAGE SENSING

The MAS-1 intended to perform measurements in
nuclear photoemulsion was equipped with a specia
spectrophotometric CCD-based TV camera. Data pro-
cessing with this camera is accomplished using dedi-
cated algorithms that decompose an image into 512 x
512 cells, each memorizing the brightness in the inter-
val 0-255 units.

The CCD-based TV camera operates in the optical
range and has a maximal sensitivity at A = 0.5 pm.
A SONY CCB-M27B/CE camerawith aCCD array is
designed for the high-quality entry of black-and-white
imagesinto a PC. It generates avideo signal and auxil-
iary signals and has the following parameters:. the size
of aCCD array is1/2", the number of cellsis 768 x 576,
the sensitive area is 6.46 x 4.83 mm, the time of
response of an electronic shutter is 1/10000-1/50 s, the
time of signal accumulation isabout 1 min, and the sen-
sitivity is0.251. The cameraprovides external synchro-
nization for frame scan and automatic gain control. The
cameraisdirectly connected to its controller (placed in
acomputer), which digitizes the signals. The controller
and camera operate with the same clock frequency,
which provides high-quality imaging and precise
matching between a digitized image and the physical
raster of the CCD array.

The image-sensing TV system, which provides
image entry, has the following parameters: the total
number of pixels in the raster of the camera is 768 x
576, the time of image entry is 40 ms, the number of
storage screens in the buffer is ~8, the number of tonal
gradations is 256, and the clock frequency of frame
decomposition is 14.1875 MHz. The system has input

TECHNICAL PHYSICS Vol. 48 No.3 2003

and output data coding tables, electronic control of
tonal gradations, a 16-hit interface with the IBM PC
bus, and a 4-bit data overlay.

The TV cameraincludes a CCD card, CCD control
card, power supply card, and interface-and-controller
card. The functions of the controller are changed by
reprogramming. Some of the functions are user-pro-
grammable, and the others depend on programs wired
in a programmable gate array. The wired-in programs
specify the controller’s operating parameters. They can
be loaded into the controller at any time instant and as
many times as desired. One loading of awired-in pro-
gram takes 80 ms.

TECHNIQUE FOR SCANNING BETA-RAY
SPECTROGRAMS

Photoplates that recorded the ICE spectra from
radi oactive i sotopes when exposed in the beta-ray spec-
trograph contained information on the energy, width,
and intensity of the lines. After development and dry-
ing, they were rigidly fixed on the MAS-1 table. The
thickness of the emulsion layer developed was =25 um

Fig. 2. Conversion electron lines in the photoemulsion in
the MAS-1.
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Fig. 3. Results of scanning (a) the | CE beta-ray spectrogram for the 169y isotope (N isthe number of black cells) and (b) the same
spectrogram extended along the Y axis (the transition multipolarity is found from the ratio of the L line intensities).

at a glass substrate thickness of 2 mm. The photoemul-
sion exhibited black grains, whose density directly
depends on the rate of nuclear transitions. Actualy, the
grain size displayed on the TV camera was =1 um,
occupying about ten cells of the CCD array. Such ares-
olution is sufficient for separating individual grains
even if their sizes fluctuate considerably. The photo-
emulsion was illuminated by a parallel light beam
formed by an optical system consisting of a 100-W
incandescent lamp, condenser, and field objective. The
image quality was electronically controlled with a spe-
cial software suite. The tonal gradation was selected so
that “dark” and “light” cells have brightnesses in the
interval 0-127 and 128-255 units, respectively. An
image recorded with the optical path of the TV camera
under these conditions was fixed as a 512 x 512-cell
frame and, after digitizing, filed. Figure 2 shows the
photographic image of electronsfor the Lu element that
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Fig. 4. Results of scanning the | CE beta-ray spectrogram for

the 11In isotope with an energy of 171.29 keV (N is the
number of dark cells).

was displayed on the TV screen after appropriate tun-
ing. Images recorded were processed by the special
algorithm in several steps.

(1) The frame with an image is filtered to remove
contaminants, defects, and emulsion damage.

(2) The brightness distribution on the frame is
equalized; i.e., the distribution function is analytically
extended over the entire possible range.

(3) The brightness of the frame is reduced to binary
representation; that is, the brightness takes only the
value O or 1.

(4) The number of dark cells (brightness 0) on the
frame is calculated in the projection onto the axis nor-
mal to a spectral line being scanned (the number of
these cells depends on the scan step).

The spectrum thus obtained (Fig. 2) exhibits closely
spaced intense and faint lines. Usually, faint lines can
be recorded by decreasing both the scan step and the
optical magnification. This is because the lines diffuse
greatly under a high magnification and closely spaced
ones become indistinguishable because of insufficient
dtatistics. Thefield of visionin Fig. 2is584 x 584 um,
and the spacing between the linesis 53 um. Therefore,
such spectrograms should be scanned with a step of no
more than 25 pm because of the presence of faint lines.
However, if the background noiseisweak, the scan step
can be selected in view of the signal-to-noise ratio.

During the scanning of photoplates on the MAS-1,
the operator fixes the coordinates and determines the
number of black spots in each field of vision with a
computer operating in real time. Beta-ray spectrograms
are scanned along the full length of the photoplate with
the sensing system tuned once. In this case, the posi-
tions of ICE spectrum lines are determined with the
same accuracy.

Theresults of scanning the beta-ray spectrograms of
the 16%Y b isotopein the energy range above 50 keV with
our technique are shown in Fig. 3. Table 1 lists data

TECHNICAL PHYSICS Vol. 48
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Table 2. ™In spectrum lines

PROCESSING OF TRACKS AND BETA-RAY SPECTROGRAMS

Line Position, um | Width, pm Intensity
L 81395+ 12 607 1
M 82975+5 216 0.340 + 0.001
N+O 83281+ 8 273 0.048 + 0.002

obtained by processing the lines in Fig. 3. Note that
gualitatively our data are in good agreement with pub-
lished data [5]; however, the lines are sharper and their
location is much more accurate.

The intensities of the ICE spectrum lines for a
=163,165Tm jsotope mixture are presented in [6]. Due to
the high sensitivity of the technique suggested, high-
reliability measurements of the faint lines were per-
formed.

New results were obtained by us when the beta-ray
spectrogram of the 5Hp isotope was scanned in the
energy range up to 100 keV. The associated data are
also presented in [6].

Figure 4 demonstrates the results of scanning the
photoplate with the | CE spectrum for the '!In isotope
at energies of up to 500 keV. The intensities of three
lines from this spectrum were calculated by approxi-
mating the lines by the Lorentz function under the
assumption of linear background near these lines. The
positions of the lines and their relative intensities are
listed in Table 2. Earlier, these data were absent in the
literature.

CONCLUSION

Thus, we pioneered the use of the MAS-1 universal
setup for processing beta-ray spectrograms recorded on
photoplates in beta-ray spectrographs in order to deter-

TECHNICAL PHYSICS Vol. 48 No.3 2003
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mine the relative intensities of spectral linesfor anum-
ber of beta-ray isotopes. The MAS-1 is much more sen-
sitive and provides much more accurate data than
microphotometers [7].
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Abstract—On the assumption that a spark discharge in water is quasi-steady, its pressure and channel radius
are calculated. It is shown that the key discharge parameter isthe action integral S= J’B i2 dt, wherei isthe cur-

rent in the channel. The conductivity only slightly affects the computational results and thus can be assumed to
be constant. The formulas obtained can be applied to a discharge along the axis of a cylindrical water-filled
chamber if the deformation of itswalls over the discharge timeis negligibly small and the pulse duration is sev-
era times greater than the time of sound propagation in water from the axis of the chamber to itswall. At rela

tively low pressures (P < 10° Pa), P ~ R*3, where Ris the chamber radius. © 2003 MAIK “ Nauka/ I nter peri-

odica” .

The pressure due to an electrical discharge in a
water-filled cylindrical chamber with undeformable
walls can be approximately calculated if it is assumed
that the discharge is quasi-steady. This means that the
discharge current rise timeis much longer than thetime
of sound propagation from the axis of the chamber toits
wall. It can also be assumed that the discharge channel
isacylinder of radiusr that is coaxial with the chamber
of constant radius R. It is known that the density of a
medium inside the discharge channel is much lower
than that of surrounding water; therefore, the plasma
mass in the channel can be neglected. Under these
assumptions, the water mass conservation law can be
written as pV' = const, where p is the water density in

theregionr,<r<Rand V' =m(R?>— rﬁ) isthewater vol-
ume (per unit length). Hence,

dp _ dVv
The simplest equation of state for water (Tait's
equation) has the form

P=Py(p/po)” + AL (p/po)” —1],

where P is the pressure in the chamber, which is equal
(in the quasi-steady regime) to the pressure in the dis-
charge channél; py istheinitial water density; P, isthe
initial pressure; and A =3.05 x 108 Paand o = 7.15[1].
If itisassumed that P, < P, thefirst termin the equation
for pressure can be neglected.
Equation (1) can be transformed into
R2
P = PVolV' = poRz_z, 2

c

then,

2—(1
p=Al 0L
5RO

where x = r2/Re.
This equation can be solved jointly with the energy
balance equation [2]
. 1 d
nor2  Y—1dt
where y = 1.22-1.30 is the adiabatic exponent of the

plasma, ¢ isthe plasma conductivity, and i(t) isthe dis-
charge current.

In terms of the new variable

—1} = A[(1-x)"-1,

(P+PS0D, (@

t
1 °
T = ——[=dt,
AT[2R4J; o
Eq. (4) takesthe form

1_1d d
X y—ldT(Xe) O ©)

where® = P/A=(1-Xx)"—1. The solution to this equa-
tionis
2
_ X y-2
T = y_le v=1
x|:1_(1_X)—0(+2_1_(1_X)—a+1_x_2:|
a-2 a-1 2]

(6)
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The applied energy per unit channel length is given
by

w = T[ARZEﬁ_x[(l—x)'a ~1]
(7)
¥ O(%1[(1—x)1‘cx _1] —XE}

The computational results shown in the figure are
represented as the channel radius and pressure vs. the
parameter T (the graphs are plotted for the special case
y=125and a = 7.15).

If the conductivity varies insignificantly over most
of the discharge time, one can put o = congt = (0.3-3.0) x
10% (Q m) [3]. In this case,

1 = (S0)/(ATPRY),

 t* dt is the so-called action integral, which
is commonly encountered in the problems of electrical
explosion of semiconductors and breakdown in gases.

Consider the caser /R < 1, when only the dominant
term in binomia expansion (3) can be left:

where S:[

(1-rR) *=1+ariR.
Here, P = Aa(r/R)? and Eq. (4) takes the form
1 _ y+1%r3 dr, .
ortr: Y-1R ‘d(So)

Thus, we arrive at the relationships for the channel
radius and pressure:

(8)

_r3(y-1) R? s 16
e [(y + 1)T[2(xA0} ®
P = (@A) n23—((\;111))8 B (10)

It is noteworthy that, other conditions being equal,
the pressure rises with diminishing radius as P ~ R*3,
The above expansion provides a reasonable estimate
for many applicationsif r/R < 0.2, which corresponds
toP <108 Pa
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Time dependence of (1) the channel radius and (2) the pres-
sure in the channel.

By way of example, let us estimate the pressure in
the channel and the channel radius for a dischargein a
cavity of radius R=2 x 102 m at the instant the current
reaches a maximum amplitude of 10 kA. The current
risetimeist, = 2 x 10* s, which is 15 times that of
sound propagation from the axis of the chamber to its
wall. Thus, the processis quasi-steady. In this case, SU

i2,t,/2=10%A2/s. At 0 = 3 x 10* (Q m)~, the pressure
estimated by formula (10) at theinstant of current max-
imum is P(t,,) = 1.5 x 108 Pa. The pressure is seen to

depend on the conductivity only dlightly, allowing the
use of estimates for o.
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